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ABSTRACT

A critical re-examination was conducted of the assumptions
made by Fane and Sawistowski in their formulation of the free trajec-
tory model of the spray regime. Independent determination of the
parameters necessary for the model confirmed the validity of the
projection velocity correlation used by these authors for sieve
plates with small holes.

Simplifications in the model made it possible to deduce the
functional form of the dispersion density and surface area profiles
and present it in a form which required only the knowledge of a total
number of five parameters, for complete descriptioh of the hydrodynamic
state of a plate operating in the spray regime.

A general definition for systems classification was proposed
based on sign of the time derivative of surface tension. It is
equivalent to the different definitions used previously which were
specific to the particular mass-transfer operation undexr consideration.

Effect of gas and liquid flow rates, hole diameter, fractional
free area, mass transfe¥ and of the use of a splash baffle on the
behaviour of a small plate were also studied. In addition, a tentative
prediction of dispersion density parameters is presented. Explanation
of these effects was conducted with the help of a physical model of
the phenomena occurring in the proximity of the hole.

A common basis for comparison of the froth-spray transition
measurements was established. It was found that transition for strongly
negative systems occurs with a gas velocity 25% smaller than that

necessary for the other systems,
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Chapter One

Introduction

Sievé plate columns represent a type of equipment which is widely
used for mass transfer operations. During the last decades they have
replaced bubble cup plates as standard contactors since they are less
expensive and have a lower pressure drop. In addition, continued
research on sieve plates has removed the prejudice which surrounded
their stability of operation.

The use of high gas or vapour velocities leads to the operation of
the sieve plate in the spray regime. Under these conditions the
behaviour of the column is different than in the froth regime in that
the gas-liquid dispersion consists primarily of liquid drops providing
the major contribution to the interfacial area for mass transfer.

The importance of the study of the spray regime has best been
summarised in the A.J.V. Underwood Memorial Lecture delivered by
F.J. Zuiderweg to the I. Chem. E. and 5.C.I. in London on 3 May 1973:
"Contrary to the earlier belief, the flow on bubble trays rarely shows
vapour bubbles in a layer of liquid. Such a bubbling pattern is only
obtained at high liquid level and with low vapour rates. For the
inverse case, a regime in which atomised liquid is suspended by the
vapour dominates". It follows that a significant amount of earlier
work may have been misinterpreted due to failure in recognising the
changg in type of dispersion and in the mechanism of production of
interfacial area. Only recently has the spray regime been studied in
detail.

There has been some controversy surrounding the formation of

dispersion in the spray regime. Some authors consider the dispersion



to be equivalent to a fluidised bed of droplets, whilst others claim
that it comprises discrete droplets allowing well defined trajectories
in the inter-plate space.

The most comprehensive contribution to the study of the spray
behaviour and the efficiency of mass transfer in this regime was presented
by Fane and Sawistowski.! They postulated that the atomised liguid had
well defined trajectories and this was later substantiated by Lindsey's
photographic study.2 A free trajectory model was formulated on this
assumption according to which drops were projected upwards with a certain
initial projection velocity from near the plate and followed trajectories
given by the solution of the equation of motion of the particle.

Experimental dispersion density profiles (liquid volumetric fraction
in dispersion versus height above plate floor) have been successfully
fitted by this model and subsequently used to predict plate efficiencies
remarkably well,ls3

Nevertheless, limitations in the usefulness of the model exist by
the need for prior knowledge of parameters concerning the initial
projection velocity and the drop size distribution. The initial projection
velocity was assumed to be known from correlation of existing experimental
data based on the heights reached by projected drops. The drop size
distribution was calculated by "fitting" experimental dispersion density
profiles at actuai conditions.

The purpose of the present work is to subject the assumptions made
by Fane and Sawistowski to critical re-examination concentrating in
particular on the parameters of the free trajectory model. This work
will be conducted in two stages:

In the first stage, an analysis will be performed of the free

trajectory model and of the dispersion density profiles, in particular
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examining the importance of the various assumptions and their
criticality.

The aim of the second stage will be to obtain independent
information on the parameters of the model.

In addition, an attempt will be made to establish a common basis
for comparison of the froth-spray transition measurements and to

investigate the effect of presence of mass transfer on plate behaviour.
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Chapter Two

LITERATURE SURVEY

2.1 Hydrodynamics of Sieve Plates

2.1.1 Regimes of Plate Operation

The structure of the two phase dispersion on the plate, and hence
the magnitude of the interfacial area, mass transfer coefficient and time
of phase contact for mass transfer, are determined by hydrodynamic
conditions. Several regimes, characterised by different flow patterns
can be observed and the factors affecting the formation of interfacial
area and mass transfer éct differently in each regime. It is, therefore,
necessary to describe the fluid mechanics and mass transfer characteristics
of each regime and to be able to predict transitions between them. However,
the transition between various regimes is seldom very sharp and, depending
on the type of system considered, not all regimes may always be present.

On the other side, frequently several regimes coexist at different places
on a large plate.

The occurrence of a particular regime depends strongly on gas velocity
and is also influenced by the nature of the physical system. Thus, the
various systems are best described by following the variations in the
mean dispersion density (volumetric liquid fraction) of the gas-liquid
dispersion on the plate with the superficial velocity of the gas (Figure
2.1). Surface-tension positive systems will be considered first. These
are systems, for which surface tension increases with contact time between

*
phases as a result of the mass and/or heat transfer taking place.

*
This generalizes the definition introduced by Zuiderweg and Harmens® for

the case of two-component distillation systems.
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Initially, at a low gas velocity free bubbling (1) exists, for which
with increasing gas rate (at constant liquid rate) the dispersion density
falls monotonically. The dispersion consists of clouds of bubbles of
narrow size range (formation size bubbles). The limit of this regime is
reached, when the rate of arrivél of bubbles at the surface becomes
greater than their rate of coalescence. The regime changes then to
cellular foam (2) and the bubbles deform into polyhedra. The dispersion
density continues decreasing and can be as low as 8%, On increasing the
gas rate, the liquid films thicken, the foam becomes mobile (3), and
gradually breaks down with an increase in the dispersion density.
Finally it degenerates into froth (4) characterised by a local maximum
in the variation of dispersion density with gas rate. In this regime
there is a vigorous liquid circulation and the dispersion density is
greater than in the foam regime. The dispersion is extremely agitated
and the surface is mobile. Further increase in gas velocity leads to
phase inversion and hence to the formation of the spray regime (5).

With negative systems in which bubble coalescence is too fast to
allow for foam formation there is direct transition from free bubbling
(1) to froth (4') and then to spray (5).

It was observed® that for very pure liquids in the absence of mass
transfer, even the free-bubbling regime can be almost absent - Figure 2.2.

The free bubbling and cellular foam regimes, although of considerable
academic interest and with several important applications, are of little

practical importance in sieve plate operation.
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2.1.2 Dispersion density profiles and regimes of plate operation

Up to now only mean dispersion densities have been considered. Even
some recent publications6 characterize the dispersions by an overall froth
density, but this does not mean that the dispersions are homogeneous. On
the contrary, it has been shown by MacMillan,7 Bernard and Sargent,8
Fane and Sawistowski ! and more recently by Fell et al.9 that the
dispersion density is also a function of the height above the plate floor.
The representation of thi; function is called the dispersion density
profile. Further, Fane and Sawistowski' have shown that the shape of
this profile ig characteristic of the regime of operation of the plate
(Figure 2.3). They found that in the cellular foam regime the profile
has almost a constant slope, in the froth regime there is a zone of
constant density and in the spray regime there is a local maximum of
the dispersion density profile at a certain height above the plate floor.
The shape of the last profile will be deduced later by a simplified model

of the spray regime.

2,1.3 Multiplicity of steady state hydrodynamic regime of sieve plate

operation and hysteresis effects

The simplified picture presented so far is not always applicable.
In fact, some instability phenomena can occur in the operation of sieve
plates and some additional hydrodynamic regimes can be identified. For
instance, the existence of two steady states, corresponding to twe different
regimes of hydrodynamic operation on sieve plates, for the same gas and
liquid rates of flow, have been observed.l071% fThig is one special case
of a more general phenomenon exhibited by dissipative systems. In general,
if there is a sub-space of the space of the values of the variables of

operation for which a multiplicity of states exists, a step change on
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several observable variables can be detected and a hysteresis gap be
defined (Figure 2.4). Within this sub~space, the actual state is
metastable and depends on the path followed to reach it. Sometimes
spontaneous transitions exist from one state to the other in either
direction as the result of any casual disturbance (Figure 2.5) and if
the observable variables are time average values, they can seem to be
continuous functions of the operation variables!? (Figures 2.6 and 2.7).
In this case, also the hysteresis effect is not well detected.

Sometimes the metastable states are oscillatory with well defined
period and wave length. This is the case of overstability, since the
restoring forces, opposed to a slight displacement are so strong as to
overshoot the corresponding position on the other side of equilikrium.
Three different types of regimes of overstability have been found (Figure
2.8), although not all of them have yet been detected on sieve plates.

They are in increasing order of wave length and height of froth:

Type I - full wave oscillating regime
Type II - half wave oscillating regime

Type III ~ circulating oscillating regime

Type I oscillation is characterized by a nodal circle in the cases of
circular columns without downcomers or by two parallel axes oriented in the
directions of the transverse flux of liquid at the distances of 1/4 and 3/4
of the travel length. The wave length for this type of oscillations is the
diameter of the plate.

Type II oscillation is characterized by a nodal axis, oriented in the
direction of the transverse flux of liquid if one exists. The wave length

for this type of oscillations is two times the diameter of theAplate.
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Type III oscillation has only a nodal point. The wave length for
this type of oscillations is 7 times the diameter of plate. Its
occurrence on sieve plates has not yet been observed experimentally but
it is to be expected to exist for very high hold-ups on sieve plates
without downcomers working in similar hydrodynamic conditions to those
found in Thomas steel converters, where this type of oscillation can
happen.16

The occcurrence of oscilliations substantially increases weeping and
entrainment, produces a wider variation in bubble diameters and generally
lowers plate efficiency.

Sometimes cases of step changes in observable variables have been
associated with phase inversion (see, e.g., the work of Shakhov!? and
others as discussed by Pinczewski & Fell).l7 However, these step changes
occur more generally and seem not to be necessarily connected with phase
inversion (Figure 2.9). They are the result of a reaction of the system
to a situation that is no longer stable and in which a build-up of a
metastable condition has already taken place. For instance, on sieve
plates an increase in liquid hold-up may lead to oscillations in order to
increase weeping or entrainment and thus reduce the hold-up tc a more
acceptable value.

In the cases presented by Shakhov!? the froth regime can extend
sufficiently far into the metastable state that after tranéition to spray
regime the entrainment can be nearly total (Figure 2.10a-c).

In general, it can be said that the hydrodynamic behaviour of a sieve
plate can be very complicated and very much dependent on geometric factors,
such as for instance the existence of a splash baffle. Even the change in
diameter can be very important, as can be seen from Figure 2.lla and 2.11b

in which its effect is presented on stability limits and hysteresis gap.
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When an aqueous solution of glycerol (viscosity about 6 times the
viscosity of water and lower surface tension) was used, under otherwise
constant conditions (Figure 2.1lc), the spray regime remained much more
stable and the instability region vanishes completely. At the same time,
the transition from froth to spray was almost the same, so that the
hysteresis gap was considerably increased (Figures 2.11b & 2.11lc).
Note: Similar phenomena are also present in liquid-liquid systems. The
occurrence of hysteresis phenomena associlated with the existence of two
different steady states have been described by Luhning and Sawistowski?®
in the case of liquid-liquid extraction.

In the case of equilibrated phases and moderate values of interfacial
area it can be expected that dispersed phases of volume fraction about 0.6
can be stable since a potential barrier for inversion has to be attained.
The volume fraction of dispersed phase can be made considerably higher
than 0.6 by the presence of a solute in equilibrium decreasing interfacial
tension. ILow values of interfacial tension increase stability by allowing
deformation to occur and hence producing a closer packed assembly of
dispersed phase. The presence of mass transfer helps to create an
"activated state" decreasing the potential barrier necessary for
inversion, i.e., acting as a catalyst for phase inversion. This case can
be considered very similar to the hysteresis phenomenon described on sieve
plates by assuming the analogy between "too high hold-up of liquid" and

"too high volume fraction of dispersed phase".
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Prediction of occurrence of oscillations

A theoretical model presented by Hinze,19 is considered consisting
of a gas—agitated liquid layer on a horizontal sieve plate. The flow is
assumed two-dimensional, and some simplifying assumptions are made. It
is found that neutral and amplified oscillations can only occur in
distinct regions of the wavelength range. The neutral stability was
found to exist for wave lengths
2(c )’

N o= 2 (1-———
. (1 - FL)

and

with growth occurring for wave numbers Nl <N < N2, where:

Af is the fractional free area of the sieve plate (-},
c is the orifice coefficient (-),

F. is the mean liquid fraction by volume (-),

N is the wave number = 2mhg/A (=),

h is the mean dispersion height (m), and

A is the wave length (m).

The encountered wave lengths are primarily determined by geocmetry.
The hydrodynamic similarity, for the case of no cross flow of liquid is
obtained with equal Froude numbers, as can be found by generalizing the
results of Hinze for geometrically similar situations.?29

Recently, Biddulph and Stephens,11 reported that using as a basis the

comprehensive theory of Hinze with some modifications, they were able to
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develop a dimensionless number which should have critical values

corresponding to full wave and half wave oscillations. The group is

defined as

usehdpG
s T 3o
9B erfy,
where:
BS is a dimensionless group,
D is the column diameter (m),
EL is the mean liquid fraction (=),
g is the gravitational acceleration hns_z),
hd is the mean dispersion height (m),
ug is the superficial gas velocity (m s—l)
€ is the eddy kinematic viscosity (m2 s—l),
PgrPy, are respectively gas and liquid density (kg m—3).
For the system air-water it was found that when B, = 0.5 x lO—5 full-wave

S

oscillation is initiated and continues until, with increasing vapour rate,
BS = 2.5 x 10-5. At this condition half wave oscillation sets in.

However, if the Froude number is to be important, the product
us/a; should appear, as is usually the case for two-phase phenomena,
instead of the product U contained in the definition of B,. 1In fact,
when Biddulph's results from a later paper12 are plotted on log—-log paper
(Figure 2.12) it is found that the transition velocity is inversely propor-

tional to /Eé and not to g The validity of the criterion is therefore

doubtful’ (Figure 2.13) and it needs re-examination.



25

Prevention of oscillations

When the hold-up on a plate builds up above a certain value_and the
system goes into the metastable state, periodic oscillations can appear
due to the condition of overstability. If this happens, oscillations can
be eliminated by reducing the restoring forces (responsible for the over-
stability). Biddulph et a1.12 managed to cut out full wave oscillations
completely by a very effective and simple device based on the above
mentioned principle. Single vertical expanded metal baffles installed
along the nodal lines introduced a large damping effect on the horizontal
component of froth velocity and that is usually large enough to suppress
oscillations (by dissipation of energy of the restoring forces). A solid
baffle is not desirable since this merely provides another wall for
reflection of waves, with the likelihood of initiation of oscillations on

both sides of the baffle.
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2.1.4 Modelling

2.1.4.1 Regimes of continuous liquid phase

(1) Modelling based on the calculus of variations

Azbel,21 Kim?2 and Takahashi??® have shown theoretically that in the
case of a one~dimensional model, the gas void fraction on a perforated
plate is a function of the Froude number (based on the clear liguid
height) and of the clear liquid height. They based their considerations
on assuming spherical bubbles (Azbel), elliptical bubbles (Kim) or spherical-
cap bubbles (Takahashi). On making the assumptions that:

(1) the energy of the dispersion consists of the sum of potential

energy, kinetic energy and surface energy;

(2) the gas-liquid dispersion is stable for minimum of total energy;

(3) the liquid hold-up is a constant;

(4) the gas void fraction is unity at the top of the froth layer,

the following equations were obtained:

e (2) =\j B —, (1)
H b Fr + =+ 1) - 2=}

L
where:
b = 1 according to Azbel,
86 . .
b = 5 according to Takahashi and
uS2
Fr = Froude number = —— |,
gH
L
: . . -2
g = gravitational acceleration (m s 7),
H = hold-up (m),
u., = superficial gas velocity (m s-l),
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z = height above plate (m),

€ = gas void fraction (-).

Taking z = hd {height of the dispersion) and € = 1, ‘equation (1)
becomes:

=3
It

HL(l + vb Fr), (2)

and then the mean dispersion density, F.

L’ and the mean gas void fraction,

—

£, are respectively:

= 1

= (3)

’
L 1l + vb Pr

vh Fr .

(4)

1+ vb Fr

o |
!

Dividing equation (4) by equation (3) results in

= = VoEr. (5)
F
L
Kim obtained:
o= 1 (6)
Fr, = 3/6,
1+ 5 Fr
2p
and:
%7 = (7)
F
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where:
Fr \> /Fr/2 + Fr?/6 + Fr /108 + VFrl/4 + Fro/54

P = p (l + = + +

m 2 6 2

3 2 3 o2 3 -t
N \/Fr/2 + Fr"/6 + Fr /108 - YFr°/4 + Fr~ /54 ) ’ (8)
2
and:

P, = liquid density (Kg m—3).

In Figure 2.14 these results can be compared with the "best" correlation

24

of experimental results, obtained for the air-water system:

£. = Va2.25 Fr for 107> < Fr < 8.5 x 1074 (9)
L

and:
= 3 -
Ef = V8 Fr for 8.5 x 10+ < Fr < 1. (10)
FL

The assumptions of Takahashi, Kim and Azbel that under steady-state
conditions such a system of minimum energy will be formed on the plate is
physically not substantiated. Furthermore, the type of dispersion density
profile deduced by equation (1) (Figure 2.15) is not found experimentally,
although it may be approximated by the experimental profiles found in the
froth regime. Kol4#25126 s35sumed that the dispersion is approximately
homogeneous in any horizontal plane, i.e. in a gquasi-stationary state the
properties of the dispersion are only a function of the vertical distance

from the plate. The starting point of his theoretical analysis was the
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condition of minimum energy dissipation. This led him to a relation
between the distance above the plate and the gas void fraction of the
dispersion. With the aid of balances of forces and momentum this
relation was transformed into a dependence of the pressure drop on the

distance above the plate. The correlations arrived at were:

z —4 - - - -
ﬁ; = [Eo/(l Eo)]{(s so)/eeo + 1n[(1 eo)e/(l e)eol} (11)
and

> b.—-P
Z 0O "H
— =1 1{(p.-p) (1-e )/ (p -p. e _ + 1ln 1 (12)
HL 1—80 o) o) O “H O P —Py
where

€= g, and p = Py for z = 0

and:

It

I
s

e= 1 and p Py for z

are the boundary conditions used by the author, and

H = height of the system given by the distance between the
plates (m),
H = hold-up (m),
-2
P = pressure (N m ),
z = height above plate (m),

€ = gas void fraction.



Experimentally Cervenka and Kold#?7 found that

1/2u -1/4

£ = 0.824 exp (--3.6.HL s ) ‘ (13)

0]
and almost 90% of the €5 values are said to differ from the computed
values by less than 10%. The value of € corresponding to the experimental
heights of dispersion was supposed to be a constant value close to unity.
The optimum value for closest fit of the experimental data was 0.975.
The visually observed height of the dispersioﬁ thus represents the
distance from the plate where the gas void fraction reaches 0.975. Almost
90% of the experimental values of the height of the dispersion differ from
the computed values by less than 15%.

The one-dimensional model of the structure of the gas-liquid dispersion
due to Kold#26 had been tested by &ermdk and Rosenbaum?® using a method
based on electrical conductivity. A very good agreement of the experimen-
tal data with those given by equation (1l1l) under the cellular foam regime
and on transition to the adjoining regimes was found. The fact that in
some experiments, particularly those with moving froth and in the so~called
oscillatory regime, good agreement between experimental and fitted data was
not achieved over the whole range of heights of dispersion, led them to
introduce another parameter into equation (11), which thus became

(l—eo)e
+ 1n (m—e—g—)) + K . {14)

: € E-E
0 0
:I =(l—e )(ee
L 0 0

Physically this approach may be interpreted as a boundary below which
the simplifying assumptions of Kol&¥'s model are not met (such as the
effect of the presence of plate). This approach provided a better fit in
the above~mentioned cases for a narrower range of z (the upper part of the

dispersion).
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h

The average value of k for the moving froth regime is 0.28 Eg
h L
and for the oscillatory regime it is 0.35 Eg .
L

Examples of density profiles deduced by equation (11) are presented
in Pigure 2.16. The shapes of these profiles are similar to the experi-
mental ones in the froth and foam regime neglecting, of course, the contri-~
bution of the pool of liquid near the plate floor. This equation has
been recently applied by Steiner et al.®l to dispersion profiles
measured by a y-ray absorption technique. Good agreement between
experiment and theory is found for cellular foams. For froths reasonable

agreement 1s reported above the pool of liquid.

(11) Modelling of the free bubbling regime

Ho et al.® proposed a correlation for the relation of the void
fraction, E} on velocity, Ugs in the free bubbling regime. This

correlation is:

— -, 1/4
el - e){yglp, - pg)} /
ug = 0.36 1/2 (15)
Py
where:

g = gravitational acceleration (9.81 m 5—2),

ug = superficial gas velocity (m s—l),

p2 = liquid density (Kg m—3),

pg = gas density (kg m—3), and

Y = surface tension (N m—l).

This relation is not a function of the liquid hold-up, H

A more fundamental approach to the modelling of the free bubbling

regime has to be based on the mechanism of bubble formation and on the
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by equation (11).
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Fig.2.17.- Variation of hold-up, Hy, with superficial

gas velocity, ug, and void fraction, as parameter.
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velocity of swarms of bubbles. Some promising results have been
obtained in this field.29 33 However, this regime is not usually

encountered in the operation of sieve plates.

(iii) Modelling of the cellular foam regime

For the cellular foam regime the model of Ho et a1.%’3% nas been
developed based on equating the upward flow of liquid due to the upward
flow of gas with the downward flow of liquid in the plateau borders of
the cellular foam. The derived relation is:

2 P19 —

K) EZ— e (1 - €) \ (16)

ug = L.71 x 103 &

where:
d = volume average diameter of bubbles (m),
k = constant,
. . . -2
M. = viscosity of liquid (Nsm ),

L

and the other symbols have the previously defined meaning.

Ho and Prince3" found for x the value 0.81, but Hartland and Barber3®

reworking equation (16) and assuming that:

(i) the only liquid carried upwards is in the films,

(ii) any flow due to transport of the borders upwards can be neglected,

showed that k is always greater than one.

In fact k is defined by:

kK = 1+ ef/eb ' (17)



35

where:
€ = liquid hold-up fraction in the films,
€y, = ligquid hold-~up fraction in the borders.

Values of k were calculated from equation (16) using the data of Ho
and Prince,3% Calderbank and Moo-Young3® and Rennie and Smith.37 as
expected all were greater than one and the mean value was 1.39.

The approach to bubble formation proposed by Kumar et al.32:33 can

be used to predict the diameter of the bubbles.

(iv) Modelling of the froth regime

For the froth regime there exists no satisfactory model. However

the equation of Davidson et al.38 for slug flow:

u, = S 0.35 VgD (18)
l1-1.2¢

can be used® on the condition that the diameter of the column is taken
for D if it is not greater than 0.1 m - the limit~size for stability of
slugs39 (Ellis et al.39 have also verified that the voidage is independent
of the diameter of the column for columns larger than 0.1 m). For larger
columns it seems to be better to take D = 0.1 m.

According to egn. (18) the relation between u_ and € is not a

S

function of HL. This is contrary to the previous models of Azbel, 21
: u
Kim22 and Takahashi?3 which predict a dependence on Froude number (g%— )
L

and hence on HL. Actually Figure 2.17, which was drawn from the experimen-
tal results of Takahashi,?% indicates that for H between 5 and 40 cm the

dependence of ¢ on H_ is as predicted by the Froude number dependence.

L
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For higher values of HL’ it becomes more dependent on HL and probably

alsoc on geometric factors.

4.1.4.2. Modelling of the spray regime

(1) Formation of drops

Two models have been proposed of the nature of spray above a sieve
plate: the fluidization model®:49:%1 ang the free trajectory modell due
to Fane and Sawistowski. In the fluidization model it is assumed that
a fluidized gas-liquid bed starts fdrming above a certain local gas
velocity. This is accompanied by a considerable increase in the residence
time of drops in the dispersion and hence a significant shift of liquid
hold-up from the froth to the spray. In the free-trajectory model it is
assumed that the drops are formed at the holes and possess a normal
trajectory of an object moving through a gaseous medium with a certain
initial projection velocity. There is experimental evidence® to
substantiate the free trajectory model, so that attention will only be
focused on aspects relevant to this model.

The modelling of the spray regime has consequently to be based on
the mechanism of drop formation and momentum transfer between gas and
liquid to project the drops upwards. Subsequently the equation of motion

of drops can be applied and solved.

(ii) Mechanisms for drop formation

Several mechanisms for drop formation have been observed. Newitt
et al.,L+2 as well as Gleim et al.“3 have studied drops produced by
bursting of single bubbles which rise to the surface of a liquid. After
some drainage, the liguid film ruptures in many places simultaneously.

The holes in the film grow quickly until the liguid film is no longer
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continuous. The remaining liquid of the film coalesces into several
droplets with diameters between 10 and 100 um. By another mechanism
bubbles also cause the formation of much larger drqps. When the thin
liquid forming the upper half of the bubble disintegrates, the remaining
crater is filled in with liquid by a wavelike motion of the surface of
the liquid surrounding the crater. The motion of the undulations
produces a vertical rise of a filament of liquid from the centre of
the crater. The filament breaks up by Rayleigh's““ instability. The
diameters of these drops can vary from 100 toc 3000 um or even more.
Another mechanism was observed by Teller,“s at velocities high
enough to permit a continuous passage of vapour without individual
bubble formation. Under these conditions the principal forces are the
surface tension and the inertia forces of gas, so that the drops formed

by this mechanism are expected to have the size given by:

Tog e L (19)
p
PeYs
To compute the projection velocity of these drops the expression
3/2
(uGzYG) /
u “——‘——m {20)
P e gy

46  However these are not the

was proposed by JerSnimo and Sawistowki.
only drops formed in the spray regime. Fane, Lindsey and Sawistowski?
observed large drops formed from break~up of ligaments by unstable long
waves. These drops have a diameter proportional to the diameter of the
ligament from which they result and their projection velocity is equal
to the velocity of the ligament at the moment of break~up. The investi-~

gation was conducted by still and ciné photography. According to photo-

graphic evidence from single-hole experiments, the mechanism of drop
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formation takes the form of a cyclic process consisting of bubble growth
at the hole, rupture of bubble top accompanied by the formation of fine
drops, break-up of the resultingbcylindrical liquid sheet into almost
vertical ligaments and the break-up of the ligaments into relatively

large drops. Within the range of hole velocities and liquid submergencies
employed no evidence was found of continuous jetting. At the transition
point, the hole was jetting for 70% of the time and bubbling through the

$.%7  (azbell® theoretically predicts the impossibility of a

remaining 30
continuous jet under the conditions usually uséd in practice, but
continuous jetting was described by Prince et a1.3lon the evidence of
their two-dimensional experiments and the same was assumed by Nielsen™®
in his model of drop formation). On multi-orifice plates the cyclic nature
of the process was observed to be retained but, on account of bubble inter-
action and smaller fluctuation in chamber pressure below the plate, the
frequency of bubble formation was increased. Since, in addition, the
cyclic processes occurring at different holes were shifted in phase, the
individual stages of drop formation were less pronounced. No evidence has
been found for the existence of a fluidized bed of liquid drops. On the
contrary well defined trajectories of drops have been recorded.

Nielsen®® proposed a model to predict the projection velocity based
on the momentum exchange between gas and liquid, prior to sheet break-up.
The distance before break-up was known from photographic cbservation so
that an effective friction factor could be determined to give good agree-
ment between theory and experiment. For the system air-water this friction
factor was found to be equal to 10, a value considered unrealistic by
Pinczewski and Fell.®% 1In fact, for similar conditions Levich®l suggested
a value of 10_2. According to Pinczewski and Fell, Nielsen et a1."? have

failed to account for a major portion of the total momentum transfer by
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making no allowance for momentum transfer after sheet rupture.
Pinczewski and Fell introduced therefore a new parameter - the duration
of the vapour rush. It is suggested by Jerénimo and Sawistowski't®

that this model can e#plain the upper envelope of projection velocities
of drops in the spray regime.

Another mechanism of disintegration of drops was described by Lane®?
on the basis of the Weber number. Eisenklam®3 found for the critical
Weber number a value of 14 in the case of inviscid fluids and 20 for
highly viscous cases. In spray regime this mechanism is believed to
occur (and if so) only near the plate floor where gas velocity is highest.

A complete description of the phenomenon of drop formation is not,
as yet, possible because of the complexity of the process and because the
interaction between the pool of liquid on the plate floor and the adjacent
jets issuing from surrounding orifices is not fully understood. However

for a single jet Chawla's®" study seems to be an approach worth following.

(iii) Dimensional analysis approach to phenomena of

drop formation

Formation of drops in the spray regime by the break-up of cylindrical
jets is a very simplified picture of actual conditions. In fact, drops
can be and are formed by the action of a gas stream on a mass of liquid
of any arbitrary shape. A general investigation of this phenomenon can
be conducted by applying dimensional analysis concepts to the Navier-
Stokes equation.

The Navier-Stokes equation can be written as

dv
pgp = —9radp+ uAv + £ (21)
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Assume some disturbance on the interface. Gas velocity over the
crest of a protuberance increases due to the resulting decrease in cross
section, so by the Bernoulli equation, the gas pressure there becomes
less than the average pressure, while at the base of the protuberance
the pressure is higher than its average value. Therefore, the protuberance
which hae been formed somehow on the liquid surface tends to increase.
The higher the relative velocity between the gas and the liquid, the
more pronounced is this effect. An increase in the size of the protuber-
ance on the liquid surface results in detachment of drops from the surface.
To analyse the order of magnitude of the different terms of the
Navier-Stokes equation, a and T have been chosen as the characteristic

dimension and the period of this motion, respectively. This gives:

1st term: ole 1 =% = o % (22)
dt T
b b
2nd term: Olgrad p] = —1—2;—13 , (23)
: b
with X (24)
a 2
a
b p~U 2
and £ ., LS (25)
a a
. A = v, - B
3rd term: O[udv] u 5 a7 (26)
a
O
4th term: o[f] = [ )  usually negligible
Pg
p~u 2
as a << SS (27)
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For the second term there are two limiting cases:
’ >> << .
(a) pY p; and (b) Py Pg- Hence

A - Aerocdynamic effect negligible

i >> .
In this case pY Pe

Al - Iow viscosity liquid

Pa Y ’ a3p
For such a case —E-N = so that T n —:7- (28)
T a

For the viscous effect to be considered negligible it is necessary

that
Boce X unich wi -
=T > which with (28) gives
a
2 << 1 ' (29)
vpay '

This condition is applicable to water when

a > 10"6 cm (30)

A2 - High viscosity liquid

If inequality (29) is reversed, the inertia term can be neglected

and

}‘—-&-Y-z- orT'\:% (31)
a
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B - Aerodynamic effect important

For this case Pg >> pY

Bl - Low viscosity liquid

2
. PO
E% " GG or T n 2 L (32)
T a U \/ P
H
ence - 2
u G G . . .
— << which with (32 ives
4T P (32) ¢
L << 1 (33)
auG OOG

For air-water au, >> 0.3 cm2 s—l and, as u. has to be high enough
for Pg >> pY, water can almost always be considered as a low viscosity

liquid.

B2 - High viscosity liquid

As with case A2, the inertia term can be neglected so that

2
Py .
EE-N g or T n —-—— (34)
a a el
C - Comparison with results obtained for cylindrical jets
A) For cylindrical jets, 5 when pY >> Pgr
Lo 2met? + 354 (35)
D Re
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with: L = length to break-up,
D = 2a
-2
We = PDY
Y
Re:%

For constant velocity the time for break-up is:

L
tb = = so that
u
g = 24a[(-2—";"f‘-)1/2 . 3—“1 (36)

Comparing this with (28) and (31) the proportionality constants
become 24Y2 and 72 respectively if a is taken as the radius of the jet
and T as the time for jet break-up. The diameter of the drops is related

to the radius of the jet by

d = 3,8a 37
p (37)

B) In the case of cylindrical jets when aerodynamic effect is
important and liquid viscosity is low it is necessary to differentiate
between the cases of long and short waves. The times necessary for
atomization of the entire mass of the jet and for break-up of the jet
into large drops are of same order of magnitude125 and given by (32).
However, while the diameter of the drops resulting from short waves is

independent of a:

g = —X (38)
P 2

Pel
the diameter of the drops formed from long waves is given by (37).

For the case B2 it seems that the time for total break-up of the

jet is given by (34) with the numerical coefficient equal to five,125
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Al andB1l are the most important cases in the spray regime. As
an immediate and important conclusion one can expgct that the size of
large drops will not be affected by surface tension, but by the geometry
of plate. Conversely, the size of small drops will not be affected by
geometry but by surface tension. In fact, in case Bl, equation (38),
represents equilibrium between surface tension forces and forces acting
in the liquid as a result of depression caused by the velocity increase

over the crests and flow separation (Figure 2.18),

Fig.2.18.- Flow separation producing atomization,

(iv) Movement of drops

Once the drops are formed with a certain initial velocity they will
move according to Newton's law. The drag force acting on them is
difficult to predict accurately, since it is a function of relative
velocity of drops and the surrounding gas, of the acceleration, size
and shape of the drop, of the physical properties of the two phases, and
of spatial concentration of drops. Additionally a drag reduction effect
is experienced by drops which find themselves in the wake of a preceding
drop and a drag increase is induced by adsorption of insoluble tensio-
active agents. The last two effects will however not be considered here.

From the above considerations dimensional analysis gives

- s 0 (39)
cy = ¢(Re, Su, Ac, ST g )
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where:

D
o = rag , (40)
Povr
frontal area. >
dv_p ydp
(0]
Re = UR o, Su = 5 Ac = EE %X
0 u v t

The effect of acceleration can be very considerable with bubbles
but it is believed to be very small with drops in gases, since pi/po is

very large. The effect of the group uo/ui can also be neglected. Then

¢, = ¢ (Re, Su, € ) (41)

A solution is known for the case of € = 196/57 and the effect of €
is afterwards taken into consideration. °8 Good reviews on the motion

of drops and bubbles are available.>%,60

(v) Free-trajectory model of the spray regime

Fane and Sawistowskil derived the free-trajectory model assuming
that a continuously replenished shallow pool of liguid, present on the
plate floor, was atomized at a constant rate by high-velocity gas
passing through the holes. It was also assumed that there exists a
certain distribution of drop sizes, each of them associated with a
specific projection wvelocity and that there was no coalescence or break-
up of drops in flight. The equation of motion of drops can be solved
and the dispersion density profile determined. This model will be

discussed in greater detail in Chapter 4.
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2.1.5 The froth-spray transition on sieve plates

2.1.5.1 Definition

The froth-spray transition on sieve plates is, in most cases, not
sharp and a definition is therefore required for correlation purposes.
Taking into account the use of the plate, such a definition is best
considered from the point of view of effectiveness of mass transfer.
Thus the transition point corresponds to a condition in which the
contribution to the total interfacial area presented by the surface of
liquid drops is greater than the simultaneous contribution provided by
the surface of gas bubbles.®? A criterion formulated in such a way is
important since plate performance in the froth regime seems to be
independent of surface tension,®3785 but it is supposed to be inversely
proportional to surface tension in the spray regime.1'63r66 The latter
effect is mainly the result of the influence of surface tension on the

formation of interfacial area.

2.1.5.2 Methods of determination of transition

The pattern of the liquid dispersion density profile is character-
istic of the regime of operation of the plate. 1In the foam regime the
liquid fraction decreases steadily with increase in height above the
plate floor; in the froth regime there is a region of almost constant
liquid fraction; in the spray regime there is a maximum in the profile
_at a certain height. Thus transition could be defined as the velocity
at which maximum in the profile begins to develop. This definition,
however, is not very practical.

The criterion of definition of transition as stated initially suffers

from the serious disadvantage of difficulty of determination. Methods
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have therefore been employed for measurement of parameters, which are
associated with the transition and are easily determined experimentally.

Two types of parameters can be considered:

(i) parameters which rely on measurement of overall values for

the whole plate;
(ii) parameters based on measurement of local values at an

individual hole.

Type (i) methods include measurement of éntrainment, optical trans-
mittivity of dispersion, pressure drop and analysis of sound. Measurements
of frequency of liquid bridging, RMS velocity and pressure drop resulting

from pulsation are examples of type (ii) methods.

(i) Methods relying on measurement of overall values

(i.1) Entrainment

The use of entrainment as a criterion for transition was first
suggested by Shakhov et al.10 and subsequently aléo used by Banerjee et al.87¢8
and Pinczewski et al.l® Entrainment can be measured by an impingement
process on a plate and collection of the liquid or by mass balance of a
non-volatile compound added to the liquid flowing down the column. When
entrainment is plotted versus gas velocity on log-log paper a change in

slope occurs at transition.

(i.2) Optical transmittivity of dispersion

M

If a light source and a photocell are placed in a plane above the
froth, the transition from froth to spray will be accompanied by a decrease
in light transmittivity due to scattering of light by drops crossing the

light beam. Porter and WongL*0 used this method by adding liquid to a
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static plate (zero liquid flow). Typical results are shown in Figure
2.19(a). The spray-froth transition was taken as the point of increase
in the amount of light received by the photocell. If the results are
recalculated in terms of the surface area of the drops, Figure 2.19(b)
is obtained. From this figure it can be seen that the transition point
chosen by the authors corresponds to a condition where the surface area
of drops is already very large and this, according to the criterion
adopted for definition of transition, corresponds to a point well within

the spray regime.

(i.3) Pressure drop

If the pressure drop is plotted versus gas velocity in log-log paper,
a change in slope occurs at transition. This method can nevertheless he
improved. A study of the residual pressure drop, that is of the difference
between the total pressure drop and the sum of the dry pressure drop and
the liquid head was conducted by Payne and Prince.*” The point of
transition was taken to correspond to the maximum of the residual pressure
drop. Simultaneous measurements of optical transmittivity indicate that
the residual pressure drop criterion predicts phase transition at a higher
hold-up and thus lower gas velocity than proposed by Porter and Wong.

From ciné observations of a single hole it was found that at the
transition, as defined by the maximum in residual pressure drop, the hole
was jetting for 70% of the time and bubbling through the remaining 30%

' (Figure 2.20), that is, just midway through the range of transition depths.

This is another indication of the arbitrariness of the point of inversion.
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(i.4) Analysis of sound

The pattern of noise generated during the flow of gas through_the
holes submerged in the liquid changes radically at transition. A.micro-
phone can detect the sound generated by the gas and the signal analysed
on an oscilloscope (or simply amplified and listened to). The wave
patterns produced on the oscilloscope screen at low gas velocities are
smooth and have long wave lengths. As the gas velocity through the holes
increases, an irregularity in the wave length, as well as in the amplitude,
is marked in the transition region of gas velocity. At higher gas velocities,
the pattern again attains a uniform amplitude. The results of transition
obtained by this method®7-69 agree with those obtained using the residual
pressure .:1rop.”7 These results agree also with the maximum in Sauter mean
diameter of drops projected above plate and with a change in slope of

entrainment results.®7769

(ii) Methods relying on local measurement

(ii.1l) Liquid bridging at the holes

On inserting an electrical conductivity probe from below the plate
into the hole and using a conducting liquid, no current will flow when
the tip of the probe is surrounded by gas. Bubbling conditions will
therefore result in periodic bridging of the hole with the bridging
frequency dropping to zero at steady jetting. This technique was employed
by Pinczewski and Fell.? It is seen that above a certain gas velocity the
bridging frequency started to decrease rapidly, passed through a small
local maximum and then decreased again but rather slowly. The authors
consider that the point of phase transition corresponds to the appearance

of the local maximum. However, these results show that the resistance
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probe technique gives a transition which corresponds to the depth at
which jetting first falls below 100%, i.e., when the system has just
entered the transition region to the froth regime. However if the point
where bridging frequency starts to decrease rapidly is taken as the
criterion for transition, the result is coincident with that given by

the residual pressure drop method.

(ii.2) RMS velocity at the hole

The gas flow through the hole fluctuates when there is liquid on the
plate because pulsations of the liquid around the orifice periodically
restrict the flow. The pressure drop resulting from a fluctuating gas
flow is higher than that from a steady flow.”0 Thus, the orifice
pressure drop during bubbling and jetting will be higher than the dry
Plate pressure drop. Velocity fluctuations within the orifice were
measured™’ by inserting there a miniature hot wire anemometer probe.
Results showed that the RMS velocity reached a maximum at the transition

given by the maximum in residual pressure drop.

(ii.3) Pressure drop at the hole due to pulsation

By the above mentioned results, it was expected that the increase in
orifice pressure drop resulting from flow pulsations would be greater at
the transition. Actually, at low depths of liquid, the measured pressure
drop was almost equal to the dry pressure drop (pressure drop when no
liguid was on the plate). When the difference between the actual pressure
drop in the presence of liquid and the dry pressure drop is plotted versus
liquid depth a maximum appears at the transition as given by methods (i.3)

and (ii.2).
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2.1.5.3 Comparison of results obtained by the different

methods

The methods of entrainment, residual pressure drop, sound analysis,
RMS velocity at the holes and pulsation pressure drop give approximately
the same result for the froth-spray transition. Hence, they will be
considered here as "equivalent" methods. The method of liquid bridging
at the holes, as applied by Pinczewski and Fell? 1locates the transition
when, according to the other criteria, the system is still in the spray
regime. However, if the point where the bridging frequency first begins
to fall rapidly {(for increasing gas velocity at fixed head of liquid) 1is
taken as the transition point then the result is equivalent to that given
by the other above mentioned methods. Although the method of optical
transmittivity gives a systematic deviation in the direction towards
initial criterion of Pinczewski and Fell, the results obtained are not
too far apart from those given by the "egquivalent" methods.

The transition obtained by the "equivalent" methods occurs necessarily
near the transition, as defined previously on the basis of mass transfer
considerations, since the optical transmission method gives a transition
for the system just in the spray regime according to the other "equivalent"
methods.

It has already been mentioned that the results of Pinczewski for
transition correspond to spray conditions, as given by the other methods.
Under those conditions the maximum in dispersion density profile is already

visible.!®

Hence, a criterion of transition based on the appearance of a
local maximum in density profile should also give results close to those

of the "equivalent" methods.
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Conclusion: If the criterion of transition for the light transmission
technique is changed so that transition is located at a point somewhere
midway of the sudden increase in transmittivity and if the criterion
of frequency of bridging is changed as above mentioned, all transition
results will be very similar and will comply approximately with the
adopted definition based on the availability of interfacial area for

mass transfer.

2.1.5.4 Transition induced by instability of plate operation

Sometimes the transition froth-spray on sieve-plates is very sharp.m_12
This happens when the regime, which exists before transition takes place,
becomes unstable and a critical condition is attained with an exponential
growth of the instability. As a result of oscillations in the height of
the froth, local points of low depth can occur periodically, inducing
there the momentaneous appearance of the spray regime. If the resulting
increase in entrainment together with the increase of weeping at other
points of bigger depth are large enough to reduce the depth to a value
consistent with the existence of the spray regime, then the transition
occurs sharply with step changes in entrainment and pressure drop. Other-
wise states of stationary oscillation remain. This mechanism is much
more complicated than that of the normal inversion and one can deduce
the paramount importance of the influence of plate geometry and of stability
of flow rates on it. This can explain the obscurity existing around these

cases.
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2.1.5.5 Transition froth-spray and hydrodynamics of hole

operation

The operation of a submerged hole was studied by Muller and Prince.3l
They found that the operation of a hole can be divided into six different
regimes. Three are bubbling regimes - the deformed bubble, the perfect
bubble and imperfect bubble regimes. The first two correspond to the
froth and free bubbling regimes respectively whereas the third one
represents a special case of plate behaviour in which bubbles are larger
than the liquid depth. The jetting regime was divided into steady jetting
and pulsating jetting and these two correspond to the spray regime on
sieve plates. A sixth regime is also identified as the regime of
meniscus flow and has no counter part in the practical range of operation

of a sieve plate.

2.1.5.6 Transition correlations

Various attempts were made to correlate the froth—spray transition.
Most of the presented correlations are difficult to employ as they relate
the hold-up to the velocity at transition. Thus, they do not allow for
an independent determination of the transition point. This applies to
the correlations of Porter and Wong,brO and of Ho et al.,6 both based
on fluidizedbed considerations, and the graphical correlation of Payne
and Prince®’ based on dimensional analysis. However, Jerdnimo and
Sawistoswki’! were able to correlate the data of Pinczewski and Fell®
in terms of hole velocity at transition alone, by utilizing the approach
of Kutateladze and Styrikovich.72 After some rearrangements, Kutateladze

equation can be presented in the form:
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Weg = 0.429 Bol/BA -2 (42)

Introducing an empirical correction factor, Fc’ for crossflow of

liquid, the final equation is:

/ 2

We, = 0.429 Bo1 (43)

3 -
- (Ach)

where Wet is the value of the Weber number at transition, defined by
utszd/Y and Bo is the Bond number given by gdzAp/Y. The correction factor
is

0.59A -1.79 (44)

F = 1+ 0.000104IL,
v f

c
However, most of the fundamental work on transition was conducted in
the absence of mass transfer and its validity under mass transfer conditions

has not yvet been established.
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2.2 Mass Transfer on Plate

2.2.1 General concepts

From the practical point of view, the performance of a given plate
can be calculated by coméarison with an ideal concept - the ideal stage -
by a "black box" relation, that is, ignoring completely what happens on
the plate. Theoretically the performance of the plate can be predicted
by macroscopic analysis of processes taking place inside the "black box".
In the first case the so-called Murphree,73 Hausen’" or Standart’® plate
efficiencies are used. In the second case a local efficiency is defined
and a relation established between this concept and the mass transfer
parameters for different cases of hydrodynamic behaviour of the liquid
and gas on plate. Finally the relation between local and plate efficiencies
can be obtained for known hydrodynamic conditions.

The column efficiency, that is, the relation between the number of
theoretical plates and the actual number of plates can also be obtained.
A correction for the effect of entrainment on efficiency76 can also be
considered when necessary. The flux of information can, therefore, be

sketched by the diagram:

hydrodynamics
mass transfer local efficiency plate efficiency column
parameters (E") (Emv) efficiency
e T e
n
a

Several models exist for prediction of plate efficiency from mass

transfer parameters.



57

2.2.2 Interaction of mass transfer and hydrodynamics

The process of mass transfer introduces some changes in the hydro-
dynamics behaviour and consequently affects the mass transfer rate.
These changes appear for two different reasons:

(a) Flow velocity across the interface which changes velocity,
temperature and concentration profiles.

(b) Heterogeneous mass transfer rates across the interface can
produce Marangoni effects’’ - movements of interface which promote
changes in interfacial area and introduce or suppress surface renewal
phenomena.

At small mass transfer rates the bulk flow is important only in
calculating the fluxes of the different species across the interface
and changes in profiles are negligible. For higher mass-transfer rates,
corrections have to be considered because of the dependence of the
velocity, temperature and concentration profiles on the flow wvelocity
through the interface. This effect can be quantified,78 assuming the
validity of one mass transfer theory. However, distillation, absorption
and desorption are generally regarded as cases of small mass fluxes,
that is flow velocity through the interface is too small to cause
appreciable changes in profiles.

At the interface, a condition of balance of forces acting in each
phase must be fulfilled. In the absence of mass and heat transfer, these
forces include pressure and viscosity terms, and if curvature or deforma-
tion of the interface is considerable, also surface tension terms. In
the presence of mass (or heat) transfer, another term has to be introduced:
the gradient of interfacial tension at the interface induced by the

transfer. This gradient of interfacial tension produces interfacial

t,79 79

movements from which changes in drag coefficien interfacial area,
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and mass and heat transfer coefficients®0 result. Zuiderweg and

Harmens" observed for the first time the influence of surface tension
gradients on mass transfer in distillation and in absorption. They
distinguished three types of systems with respect to the changes in
surface tension developing in the reflux flow. The systems were denoted
as negative, positive and neutral according to the sign of the "increase"
of the surface tension of the reflux flow. It became an accepted fact
that in plate-column distillation surface-tension positive systems
exhibit higher plate efficiencies than either neutral or negative systems.
This was explained in terms of higher interfacial area in the case of
positive mixtures resulting from its stabilization by the Marangoni
effect. However, the work of Zuiderweg and Harmens was done in the

foam regime and applies to columns operating in the foam regime only

and as such their findings cannot be used in the spray regime. In the
latter regime the effects of gradients of surface tension on the deformation
of interfacial area are in fact reversed, as explained by Bainbridge and
Sawistowski®® considering the "necking" stage in the drop formation just
prior to its detachment. Fane and Sawistowski®l confirmed that at higher
gas velocities, efficiencies of negative systems could be higher than
those of positive systems, for similar values of all the important
physical properties. The validity of the "necking" model was also
confirmed by Boyles and pPonter®? in a photographic study of drops formed
as a result of a disturbance upon the surface of a negative liquid system.
Recently Burkholder and Berg83 studied the instability and break-up of
laminar liquid jets in gaseous surroundings in systems with mass transfer.
They found that mass transfer (of a surface tension lowering solute) into
the jet is destabilizing and promotes break-up while mass transfer out of

the jet is stabilizing (produces longer jets). Surface adsorption, as
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reported, may counteract strongly the stabilizing or destabilizing effects
of mass transfer although it has a negligible effect on jet stability in
the absence of mass transfer.

However, surface tension gradients not only influence the magnitude
of the interfacial area but also change the intensity of surface
renewal, as was pointed out by Danckwerts, Smith and Sawistowski.B"
More recently, the surface renewal effects were studied by Ellis and
Biddulph85 and by Moens. 86788 rhe first systematic experimental study
of the surface tension-driven instabilities seems to have been conducted

by Block.8? fThe first mathematical analysis (for a gas-liquid system)

9 91

was due to Pearson, 0 whereas Sternling and Scriven considered the case

of two liguid phases. Several generalizations of the analysis have been

published recently. 327105
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Chapter Three

EXPERIMENTAL

3.1 Equipment for Absorption and Desorption

Two existing sieve plate columns? operating in series made it possible
to conduct the operation in closed circuit. This resulted in some
advantages concerning the control of flowrates and temperatures and
gave results for absorption and desorption at the same time and
conditions . (such as the state of purity of soiutions). The equipment for
absorption and desorption is shown in Figure 3.1 and is described. in
detail by Lindsey.2 Small modifications included the installation of
four storage vessels (QVF, reference v250-12); a temperature control
system, consisting of a laboratory contact thermometer, a relay Sunvic
type HVR and an on-off magnetic valve from Magnetic Devices Ltd., code
No.50N205 NL1/1 acting on cooled glycol solution fed from a refrigeration
unity and the blower B3, Secomak model No.74, 0.65 kW with characteristic
curve shown in Figure 3.2.

The columns employed were rectangular in cross-section, 0.11 m by
0.19 m. One column contained two plates 0.53 m apart, the upper plate
being the test plate used for dispersion density and specific interfacial
area determinations. The other column contained three plates. Each,
plate had 148 holes, 3 mm in diameter, placed 9.5 mm equilateral
triangular pitch. The hole area formed 10% of the active plate area,
or 7% of the superficial area of the column. The weir heights were
19 mm and the length of liquid travel 70 mm (Figure 3.3). The liquid-
sampling points were placed as shown in Figure 3.1. The sampling was
conducted via small coolers through which refrigerated glycol solution

was circulated. The gas-sampling points were placed on the walls of the
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Fig. 3.1.- Line diagram of absorption / desorptioh equipment.
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columns, near the upper part of the plates. Pieces of 13 mm o.d.
copper pipe were used protected from impingement of liguid droplets.

The study of the spray regime is the primary aim of this work.
This regime is more easily achieved for low weir heights if the gas
flow is high and the liquid flow rate is small. It is also preferable
to work at room temperature and atmospheric pressure as this makes the
design and handling of the equipment much easier. In order to minimise
errors in efficiehcy determinations it is also advisable to have similar
gradients of operating and equilibrium lines.  This coupled with the
requirement of small liquid/gas ratios indicates the use of a system of
fairly low slope of the equilibrium line. The system air-diluted agqueous
methanol solution meets these requirements. The equilibrium line for very

dilute solutions at room temperature is approximately given by
y = 0.24x

where y is the mole fraction of methanol in gas phase and x is the mole
fraction of methanol in liguid phase. Thus for approximately parallel
operation and equilibrium lines liquid rate (molar) will have to be

about 1/4 of gas rate (molar). Other advantages of the system air-dilute
aqueous methanol include the possibility of achievement of large surface
tension gradients with small changes of physical properties other than
surface tension; ease of analysis of liguid compositions with existing
equipment, small cost and safe manipulation. The toxicity of the vapours
was of little concern, since diluted solutions were used, there was no
deliberate exhaust of vapours and sufficient renewal of laboratory air

was provided.
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3.2 Gamma-ray Absorption

3.2.1 Principles

The measurement of dispersion density by gamma ray absorption
provides information on vertical distribution of liquid and on total
hold-up by integration of the liquid distribution over the height above
the plate.

The intensity of a mono-energetic beam of gamma radiation transmitted
through a homogeneous medium is given by:

I
1n -]—:9- = up & (1)

where U is the mass-absorption coefficient, dependent on the radiation
energy and on absorbing meaium, p is the density of the absorbing medium
and 2 is the path-length, IO is the incident intensity of radiation and

I is the intensity of radiation after absorption.

3.2.2 Description

The source of y-radiation used was a 0.8 millicurie Caesium 137

slug giving a mono-energetic beam of radiation (A = 10_12 cm). Half-

life is about 30 years and Y-energy is 0.67 Mev. The radioactive source

and the radiation counter tube were collimated so that the plate area

'seen' by the rays had a percentage free area similar to the whole plate.
The absorption coefficients for water and methanol calculated from

the data of Davidson and Evans! 08 for a photon of energy 0.68 Mev is

8.5 x 10._3 m2 kg-l. One method of checking if the collimating system

is good enough consists of comparing the actual path length with the

theoretical value. Bad collimation tends to give smaller effective path
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Table 3.1
COUNTING EQUIPMENT SETTINGS

66

E.H.T. 1150 V
Head amplifier time constant 0.02 ps

Main amplifier:

gain 65.5 4B

differentiating time c. 1 ps

integration time c. 1 ps
Discriminator:

level ~ 0.16 V

dead time V 10 ps
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length and hence decreased sensitivity. 1In this case the actual path
length is about 0.19m and its effective value 0.193 m. It can then be
concluded that the sensitivity of the method for measuring small density
changes is about the maximum attainable.

The counting equipment used was described in detail by Fane.107

3.2.3 Calibration of the gamma ray system

The first stage of calibration consisted of finding optimum settings
of each module. The voltage to be applied to the photomultiplier was
selected from the plateau obtained when the counting-rate was plotted
versus electric potential, as shown in Figure 3.4. The final settings
of the other modules were carried out with an oscilloscope and are given
in Table 3.1.

Corrections for dead time from equation

cor. _ 1

where ts is the dead time, were negligible.

Since the absorption coefficients for water and for methanol were
the same, the calibration curve was independent of the composition of the
liquid mixture, according to equation (3.1). The constant value of uf
was determined by filling the column with water and with methanol. The
result was 1.6418 x 10“3 m3 kg'-1 and no differences were detected with
change in position above plate floor so that the equation for determination
of the liquid fraction, FL’ was:

_ 609.1
FL T ln (I,/1) (2)

L

where Py is the liquid density (kg m-3).
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3.2.4 Correction for plate absorption

When the height above plate floor at which measurement is to be
made is very low, corrections have to be introduced for absorption by
the plate.

The gamma-ray beam is 3.2 mm wide, so that corrections are made
for readings below 1.6 mm above the plate floor. Figure 3.5 represents
the effect of plate absorption for levels close to the plate floor.
Accordingly, the plate floor level is at an arbitrary reading of
z = 60.69 cm (fixed by positioning of the scale), and when the reading
is 60.53 cm the beam goes completely through the plate. For levels
between these two readings only a fraction of the beam crosses the
dispersion and under these circumstances, both intensity and height
must be corrected.

The corrected level of the beam is the mean level of the part which

crosses the dispersion

z - z + [60.85 - z) (3)
cor 2

The correct value of IO is a fraction of the value of IO expected
in the absence of the plate and is given by:
z - 60.53

(IO)cor = 0.32 IO (4)
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3.2.5 Estimation of the error in dispersion density

Since the intensity of radiation is a Poisson distribution, the
standard deviation is equal to its square root so that for 104 counts,
the precision is 1%. Using 100 seconds to record the number of counts,
the measured values were almost always above 2 x 104, so that the
precision of each determination of I under these conditions is expected
to be better than 0.7%.

To estimate the error in FL the following method was used:

If a calculated variable, R, is a function of the experimental

variables, uj

R = F(uj)l j=1,2,...,n, (5)

then the variance of R, (AR)2 is

(gF—)Z(Au.)Z (6)
u. J

1 J

(AR)? =

ot

J

where Auj is the standard deviation of uj.

I
609.1
as P, = ——1In (% (7)
p I
'
) . 609.1
neglecting error in ——— and as
A
AT = VT (Poisson distribution) (8)

and



A

where n is the number of times IO is measured (usually above 4),

then:

AR . _609.1 ( 1 + 201/2 . (9)
L p, P I

Consider two cases:

(a) Suppose that I v IO (FL + 0)

609.1  h +1.1/2

= 10
AFL I1/2 ( n ) (10)
Pt
Take IO = 24300 (typical value), then AFL = 0,0055 if n=1
AFL = 00,0039 if n = e,

(b} Suppose that I = 20600 (FL = 0,1)

then AFL 0.0058 ifn =1

AFL

1t

0.0043 ifn = o,

Conclusion: The expected standard deviation of experimental points

of the liquid profile is around 0.005 for any experimental conditions.
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3.3 Light Probe
3.3.1 Principles
If the following conditions apply:
1. There is a transparent continuous phase;
2. There are random particle locations;
3. The size of particles is greater than 0.10 mm ( that is, the
- md .
minimum value of a = . is 450);
4. The particles are subject to random orientation in the light
beam;
5. The particles have no concave surfaces;
6. The light source emits an incoherent parallel light beam;
7. The light detector receives only parallel 1light.
4
then a = -7 Inf (11)
where: a is the interfacial area per unit of volume of dispersion, m

% is the optical path length, m,

f is the fraction of light transmitted through the dispersion.
108

9.18

(12)

However the applicability of the method assumes that the dispersed

phase is ra

velocity of

ndomly dispersed. This is not always the case and if the

the particles is a function of their diameter (and/or position),

a considerable difference exists between the spatial interfacial area and

that of the

generated dispersion. Nevertheless, in several processes
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with dispersed particles, the characteristic velocity of the particles
of the dispersed phase is a function of the dimension (and/or position)
of the considered pafticles. If that function is known, or if it can
be obtained by modelling, the use of the light transmission technique
can easily be extended to these cases.

Suppose a sieve plate is operating in the spray regime. The volume
fraction of drops of liquid at level i is then (assuming drops are

spherical):

T .
R (13)
i j 5i

and the interfacial area per unit volume of dispersion, as given by the

light transmission technique, is:

2
n,d,
a ::T(z-]_l_.

i (14)

. V..
J Ji

where: nj is the number of drops with diameter dj and vy is the velocity
of drops of size dj at level i,

The Sauter mean diameter at level i is:

a4, = i (15)

If the drops were assumed to be randomly dispersed, the volume fraction
of the liquid, the interfacial area per unit volume of dispersion and the
Sauter mean diameter would be independent of the height above plate, that
is, constant everywhere. Furthermore, the measured Sauter mean diameter
at generation level could only be identical with the Sauter mean diameter

of the population of generated drops if the projection velocity of drops
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were independent of their diameter, as can be seen by inspection of

equations (3.13) to (3.15).

3.3.2 DescriEtion

The light probe, represented in Figure 3.6, consists of two parallel
brass tubings 13 mm 0.D., 15 cm apart and 75 cm long. The aluminium
bars which fix the spacing between the tubes are fixed to a hydraulic
lifting system in order to move simultaneously the light prove and the
gamma ray absorption assembly. The light source housing is fixed to the
top of one tube, whereas the top of the other tube carries the photo-
multiplier tube housing. At the bottom of both brass tubes are two
first surface mirrors and two horizontal sections of tubing adjacent to
the optical gap; they are threaded so that different tube lengths can be
inserted to change the optical length. They can be removed when necessary
to clean the glass windows placed at the extremity of the horizontal tubes
next to the mirrors. These windows were proved to be necessary to prevent
changes in pressure on plate from being transmitted to the tubing with the
result of drops becoming entrained and wetting the mirrors, thus invalidating
subsequent readings. In order to avoid sporadic projection of drops onto
the windows, several baffles were mounted inside the horizontal tubes (see
Figure 3.7). The collected drops were discharged through the longitudinal
slit in the bottom of the tubing. In addition the shape of the end section
of the tube was changed as indicated in Figure 3.7 to aveoid direct entrance
of drops through the slit. The baffles were fixed with "Araldite".

The light source housing was made of aluminium sheet. It contained
a support for a high pressure mercury vapour lamp ("Wotam", ref. HBO 50W/3).
This lamp was chosen because it provides an almost point light source of

high brightness and stability.
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The beam of light passes horizontally through a hole in the
housing. After reflection on a first surface mirror it traverses an
achromatic lens (focal distance 15 cm), goes down one vertical tube,
is reflected again,»passes the optical test path, is reflected again,
travels vertically upwards through the other tube and is received by
the phototube (EMI photomultiplier tube fef. 9698B) .

The lamp is fed by stabilized direct current from a power supply
built in the Department (Figure 3.8).

The phototube housing is cylindrical in shape, 10 cm in diameter
and 16 cm high, attached by means of a flange to the top of one of the
vertical tubes. This is fed by an EHT power unit (A.E.R.E. type 13593)
which allows a continuous change in potential from #0.2 kV to %5 kV.
Usually about -700 V were used.

The current generated by the phototube was amplified and measured,
using a photomultiplier amplifier, built in the Department (see Figure
3.9). It is provided with two knobs, one for adjustment of zero when
no light reaches the tube and the other to adjust the reading at full
scale when all the light is received by the photocell. This way the
fraction of light transmitted through the dispersion could be read
directly.

The calibration of the photomultiplier amplifier and meter was
performed at the electronic workshop.

To increase precision of reading and to allow continuous reading and
registration the signal was taken from the terminals of the meter, divided
and fed to a Hitachi-Perkin-Elmer model 159 flatbed recorder, as indicated
in Figure 3.10. As shown in Figure 3.11, perfect linearity was obtained.

First surface mirrors and optical black paint were used to help to

ensure that the phototube received only parallel light. The lamp had no
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starting electrode so that ignition was done with the help of a
H.F. Tester, Model T.2., connected to a H.T. Unit type 1, both from

Edwards High Vacuum Ltd.

3.3.3 Estimation of error in specific area

Possible sources of error include reading errors, adjustment errors

and errors arising from non-parallel light received by the photomultiplier

tube.

(i) Reading errors

If the readings errors are assumed to be constant, say 1% of full

scale, then the relative error in area is given by:

-= (16)

and is represented as function of f in Figure 3.12.

(ii) Adjustment errors

Adjustment errors resulted from the fact that the light intensity
usually decreased with time. Periodic checks were made by lifting the
probe up to a fixed high level where the interfacial area was small and
the‘fﬁading known from previous measurements. The adjustment for the
other extremum - total absorption of light - was proved not to be necessary.
If the reading fo corresponds to a = O, the errors in a are a function of

fo. To give an indication of these errors, they are presented in Table 3.2.
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Table 3.2

Error in surface area due to error in initial

adjustment in reading

values of £ error in a (cm 1)

1 O
.99 or 1.01 0.014
.98 or 1.02 0.029
.97 or 1.03 0.043
.96 or 1.04 0.058
.95 or 1.05 0.072
.90 or 1.11 0.149
.85 or 1.18 0.230
.80 or 1.25 0.315

(iii) Error from the non-parallel light

The last condition, referred to as necessary for the application of
equation (3.11), was that all light received by the detector had to be
parallel. However, there is always some light which is not parallel and
is received at a small angle, To estimate the error involved thereby an
assumption is made that the drops are spherical. Incident light which is
perpendicular to the surface of the sphere will not be deviated. However
light whose angle of incidence is different from zero will be deviated
and the degree of deviation will increase with the angle of incidence.

A circle can thus be defined on the sphere surface such that the light
incident within it will be received by the detector and the light incident
outside it will not be received. If the incident radiation is parallel

and uniform, the relative error in detected area is given by the transverse
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area of the referred circle to the transverse area of the sphere. If
this is small (say 5_50) the angular deviation of a ray is (see

Figure 3.13):

A o= 203 - 3/n), (17)

where j is the incidence angle, in degrees, and N is the refractive index
of the dispersed medium.
The transmitted light will be proportional to the surface area
T2

Tr(r]'l—éa) ]

where r is the radius of the sphere.

Fig. 3.13.- Deviation of a ray by a transparent sphere.
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The relative error is then

7lr j -JT—-)2
J 180 42
2 180 °
TY

Eliminating j by equation (3.17)

na 2

\ _ T
relative error = (180 200 = l)) (18)
For water n = 1.33 so that
relative error = 0.00124A2
or
% relative error = 0.124A2 R (19)

that is if the phototube receiving angle is less than lo, associated relative

error in area is 0.12%.
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3.4 Chromatograph

The chromatographic unit employed was Perkin Elmer model 452
with hot-wire detector. The separation column was a stainless-steel
tube, 2 m long and 6 mm diameter packed with Porapak Q (stable up to
250°C). The output from the chromatograph was quantified by an electronic
integrator (Perkin Elmer model D2) and the result printed by a Kienzle
digital printer. The record of the peaks was provided by a Hitachi-Perkin-

Elmer model 159 flatbed recorder.

The experimental conditions were:

oven temperature : 130°¢
injection block temp.: 2

range : 8
detector supply : 6
carrier gas : H2 15 psi
chart speed : low

Under these conditions themolar rati¢ methanol/water in the liquid

samples (1 ul) was given by

meth. reading
water reading

X = 0.6955

The analysis of gas samples was difficult since a large amount of air
was injected and changes in base line occur making the reproducibility
rather poor. The composition of the gas samples for the same conditions

was given by:



water readin
moles of water = g

13.850 x lO9

methanol reading

moles of methanol = 5
19.915 x 10

methanol reading

17.009 x 109

moles of air =

86
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3.5 Rotameters

Rotameters were used for the measurement of gas and liquid rates.
The calibration of the liquid rotameters was made by measurement of
the amount of water collected over a measured interval of time. The
calibration of gas rotameter was done by a standard meter.

Calibration results were correlated by a 2nd degree polynomial,
giving the program the standard error and relative errors of the
measured rates, and furnishing a Table to allow a direct reading of the
rate. The correlation equation was used directly in the program for
modelling the spray regime. Examples of those Tables are included in
Appendix I.

The effect of physical properties was not important except for the
smaller rotameter used for measurement of liquid rates. A graph was
therefore prepared for the latter (Appendix I) in which a correction

, /o
factor was represented as function of the property group —;

(p in g/cm3 and u in cP) and with the reading as a parameter. The actual

volumetric flow rate is

correction factor

Q = 0 X
actual table oy
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Chapter Four

Results

4.1 The Free-Trajectory Model of Spray Regime

In the free-trajectory model it is assumed that a continuocusly
replenished shallow pool of liquid present on the plate floor is
atomized at a constant rate by the gas passing through the holes at
high velocity. It is also assumed that there exists a distribution of
drop sizes, that each drop size has associated with it a specific projec—
tion velocity and that the drops retain their identity during their life
time in the spray, that is there is no coalescence or break-up in flight.
Under these conditions the equation of motion of individual drops can be

solved and mass transfer calculated.

4.1.1 Parameter requirements of the free-trajectory model

There is experimental evidence confirming the presence of clearly
defined drop trajectories and the absence of fluidization effects,?
lending strong support to the viability of the free-trajectory model.
However, the utilization of the model requires prior knowledge of initial
projection velocity of drops and their drag coefficients to solve the
equation of motion, of spray characteristics and liquid hold-up to
produce the dispersion density profile, and of mass transfer coefficients
to predict plate efficiency.

The validity of the model has so far been only tested by curve
fitting of the measured dispersion density profile and by prediction of

plate efficiencies.
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(a) Spray characteristics

On the basis of information contained in literature:,l'“svlog“111
it has been assumed that the throughput drop-size distribution at plate

level was log normal. These characteristics have been obtained by curve

fitting.

(b) EHold-up
The hold-up was obtained by integration of the measured dispersion

density profiles.

(c) Drag coefficients

Drag coefficients were estimated on the basis of the work of Hughes

and Gilliland.>®

(d) Initial projection velocity

The data of Aiba and Yamada'!l® have been correlated by Fane and

Sawistowski! leading to the following relation:

0.93
vp = 0.4(0.004/dp) {1)
where vp igs the initial projection velocity and dp is the diameter of
drop. Although the data cover a comprehensive range of hole velocities,
orifice submergences and liquid physical properties, nevertheless it was

felt that it represents an oversimplification of the phenomencn.

(e) Mass transfer coefficients

The following correlations have been used:

_ 1/2 1/3
Sh, = 2.0+ 0.6 Re ' sc,

1/2

.2
KL(t) = (Dy/Tt) {1+ 2 exp(-ap /4DEt)} - 2DE/dp

respectively for the gas and the liquid phases.
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4.1.2 Limitations of the free trajectory model and aim of

this work

At present, the free trajectory model of the spray regime relies
on equation (1) for the initial projection velocity and on the experi-
mental determination of the dispersion density profile. It is felt
that this eqguation represents an oversimplification of the phenomena
of drop formation and is regarded as the least reliable step in the
model. In the next section therefore, the sensitivity of the model
to values of initial projection velocity will be analysed. For
independent testing of eguation (1) it is necessary to conduct experiments
which will allow the determination of dispersion density profiles as well
as of interfacial areas or velocity of drops.

On the other hand, it is convenient to be able to predict the
performance in the spray regime without need of prior experimentation.

This implies a need for the determination of the function F the

LI

volumetric liquid fraction in the dispersion (the 'dispersion density')
Fr o= f(z, operating variables, physical properties, geometry) (2)

In order to achieve this objective, first of all it is necessary to
be able to characterize the dispersion density profile. This will be
attempted by the free trajectory model, but sufficiently simplified so
that the functional form of equation (2) can be obtained for fixed values
of the operating variables, physical properties and geonetry. For such a
éase this relation yields a family of curves corresponding to different
parameters of the free trajectory model. These parameters can be obtained
with reference to experimental results. Subsequently the effect of

operating variables, physical properties and geometry on parameters
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Fig. 4.1.- Maximum height reached by drops as a function

of drop diameter (parameter: superficial gas velocity, ms”1).
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characterizing the dispersion will be determined. Finally, determination
of interfacial areas as well as of dispersion density will be attempted
to allow for confirmation of validity of equation (1) or its substitution

by a more appropriate correlation.

4.1.3 Effect of initial projection velocity used in the model

on predicted results

Fane and Sawistowski correlated Aiba and Yamada's data on projection
velocity by the equation:

0.93
= 0.4 .
vp (0 oo4/dp) (1)

Akselrod and Yu80va,112 however, obtained different results for the
projection velocity of drops, as can be seen in Figure 4.1, where the
maximum height reached by the drops is given instead of the projection
velocity, since the former was the measured variable. There is in fact
a large uncertainty in the prediction of the projection velocity. For
instance, Akselrod and Yusova's data indicate a dependence of the projection
velocity on the superficial velocity.

It is important to have an idea of the effect of the changes in
projection velocity on the results of the model. It was verified that
for drops of size above 1 mm (mean drop size seems to be in the range
1-2 mm) the error in the calculated maximum height on the assumption of
no friction loss is less than 5% with superficial velocity as high as

1.5 ms Y. If this is the case, then:

2
v
29

max

(3)
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2v
tlire = g (4)

where 2 Ak is the maximum height reached by a drop, m
vp is the projection velocity of the drop, msul,
. . . ; . -2
g is the gravitational acceleration = 9.8 ms ,
tlife is the life time of the drop, s.
Consequently
dz__ dv
max
- = 2—E& (5)
max Vp
and
dt1ife v
t v (6)
life j)

The following conclusions can thus be drawn:

1. Relative error in maximum height reached by a drop is two times the
relative error in proijection velooity.

2. Relative error in life time is equal to the relative error in

projection velocity.

A general expression for the initial projection velocity of the form:

v. = Ad (7)

will be assumed. This equation is represented by a straight line in log-log
coordinates. The effect of translation and rotation of the line will also
be considered. After that the effect of a statistical distribution of

initial velocities will be analysed.



(i) Change of velocity by a constant factor
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The results obtained for Vp' as given by equation (1), are compared

with those obtained when v, = 1.2 vp and v, =

dispersion density profile used was obtained in run 33.

2

hold-up was always 2.122 mm.

3

Table I

vp/l.2 in Table I. The

Comparison of results using various initial projection

velocities differing by a constant factor

The calculated

. -6 6 —
proj. dgm stdv dSauter prlo NOG EMv Ent x10 %i
veloc. (mm) (rmm) (xnm) n
(m/s)
vp/l.2 1.53 0.39 1.72 9.123 0.546 0,421 0.262 0.05
vp 1.84 0.48 2,07 5.303 0.414 0.339 0.426 0.05
l.2vp 2,21 0.59 2.50 3.043 0.312 0.268 1.38 0.05

The following conclusions can be drawn from the table. increase

in projection velocity by the factor 1.2 produced:

1. increase of d

Sauter

by the factor 1.2

2. decrease of Np by the factor 1.23

3. decrease of a(h) by the factor 1.2

4. increase of d(h) by the factor 1.2

5. decrease of NOG by the factor 1.2

6. 1increase of entrainment by a factor 1.2

1.54

2.68 to 6.44
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(ii) Change of slope of projection velocity function for equal

velocity of the drops with diameter dpm

The results obtained when the velocity of the drops with diameter

dpm was maintained but the exponent of expression (1) was changed by a

constant factor, are summarised in Table II.

Table II

Effect of change in exponent of expression (1),

for a fixed velocity of drop with diameter dpm

- aa
exponent  “gm f:ui‘)’ dsauter N x107° Vo Eyw Entx10° Sauter
(mm) (mm) P ah
0.775 1.71 0.62  2.10 5.696 0.430 0.350 0.917 0.06
0.93 1.84 0.48  2.07 5.303 0.414 0.339 0.426 0.05
1.126 1,91 0.38 2.18 5.117 0.400 0.330 0.400 0.04

The following conclusions can be drawn from Table II.
The increase of the exponent by the factor 1.2 produced:

1. A negligible change in dSauter

0.
2. A decrease in NOG by the factor 1.2 2

3. A decrease in Np by l.zo'2 to 0.4

4. A decrease in slope of d(h) by the factor 1.2

5. A decrease in entrainment by a factor 1.20'3 to 4.2

The most interesting result is the inverse relation between the functions

Vp(dp) and dSauter

model. The same result suggests an alternative way to obtain the

function vp(dp) by experimental determination of the 4 (h

Sauter

(h), which will be later deduced using a simplified
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(iii) Effect of a statistical distribution of projection velocities

on model results

An analysis of Pinczewski's datall3 for projeqtion velocities
suggests their statistical nature."® Hence the effect of a stgtistical
distribution of projection velocities is simulated using the model.

To simulate the effect of a statistical distribution of velocities,
a discrete approximation to a continuous distribution of initial
velocities around the value given by expression (1) was obtained
considering k non-overlapping intervals of 1/x probability. It was
assumed that all the drops in a particular interval have the initial
velociﬁy corresponding to the medium point in the interval, which was
calculated on the assumption of considering the distribution of initial
velocities to be normal with standard deviation, &, given by:L+6

..5 v
§ = 8.2 x 10 (EB)
p

The results are summarised in Table III.

Table IIT
No proj. -6 6
E E (0]
veloc. NP x 10 NoG MV nt x 1
1 5.303 0.414 0.339%9 0.426
5 5.322 0.415 0.340 0.767
10 5.321 0.415 0.340 1.16

The main conclusion of Table III is that the effect of the use of a
statistical distribution of projection velocities is small on the results

of mass transfer, but the entrainment is strongly affected. It seems
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therefore that if the model is expected to give good results for
entrainment it needs a larger degree of sophistication.

Unfortunately, Pinczewski's results on projection velocities of drops
do not cover drops larger than one millimetre, and it is this size range
which largely contributes to mass transfer, because mean drop diameters
of generated drops are usually bigger than one millimetre and standardv
deviation of the distributions are usually small. This lack of experimental
data makes the extrapolation of the results on projection velocities to
drops larger than one millimetre questionable.‘

In order to improve the model, it is necessary to obtain experimental
evidence on the diameter of drops at several levels above the plate floor
as a function of the operating variables. An instrument that can be used
for this purpose is being developed in the Department.11L+ It will be able
to evaluate the drops characteristics by digital computation without the
presence of a photographic intermediary. The basis of the instrument is
the projection of the drop images onto a photomatrix with the number of
covered matrix elements providing a measure of drop sizes and shapes.

This information is digitalized and suitable programmes will transform
it into the required data.

However, this method is not yet operational, so that a simple light
probe was developed for the measurement of interfacial areas at different
levels above the plate floorx.

A computer programme fed with the experimental data on density and
interfacial area of the dispersion could provide the expression for
projection velocity (of the type of expression (1)) and the parameters
characterising the population of generated drops. This program is rather
time consuming and it does not shoﬁ directly the effect of the different
parameters so that a simplification, although of lower precision, was

attempted.
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4.1.4 simplification of the model

(i) Effect of drag

In order to simplify the model of Fane and Sawistowski for the
spray fegime, the effect of the arag force was first investigated.A The
model was applied in two ways toc run 33.

a) Using the drag coefficients from the work of Hughes and Gilliland.

b) Assuming a drag coefficient equal to zero.

The profiles, based on these two assumptions, are shown in Figures
4.2 to 4.4 and are found to be very similar.

At the same time the maximum calculated heights attained by the
drops when the drag force was included or neglected were compared. It
was seen that, on neglecting drag, the maximum height attained by a
drop was slightly smaller for drops larger than 0.57 mm and larger for
drops smaller than this value. This effect is however small as can be
seen from Figure 4.5,

The effect of drag on mass transfer to drops was alsc investigated.
The total mass transfer was higher by 1l0% when drag was neglected. This
was expected because the absence of drag tends to increase the velocity
aifference between gas and drop thus increasing the mass transfer rate.
The effect is represented in Figure 4.6.

Conclusidn: the effect of the drag force on dispersion density
profiles and mass transfer rates can, in general, be considered small.

It is of the same order of magnitude as the contribution to mass transfer
of the liquid pool under fully developed spray conditions. However, they
act in the opposite direction and hence the result will be unchanged

when both the effect of the pool and the drag are neglected.



99

5 | T
.}
o]
© °~ using drag
4 - -
xo .
x- neglecting drag
X0
x0
.}
0
3 + —
®

’g ¥
(&)
~ ox
N
- o
H
(] o x
a 2 ]
S~ ox
o
+$ o
®
) %
]
s
(]
®

1 -
KL
=
t0
Ul
(1]
<

{ !
0 05 10 15

dispersion density, FL

Fig.4.2,~ Dispersion density profiles obtained from model

for run 33% using or neglecting drag.



100

] T T
S r -
X0
O
© - using drag
0
L boone . B p—
x 0 x = neglecting drag
X O
X0
ox
0
3 F -
~~ ]
5
~ -
N ox
£
o ox
3
o X
&% 2 L _
[« ox
3 .
o
—~ [
o}
@ X Q
>
(o]
L
o
+
< 1 —
&0
o
@
S
1 ! 1
0 1 2 3

specific surface area, a (cm'1)
Fig.4.3.- Specific surface area profiles obtained from

model for run 33 using or neglecting drag.



height above plate floor, z (cm)

101

10

Sauter mean diameter, dsauter

) o - using drag
n . .
o x — neglecting drag
b <]
R
R
" . -
¥
o
o x
b ]
- o .
ox
ox
| !
A5 .20 25

(cm)

FPig.4.4.~- Sauter mean diameter profiles obtained from

model for run 33 using or neglecting drag.



102

T I T
2):
g /7 v
o 3¢
é 30 » 4 ’/ =
a0
a A "
5 44
o /// g
B 4
£ L
,: 20 - /// -
s Vi
4 /

NE /l
jé. Vg
E? 10 | Y i
e ,
g
=
E ,
5
£

1 I |

0 10 20 30

maximum height, z (cm), with drag

Fig.4.5.- Effect of neglecting drag on maximum height
‘'reached by drops.



103

I
30 =

b

@

¥
T

&0

e

o
FE)

(]

@
ralo

w29 |

e

"

@
G4

mn

g

@

4
4

[0}

m 10 | +
@

£

1 ] |

0 10 20 30

mass transfer, with drag

Fig.4.6,- Effect of neglecting drag on mass transfer.



104

(ii) Simplification introduced by zero-=drag condition

If drag is neglected the computation of the trajectories of the drops
is easy, reducing significantly the computation time.

The contribution of the drops to the dispersion density profile
will now be discussed in detail. If V is the volumetric upward flow
rate of drops of a given size range per unit of cross-sectional area of

the column, then, by conservation:

Vo= vy FEP = v F‘; for 0<z<z_ (8)
where:
vP is the projection velocity of drops
v is the upwards velocity of drops at level z.
EP is the volumetric liquid fraction at projection level, for
drops in upward motion.
FE is the volumetric liquid fraction at the level z, for drops

in upward motion.

For not entrained drops, the volumetric liquid fraction, FL is

twice Fg, and

. %
FLP v
But
= v 2. = 7 -
v vP 2gz 2g(zmax z)

where hmax is the maximum height reached by the drops.

Thus:

e

L 1
F —
Lp vl z/zmax
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Fig.4.7.- Contribution of each drop to dispersion
density profile (drag neglected).
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Some computed values of expression (9) are presented in Table IV

and used in Figure 4.7.

Table IV

z/z 0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 0.92

F_/F o 1 1.05 1.12 1,20 1.29 1.41 1.58 1.82 2.24 3.16 3.53

The following conclusions can be drawn from the table:
Contribution of each drop to the profile is mainly around the value
z = zmax' This suggests a further possible simplification, if necessary -

contributions to profiles coming only from drops at their maximum height.

The medium value of FL/FLp will be given by

Using equation (9) and rearranging

F 1
<= | —E—— alz/z_ ) = 2
Lp 0 V1l - z/z max
max

Hold-up of drops

Hold-up of drops of given size will be

F. =z (10')
Lp “max

But as F. = 2F% = 2D_ P (10")
Lp Lp -
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where n is the number of drops of size dp generated per unit time, the

hold-up of drops of size dp is then

3 2 3

4 md v md 2v
4 _p p _ , P _® (10)
v 6 29 6 g

b

This represents the volumetric flow rate of generated drops times
their residence time on plate for the given size range. Then the total

hold~up of drops is:

N 3
p md ~ 2v
i o= [ —E-—2 an (11)
D o &6 g

where N is the cumulative number of generated drops.

B

Tak = A4 7
e vP o (7)
and AN = N_ f (x)dx (12)
P a
d
where x = 1n EEL- (13)
gm
" 2 2
-
and fo(x) = = e /20 (14)
Y21 o
Using equations (7), (12) and (13), the hold-up becomes:
Awd(3+B)N (3+B)x
- 9gn _p

HD 3g {m e fo(x)dx {(15)

However:
[(3+B)o]°
3+B 2

B £ ax= e £_(v)ay (16)

where

y = X - (3 + B)o? (17)
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Using equation (16) in equation (15):

2
And (3+B) [ (3+123)0] v
= _gm 18
Hy 35 Np e (18)
since
+00
f £ y)dy = 1. (19)
Define (3+B)02
2
= d e d 20
dv gm an (20)
B
vy = Ad, (21)
Then hold-up becomes ’
. 3
by 2v
HD = Np d‘é . —-(-J-Y- (22)

That is, dv is the equivalent diameter of a mono-dispersed distribution

giving the same hold-up with the same number of generated drops.

Total superficial area of dispersion

Similarly to equation (11), the total superficial area is:

Np 5 2v
a, = | md —gP- an (23)
0
oang  (24B) [(248) 0] 2
= — Ny e 2 (24)

9 P
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Again, by defining

(2+B)<J'2
2
= (25)
dA 4 e |
_ B 26)
and vy, = A dA (
it follows that
2v
2 A
= -—t2 ) 27
AL Np'n'dA - (27)

where dA is the equivalent diameter of a monodispersed distribution giving

the same total interfacial area with the same number of generated drops.

The Sauter mean diameter of the dispersion will be:

3
Disp = EEE = fy*ZY. (28)
Sauter 2
AD dA Va
By (20), (21), (25) and (26):
5 2
Disp (§'+ Blo Proj. drops BOz
= 4 e = 4 e (29)
Sauter gm Sauter

(iii) A further simplification of the Fane and Sawistowski model

for the spray regime

It will now be assumed that:
a)} There is no drag effect
b) Contributions to liquid fraction and superficial area come

only from drops at maximum level

c) Initial projection velocity of drops is a function of drop size
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according to the general equation
v = Ad , (30)

where A is a positive constant and B has a negative constant value.

This equation in the model of Fane and Sawistowski is:

0.93 3) (31)

v = 0.002355 4 ( = 0.4 (0.004/7a )22
p P p

(iii.1l) Relation between projection velocity function and profile

of Sauter mean diameter of drops

If there exist experimental data on profiles of liquid fraction and
specific area, the profile of Sauter mean diameter can be obtained. 1In
this case the parameters A and B of equation (30) can be determined under
the above mentioned assumptions in the following way:

The maximum height reached by a drop is

2 = B (32)

z = é—. dzB (33)

This is the maximum size of drops existing at height z. Taking

logarithms eq. (33) gives:

2
log z = log %—g— + 2B ].Og dP (34)
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Equation (34) represents a straight line of slope 2B and intercept
2
A
log EE— on log-log paper.

To check the errors involved using these simplifications, the model
results of run 33 were investigated. From Figure 4.8 it can be seen that
the Sauter diameter is siightly lower than the maximum diameter and the
difference is between 7 and 12%, being smaller for the most predominant
sizes of drops. The expression for projection velocity arrived at was

0.83
v_ = 0.39 (0.004/4d 35
P ( / p) (35)

which is very similar to the one used in the model {eq. 31).

Cénciusion: By a simple representation on log-~log paper of experimental
values of the Sauter mean diameter, obtained from experimental data of
dispersion density and specific area profiles, it is possible to obtain a
relation between projection velocity and drop diameter. Such a relation

is very useful for modelling of the spray regime.

(iii.2) Relation between distribution of drops and profiles of

dispersion density and specific area

It was shown that population of generated drops can be represented
by log-normal distribution. Introducing the simplifying assumptions it
is possible to deduce the type of spatial distribution of volume
and surface area of drops given, respectively, by the profiles of
dispersion density and area per unit volume of dispersion (subsequently
referred to as specific surface area).

From equation (10'), the hold-up of a drop of size dp is:

HD = 2FLp Zmax (36)
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By equations (8) and (10")

Lp B (37)

wdp3 2Ade
HD=6.g. (38)

This is the product of volume and residence time.

Under the above mentioned simplifying assumptions,

{3+B)
ATd an
FL = - ———%E———— T (N decreases when z increases) (39)

and similarly,

2a1d (2+B)
P

a=--————g-——-—-—a—z- {40)

where:

FL and a are the local values of the dispersion density and specific
surface area, N is the cumulative number distribution function of projected
drops, dP is the diameter of the drops changing direction at the height
z above the plate floor, (so, dN is the total number of drops changing
direction at heights between z and z + dz).

Defining zgm as the maximum height reached by drops with diameter
dgm' using equation (33) and since

2

gm

(41)



equations (39) and (40) become, respectively:

Amd m(3+B) z ;;B 1 Z
Fr, = 73 2 ¢ fslgg In g =)
g gm gm gm
oand (2+B) 2-8
a = - (24?8 £ (1 2
gz -4 g 2B
gm
where
2,. 2
f (x) = 1 e /20
g
2n0
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(42)

(43)

(44)

is the normal distribution of x with mean zero and standard deviation o.

However, as

n n ln x
X = e
and
N " (mo)
mx _ 2
e fo(x) = e
then:
aTd (3+B)N
P = - gm B
L 3g 2z
gm
But as
1
A S 7Y

2

fc(x - m02)

[ (3-B) 012

2

1
fo(?é' In

(x/b),

2B{3-B) 0>
e

)

{45)

(46)

(47)

(48)
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the final expression for FL become:

(3+B)N [(3—3)012

Awdgm o z
F. = = e £ (1n )
L 6Bg z_ | 280 ] eZB(3_B)02
gm (49)
Similarly:
(2+B) [(2-B)0]°
. Amd Np ———"3———— - .
a = - e £ { } {50)
By z | 280 28(2-B) o2
z e
agnm

Equations (49) and (50) show that both profiles are expressed by
log-normal distribution functions of the height, with standard deviation
-~2Bg and heights of maximum dispersion profile and specific surface area,

2 2
e213(3-13)0 e2B(2 B)C

respectively =z and =z

, Where zgm is the
maximum height reached by the drop of geometric mean diameter, dgm' and
¢ is the standard deviation of the log normal distribution of population

of generated drops.

The total hold-up will be:

2

= f F_dz = I F_ zd (ln ) (51)
i o T —_—— ] e2B(3—B)02

gm

which gives the previously obtained result

2
AN nd (3+B) (3+B) 02

= 2. o 2 52
i 39 e (52)
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Define:
(3+B)o 2
d, = d__e z {53)
agm
B
VV =z Adv
so that:
3
wdv 2v
v
H =z U
b NP g 5 (55)

This shows that the hold-up of drops is equal to that given by the
same number of drops of size Dv projected with the initial velocity of
the drops of the same size.

Similarly, for the total interfacial area equation (27) is obtained.

Howevexr, under the simplifying assumptions being considered it seems

more realistic to say that

3 dNn
Fre -4 &
(3+B) dn

and not to -4 as was done before, because near the upper part

P dz
of the trajectory the movement of the drops is independent of size (no
drag) and only this portion of the trajectory is considered as contributing

to the profiles. Under these conditions, the final expressions arrived at

are:
N [(3-213)012
T 3 2 z o
F. o -+ 24 e £ (1n ) (56)
L 2 6 9O | 2B0| e23(3_23)02

gm



.
-3

[ (2-2B) 012

L, 2 2 2
m £l2m0] ¢

Z

3 ) (57)
e2B(2~ZB)0

gm
Equations (56) and (57) differ from eguations (49) and (5C) by the
value of the height of the maximum of the profiles. However, this
difference is in genera% sgall. The ratio of the values given by the
two cases is always e2B ° . If B is of the order of -0.93 and ¢ of
the order of .2 + 0.3, then the difference in the height of the maximum

value of the profiles in the two cases is of the order of 7 to 17%. The

standard deviation is the same for both cases.

4.1.5 Characterisation of dispersion density and specific area

Brofileé
As previously indicated, the dispersion density prcfiles of drops,
as well as their specific area profiles can be fitted by log-normal
distribution functions. Three parameters are necessary to characterise

each profile. For the sake of convenience the selected parameters are:

The geometric mean height, ng p

the corresponding value of the profile, M, and the standard deviation,

Let x = 1n and

ax - measured value of profile,

where z is the height above plate.
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Then the log~normal distribution is:

- e = N_f (x} (58)

J
The maximum value of g% (at z = zgmp, that is at x = 0) is:

The methods available for estimation of parameters of the log-normal
distribution are:

(i) the method of maximum likelihood,

(ii) the method of moments,

(iii) the method of quantiles, and

(iv) the graphical method.

An additional group of methods can be considered to exist covering all
those methods which are hybrids of the other four types.

The best method is considered to be the method of maximum likelihood,
but it is costly on computing time; the method of moments is not
recommended; the method of quantiles is easily applied and the best
results are cbtained for geometric mean and variance when 27,73 and
7,93 quantiles are used respectively; the graphical method is also easily
applied and provides simultaneously a test of log normality.

However, the present problem is more complex since part of the
distribution is removed, because in the lower part of the dispersion,
the contribution of the pool (and ligaments) is overlapping the contribution
of drops.

The estimation of the parameters will therefore be performed by a

least squares technique applied to the experimental values. The method is
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as follows:
(i) Given the set of experimental points
B .
(Pi ’ zi), (i =1,...n),
(ii) Guess initial values of M, z p and op,
. C .
(iii) Compute values of profile, Pi ; corresponding to zi,

(L1 =1,...n)

(iv) Compute total square error:

n
F = ¢ (o€ - P?)Z
i=1
(v) Compute
JF oF and JF
=, S
oM 3z jo) do

{vi) Get M, zgnP and GP which minimize F (that is, values Ffor which

oF oF oF

—— = E Q}z
M

] 8y P 3g

gm

The subroutine used for minimization is due to Powell.l1S
This procass was successfully applied to the present experimental
results and to those of Pinczewski et al.ll® ag well as to those of

Fane and Sawistowski.! Results are presented in appendix IIT.

4.1.6 Determination of parameters of model from measurement of

dispersion density and specific superficial area profiles

The relevant hydrodynamic parameters necessary for the simplified
model are the initial velocity of the drops, the characteristics of
population of generated drops and liguid hold-up. Once these parameters
are known, mass transfer can be calculated to predict plate efficiency.
The hold-up of the drops can be calculated by integration of the computed

dispersion density profile. Then:



z 2
2 _ [ &
[HD]zl - f ax &
%
where
z
* = In%Fp
z
gm
But:
FL x
dz = =z dax
gm
so that eq. (60) becomes:
z
2
) x2 = 1In ZFL ,
2 gm dN FL x
[HD]Z i/. o zgm e
1 z
1 FL
z
gm

z
2 _ FL
[HD]Z = zgm
1
Let
- -02
¥ = X7 %
Then
z
[H.] 2 . ZFL
D Z1 gm

dx

Or2
_FL X CyFL 2
N_ e 2 X2 ~( - )
T f OFLE \/-2.
OFL Y21 xl
z
2 2
+ P —— —
o2 e A
FL zgm >
2 20
N _—
= L e FL dx
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(60)

(61)

(62)

(63)

(64)
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By integration:

2
o
z L N a z
[HD] 2 _ zFL e 2 52-[1 + erf (- FL + 1 1n ;L) -
% gm V2 o vV 2 z
FL gm
g z
- erf (- FL L 1n ;L 1 (65)
VY2 o V2 2z
FL am
The total hold-up is:
02
FL
FL 2
By = vor Bem Mor Opp © (66)

Similarly the total surface area of the dispersion is:

.2
_a
A, = VI z:m M o e 2 (67)

However equations (18) and (27) hold:

(3+B)  [(3+B)0)>

Aﬂdgm 5
b = Ty 3g € (68)
(2+B) [ (2+B) 0] ?
2And ——-5——
= N — e (69)
b p g
and from equations (49) and (50)
Opp, = Oy = = 2B0 (70),(71)
FL 2B (3-B) 0% .
z = z e (72)
gm gm
a 2B(2-B) 0%
Z = gz e {73)

gm gm



122

where z = 2 (74)

The total number of variables used in the hydrodynamic model is

equal to 14:

FL a
HD' ngr MFLI OFL’ ADI ngr Mar Oar Npr dgml zgmr g,A,B.

Number of independent relations = 9:

(equations (66) to (74)).

Number of independent variables = 5.

So, the information necessary for completing the hydrodynamic
knowledge of the spray regime requires information on the value of any

five of the above-mentioned variables. Consider three important cases:

(i) A and B are known

Fane and Sawistowski assumed that A and B were known. Under these
circumstances from measurements of dispersion density profiles the other

three necessary variables could have been obtained:
FL
g__.
Zan’ Yrr' FL

The parameters necessary for the model can be obtained as follows:

From eq. (49), (66) and (68)

~2B0 = O , (75)
M 2B(3-B)a
p,. T Zgm © (76)
02 2
o gL TrdgmB 2AdgmB [(3+§)o]
Hy = van zgm Mo Opre = NP 3 3 e (77)
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Thens
FL
g = - B (78)
/2 FL B-302
g an
4
dgm _ ( - e B FL)l/B (79)
2
o, /2
FL FL
y ~ vam zgm MFL GFL e 501
P 1Tda 2ngB [(3+B)a]<
gm __gm 2
6 q

The specific superficial area profile can thus be predicted. The

parameters characterising this profile are given by:

2
a _ FL p/?%B
z = z e {81)
gm gm
5+2B 2
Ll Mo "%2 %L
M = ——
A e(ﬂza )(dgm) e (82)
gm
Ga = UFL

The value of dgm given by eq. (79), e.g. for run 33, was 7.5%, above
the result from the "exact" model, that is slightly higher than the lower

errors in Figure 4.8, as expected.

(ii} B is known
The value of 0.93 can be supposed to apply and in this case four
variables need to be determined. These variables can be the same three

previous ones and for example the total superficial area or superficial
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area at a given level. For this purpose a pseudo-first-order fast

reaction can be used. For this purpose dilute CO, can be absorbed in

2
aqueous solutions of NaOH. However the introduction of ionic solutions
changes the interfacial conditions and the results can be affected.
Another method consists of the use of a light probe located at a given
level, known to be above the height of maximum superficial area, or even
obtaining a profile of specific area.

Given dispersion density profile and specific area at any height

above that corresponding to the maximum of the profile the parameter

A can be calculated as follows:

xa = 1n (84)
z
gm
Elimination of zgma using eq. (81) gives
Cr2
FL
X2 = %L T3 (85)
where = 1n —2- (86)
*PL FL
gm
But X 2
_ _a
20§L
a(z) = Ma e (87)
2
X
a
202
Then M= a(z) e FL (88)
From eq. (66), (67) and (70)
HD zFL MFL
2 - gm FL (89)
Ay a M,
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From eq. (68), (69), (70) and (71)

= e : ‘(90)

From eq. (89) and (90)

542B 2
FL - o]
Z 2 FL
a = g —In TEE e 8B (o1)
gm a M
z a
gm
Since
02
FL FL
zgm 2B
3 e (92)
z
gm
eq. (91) becomes:
2B-5 02
M 2 FL
4 = 6k OB (93)
gm M
a
From eq. (88):
2
(28—5 02 xa )
M 2 FL 2
4 = 6L 8B 2051, (94)
gm a(z)
Since
'2g ZFL B-3 2
A = gm e4B FL (95)
a B
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Finally:

" 8B 2
A =\/2g zgi (%éiqu e 20FL . (96)
L

If at any height the values a(z) and FL(z) are known, then

GFL(z)

= —— 97

Sauter(Z) a(z) (97

As dSauter(z) is approximately equal to the diameter of drops
changing direction of motion there,

B f—

D o gz (98)

or A = 2EE e (99)

6FL(z)

If the values of a and FL are known at one value of z, and as B is
assumed to be known, only two unknown parameters remain, which are d

and o.

{(iii) Neither of the parameters is known

. . ¥
In this case two variables other than =z L, MFL and Opr, need to be
determined. Per example a specific superficial area profile can be obtained
by a light probe and zgma and Ma be determined. In this case, the parameter

required for the initial projection velocity as well as the spray

charactéristics can be determined from:
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(100)

(101)

(102)

(103)
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4 .2 Dispersion Density Profiles

4,2.1 Introduction

The factors affecting the dispersion density profiles, as well as those

affecting specific surface area pcofiles and mass transfer performance
are:

a) Flow rates of gas and liquid

b) Physical properties of gas and ligquid

c) Geometry of plate and column

Attention has been concentrated on the most important factors in
each group. As was referred to before, the upper parts of the dispersion

density profiles are similar and can be adjusted by a log-normal distri-

bution function which is characterised by three parameters. The parameters

which are used to describe those distributions are the geometric mean
height, Xo4 standard deviation, X4 and another parameter that has to be

a measure of the total volume (in this case the total hold-up of drops)
or for the sake of ease of practical determination, the maximum value of
the dispersion density, Xq o The experimental dispersion density profiles
are presented in appendix III. The curves shown were obtained by fitting
of experimental points. As the importance of these studies is more
applicable to the spray regime, almost all the results were obtained for

this regime.
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Fig. 4.9.- Effect of liquid cross-flow rate on dispersion
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Fig. 4.11.- Effect of liquid cross-~-flow rate on'dispersion

density parameters and hold-up.
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4.2.2 Factors affecting the dispersion density profiles and the

hold-ups

(i) Effect of liquid rate at constant gas rate

The effect of liquid rate on dispersion density profile is shown in
Figures 4.9 and 4.10 which are representative of the encountered
behaviour. The effect on parameters characterizing the dispersion
density profile can be seen in Figure 4.11. The maximum value of the
profile (xl) and the corresponding height (x2) increase with liquid rate
in the spray regime. The increase in height (x2) is very small. The
standard deviation (x3) remains approximately constant. The hold-up of
drops increases substantially with liquid rate, although to a power
smaller than one. The same findings can be reached using the data of

Pinczewski and Fell at much higher values of liquid and gas rates.

(ii) Effect of gas rate at constant liquid rate

The effect of gas rate at constant liquid rate on dispersion density
profile can be seen in Figures 4.12 and 4.13. The effect on parameters
characterizing the dispersion density profile is shown in Figure 4.14.

The maximum value of the dispersion density (xl) decreases with gas

rate either in the froth or in the spray regime. The height of maximum
valueof dispersion density profile increases continuously with increase

in gas velocity either in the froth or in the spray regimes. The standard
deviation of dispersion profile goes through a minimum with the increase
in gas rate when the regime changes from froth to spray. The hold-up of

drops also goes through a minimum, as can be seen in Figure 4.15.

(iii) Effect of gas rate at constant gas/liquid ratio

These results are shown in section (v).
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(iv) Effect of surface tension

The effect of surface tension on dispersion density profiles can be
seen in Figures 4.16 and 4.17. When the surface tension increased, at
the same gas and liquid rate, the maximum value of the liquid fraction
increased slightly, the corresponding height decreased and the standard
deviation of the dispersion increased very slowly. The hold-up of drops

decreased.

(v) Effect of mass transfer

Experimental results of the effect of mass transfer on dispersion
density profile can be best correlated if a thin-film stabilising

dimensionless number Tf is defined by

and if a classification of the systems is done as follows, according to

the value of Tf:

strongly positive system Tf > 0.01
weakly positive system 0 < Tf < 0.01
weakly negative system ~-0.01 < Tf < O
strongly negative system Tf < -0.01,

Y ; is the surface tension corresponding to the liguid composition
at interface and Y* is the surface tension corresponding to the liguid
composition in equilibrium with the bulk of gas phase (see Chapter 5).

The thin-film stabilising dimensionless numbers for the systems
A: benzene-cyclohexane, B: benzene-n—-heptane and C: n-~-heptane-toluene

at total reflux were calculated and are presented as a function of

liquid composition in Figures 4.18, 4,19 and 4.20, respectively.
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(v.l) Maximum value of liquid fraction

In the spray regime, neglecting the contribution of the pool to the
liquid dispersion profile, there exists a maximum in the dispersion
profile somewhere above the plate floor. 1In the froth regime the
profile is almost constant up to a certain height, and above it the
liquid profile decreases. BAbove this height most of the liquid is in
the form of droplets projected by the gas during bursting of bubbles.
This part of the profile can be "fitted" as has been done for the spray
regime and the value of the maximum of the profile (xl) can be regarded
as the medium value of the liquid fraction of the profile, since it is
approximately constant for most of the liquid on the plate. Fane's
results were fitted in this way and if the maximum value of the density
is represented as a function of gas velocity, and if strongly positive
systems are defined as those for which Tf > 0.010, then all the
experimental points are located on the same line with a maximum at
transition. For strongly negative systems, that is when -Tf > 0,010,
all the experimental points are located on the same descending line,
without any noticeable change at transition. For moderately positive
or negative systems, the behaviour is intermediate and also a neutral
line can be estimated.

The results for negative and positive systems are represented
respectively in Figures 4.21 and 4.22,

2

For negative systems there is a linear relation between x, and FS

1
given by

Xx. = 0.37 - 0.06 FS2 {105)

If Figures 4.21 and 4.22 are compared with Figure 2.1 one can confirm

the overlapping of curves represented there.
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(v.2) Height of maximum value of dispersion density profile

No noticeable effect of thin film stabilising number on height of
maximum value of dispersion density profile (x2) was observed. However
the dependence on velocity is somewhat larger for positivé systems than
for negative systems. The results for the moderately positive or
negative system seems to be in general slightly lower and more scattered.

The results for negative and positive systems can be correlated

respectively by:

- 1.45 + 0.16 Fsz (106)

L]
|

and

+
1.2 + 0.3 FSZ (107)

b
Il

as can be seen from Figures 4.23 and 4.24.

(v.3) Standard deviation of dispersion density profile

The results of standard deviation of dispersion are somewhat more
scattered as would be expected. However, some general trends can be
cbserved and again the effect of thin-film stabilising number is
noticeable. The effect of gas velocity and of thin-film stabilising
number on standard deviation of dispersion density profile (x3) is almost
the opposite to that reported on maximum value of liquid fraction. So,

for the strongly negative systems it is:

x.” = 0.15 + 0.13 FSZ (108)

and for strongly positive systems a minimum can be detected at transition.
For system A, moderately positive or negative, the behaviour is rather
uncertain. The results are represented in Figures 4.25 and 4.26

respectively for negative and positive systems.
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(v.4) Liquid hold-up

The thin-film stabilising number is a primary factor in hold-up
on plate for small values of Fs:(see Figure 4.28). For strongly
positive systems (Tf > 0.01) the hold-up is much smaller and the plate
operates in the foaming regime. For negative systems the hold-up is
bigger (alsc at small values of FS) and the operating regime is
represented by froth. At higher gas velocities the effect of Tf is
less noticeable. Furthermore, for systems weakly negative and positive
at the lowest values of Fs a general trend of decrease in hold-up when
Tf increases from -0.0l to +0.0l1 is detected.

The results of the Marangoni effect on dispersion density parameters
and on liquid hold-up are put together respectively in Figures 4.27 and
4,28, For sake of legibility, the results of system B wWere omitted on
the first graph. The standard deviation of drop population calculated
from line 4 by the simplified model were 0.31 for negative systems and
0.23 for positive systems and are thus very close to the values reported
by Fane and Sawistowskil of 0.30 *+ 0.03 and 0.19 * 0.01 respectively.

The effect of mass transfer for the system methanol/water was
very small, slightly above the experimental errors. However, if
conditions of a strongly negative system are compared with neutral
conditions, a somehow better spray condition can be seen for the negative

system (Figure 4.29), but the differences are not really significant.
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(vi) Effect of plate geometry

(vi. 1) Effect of a splash baffle

Some results were obtained without using any splash baffle above
the outlet weir. Under these conditions some drops discharged directly
into the downcomer. Dispersion density profiles obtained using a
splash baffle to avoid loss of liquid by projection directly into the
downcomer = were quite different from the ones obtained in the absence
of the baffle as can be seen by comparison of Fig. 4.9 and 4.10 with
Figure 4.30 and Figures 4.12 and 4.13 with Figure 4.31. By increasing
the gas rate above a certain value (Fs % 1.,5) the density profile
decreases almost everywhere instead of increasing as expected. This
is due to the direct projection of drops into the downcomer, producing
a substantial decrease in hold-up on plate, as can be seen in Figure 4.32
and also a decrease in drop-sizé calculated by the "exact" model, as seen

in Figure 4,33,

(vi. 2) Effect of fractional free area

3 1 -1

Interpolation of results from Pinczewski's data for LV =15m  h m

and FS = 2.25 kgl/2 m_l/2 s“l and hole diameter of 12.7 mm made it possible

to ascertain the effect of fractional free area on parameters of the

dispersion density profile. The results are presented in Figure 4.34.

The maximum value of density was proportional to Afo'3l. The height of

~-0.62
the maximum was proportional to Af . The standard deviation of the

distribution remained constant. Consequently the hold-up of drops was

' . -0.3
proportional to Af l.
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(vi.3) Effect of hole diameter

The dependence of dispersion density parameters on theholes diameter
when fractional free area and liquid and gas rates are the same as
given by Pinczewski's profiles is somewhat strange, since the height of
maximum density is always smaller for the intermediate value of the

1
diameter. 1In Figure 4.35 the results are presented for FS = 2.64 kg /2

m_l/2 s_l, Lv = 15 m3 h_l m_l and fractional free area 0.107.

4.3 Specific Surface Area Profiles

4.3.1 Introduction

The specific surface area profiles are expected to be similar to the
dispersion density profiles. 1In Figures 4.36 to 4.42 are presented the
experimental values as well as the expected profile given by the
simplified model by adjusting only the parameter A from the initial

projection velocity expression
v = Aad (109)

where dp is the diameter of the drop and B was taken as -0.93. The value
.of A used by Fane and Sawistowski was 0,002355. Three points calculated
with this value of A are alsoc indicated in Figures 4.36 to 4.42. The
experimental values obtained for A by fitting of profiles varied from
0.0018 to 0,0045 with a mean value of 0.00265 * 32%. The experimental

conditions covered the range:
1.4 < F_ < 2.29 kg/2 /% s71

0.22 < L < 0.35 m> h Tt m

1

-1

0.055 < Y < 0.072 N m
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4.3.2 Factors affecting the specific surface area profiles

The type of factors affecting the specific surface area profiles
are expected to be the same as those affecting the dispersion density
profiles. Lack of time prevented a systematic study of all of these
effects from being conducted. From the few experimental results it
seems that the model can be used to predict the specific surface area
profiles. However, it is assumed that a population of very small drops
is generally being neglected. These drops seem to contribute very little
to the dispersion density profile although this effect could on occasions
be detected by inspection of the profiles. However, as the drops are
very small they contribute significantly to the specific surface area
profiles giving a general picture of systematic deviation at high levels
above the plate floor.

An important limitation of this method was the fact that it was
possible to measure surface area only at a level which was higher than
a few centimetres above the plate floor where the density of the spray
was already small. Since the error in the determination of density is
almost independent of the value of the density, its relative error is
high, and the expected errors in the determination of the mean Sauter
diameter from experimental values of surface area and density are'
expected also to be high. By the same reason the errors in the determin-

ation of parameter A are also expected to be high.
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4.4 Froth-Spray Transition

The transition froth-spray also called phase inversion was the
subject of a publication. The effect of mass transfer was studied
from Fane's data and is represented in Figure 4.43. The differences
in transition point between weakly negative, weakly positive and
strongly positive systems are meaningless. However, the gas velocity
for transition of the strongly negative system is about 25% below the

transition for the other systems.

4.5 Mass Transfer Efficiency

Mass transfer efficiency depends on the product of the mass transfer
coefficient and the area of transfer. Thus, all the variables affecting
either of these will influence the efficiency.

Figures 4.44 and 4.45 are presented as an attempt to demonstrate
the effect of Tf on efficiency. The graphs, as expected, are rather
complicated. It is evident that the effect of gas velocity in positive
systems is more important than in negative systems. The surface tension
increases in the direction shown by the arrows (but it is within *8% of
the medium value for system A). It is not easy to explain the way
efficiency changed with physical properties and/or mass transfer. However,
in system A the change in surface tension is small, the vapour diffusivity
is almost constant and the ratio of the liquid diffusivity to the gas
diffusivity is small. Under these conditions the surface-renewal
Marangoni effect is expected to become noticeable as an increase of
efficiency when Tf becomes positive. This is in fact so and can be seen

in Figure 4.44.
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4.6 Entrainment

The data on entrainment for the system air/water are summarized

in FPigures 4.46 and 4.47.
Available data®’ for entrainment in the spray regime for operation

of a perforated plate, show that for a single orifice:

B ey 2044 (110)

and that the dependence on the velocity increases with multiple orifices.

With 13 orifices (maximum number used by the authors) it becomes

The data now obtained show a higher dependence on hole velocity.
The results show that the absolute value of entrainment is not very high

and can be correlated by:

9.1L -0.49 (112) -
s v

E<F
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Chapter Five

Discussion

5.1 Introduction

Various aspects of the spray regime and its boundaries have been
studied in the course of this work.

In Chapter 2 problems were discussed relating to the transition
froth~spray in the light of available published results. In Chaptér 4
it was necessary to introduce into the analysis of the results the
effect of gradients of surface tension induced in the interface by the
mass transfer process, that is phenomena generally known as the
Marangoni effect. The systems were classified according to the intensity
and direction of action of these effects. The setting-up of criteria
used there will be the subject of section 5.2.

Prediction of mass transfer taking place on the plate is the final
objective of the present study. However, this aim can only be success-
fully achieved with a very good knowledge of the hydrodynamics of the
spray regime. Once the hydrodynamics is known, the rate of mass transfer
can be predicted by using any reliable methods. For this reason most
of the present effort was devoted to the hydrodynamic aspects of the
problem.

The effect of mass transfer on transition will be discussed in
section 5.3. Dispersion density profiles are easily determined and
there is already a large number of them available in literature. In
Chapter 4 a method was obtained which proved to be very effective to
express the results of the dispersion density profiles in terms of
three parameters. Furthermore, these parameters could be related to

the characteristics of the spray. The influence of the most important
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factors affecting the dispersion density profiles was also observed in
Chapter 4 and will be discussed in section 5.4. A tentative prediction

of plate behaviour will be given in section 5.5.

5.2 1Influence of Mass-Transfer-Induced Marangoni Effect on Hydrodynamics

and Performance of Sieve Plates

5.2.1 ‘Introduction

Interphase mass transfer involves three steps:

1. Mass transport from the bulk of one phase to the interface,

2. Transfer across the interface, and

3. Transport into the bulk of the second phase. Usually no
resistance is assumed to the transfer of the diffusing component

across the interface.

Marangoni effect is a general term for surface fiow phenomena
resulting from the appearance in the interface of an interfacial tension
gradient. These phenomena can be described on the basis of Marangoni's
finding77'136 that a liquid of lower surface tension will always spread
over a liquid of higher surface tension. This effect can result from
several causes, but for the moment only concentration gradients will be
considered. The local interfacial concentration can be affected mainly

by two different types of phenomena:

1. Surface renewal phenomena

2. Thin-film phenomena

The first phenomena predominate when the depth of the liquid is

much larger than the depth of penetration of surface movement and the
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Pig. 5.1.- Effect of interface composition on surface

tension.
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second are important when the two depths are comparable. In the first
case the affected process parameter is the mass transfer coefficient

and in the second case the interfacial area. Following the findings of
Marang‘oni77'136 the fundamental éspect to consider is the change of
static surface tension with the ageing of an interface element. If the
static surface tension increases with the ageing of the element, the
system is called positive. If it decreases, the system is called
negative. If dynamic surface tension is to be considered, then Maxwell's

relaxation law has to be used.

5.2.2°  Thin-film Marangoni phenomena

Consider that the composition of the bulk of the liquid phase is x
and that of the gas phase is y. Let the distribution of resistances in
the phases for mass transfer be such that X, is the interfacial
composition (Figure 5.1) and Yi the relevant surface tension. When the
liquid film is very thin its composition tends to x* and the surface
tension to Y*. By making the normal assumption that the surface tension
is the equilibrium value with respect to the surface composition,

(Y* - Yi) can be regarded as the thin~-film stabilising force. A thin-film

stabilising dimensionless number, Tf, can be defined by the ratio of the

surface stabilising force to the surface tension force. Then:
Y* -y,
i

™ = —= (1)

Y3

For a positive system Tf > 0; for a negative one Tf < O.

However

ar _ Y Yi
ax T Tk -x (2)
1
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Y. - Y
i
= e 3
" x, — x* (3)
i
- = * - '
and Koly; - ¥) Ko (Y y) (4)
where:
KG is the gas phase mass transfer coefficient
KOG is the over-all mass transfer coefficient based on the gas
phase and
m is the slope of the equilibrium line.

The substitution of equations (2), (3) and (4) into equation (1)

gives
1 dy *x _
o Y y) (5)

Special cases:

a) No liquid-phase resistance-gas phase control.

= = y* = =
KOG KG’ Y; ¥, X X and Yi Y
Then:
= 1gdr - ek
TF = T ax (x x*) (6)

b) No gas-phase resistance-liquid phase control
y. = ¥y X, = x¥* and Y, = Y*
Then by (1): o°f = 0 (7)

This means that no Marangoni effect is present if there is no gas-

phase resistance. This result is the consequence of regarding the Marangoni
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effect as a thin-film phenomenon.

If Tf > 0.0l the system will be called strongly positive and if
Tf < -0.01 the system will be regarded as strongly negative. Otherwise
the systems will be called weakly positive or negative. Thus at total
reflux, system A (benzene-cyclohexane) is weakly negative for benzene
concentrations'below the azeotrope (53.2% of benzene) and it is weakly
positive for higher concentrations of benzene. System B (benzene-n-
heptane) is strongly negative for concentrations of n-heptane between 5%
and 93%. System C (n-heptane-toluene) is strongly positive for concen-

trations of toluene between 10% and 86%.

5.2.3 ‘Surface-renewal Marangoni phenomena

Surface renewal phenomena can appear as a result of:

1. Spontaneous interfacial convection, usually in the form of
roll-cells,

2. Eddies coming from a turbulent bulk and arriving at the
interface, or

3. Macro-scale flow under the influence of longitudinal surface
tension gradients. This case was considered to be dominant

in a pool column.e8

For visualisation of the effects of surface renewal phenomena,
consider the two-film model due to Whitman 137(Figure 5.2) corresponding
to the system shown in Figure 5.1. The composition of the bulk of the
liquid phase is x and the corresponding composition