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ABSTRACT 

A critical re-examination was conducted of the assumptions 

made by Fane and Sawistowski in their formulation of the free trajec-

tory model of the spray regime. Independent determination of the 

parameters necessary for the model confirmed the validity of the 

projection velocity correlation used by these authors for sieve 

plates with small holes. 

Simplifications in the model made it possible to deduce the 

functional form of the dispersion density and surface area profiles 

and present it in a form which required only the knowledge of a total 

number of five parameters, for complete description of the hydrodynamic 

state of a plate operating in the spray regime. 

A general definition for systems classification was proposed 

based on sign of the time derivative of surface tension. It is 

equivalent to the different definitions used previously which were 

specific to the particular mass-transfer operation under consideration. 

Effect of gas and liquid flow rates, hole diameter, fractional 

free area, mass transfer and of the use of a splash baffle on the 

behaviour of a small plate were also studied. In addition, a tentative 

prediction of dispersion density parameters is presented. Explanation 

of these effects was conducted with the help of a physical model of 

the phenomena occurring in the proximity of the hole. 

A common basis for comparison of the froth-spray transition 

measurements was established. It was found that transition for strongly 

negative systems occurs with a gas velocity 25% smaller than that 

necessary for the other systems. 
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Chapter One  

Introduction 

Sieve plate columns represent a type of equipment which is widely 

used for mass transfer operations. During the last decades they have 

replaced bubble cup plates as standard contactors since they are less 

expensive and have a lower pressure drop. In addition, continued 

research on sieve plates has removed the prejudice which surrounded 

their stability of operation. 

The use of high gas or vapour velocities leads to the operation of 

the sieve plate in the spray regime. Under these conditions the 

behaviour of the column is different than in the froth regime in that 

the gas-liquid dispersion consists primarily of liquid drops providing 

the major contribution to the interfacial area for mass transfer. 

The importance of the study of the spray regime has best been 

summarised in the A.J.V. Underwood Memorial Lecture delivered by 

F.J. Zuiderweg to the I. Chem. E. and S.C.I. in London on 3 May 1973: 

"Contrary to the earlier belief, the flow on bubble trays rarely shows 

vapour bubbles in a layer of liquid. Such a bubbling pattern is only 

obtained at high liquid level and with low vapour rates. For the 

inverse case, a regime in which atomised liquid is suspended by the 

vapour dominates". It follows that a significant amount of earlier 

work may have been misinterpreted due to failure in recognising the 

change in type of dispersion and in the mechanism of production of 

interfacial area. Only recently has the spray regime been studied in 

detail. 

There has been some controversy surrounding the formation of 

dispersion in the spray regime. Some authors consider the dispersion 
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to be equivalent to a fluidised bed of droplets, whilst others claim 

that it comprises discrete droplets allowing well defined trajectories 

in the inter-plate space. 

The most comprehensive contribution to the study of the spray 

behaviour and the efficiency of mass transfer in this regime was presented 

by Fane and Sawistowski.1  They postulated that the atomised liquid had 

well defined trajectories and this was later substantiated by Lindsey's 

photographic study.2  A free trajectory model was formulated on this 

assumption according to which drops were projected upwards with a certain 

initial projection velocity from near the plate and followed trajectories 

given by the solution of the equation of motion of the particle. 

Experimental dispersion density profiles (liquid volumetric fraction 

in dispersion versus height above plate floor) have been successfully 

fitted by this model and subsequently used to predict plate efficiencies 

remarkably wel1.10  

Nevertheless, limitations in the usefulness of the model exist by 

the need for prior knowledge of parameters concerning the initial 

projection velocity and the drop size distribution. The initial projection 

velocity was assumed to be known from correlation of existing experimental 

data based on the heights reached by projected drops. The drop size 

distribution was calculated by "fitting" experimental dispersion density 

profiles at actual conditions. 

The purpose of the present work is to subject the assumptions made 

by Fane and Sawistowski to critical re-examination concentrating in 

particular on the parameters of the free trajectory model. This work 

will be conducted in two stages: 

In the first stage, an analysis will be performed of the free 

trajectory model and of the dispersion density profiles, in particular 
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examining the importance of the various assumptions and their 

criticality. 

The aim of the second stage will be to obtain independent 

information on the parameters of the model. 

In addition, an attempt will be made to establish a common basis 

for comparison of the froth-spray transition measurements and to 

investigate the effect of presence of mass transfer on plate behaviour. 
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Chapter Two  

LITERATURE SURVEY 

2.1 Hydrodynamics of Sieve Plates  

2.1.1 Regimes of Plate Operation  

The structure of the two phase dispersion on the plate, and hence 

the magnitude of the interfacial area, mass transfer coefficient and time 

of phase contact for mass transfer, are determined by hydrodynamic 

conditions. Several regimes, characterised by different flow patterns 

can be observed and the factors affecting the formation of interfacial 

area and mass transfer act differently in each regime. It is, therefore, 

necessary to describe the fluid mechanics and mass transfer characteristics 

of each regime and to be able to predict transitions between them. However, 

the transition between various regimes is seldom very sharp and, depending 

on the type of system considered, not all regimes may always be present. 

On the other side, frequently several regimes coexist at different places 

on a large plate. 

The occurrence of a particular regime depends strongly on gas velocity 

and is also influenced by the nature of the physical system. Thus, the 

various systems are best described by following the variations in the 

mean dispersion density (volumetric liquid fraction) of the gas-liquid 

dispersion on the plate with the superficial velocity of the gas (Figure 

2.1). Surface-tension positive systems will be considered first. These 

are systems, for which surface tension increases with contact time between 

phases as a result of the mass and/or heat transfer taking place. 

This generalizes the definition introduced by Zuiderweg and Harmens4  for 
the case of two-component distillation systems. 
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Initially, at a low gas velocity free bubbling (1) exists, for which 

with increasing gas rate (at constant liquid rate) the dispersion density 

falls monotonically. The dispersion consists of clouds of bubbles of 

narrow size range (formation size bubbles). The limit of this regime is 

reached, when the rate of arrival of bubbles at the surface becomes 

greater than their rate of coalescence. The regime changes then to 

cellular foam (2) and the bubbles deform into polyhedra. The dispersion 

density continues decreasing and can be as low as 8%. On increasing the 

gas rate, the liquid films thicken, the foam becomes mobile (3), and 

gradually breaks down with an increase in the dispersion density. 

Finally it degenerates into froth (4) characterised by a local maximum 

in the variation of dispersion density with gas rate. In this regime 

there is a vigorous liquid circulation and the dispersion density is 

greater than in the foam regime. The dispersion is extremely agitated 

and the surface is mobile. Further increase in gas velocity leads to 

phase inversion and hence to the formation of the spray regime (5). 

With negative systems in which bubble coalescence is too fast to 

allow for foam formation there is direct transition from free bubbling 

(1) to froth (4') and then to spray (5). 

It was observed5  that for very pure liquids in the absence of mass 

transfer, even the free-bubbling regime can be almost absent - Figure 2.2. 

The free bubbling and cellular foam regimes, although of considerable 

academic interest and with several important applications, are of little 

practical importance in sieve plate operation. 
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2.1.2 Dispersion density profiles and regimes of plate operation  

Up to now only mean dispersion densities have been considered. Even 

some recent publications6  characterize the dispersions by an overall froth 

density, but this does not mean that the dispersions are homogeneous. On 

the contrary, it has been shown by MacMillan,7  Bernard and Sargent,8  

Fane and Sawistowski l  and more recently by Fell et al.
9 
that the 

dispersion density is also a function of the height above the plate floor. 

The representation of this function is called the dispersion density 

profile. Further, Fane and Sawistowskil  have shown that the shape of 

this profile is characteristic of the regime of operation of the plate 

(Figure 2.3). They found that in the cellular foam regime the profile 

has almost a constant slope, in the froth regime there is a zone of 

constant density and in the spray regime there is a local maximum of 

the dispersion density profile at a certain height above the plate floor. 

The shape of the last profile will be deduced later by a simplified model 

of the spray regime. 

2.1.3 Multiplicity of steady state hydrodynamic regime  of sieve plate, 

operation and hysteresis effects  

The simplified picture presented so far is not always applicable. 

In fact, some instability phenomena can occur in the operation of sieve 

plates and some additional hydrodynamic regimes can be identified. For 

instance, the existence of two steady states, corresponding to two different 

regimes of hydrodynamic operation on sieve plates, for the same gas and 

liquid rates of flow, have been observed. 10-14  This is one special case 

of a more general phenomenon exhibited by dissipative systems. In general, 

if there is a sub-space of the space of the values of the variables of 

operation for which a multiplicity of states exists, a step change on 
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several observable variables can be detected and a hysteresis gap be 

defined (Figure 2.4). Within this sub-space, the actual state is 

metastable and depends on the path followed to reach it. Sometimes 

spontaneous transitions exist from one state to the other in either 

direction as the result of any casual disturbance (Figure 2.5) and if 

the observable variables are time average values, they can seem to be 

continuous functions of the operation variables15  (Figures 2.6 and 2.7). 

In this case, also the hysteresis effect is not well detected. 

Sometimes the metastable states are oscillatory with well defined 

period and wave length. This is the case of overstability, since the 

restoring forces, opposed to a slight displacement are so strong as to 

overshoot the corresponding position on the other side of equilibrium. 

Three different types of regimes of overstability have been found (Figure 

2.8), although not all of them have yet been detected on sieve plates. 

They are in increasing order of wave length and height of froth: 

Type I - full wave oscillating regime 

Type II - half wave oscillating regime 

Type III - circulating oscillating regime 

Type I oscillation is characterized by a nodal circle in the cases of 

circular columns without downcomers or by two parallel axes oriented in the 

directions of the transverse flux of liquid at the distances of 1/4 and 3/4 

of the travel length. The wave length for this type of oscillations is the 

diameter of the plate. 

Type II oscillation is characterized by a nodal axis, oriented in the 

direction of the transverse flux of liquid if one exists. The wave length 

for this type of oscillations is two times the diameter of the plate. 
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Type III oscillation has only a nodal point. The wave length for 

this type of oscillations is 7 times the diameter of plate. Its 

occurrence on sieve plates has not yet been observed experimentally but 

it is to be expected to exist for very high hold-ups on sieve plates 

without downcomers working in similar hydrodynamic conditions to those 

found in Thomas steel converters, where this type of oscillation can 

happen.16 

The occurrence of oscillations substantially increases weeping and 

entrainment, produces a wider variation in bubble diameters and generally 

lowers plate efficiency. 

Sometimes cases of step changes in observable variables have been 

associated with phase inversion (see, e.g., the work of Shakhov10  and 

others as discussed by Pinczewski & Fell).17  However, these step changes 

occur more generally and seem not to be necessarily connected with phase 

inversion (Figure 2.9). They are the result of a reaction of the system 

to a situation that is no longer stable and in which a build-up of a 

metastable condition has already taken place. For instance, on sieve 

plates an increase in liquid hold-up may lead to oscillations in order to 

increase weeping or entrainment and thus reduce the hold-up to a more 

acceptable value. 

In the cases presented by Shakhovl°  the froth regime can extend 

sufficiently far into the metastable state that after transition to spray 

regime the entrainment can be nearly total (Figure 2.10a-c). 

In general, it can be said that the hydrodynamic behaviour of a sieve 

plate can be very complicated and very much dependent on geometric factors, 

such as for instance the existence of a splash baffle. Even the change in 

diameter can be very important, as can be seen from Figure 2.11a and 2.11b 

in which its effect is presented on stability limits and hysteresis gap. 



a) 

24 	2.6 C 3.0 2.8 

20 

c )  

A 
30 

20 

10F 	 50 

---- 
ck  

04 0.5 0.6 0.7 0.8 C 

-------- 

Fig.2.10.-Effect of air velocity 
B • and liquid flow rate on entrain- 

70 

CO 

ment and pressure drop. 
A. Entrainment (kg/100kg), 
B. Pressure drop (mm water), 

f C. Air velocity tms•1  ) in a), 
and water flow rate (m3  h-1) in 
b) and c), 
A'. Line of total entrainment. 

B 
02 0 	24 	1.8 	3.2 

a) 15 

1.0 

0.5 

bl 

A 
0.4 

0.3 

b) 
0.2 

0.1 

1.0 	24 	2.8 	3.2 
	  B  

1.6 

A 

Fig.2.11.-Stability limits of the 
froth and spray regimes. 
A. Critical liquid flow rate, 
B. Air velocity. 

a) Dc=600mm, water 
b) Dc=142mm, water 
c) Dc=142mm, aqueous glycerol solu-
tion. 
Lcr critical liquid rate for the 

transition froth-spray. 
Lcr critical liquid rate for the 

transition spray-froth. 



21 

When an aqueous solution of glycerol (viscosity about 6 times the 

viscosity of water and lower surface tension) was used, under otherwise 

constant conditions (Figure 2.11c), the spray regime remained much more 

stable and the instability region vanishes completely. At the same time, 

the transition from froth to spray was almost the same, so that the 

hysteresis gap was considerably increased (Figures 2.11b & 2.11c). 

Note: Similar phenomena are also present in liquid-liquid systems. The 

occurrence of hysteresis phenomena associated with the existence of two 

different steady states have been described by Luhning and Sawistowski28  

in the case of liquid-liquid extraction. 

In the case of equilibrated phases and moderate values of interfacial 

area it can be expected that dispersed phases of volume fraction about 0.6 

can be stable since a potential barrier for inversion has to be attained. 

The volume fraction of dispersed phase can be made considerably higher 

than 0.6 by the presence of a solute in equilibrium decreasing interfacial 

tension. Low values of interfacial tension increase stability by allowing 

deformation to occur and hence producing a closer packed assembly of 

dispersed phase. The presence of mass transfer helps to create an 

"activated state" decreasing the potential barrier necessary for 

inversion, i.e., acting as a catalyst for phase inversion. This case can 

be considered very similar to the hysteresis phenomenon described on sieve 

plates by assuming the analogy between "too high hold-up of liquid" and 

"too high volume fraction of dispersed phase". 
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Prediction of occurrence of oscillations  

A theoretical model presented by Hinze,19  is considered consisting 

of a gas-agitated liquid layer on a horizontal sieve plate. The flow is 

assumed two-dimensional, and some simplifying assumptions are made. It 

is found that neutral and amplified oscillations can only occur in 

distinct regions of the wavelength range. The neutral stability was 

found to exist for wave lengths 

2(C
OAT

)2 

N1 = 2 ( 1 

	
) 

(1 - F FL ) 

and 

N2 	2 

with growth occurring for wave numbers N1  < N < N2, where: 

Af 
is the fractional free area of the sieve plate (-), 

C0 
 is the orifice coefficient (-), 

FL is the mean liquid fraction by volume (-), 

N 	is the wave number = 2Trhd/X (-), 

h
d 

is the mean dispersion height (m), and 

X 	is the wave length (m). 

The encountered wave lengths are primarily determined by geometry. 

The hydrodynamic similarity, for the case of no cross flow of liquid is 

obtained with equal Froude numbers, as can be found by generalizing the 

results of Hinze for geometrically similar situations.2°  

Recently, Biddulph and Stephens,11  reported that using as a basis the 

comprehensive theory of Hinze with some modifications, they were able to 
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develop a dimensionless number which should have critical values 

corresponding to full wave and half wave oscillations. The group is 

defined as 

BS 	3 — 
- 	 

gp PLFL 

where: 

BS  is a dimensionless group, 

D 	is the column diameter (m), 

F
L 

is the mean liquid fraction (-), 

g 	is the gravitational acceleration (ms-2), 

hd is the mean dispersion height (m), 

us 	is the superficial gas velocity (m s-1) 

is the eddy kinematic viscosity (m2 s-1), 

p
G
,p
L are respectively gas and liquid density (kg m

3
). 

For the system air-water it was found that when Bs  = 0.5 x 10 5 
full-wave 

oscillation is initiated and continues until, with increasing vapour rate, 

B = 2.5 x 10 5
. At this condition half wave oscillation sets in. 

However, if the Froude number is to be important, the product 

us -G should appear, as is usually the case for two-phase phenomena, 

instead of the product uspo  contained in the definition of Bs. In fact, 

when Biddulph's results from a later paper12  are plotted on log-log paper 

(Figure 2.12) it is found that the transition velocity is inversely propor-

tional torrpr and not to pG. The validity of the criterion is therefore 

doubtful (Figure 2.13) and it needs re-examination. 

u
S
ch
dpG 
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Prevention of oscillations  

When the hold-up on a plate builds up above a certain value and the 

system goes into the metastable state, periodic oscillations can appear 

due to the condition of overstability. If this happens, oscillations can 

be eliminated by reducing the restoring forces (responsible for the over-

stability). Biddulph et a/.12  managed to cut out full wave oscillations 

completely by a very effective and simple device based on the above 

mentioned principle. Single vertical expanded metal baffles installed 

along the nodal lines introduced a large damping effect on the horizontal 

component of froth velocity and that is usually large enough to suppress 

oscillations (by dissipation of energy of the restoring forces). A solid 

baffle is not desirable since this merely provides another wall for 

reflection of waves, with the likelihood of initiation of oscillations on 

both sides of the baffle. 
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2.1.4 Modelling  

2.1.4.1 Regimes of continuous liquid phase  

(i) Modelling based on the calculus of variations  

Azbe1,21  Kim22  and Takahashi23  have shown theoretically that in the 

case of a one-dimensional model, the gas void fraction on a perforated 

plate is a function of the Froude number (based on the clear liquid 

height) and of the clear liquid height. They based their considerations 

on assuming spherical bubbles (Azbel), elliptical bubbles (Kim) or spherical- 

cap bubbles (Takahashi). On making the assumptions that: 

(1) the energy of the dispersion consists of the sum of potential 

energy, kinetic energy and surface energy; 

(2) the gas-liquid dispersion is stable for minimum of total energy; 

(3) the liquid hold-up is a constant; 

(4) the gas void fraction is unity at the top of the froth layer, 

the following equations were obtained: 

s(z) b Fr 

 

(1) 4t(6-07FT. 	b
4
Fr 4. 1) 	z 

H } 

where: 

b = 1 according to Azbel, 

b = 
86
— according to Takahashi and 

2 

Fr = Froude number = 
gHL 

g = gravitational acceleration (m s
-2
), 

HL  = hold-up (m), 

u = superficial gas velocity (m s
-1), 
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z = height above plate (m), 

= gas void fraction (-). 

Taking z = hd  (height of the dispersion) and c = 1, equation (1) 

becomes: 

hd = HL(1 + ATFT.) , 
	 (2) 

and then the mean dispersion density, F
L' 
 and the mean gas void fraction, 

6, are respectively: 

 FL  - 	
,1  

(3) 
1 

. 	 (4) 

1 + 

Dividing equation (4) by equation (3) results in 

= 	. 	 (5) 

L 

Kim obtained: 

FL  = 

   

1 

 

(6) 

 

3 

   

1 + 

 

2 Fr 
2Pm  

 

    

and: 

= 	Fr, 
Pk
2 

2 	

(7) 
2P
m  
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Fig.2.15.-Dispersion density profile predict by equation (1). 
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where: 

Pm 	
pit(1 + Fr 	Fr/2 + Fr2/6 + Fr3/108 + /Fr2/4 + Fr

3
/54  

6 

	  -1 
Fr/2 + Fr2/6 + Fr3/108 - JFr2  /4 + Fr3/54 ) 

2 

and: 

= liquid density (Kg m
3
). 

In Figure 2.14 these results can be compared with the "best" correlation 

of experimental results,24  obtained for the air-water system: 

(8) 

for 8.5 x 10
-4 

< Fr < 1. (10) 
FL  

The assumptions of Takahashi, Kim and Azbel that under steady-state 

conditions such a system of minimum energy will be formed on the plate is 

physically not substantiated. Furthermore, the type of dispersion density 

profile deduced by equation (1) (Figure 2.15) is not found experimentally, 

although it may be approximated by the experimental profiles found in the 

froth regime. Kolg1-25, 26  assumed that the dispersion is approximately 

homogeneous in any horizontal plane, i.e. in a quasi-stationary state the 

properties of the dispersion are only a function of the vertical distance 

from the plate. The starting point of his theoretical analysis was the 



30 

condition of minimum energy dissipation. This led him to a relation 

between the distance above the plate and the gas void fraction of the 

dispersion. With the aid of balances of forces and momentum this 

relation was transformed into a dependence of the pressure drop on the 

distance above the plate. The correlations arrived at were: 

= [E
0 
 /(1-E

0 
 )]{(E-E

0 
 )/ce

0 
 + ln[(1-6

0 
 )c/(1-061} 

and 

H = 0 [ 1.--_-c--][(100-13)(1-60 )/(P0 pH  , - ) 
0 	 0 	

p -PH 
E 	In 	 ] 
	

(12) 

where 

= c
0 
 and p = p

o 
for z = 0 

and: 

e = 1 and p = pH  for z = H 

are the boundary conditions used by the author, and 

H = height of the system given by the distance between the 

plates (m), 

HL  = hold-up (m), 

p = pressure (N m
-2
), 

z = height above plate (m), 

= gas void fraction. 
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Experimentally Cervenka and Kolgg27  found that 

E0 = 0.824 exp (-3.6 HL
1/2

uS
-1/4) 

and almost 90% of the e values are said to differ from the computed 

values by less than 10%. The value of e corresponding to the experimental 

heights of dispersion was supposed to be a constant value close to unity. 

The optimum value for closest fit of the experimental data was 0.975. 

The visually observed height of the dispersion thus represents the 

distance from the plate where the gas void fraction reaches 0.975. Almost 

90% of the experimental values of the height of the dispersion differ from 

the computed values by less than 15%. 

The one-dimensional model of the structure of the gas-liquid dispersion 

due to Kolgf28  had been tested by termgk and Rosenbaum28  using a method 

based on electrical conductivity. A very good agreement of the experimen-

tal data with those given by equation (11) under the cellular foam regime 

and on transition to the adjoining regimes was found. The fact that in 

some experiments, particularly those with moving froth and in the so-called 

oscillatory regime, good agreement between experimental and fitted data was 

not achieved over the whole range of heights of dispersion, led them to 

introduce another parameter into equation (11), which thus became 

(1-c )e
z 	_ 	60 ( -60  + ln ( 	)) + K 
HL 	1-e Lee 	(1-E)60  0)  0 

(6)  

Physically this approach may be interpreted as a boundary below which 

the simplifying assumptions of KolgPs model are not met (such as the 

effect of the presence of plate). This approach provided a better fit in 

the above-mentioned cases for a narrower range of z (the upper part of the 

dispersion). 

(13)  



0.36 	 uS 	1/2 

e(1 - ofyg(pt 	pg))
1/4 

(15) 
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The average value of K for the moving froth regime is 0.28 —
d 

h
d 	

HL 

and for the oscillatory regime it is 0.35 1.1  . 
L 

Examples of density profiles deduced by equation (11) are presented 

in Figure 2.16. The shapes of these profiles are similar to the experi-

mental ones in the froth and foam regime neglecting, of course, the contri-

bution of the pool of liquid near the plate floor. This equation has 

been recently applied by Steiner et a/.61  to dispersion profiles 

measured by a y-ray absorption technique. Good agreement between 

experiment and theory is found for cellular foams. For froths reasonable 

agreement is reported above the pool of liquid. 

(ii) Modelling of the free bubbling regime  

Ho et a/.6  proposed a correlation for the relation of the void 

fraction, c, on velocity, us, in the free bubbling regime. This 

correlation is: 

where: 

g = gravitational acceleration (9.81 m s-2), 

u = superficial gas velocity (m s-1), 

p = liquid density (Kg m
-3
), 

p = gas density (kg m 3
), and 

g 

y 	 1 surface tension (N m ). 

This relation is not a function of the liquid hold-up, HL. 

A more fundamental approach to the modelling of the free bubbling 

regime has to be based on the mechanism of bubble formation and on the 
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FL  
Fig.2.16.-Dispersion density profiles predicted 

by equation (11). 
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Fig.2. 17.- Variation of hold-up, fin, with superficial 
gas velocity, us, and void fraction, as parameter. 
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velocity of swarms of bubbles. Some promising results have been 

obtained in this field.29-33 	However, this regime is not usually 

encountered in the operation of sieve plates. 

(iii) Modelling of the cellular foam regime  

For the cellular foam regime the model of Ho et a/.6'34  has been 

developed based on equating the upward flow of liquid due to the upward 

flow of gas with the downward flow of liquid in the plateau borders of 

the cellular foam. The derived relation is: 

3 d 2 PLg _ 
uS  = 1.71 x 10 	() 	c (1 - c) 	(16) 

K 

where: 

d = volume average diameter of bubbles (m), 

K = constant, 

p
L 
= viscosity of liquid (Ns m-2), 

and the other symbols have the previously defined meaning. 

Ho and Prince" found for K the value 0.81, but Hartland and Barber35  

reworking equation (16) and assuming that: 

(i) the only liquid carried upwards is in the films, 

(ii) any flow due to transport of the borders upwards can be neglected, 

showed that K is always greater than one. 

In fact K is defined by: 

K = 1 Ef/Eb 
	 (17) 
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where: 

f = liquid hold-up fraction in the films, 

E
b 

= liquid hold-up fraction in the borders. 

Values of K were calculated from equation (16) using the data of Ho 

and Prince/34  Calderbank and Moo-Young36  and Rennie and Smith.37  As 

expected all were greater than one and the mean value was 1.39. 

The approach to bubble formation proposed by Kumar et a/.3203  can 

be used to predict the diameter of the bubbles. 

(iv) Modelling of the froth regime  

For the froth regime there exists no satisfactory model. However 

the equation of Davidson et a/.39  for slug flow: 

us    0.35 VT 	 (18) 
1 - 1.2 6 

can be used6  on the condition that the diameter of the column is taken 

for D if it is not greater than 0.1 m - the limit-size for stability of 

slugs" (Ellis et a/.39  have also verified that the voidage is independent 

of the diameter of the column for columns larger than 0.1 m). For larger 

columns it seems to be better to take D = 0.1 m. 

According to eqn. (18) the relation between u and e is not a 

function of HL. This is contrary to the previous models of Azbe1,21  
2 

Kim22  and Takahashi23  which predict a dependence on Froude number) 
gH
L 

and hence on HL. Actually Figure 2.17, which was drawn from the experimen-

tal results of Takahashi,24  indicates that for HL between 5 and 40 cm the 

dependence of e on HL 
is as predicted by the Froude number dependence. 
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For higher values of HL, it becomes more dependent on H
L 
and probably 

also on geometric factors. 

4.1.4.2. Modelling of the spray regime  

(i) Formation of drops  

Two models have been proposed of the nature of spray above a sieve 

plate: the fluidization mode16/ 40,41 and the free trajectory model' due 

to Fane and Sawistowski. In the fluidization model it is assumed that 

a fluidized gas-liquid bed starts forming above a certain local gas 

velocity. This is accompanied by a considerable increase in the residence 

time of drops in the dispersion and hence a significant shift of liquid 

hold-up from the froth to the spray. In the free-trajectory model it is 

assumed that the drops are formed at the holes and possess a normal 

trajectory of an object moving through a gaseous medium with a certain 

initial projection velocity. There is experimental evidence3  to 

substantiate the free trajectory model, so that attention will only be 

focused on aspects relevant to this model. 

The modelling of the spray regime has consequently to be based on 

the mechanism of drop formation and momentum transfer between gas and 

liquid to project the drops upwards. Subsequently the equation of motion 

of drops can be applied and solved. 

(ii) Mechanisms for drop formation  

Several mechanisms for drop formation have been observed. Newitt 

et a1.,42  as well as Gleim et a1.43  have studied drops produced by 

bursting of single bubbles which rise to the surface of a liquid. After 

some drainage, the liquid film ruptures in many places simultaneously. 

The holes in the film grow quickly until the liquid film is no longer 
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continuous. The remaining liquid of the film coalesces into several 

droplets with diameters between 10 and 100 pm. By another mechanism 

bubbles also cause the formation of much larger drops. When the thin 

liquid forming the upper half of the bubble disintegrates, the remaining 

crater is filled in with liquid by a wavelike motion of the surface of 

the liquid surrounding the crater. The motion of the undulations 

produces a vertical rise of a filament of liquid from the centre of 

the crater. The filament breaks up by Rayleigh' s44  instability. The 

diameters of these drops can vary from 100 to 3000 pm or even more. 

Another mechanism was observed by Teller,45  at velocities high 

enough to permit a continuous passage of vapour without individual 

bubble formation. Under these conditions the principal forces are the 

surface tension and the inertia forces of gas, so that the drops formed 

by this mechanism are expected to have the size given by: 

d cc Y 2 	 (19) 

PGuG 

To compute the projection velocity of these drops the expression 

u cc p P (9Y)
1/2 

was proposed by Jer6nimo and Sawistowki." However these are not the 

only drops formed in the spray regime. Fane, Lindsey and Sawistowski3  

observed large drops formed from break-up of ligaments by unstable long 

waves. These drops have a diameter proportional to the diameter of the 

ligament from which they result and their projection velocity is equal 

to the velocity of the ligament at the moment of break-up. The investi-

gation was conducted by still and cine photography. According to photo-

graphic evidence from single-hole experiments, the mechanism of drop 

(uG
2
YG)

3/2 

(20) 



38 

formation takes the form of a cyclic process consisting of bubble growth 

at the hole, rupture of bubble top accompanied by the formation of fine 

drops, break-up of the resulting cylindrical liquid sheet into almost 

vertical ligaments and the break-up of the ligaments into relatively 

large drops. Within the range of hole velocities and liquid submergencies 

employed no evidence was found of continuous jetting. At the transition 

point, the hole was jetting for 70% of the time and bubbling through the 

remaining 30%. 47  (Azbel" theoretically predicts the impossibility of a 

continuous jet under the conditions usually used in practice, but 

continuous jetting was described by Prince et a/.31on the evidence of 

their two-dimensional experiments and the same was assumed by Nielsen" 

in his model of drop formation). On multi-orifice plates the cyclic nature 

of the process was observed to be retained but, on account of bubble inter-

action and smaller fluctuation in chamber pressure below the plate, the 

frequency of bubble formation was increased. Since, in addition, the 

cyclic processes occurring at different holes were shifted in phase, the 

individual stages of drop formation were less pronounced. No evidence has 

been found for the existence of a fluidized bed of liquid drops. On the 

contrary well defined trajectories of drops have been recorded. 

Nielsen" proposed a model to predict the projection velocity based 

on the momentum exchange between gas and liquid, prior to sheet break-up. 

The distance before break-up was known from photographic observation so 

that an effective friction factor could be determined to give good agree-

ment between theory and experiment. For the system air-water this friction 

factor was found to be equal to 10, a value considered unrealistic by 

Pinczewski and Fe11.5° In fact, for similar conditions Levich51  suggested 

a value of 10
-2
. According to Pinczewski and Fell, Nielsen et a/.49  have 

failed to account for a major portion of the total momentum transfer by 
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making no allowance for momentum transfer after sheet rupture. 

Pinczewski and Fell introduced therefore a new parameter - the duration 

of the vapour rush. It is suggested by Jer6nimo and Sawistowski" 

that this model can explain the upper envelope of projection velocities 

of drops in the spray regime. 

Another mechanism of disintegration of drops was described by Lane52  

on the basis of the Weber number. Eisenklam53  found for the critical 

Weber number a value of 14 in the case of inviscid fluids and 20 for 

highly viscous cases. In spray regime this mechanism is believed to 

occur (and if so) only near the plate floor where gas velocity is highest. 

A complete description of the phenomenon of drop formation is not, 

as yet, possible because of the complexity of the process and because the 

interaction between the pool of liquid on the plate floor and the adjacent 

jets issuing from surrounding orifices is not fully understood. However 

for a single jet Chawla's54  study seems to be an approach worth following. 

(iii) Dimensional analysis approach to phenomena of  

drop formation  

Formation of drops in the spray regime by the break-up of cylindrical 

jets is a very simplified picture of actual conditions. In fact, drops 

can be and are formed by the action of a gas stream on a mass of liquid 

of any arbitrary shape. A general investigation of this phenomenon can 

be conducted by applying dimensional analysis concepts to the Navier-

Stokes equation. 

The Navier-Stokes equation can be written as 

dv 
p 	=
dt 	

grad p + pAv + f 
	

(21) 



3rd term: 

4th term: 

as a << 

0[PAv] = P 
— 

a
2 	aT (26) 

(27) 

O[f] = ( 
0 

Pg ) 
, usually negligible 

2 
PGuG 

pg 
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Assume some disturbance on the interface. Gas velocity over the 

crest of a protuberance increases due to the resulting decrease in cross 

section, so by the Bernoulli equation, the gas pressure there becomes 

less than the average pressure, while at the base of the protuberance 

the pressure is higher than its average value. Therefore, the protuberance 

which has been formed somehow on the liquid surface tends to increase. 

The higher the relative velocity between the gas and the liquid, the 

more pronounced is this effect. An increase in the size of the protuber-

ance on the liquid surface results in detachment of drops from the surface. 

To analyse the order of magnitude of the different terms of the 

Navier-Stokes equation, a and T have been chosen as the characteristic 

dimension and the period of this motion, respectively. This gives: 

1st term: 
dv v 	a 0[p 	] = Pry =  P 

T  dt 
(22) 

2nd term: p1.), PG  0[grad p] = 
a 

(23) 

with 

and 

Pyy 

a ex, 
a 

 

2 
PG 	PGuG  — ti 
a 	a 

(24)  

(25)  
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P << Y  
aT 

a 
 which with (28) gives 
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For the second term there are two limiting cases: 

(a) pY  >> pG  and (b) py  << pG. Hence 

A - Aerodynamic effect negligible  

In this case py  >> pG. 

Al - Low viscosity liquid  

T

Pa
2 	

v/a3P For such a case --- — , so that T ti 
a
2 

For the viscous effect to be considered negligible it is necessary 

(28) 

« 1 	 (29) 
7,7 

This condition is applicable to water when 

a >> 10-6 cm 

A2 - High viscosity liquid  

If inequality (29) is reversed, the inertia term can be neglected 

1-'1,  -I- or T ti va 
a
2 aT  

and 

(30)  

(31)  
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B - Aerodynamic effect important  

For this case pG >> p 

Bl - Low viscosity liquid  

p u 2  

T
2 
pa 

'1j 	
G 	

-2- or 
a
G 	

T u
G  pG  

(32) 

Hence 
2 

PGuG  
AT <<  

which with (32) gives 

1-1 	<< 1 
	

(33) 
auG  /FIT 
G G 

For air-water auG >> 0.3 cm
2 s-1 and, as uG 

has to be high enough 

for pG >> pY, water can almost always be considered as a low viscosity 

liquid. 

B2 - High viscosity liquid  

As with case A2, the inertia term can be neglected so that 

p 	G
u 

 G  
aT 	a 	

or T n  u 

p 
	2 

PG
--  G 

R- 2 	 (34) 

C - Comparison with results obtained for cylindrical jets  

A) For cylindrical jets,55  when py  >> pG , 

is- = 12[We
1/2 

+ 3 11] Re 
	 (35) 
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with: 	L = length to break-up, 

D = 2a 

We = 
— 

pDu
2 
 

  

= 212a Re 

For constant velocity the time for break-up is: 

tb = 	so that 

tb  = 24a((
2pa  -)1/2 	311] 

Comparing this with (28) and (31) the proportionality constants 

become 24/T and 72 respectively if a is taken as the radius of the jet 

and T as the time for jet break-up. The diameter of the drops is related 

to the radius of the jet by 

d = 3.8a 	 (37) 
p 

B) In the case of cylindrical jets when aerodynamic effect is 

important and liquid viscosity is low it is necessary to differentiate 

between the cases of long and short waves. The times necessary for 

atomization of the entire mass of the jet and for break-up of the jet 

into large drops are of same order of magnitude125  and given by (32). 

However, while the diameter of the drops resulting from short waves is 

independent of a: 

d = 	2 
	 (38) 

pGuG 

the diameter of the drops formed from long waves is given by (37). 

For the case B2 it seems that the time for total break-up of the 

jet is given by (34) with the numerical coefficient equal to five.125 

(36) 
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Al andB 1 are the most important cases in the spray regime. As 

an immediate and important conclusion one can exppct that the size of 

large drops will not be affected by surface tension, but by the geometry 

of plate. Conversely, the size of small drops will not be affected by 

geometry but by surface tension. In fact, in case Bl, equation (38), 

represents equilibrium between surface tension forces and forces acting 

in the liquid as a result of depression caused by the velocity increase 

over the crests and flow separation (Figure 2.18). 

Fig.2.18.- Flow separation producing atomization. 

(iv) Movement of drops  

Once the drops are formed with a certain initial velocity they will 

move according to Newton's law. The drag force acting on them is 

difficult to predict accurately, since it is a function of relative 

velocity of drops and the surrounding gas, of the acceleration, size 

and shape of the drop, of the physical properties of the two phases, and 

of spatial concentration of drops. Additionally a drag reduction effect 

is experienced by drops which find themselves in the wake of a preceding 

drop and a drag increase is induced by adsorption of insoluble tensio-

active agents. The last two effects will however not be considered here. 

From the above considerations dimensional analysis gives 

p0 
cD 

= cj)(Re, Su, Ac, 	,
a 	

c ) 
pi ui 

(39) 
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where: 

- D 
Drag  

2—  
OvR frontal area. ---2-- 

(40) 

dv
R
p
0 	

ydp
0 Re = 	p 	Su 
2 

0 	PO 

Ac _ d dv 
172 dt 

The effect of acceleration can be very considerable with bubbles 

but it is believed to be very small with drops in gases, since pi/po  is 

very large. The effect of the group p
0
/pi  can also be neglected. Then 

C
D = 4(Re, Su, c ) 	 (41) 

A solution is known for the case of 6 = 156,57  and the effect of c 

is afterwards taken into consideration. 58  Good reviews on the motion 

of drops and bubbles are available.59,60  

(v) Free-trajectory model of the spray regime  

Fane and Sawistowskil derived the free-trajectory model assuming 

that a continuously replenished shallow pool of liquid, present on the 

plate floor, was atomized at a constant rate by high-velocity gas 

passing through the holes. It was also assumed that there exists a 

certain distribution of drop sizes, each of them associated with a 

specific projection velocity and that there was no coalescence or break-

up of drops in flight. The equation of motion of drops can be solved 

and the dispersion density profile determined. This model will be 

discussed in greater detail in Chapter 4. 
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2.1.5 The froth-spray transition on sieve plates  

2.1.5.1 Definition 

The froth-spray transition on sieve plates is, in most cases, not 

sharp and a definition is therefore required for correlation purposes. 

Taking into account the use of the plate, such a definition is best 

considered from the point of view of effectiveness of mass transfer. 

Thus the transition point corresponds to a condition in which the 

contribution to the total interfacial area presented by the surface of 

liquid drops is greater than the simultaneous contribution provided by 

the surface of gas bubbles.62  A criterion formulated in such a way is 

important since plate performance in the froth regime seems to be 

independent of surface tension,63-65  but it is supposed to be inversely 

proportional to surface tension in the spray regime.1,63,66  The latter 

effect is mainly the result of the influence of surface tension on the 

formation of interfacial area. 

2.1.5.2 Methods of determination of transition  

The pattern of the liquid dispersion density profile is character-

istic of the regime of operation of the plate. In the foam regime the 

liquid fraction decreases steadily with increase in height above the 

plate floor; in the froth regime there is a region of almost constant 

liquid fraction; in the spray regime there is a maximum in the profile 

at a certain height. Thus transition could be defined as the velocity 

at which maximum in the profile begins to develop. This definition, 

however, is not very practical. 

The criterion of definition of transition as stated initially suffers 

from the serious disadvantage of difficulty of determination. Methods 
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have therefore been employed for measurement of parameters, which are 

associated with the transition and are easily determined experimentally. 

Two types of parameters can be considered: 

(i) parameters which rely on measurement of overall values for 

the whole plate; 

(ii) parameters based on measurement of local values at an 

individual hole. 

Type (i) methods include measurement of entrainment, optical trans-

mittivity of dispersion, pressure drop and analysis of sound. Measurements 

of frequency of liquid bridging, RMS velocity and pressure drop resulting 

from pulsation are examples of type (ii) methods. 

(i) Methods relying on measurement of overall values  

(i.1) Entrainment  

The use of entrainment as a criterion for transition was first 

suggested by Shakhov et al." and subsequently also used by Banerjee et al.67"5  

and Pinczewski et a/.15  Entrainment can be measured by an impingement 

process on a plate and collection of the liquid or by mass balance of a 

non-volatile compound added to the liquid flowing down the column. When 

entrainment is plotted versus gas velocity on log-log paper a change in 

slope occurs at transition. 

(i.2) Optical transmittivity of dispersion  

If a light source and a photocell are placed in a plane above the 

froth, the transition from froth to spray will be accompanied by a decrease 

in light transmittivity due to scattering of light by drops crossing the 

light beam. Porter and Wong40 used this method by adding liquid to a 
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-2 	-3 	•4 	-5 	.6 
HL  - liquid hold-up (in) 

Fig. 2.19.- Variation of optical transmittivity and area 
of drops with head of liquid on plate at constant hole 

velocity. 1.-7.5cm; 2.-9cm; 3.-10cm above plate; 4.-Tran-
sition taken by Porter and Wong. 
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static plate (zero liquid flow). Typical results are shown in Figure 

2.19(a). The spray-froth transition was taken as the point of increase 

in the amount of light received by the photocell. If the results are 

recalculated in terms of the surface area of the drops, Figure 2.19(b) 

is obtained. From this figure it can be seen that the transition point 

chosen by the authors corresponds to a condition where the surface area 

of drops is already very large and this, according to the criterion 

adopted for definition of transition, corresponds to a point well within 

the spray regime. 

(i.3) Pressure drop  

If the pressure drop is plotted versus gas velocity in log-log paper, 

a change in slope occurs at transition. This method can nevertheless be 

improved. A study of the residual pressure drop, that is of the difference 

between the total pressure drop and the sum of the dry pressure drop and 

the liquid head was conducted by Payne and Prince-47  The point of 

transition was taken to correspond to the maximum of the residual pressure 

drop. Simultaneous measurements of optical transmittivity indicate that 

the residual pressure drop criterion predicts phase transition at a higher 

hold-up and thus lower gas velocity than proposed by Porter and Wong. 

From cine observations of a single hole it was found that at the 

transition, as defined by the maximum in residual pressure drop, the hole 

was jetting for 70% of the time and bubbling through the remaining 30% 

(Figure 2.20), that is, just midway through the range of transition depths. 

This is another indication of the arbitrariness of the point of inversion. 



50 

(i.4) Analysis of sound  

The pattern of noise generated during the flow of gas through the 

holes submerged in the liquid changes radically at transition. A micro-

phone can detect the sound generated by the gas and the signal analysed 

on an oscilloscope (or simply amplified and listened to). The wave 

patterns produced on the oscilloscope screen at low gas velocities are 

smooth and have long wave lengths. As the gas velocity through the holes 

increases, an irregularity in the wave length, as well as in the amplitude, 

is marked in the transition region of gas velocity. At higher gas velocities, 

the pattern again attains a uniform amplitude. The results of transition 

obtained by this method67-69  agree with those obtained using the residual 

pressure drop.47  These results agree also with the maximum in Sauter mean 

diameter of drops projected above plate and with a change in slope of 

entrainment results.67-69  

(ii) Methods relying on local measurement  

(ii.1) Liquid bridging at the holes  

On inserting an electrical conductivity probe from below the plate 

into the hole and using a conducting liquid, no current will flow when 

the tip of the probe is surrounded by gas. Bubbling conditions will 

therefore result in periodic bridging of the hole with the bridging 

frequency dropping to zero at steady jetting. This technique was employed 

by Pinczewski and Fe11.9  It is seen that above a certain gas velocity the 

bridging frequency started to decrease rapidly, passed through a small 

local maximum and then decreased again but rather slowly. The authors 

consider that the point of phase transition corresponds to the appearance 

of the local maximum. However, these results show that the resistance 
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probe technique gives a transition which corresponds to the depth at 

which jetting first falls below 100%, i.e., when the system has just 

entered the transition region to the froth regime. However if the point 

where bridging frequency starts to decrease rapidly is taken as the 

criterion for transition, the result is coincident with that given by 

the residual pressure drop method. 

(ii.2) RMS velocity at the hole  

The gas flow through the hole fluctuates when there is liquid on the 

plate because pulsations of the liquid around the orifice periodically 

restrict the flow. The pressure drop resulting from a fluctuating gas 

flow is higher than that from a steady flow.70  Thus, the orifice 

pressure drop during bubbling and jetting will be higher than the dry 

plate pressure drop. Velocity fluctuations within the orifice were 

measured47  by inserting there a miniature hot wire anemometer probe. 

Results showed that the RMS velocity reached a maximum at the transition 

given by the maximum in residual pressure drop. 

(ii.3) Pressure drop at the hole due to pulsation  

By the above mentioned results, it was expected that the increase in 

orifice pressure drop resulting from flow pulsations would be greater at 

the transition. Actually, at low depths of liquid, the measured pressure 

drop was almost equal to the dry pressure drop (pressure drop when no 

liquid was on the plate). When the difference between the actual pressure 

drop in the presence of liquid and the dry pressure drop is plotted versus 

liquid depth a maximum appears at the transition as given by methods (i.3) 

and (ii.2). 
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2.1.5.3 Comparison of results obtained by the different  

methods 

The methods of entrainment, residual pressure drop, sound analysis, 

RMS velocity at the holes and pulsation pressure drop give approximately 

the same result for the froth-spray transition. Hence, they will be 

considered here as "equivalent" methods. The method of liquid bridging 

at the holes, as applied by Pinczewski and Fell9  locates the transition 

when, according to the other criteria, the system is still in the spray 

regime. However, if the point where the bridging frequency first begins 

to fall rapidly (for increasing gas velocity at fixed head of liquid) is 

taken as the transition point then the result is equivalent to that given 

by the other above mentioned methods. Although the method of optical 

transmittivity gives a systematic deviation in the direction towards 

initial criterion of Pinczewski and Fell, the results obtained are not 

too far apart from those given by the "equivalent" methods. 

The transition obtained by the "equivalent" methods occurs necessarily 

near the transition, as defined previously on the basis of mass transfer 

considerations, since the optical transmission method gives a transition 

for the system just in the spray regime according to the other "equivalent" 

methods. 

It has already been mentioned that the results of Pinczewski for 

transition correspond to spray conditions, as given by the other methods. 

Under those conditions the maximum in dispersion density profile is already 

visible.15  Hence, a criterion of transition based on the appearance of a 

local maximum in density profile should also give results close to those 

of the "equivalent" methods. 

• 
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Conclusion: If the criterion of transition for the light transmission 

technique is changed so that transition is located at a point somewhere 

midway of the sudden increase in transmittivity and if the criterion 

of frequency of bridging is changed as above mentioned, all transition 

results will be very similar and will comply approximately with the 

adopted definition based on the availability of interfacial area for 

mass transfer. 

2.1.5.4 Transition induced by instability of plate operation  

Sometimes the transition froth-spray on sieve-plates is very sharp.10-12 

This happens when the regime, which exists before transition takes place, 

becomes unstable and a critical condition is attained with an exponential 

growth of the instability. As a result of oscillations in the height of 

the froth, local points of low depth can occur periodically, inducing 

there the momentaneous appearance of the spray regime. If the resulting 

increase in entrainment together with the increase of weeping at other 

points of bigger depth are large enough to reduce the depth to a value 

consistent with the existence of the spray regime, then the transition 

occurs sharply with step changes in entrainment and pressure drop. Other-

wise states of stationary oscillation remain. This mechanism is much 

more complicated than that of the normal inversion and one can deduce 

the paramount importance of the influence of plate geometry and of stability 

of flow rates on it. This can explain the obscurity existing around these 

cases. 
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2.1.5.5 Transition froth-spray and hydrodynamics of  hole 

operation  

The operation of a submerged hole was studied by Muller and Prince.31  

They found that the operation of a hole can be divided into six different 

regimes. Three are bubbling regimes - the deformed bubble, the perfect 

bubble and imperfect bubble regimes. The first two correspond to the 

froth and free bubbling regimes respectively whereas the third one 

represents a special case of plate behaviour in which bubbles are larger 

than the liquid depth. The jetting regime was divided into steady jetting 

and pulsating jetting and these two correspond to the spray regime on 

sieve plates. A sixth regime is also identified as the regime of 

meniscus flow and has no counter part in the practical range of operation 

of a sieve plate. 

2.1.5.6 Transition correlations 

Various attempts were made to correlate the froth-spray transition. 

Most of the presented correlations are difficult to employ as they relate 

the hold-up to the velocity at transition. Thus, they do not allow for 

an independent determination of the transition point. This applies to 

the correlations of Porter and Wong,40  and of Ho et al.,6  both based 

on fluidized bed considerations, and the graphical correlation of Payne 

and Prince47  based on dimensional analysis. However, Jer6nimo and 

Sawistoswki71  were able to correlate the data of Pinczewski and Fell9  

in terms of hole velocity at transition alone, by utilizing the approach 

of Kutateladze and Styrikovich.72  After some rearrangements, Kutateladze 

equation can be presented in the form: 
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We
t
0 
  = 0.429 Bo

1/3
A
f
-2 	

(42) 

Introducing an empirical correction factor, Fc, for crossflow of 

liquid, the final equation is: 

Wet 
= 0.429 Bo1/3(AfFc)

-2 	 (43) 

where Wet 
is the value of the Weber number at transition, defined by 

ut
2
pG
d/y and Bo is the Bond number given by gd2Ap/y. The correction factor 

is 

F
c = 1 + 0.000104Lv 

10.5 9A
f
-1.79 	 (44) 

However, most of the fundamental work on transition was conducted in 

the absence of mass transfer and its validity under mass transfer conditions 

has not yet been established. 
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2.2 Mass Transfer on Plate  

2.2.1 General concepts  

From the practical point or view, the performance of a given plate 

can be calculated by comparison with an ideal concept - the ideal stage - 

by a "black box" relation, that is, ignoring completely what happens on 

the plate. Theoretically the performance of the plate can be predicted 

by macroscopic analysis of processes taking place inside the "black box". 

In the first case the so-called Murphree,73  Hausen74  or Standart75  plate 

efficiencies are used. In the second case a local efficiency is defined 

and a relation established between this concept and the mass transfer 

parameters for different cases of hydrodynamic behaviour of the liquid 

and gas on plate. Finally the relation between local and plate efficiencies 

can be obtained for known hydrodynamic conditions. 

The column efficiency, that is, the relation between the number of 

theoretical plates and the actual number of plates can also be obtained. 

A correction for the effect of entrainment on efficiency76 can also be 

considered when necessary. The flux of information can, therefore, be 

sketched by the diagram: 

hydrodynamics 

mass transfer 
parameters 

local efficiency 
(E') 

plate efficiency 
(E 	) 

my 

column 
efficiency 
E
c 
= n

T 
n 

Several models exist for prediction of plate efficiency from mass 

transfer parameters. 
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2.2.2 Interaction of mass transfer and hydrodynamics  

The process of mass transfer introduces some changes in the hydro-

dynamics behaviour and consequently affects the mass transfer rate. 

These changes appear for two different reasons: 

(a) Flow velocity across the interface which changes velocity, 

temperature and concentration profiles. 

(b) Heterogeneous mass transfer rates across the interface can 

produce Marangoni effects77  - movements of interface which promote 

changes in interfacial area and introduce or suppress surface renewal 

phenomena. 

At small mass transfer rates the bulk flow is important only in 

calculating the fluxes of the different species across the interface 

and changes in profiles are negligible. For higher mass-transfer rates, 

corrections have to be considered because of the dependence of the 

velocity, temperature and concentration profiles on the flow velocity 

through the interface. This effect can be quantified,78  assuming the 

validity of one mass transfer theory. However, distillation, absorption 

and desorption are generally regarded as cases of small mass fluxes, 

that is flow velocity through the interface is too small to cause 

appreciable changes in profiles. 

At the interface, a condition of balance of forces acting in each 

phase must be fulfilled. In the absence of mass and heat transfer, these 

forces include pressure and viscosity terms, and if curvature or deforma-

tion of the interface is considerable, also surface tension terms. In 

the presence of mass (or heat) transfer, another term has to be introduced: 

the gradient of interfacial tension at the interface induced by the 

transfer. This gradient of interfacial tension produces interfacial 

movements from which changes in drag coefficient,79  interfacial area,79 
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and mass and heat transfer coefficients" result. Zuiderweg and 

Harmens4  observed for the first time the influence of surface tension 

gradients on mass transfer in distillation and in absorption. They 

distinguished three types of systems with respect to the changes in 

surface tension developing in the reflux flow. The systems were denoted 

as negative, positive and neutral according to the sign of the "increase" 

of the surface tension of the reflux flow. It became an accepted fact 

that in plate-column distillation surface-tension positive systems 

exhibit higher plate efficiencies than either neutral or negative systems. 

This was explained in terms of higher interfacial area in the case of 

positive mixtures resulting from its stabilization by the Marangoni 

effect. However, the work of Zuiderweg and Harmens was done in the 

foam regime and applies to columns operating in the foam regime only 

and as such their findings cannot be used in the spray regime. In the 

latter regime the effects of gradients of surface tension on the deformation 

of interfacial area are in fact reversed, as explained by Bainbridge and 

Sawistowski66  considering the "necking" stage in the drop formation just 

prior to its detachment. Fane and Sawistowski81  confirmed that at higher 

gas velocities, efficiencies of negative systems could be higher than 

those of positive systems, for similar values of all the important 

physical properties. The validity of the "necking" model was also 

confirmed by Boyles and Ponter82  in a photographic study of drops formed 

as a result of a disturbance upon the surface of a negative liquid system. 

Recently Burkholder and Berg83 studied the instability and break-up of 

laminar liquid jets in gaseous surroundings in systems with mass transfer. 

They found that mass transfer (of a surface tension lowering solute) into 

the jet is destabilizing and promotes break-up while mass transfer out of 

the jet is stabilizing (produces longer jets). Surface adsorption, as 
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reported, may counteract strongly the stabilizing or destabilizing effects 

of mass transfer although it has a negligible effect on jet stability in 

the absence of mass transfer. 

However, surface tension gradients not only influence the magnitude 

of the interfacial area but also change the intensity of surface 

renewal, as was pointed out by Danckwerts, Smith and Sawistowski." 

More recently, the surface renewal effects were studied by Ellis and 

Biddulph85  and by Moens.85-88  The first systematic experimental study 

of the surface tension-driven instabilities seems to have been conducted 

by Block." The first mathematical analysis (for a gas-liquid system) 

was due to Pearson," whereas Sternling and Scriven91  considered the case 

of two liquid phases. Several generalizations of the analysis have been 

published recently.92-105 
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Chapter Three  

EXPERIMENTAL 

3.1 Equipment for Absorption and Desorption  

Two existing sieve plate columns2  operating in series made it possible 

to conduct the operation in closed circuit. This resulted in some 

advantages concerning the control of flowrates and temperatures and 

gave results for absorption and desorption at the same time and 

conditions (such as the state of purity of solutions). The equipment for 

absorption and desorption is shown in Figure 3.1 and is described in 

detail by Lindsey.2  Small modifications included the installation of 

four storage vessels (QVF, reference V250-12); a temperature control 

system, consisting of a laboratory contact thermometer, a relay Sunvic 

type HVR and an on-off magnetic valve from Magnetic Devices Ltd., code 

No.50N205 NL1/1 acting on cooled glycol solution fed from a refrigeration 

unity and the blower B3, Secomak model No.74, 0.65 kW with characteristic 

curve shown in Figure 3.2. 

The columns employed were rectangular in cross-section, 0.11 m by 

0.19 m. One column contained two plates 0.53 m apart, the upper plate 

being the test plate used for dispersion density and specific interfacial 

area determinations. The other column contained three plates. Each, 

plate had 148 holes, 3 mm in diameter, placed 9.5 mm equilateral 

triangular pitch. The hole area formed 10% of the active plate area, 

or 7% of the superficial area of the column. The weir heights were 

19 mm and the length of liquid travel 70 mm (Figure 3.3). The liquid-

sampling points were placed as shown in Figure 3.1. The sampling was 

conducted via small coolers through which refrigerated glycol solution 

was circulated. The gas-sampling points were placed on the walls of the 
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columns, near the upper part of the plates. Pieces of 13 mm o.d. 

copper pipe were used protected from impingement of liquid droplets. 

The study of the spray regime is the primary aim of this work. 

This regime is more easily achieved for low weir heights if the gas 

flow is high and the liquid flow rate is small. It is also preferable 

to work at room temperature and atmospheric pressure as this makes the 

design and handling of the equipment much easier. In order to minimise 

errors in efficiency determinations it is also advisable to have similar 

gradients of operating and equilibrium lines. This coupled with the 

requirement of small liquid/gas ratios indicates the use of a system of 

fairly low slope of the equilibrium line. The system air-diluted aqueous 

methanol solution meets these requirements. The equilibrium line for very 

dilute solutions at room temperature is approximately given by 

y = 0.24x 

where x is the mole fraction of methanol in gas phase and x is the mole 

fraction of methanol in liquid phase. Thus for approximately parallel 

operation and equilibrium lines liquid rate (molar) will have to be 

about 1/4 of gas rate (molar). Other advantages of the system air-dilute 

aqueous methanol include the possibility of achievement of large surface 

tension gradients with small changes of physical properties other than 

surface tension; ease of analysis of liquid compositions with existing 

equipment, small cost and safe manipulation. The toxicity of the vapours 

was of little concern, since diluted solutions were used, there was no 

deliberate exhaust of vapours and sufficient renewal of laboratory air 

was provided. 
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3.2 Gamma-ray Absorption  

3.2.1 Principles  

The measurement of dispersion density by gamma ray absorption 

provides information on vertical distribution of liquid and on total 

hold-up by integration of the liquid distribution over the height above 

the plate. 

The intensity of a mono-energetic beam of gamma radiation transmitted 

through a homogeneous medium is given by: 

I
o In — = 110; (1) 

where P is the mass-absorption coefficient, dependent on the radiation 

energy and on absorbing medium, p is the density of the absorbing medium 

and k is the path-length, I0  is the incident intensity of radiation and 

I is the intensity of radiation after absorption. 

3.2.2 Description  

The source of y-radiation used was a 0.8 millicurie Caesium 137 

slug giving a mono-energetic beam of radiation (X = 10
-12 

cm). Half- 

life is about 30 years and 1-energy is 0.67 Mev. The radioactive source 

and the radiation counter tube were collimated so that the plate area 

'seen' by the rays had a percentage free area similar to the whole plate. 

The absorption coefficients for water and methanol calculated from 

the data of Davidson and Evansl" for a photon of energy 0.68 Mev is 

8.5 x 10-3 m2 kg-1. One method of checking if the collimating system 

is good enough consists of comparing the actual path length with the 

theoretical value. Bad collimation tends to give smaller effective path 
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Fig. 3.4.- Effect of E.H.T. applied potential on 

counting rate. 

Table 3.1  

COUNTING EQUIPMENT SETTINGS  

E.H.T. 	 1150 V 

Head amplifier time constant 	0.02 ,is 

Main amplifier: 

gain 	 65.5 dB 

differentiating time c. 	1 ps 

integration time c. 	1 ps 

Discriminator: 

level 	0.16 V 

dead time 	10 ps 
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length and hence decreased sensitivity. In this case the actual path 

length is about 0.19 m and its effective value 0.193 m. It can then be 

concluded that the sensitivity of the method for measuring small density 

changes is about the maximum attainable. 

The counting equipment used was described in detail by Fane.107  

3.2.3 Calibration of the gamma ray system  

The first stage of calibration consisted of finding optimum settings 

of each module. The voltage to be applied to the photomultiplier was 

selected from the plateau obtained when the counting-rate was plotted 

versus electric potential, as shown in Figure 3.4. The final settings 

of the other modules were carried out with an oscilloscope and are given 

in Table 3.1. 

Corrections for dead time from equation 

I 
COr. 	 1 
I 	1 - I t

d 

where td is the dead time, were negligible. 

Since the absorption coefficients for water and for methanol were 

the same, the calibration curve was independent of the composition of the 

liquid mixture, according to equation (3.1). The constant value of p2 

was determined by filling the column with water and with methanol. The 

result was 1.6418 x 10
-3 

m3 kg-1 and no differences were detected with 

change in position above plate floor so that the equation for determination 

of the liquid fraction, F
L' 
 was: 

FL  - 609.1  In (I/I) 
	

(2) 

where p is the liquid density (kg m
-3
). 
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.Fig. 3.5.- Actual counting rate near the plate floor. 
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3.2.4 Correction for plate absorption  

When the height above plate floor at which measurement is to be 

made is very low, corrections have to be introduced for absorption by 

the plate. 

The gamma-ray beam is 3.2 mm wide, so that corrections are made 

for readings below 1.6 mm above the plate floor. Figure 3.5 represents 

the effect of plate absorption for levels close to the plate floor. 

Accordingly, the plate floor level is at an arbitrary reading of 

z = 60.69 cm (fixed by positioning of the scale), and when the reading 

is 60.53 cm the beam goes completely through the plate. For levels 

between these two readings only a fraction of the beam crosses the 

dispersion and under these circumstances, both intensity and height 

must be corrected. 

The corrected level of the beam is the mean level of the part which 

crosses the dispersion 

z 	= z + (60.85 - z)  
cor 	2 

(3)  

The correct value of I
0  is a fraction of the value of I0 

 expected 

in the absence of the plate and is given by: 

z - 60.53  (I0)cor I
o 0.32 

(4)  
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3.2.5 Estimation of the error in dispersion density  

Since the intensity of radiation is a Poisson distribution, the 

standard deviation is equal to its square root so that for 104 counts, 

the precision is 1%. Using 100 seconds to record the number of counts, 

the measured values were almost always above 2 x 104, so that the 

precision of each determination of I under these conditions is expected 

to be better than 0.7%. 

To estimate the error in F
L the following method was used: 

If a calculated variable, R, is a function of the experimental 

variables, u. 

R. 	F(1.1.), j = 

then the variance of R, (AR)2  is 

3F  
(AR)2 = 	I 	(7,-- )

2 
 (Au.)

2 

j=1 	3 

where Au. is the standard deviation of u.. 
3 	 3 

609.1 
As FL 	p 
	 In 

k 

609.1 
neglecting error in 	 and as 

Pk 

and 

AI = 

0 

(Poisson distribution) 	(8) 

    

(5)  

(6)  

(7)  
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where n is the number of times I
0  is measured (usually above 4), 

then: 

AF= 609.1( 	+ 
1 	1 1/2 

Pk nI0  I 

Consider two cases: 

(a) Suppose that I ti  I0  (FL  0) 

609.1 
		(

n 1
)
1/2 AF

L 1/2 
90 

Take I0  = 24300 (typical value), then AFL  = 0.0055 if n = 1 

AF = 0.0039 if n= co. 

(b) Suppose that I = 20600 (FL  = 0.1) 

	

then AFL  = 0.0058 	if n = 1 

	

AF
L = 0.0043 

	
if n =00. 

Conclusion: The expected standard deviation of experimental points 

of the liquid profile is around 0.005 for any experimental conditions. 

(9)  

(10)  
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3.3 Light Probe 

3.3.1 Principles  

If the following conditions apply: 

1. There is a transparent continuous phase; 

2. There are random particle locations; 

3. The size of particles is greater than 0.10 mm (that is, the 

minimum value of a = 7d is 450); 

4. The particles are subject to random orientation in the light 

beam; 

5. The particles have no concave surfaces; 

6. The light source emits an incoherent parallel light beam; 

7. The light detector receives only parallel light. 

then 	a = - 
4 
T, In f 	 (11) 

where: 	a is the interfacial area per unit of volume of dispersion, m
1
, 

2 is the optical path length, m, 

f is the fraction of light transmitted through the dispersion. 

The maximum recommended value of k is108  

 

9.18 (12) 
max 	a 

However the applicability of the method assumes that the dispersed 

phase is randomly dispersed. This is not always the case and if the 

velocity of the particles is a function of their diameter (and/or position), 

a considerable difference exists between the spatial interfacial area and 

that of the generated dispersion. Nevertheless, in several processes 
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with dispersed particles, the characteristic velocity of the particles 

of the dispersed phase is a function of the dimension (and/or position) 

of the considered particles. If that function is known, or if it can 

be obtained by modelling, the use of the light transmission technique 

can easily be extended to these cases. 

Suppose a sieve plate is operating in the spray regime. The volume 

fraction of drops of liquid at level i is then (assuming drops are 

spherical): 

n d,
3 

FL. 
E 

1 6 v j ji  (13)  

and the interfacial area per unit volume of dispersion, as given by the 

light transmission technique, is: 

n,d.2 

a= 7 E —1-1— 
i. v,. 

3 	31 

where: n. is the number of drops with diameter d. and v..i  is the velocity 

ofdropsofsized.at level i. 

The Sauter mean diameter at level i is: 

= 
6F
L. 1 1 a. a. 

If the drops were assumed to be randomly dispersed, the volume fraction 

of the liquid, the interfacial area per unit volume of dispersion and the 

Sauter mean diameter would be independent of the height above plate, that 

is, constant everywhere. Furthermore, the measured Sauter mean diameter 

at generation level could only be identical with the Sauter mean diameter 

of the population of generated drops if the projection velocity of drops 

(14)  

(15)  
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Fig. 3.6.- The experimental light probe 
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glass window 

Fig. 3.7.- Detail of one of the horizontal portions of 

tubing adjacent to the optical gap. 

0/ P  

Fig. 3.8.- Power supply. 
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were independent of their diameter, as can be seen by inspection of 

equations (3.13) to (3.15). 

3.3.2 Description  

The light probe, represented in Figure 3.6, consists of two parallel 

brass tubings 13 mm 0.D., 15 cm apart and 75 cm long. The aluminium 

bars which fix the spacing between the tubes are fixed to a hydraulic 

lifting system in order to move simultaneously the light prove and the 

gamma ray absorption assembly. The light source housing is fixed to the 

top of one tube, whereas the top of the other tube carries the photo-

multiplier tube housing. At the bottom of both brass tubes are two 

first surface mirrors and two horizontal sections of tubing adjacent to 

the optical gap; they are threaded so that different tube lengths can be 

inserted to change the optical length. They can be removed when necessary 

to clean the glass windows placed at the extremity of the horizontal tubes 

next to the mirrors. These windows were proved to be necessary to prevent 

changes in pressure on plate from being transmitted to the tubing with the 

result of drops becoming entrained and wetting the mirrors, thus invalidating 

subsequent readings. In order to avoid sporadic projection of drops onto 

the windows, several baffles were mounted inside the horizontal tubes (see 

Figure 3.7). The collected drops were discharged through the longitudinal 

slit in the bottom of the tubing. In addition the shape of the end section 

of the tube was changed as indicated in Figure 3.7 to avoid direct entrance 

of drops through the slit. The baffles were fixed with "Araldite". 

The light source housing was made of aluminium sheet. It contained 

a support for a high pressure mercury vapour lamp ("Wotam", ref. HBO 50W/3). 

This lamp was chosen because it provides an almost point light source of 

high brightness and stability. 
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Fig, 3.9.- Photomultiplier amplifier 
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The beam of light passes horizontally through a hole in the 

housing. After reflection on a first surface mirror it traverses an 

achromatic lens (focal distance 15 cm), goes down one vertical tube, 

is reflected again, passes the optical test path, is reflected again, 

travels vertically upwards through the other tube and is received by 

the phototube (EMI photomultiplier tube ref. 9698B). 

The lamp is fed by stabilized direct current from a power supply 

built in the Department (Figure 3.8). 

The phototube housing is cylindrical in shape, 10 cm in diameter 

and 16 cm high, attached by means of a flange to the top of one of the 

vertical tubes. This is fed by an EHT power unit (A.E.R.E. type 1359A) 

which allows a continuous change in potential from ±0.2 kV to ±5 kV. 

Usually about -700 V were used. 

The current generated by the phototube was amplified and measured, 

using a photomultiplier amplifier, built in the Department (see Figure 

3.9). It is provided with two knobs, one for adjustment of zero when 

no light reaches the tube and the other to adjust the reading at full 

scale when all the light is received by the photocell. This way the 

fraction of light transmitted through the dispersion could be read 

directly. 

The calibration of the photomultiplier amplifier and meter was 

performed at the electronic workshop. 

To increase precision of reading and to allow continuous reading and 

registration the signal was taken from the terminals of the meter, divided 

and fed to a Hitachi-Perkin-Elmer model 159 flatbed recorder, as indicated 

in Figure 3.10. As shown in Figure 3.11, perfect linearity was obtained. 

First surface mirrors and optical black paint were used to help to 

ensure that the phototube received only parallel light. The lamp had no 
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Fig, 3.11,- Relation between recorder and voltmeter readings. 
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starting electrode so that ignition was done with the help of a 

H.F. Tester, Model T.2., connected to a H.T. Unit type 1, both from 

Edwards High Vacuum Ltd. 

3.3.3 Estimation of error in specific area  

Possible sources of error include reading errors, adjustment errors 

and errors arising from non-parallel light received by the photomultiplier 

tube. 

(i) Reading errors  

If the readings errors are assumed to be constant, say 1% of full 

scale, then the relative error in area is given by: 

Da 1 Af 
a 

 
= in f f (16) 

and is represented as function of f in Figure 3.12. 

(ii) Adjustment errors  

Adjustment errors resulted from the fact that the light intensity 

usually decreased with time. Periodic checks were made by lifting the 

probe up to a fixed high level where the interfacial area was small and 

the reading known from previous measurements. The adjustment for the 

other extremum - total absorption of light - was proved not to be necessary. 

If the reading f0  corresponds to a = 0, the errors in a are a function of 

f0. To give an indication of these errors, they are presented in Table 3.2. 
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Table 3.2  

Error in surface area due to error in initial  

adjustment in reading  

values of f0  error in a (cm 1  ) 

1 0 

.99 or 1.01 0.014 

.98 or 1.02 0.029 

.97 or 1.03 0.043 

.96 or 1.04 0.058 

.95 or 1.05 0.072 

.90 or 1.11 0.149 

.85 or 1.18 0.230 

.80 or 1.25 0.315 

(iii) Error from the non-parallel light  

The last condition, referred to as necessary for the application of 

equation (3.11), was that all light received by the detector had to be 

parallel. However, there is always some light which is not parallel and 

is received at a small angle. To estimate the error involved thereby an 

assumption is made that the drops are spherical. Incident light which is 

perpendicular to the surface of the sphere will not be deviated. However 

light whose angle of incidence is different from zero will be deviated 

and the degree of deviation will increase with the angle of incidence. 

A circle can thus be defined on the sphere surface such that the light 

incident within it will be received by the detector and the light incident 

outside it will not be received. If the incident radiation is parallel 

and uniform, the relative error in detected area is given by the transverse 
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area of the referred circle to the transverse area of the sphere. If 

this is small (say < 50) the angular deviation of a ray is (see 

Figure 3.13): 

A = 	- j/n), 	 (17) 

where j is the incidence angle, in degrees, and n is the refractive index 

of the dispersed medium. 

The transmitted light will be proportional to the surface area 

71  
ir(r j 

180)2 
 , 

where r is the radius of the sphere. 

Fig. 3.13.- Deviation of a ray by a transparent sphere. 
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The relative error is then 

, 7 2 
J  ff(r  	180 	7 . 2 
2 	(180 J) 

irr 

Eliminating j by equation (3.17) 

relative error = ( 	11A 	)2 
180 2(n - 1) 

For water n = 1.33 so that 

relative error = 0.00124A
2 

or 

% relative error = 0.124A2 	 (19) 

that is if the phototube receiving angle is less than 1°, associated relative 

error in area is 0.12%. 

(18) 



85 

3.4 Chromatograph  

The chromatographic unit employed was Perkin Elmer model 452 

with hot-wire detector. The separation column was a stainless-steel 

tube, 2 m long and 6 mm diameter packed with Porapak Q (stable up to 

250°C). The output from the chromatograph was quantified by an electronic 

integrator (Perkin Elmer model D2) and the result printed by a Kienzle 

digital printer. The record of the peaks was provided by a Hitachi-Perkin-

Elmer model 159 flatbed recorder. 

The experimental conditions were: 

oven temperature 	130°C 

injection block temp.: 	2 

range 
	

8 

detector supply 
	

6 

carrier gas 	H2 15 psi 

chart speed 
	

low 

Under these conditions the molar ratio methanol/water in the liquid 

samples (1 pl) was given by 

X = 0.6955 meth. reading  
water reading 

The analysis of gas samples was difficult since a large amount of air 

was injected and changes in base line occur making the reproducibility 

rather poor. The composition of the gas samples for the same conditions 

was given by: 



moles of water water reading  
= 

13.850 x 10
9 

86 

moles of methanol = methanol reading  

19.915 x 109 

moles of air = methanol reading  

17.009 x 10
9 
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3.5 Rotameters 

Rotameters were used for the measurement of gas and liquid rates. 

The calibration of the liquid rotameters was made by measurement of 

the amount of water collected over a measured interval of time. The 

calibration of gas rotameter was done by a standard meter. 

Calibration results were correlated by a 2nd degree polynomial, 

giving the program the standard error and relative errors of the 

measured rates, and furnishing a Table to allow a direct reading of the 

rate. The correlation equation was used directly in the program for 

modelling the spray regime. Examples of those Tables are included in 

Appendix I. 

The effect of physical properties was not important except for the 

smaller rotameter used for measurement of liquid rates. A graph was 

therefore prepared for the latter (Appendix I) in which a correction 
P--  

factor was represented as function of the property group — 
P 

(p in g/cm3  and p in cP) and with the reading as a parameter. The actual 

volumetric flow rate is 

Qactual 
= 
 table /7  

correction factor 
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Chapter Four  

Results  

4.1 The Free-Trajectory Model of Spray Regime  

In the free-trajectory model it is assumed that a continuously 

replenished shallow pool of liquid present on the plate floor is 

atomized at a constant rate by the gas passing through the holes at 

high velocity. It is also assumed that there exists a distribution of 

drop sizes, that each drop size has associated with it a specific projec-

tion velocity and that the drops retain their identity during their life 

time in the spray, that is there is no coalescence or break-up in flight. 

Under these conditions the equation of motion of individual drops can be 

solved and mass transfer calculated. 

4.1.1 Parameter requirements of the free-trajectory model 

There is experimental evidence confirming the presence of clearly 

defined drop trajectories and the absence of fluidization effects,2  

lending strong support to the viability of the free-trajectory model. 

However, the utilization of the model requires prior knowledge of initial 

projection velocity of drops and their drag coefficients to solve the 

equation of motion, of spray characteristics and liquid hold-up to 

produce the dispersion density profile, and of mass transfer coefficients 

to predict plate efficiency. 

The validity of the model has so far been only tested by curve 

fitting of the measured dispersion density profile and by prediction of 

plate efficiencies. 
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(a) Spray characteristics  

On the basis of information contained in literature;,45,109-111  

it has been assumed that the throughput drop-size distribution at plate 

level was log normal. These characteristics have been obtained by curve 

fitting. 

(b) Hold-up  

The hold-up was obtained by integration of the measured dispersion 

density profiles. 

(c) Drag coefficients  

Drag coefficients were estimated on the basis of the work of Hughes 

and Gilliland.56  

(d) Initial projection velocity  

The data of Aiba and Yamada110  have been correlated by Fane and 

Sawistowskil  leading to the following relation: 

vp  = 0.4(0.004/d p
) 0.93 	 (1) 

where v is the initial projection velocity and d is the diameter of 

drop. Although the data cover a comprehansive range of hole velocities, 

orifice submergences and liquid physical properties, nevertheless it was 

felt that it represents an oversimplification of the phenomenon. 

(e) Mass transfer coefficients  

The following correlations have been used: 

Sh
G 

= 2.0 + 0.6 Re 1/2  ScG
1/3 

K (t) = (DD/Tt)
1/2{l + 2 exp(-dp

2
/4DEt)) - 
	

p 

respectively for the gas and the liquid phases. 
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4.1.2 Limitations of the free trajectory model and aim of  

this work 

At present, the free trajectory model of the spray regime relies 

on equation (1) for the initial projection velocity and on the experi-

mental determination of the dispersion density profile. It is felt 

that this equation represents an oversimplification of the phenomena 

of drop formation and is regarded as the least reliable step in the 

model. In the next section therefore, the sensitivity of the model 

to values of initial projection velocity will be analysed. For 

independent testing of equation (1) it is necessary to conduct experiments 

which will allow the determination of dispersion density profiles as well 

as of interfacial areas or velocity of drops. 

On the other hand, it is convenient to be able to predict the 

performance in the spray regime without need of prior experimentation. 

This implies a need for the determination of the function FL, the 

volumetric liquid fraction in the dispersion (the 'dispersion density') 

FL = f(z, operating variables, physical properties, geometry) 	(2) 

In order to achieve this objective, first of all it is necessary to 

be able to characterize the dispersion density profile. This will be 

attempted by the free trajectory model, but sufficiently simplified so 

that the functional form of equation (2) can be obtained for fixed values 

of the operating variables, physical properties and geometry. For such a 

case this relation yields a family of curves corresponding to different 

parameters of the free trajectory model. These parameters can be obtained 

with reference to experimental results. Subsequently the effect of 

operating variables, physical properties and geometry on parameters 
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Fig. 4.1.- Maximum height reached by drops as a function 

of drop diameter (parameter: superficial gas velocity, ms-1) 
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characterizing the dispersion will be determined. Finally, determination 

of interfacial areas as well as of dispersion density will be attempted 

to allow for confirmation of validity of equation (1) or its substitution 

by a more appropriate correlation. 

4.1.3 Effect of initial projection velocity used in the model  

on predicted results  

Fane and Sawistowski correlated Aiba and Yamada's data on projection 

velocity by the equation: 

vp  = 0.4 (0.004/d )
0.93 	 (1) 

Akselrod and Yusova,112 however, obtained different results for the 

projection velocity of drops, as can be seen in Figure 4.1, where the 

maximum height reached by the drops is given instead of the projection 

velocity, since the former was the measured variable. There is in fact 

a large uncertainty in the prediction of the projection velocity. For 

instance, Akselrod and Yusova's data indicate a dependence of the projection 

velocity on the superficial velocity. 

It is important to have an idea of the effect of the changes in 

projection velocity on the results of the model. It was verified that 

for drops of size above 1 mm (mean drop size seems to be in the range 

1-2 mm) the error in the calculated maximum height on the assumption of 

no friction loss is less than 5% with superficial velocity as high as 

1.5 ms
-1. If this is the case, then: 

v 2 

z 	- max 
  

2g 
	 ( 3 ) 
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2v 
.e —2. t

life 

where z 	is the maximum height reached by a drop, m 
max 

vp 	is the projection velocity of the drop, ms
-1 

 

g 	is the gravitational acceleration = 9.8 ms
-2

, 

tlife  is the life time of the drop, s. 

Consequently 

dz
max 	dv 

- 2 
vp 

and 

dt
life 	

dv
p 

t
life 	

v
p  

The following conclusions can thus be drawn: 

1. Relative error in maximum height reached by a drop is two times the 

relative error in projection ,felocity. 

2. Relative error in life time is equal to the relative error in 

projection velocity. 

A general expression for the initial projection velocity of the form: 

v = Ad 	 (7) 

will be assumed. This equation is represented by a straight line in log-log 

coordinates. The effect of translation and rotation of the line will also 

be considered. After that the effect of a statistical distribution of 

initial velocities will be analysed. 

(4)  

(5)  

(6)  

z
max 
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(i) Change of velocity by a constant factor  

The results obtained for v , as given by equation (1), are compared 

with those obtained when v2 
= 1.2 vp 

and v
3 
= v

p
/1.2 in Table I. The 

dispersion density profile used was obtained in run 33. The calculated 

hold-up was always 2.122 mm. 

Table I  

Comparison of results using various initial projection  

velocities differing by a constant factor  

proj. 	d 	stdv dSauter 
N x10-6 Ent x106 	dd 

gm 	 NOG 	MV 
veloc. 	(mm) 	 dh 

(mm) 	(mm) 
(m/s) 

v /1.2 1.53 0.39 	1.72 	9.123 	0.546 0.421 	0.262 	0.05 
P 

v 	1.84 0.48 	2.07 	5.303 	0.414 0.339 0.426 	0.05 
P 

1.2v 	2.21 0.59 	2.50 	3.043 	0.312 0.268 1.38 	0.05 
P 

The following conclusions can be drawn from the table. The increase 

in projection velocity by the factor 1.2 produced: 

1. increase of dSauter 
by the factor 1.2 

2. decrease of Np  by the factor 1.2
3 

3. decrease of a(h) by the factor 1.2 

4. increase of d(h) by the factor 1.2 

5. decrease of NOG 
by the factor 1.2

1.54 

6. increase of entrainment by a factor 1.2 2.68 to 6.44 
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(ii) Change of slope of projection velocity function for equal  

velocity of the drops with diameter d 

The results obtained when the velocity of the drops with diameter 

dwas maintained but the exponent of expression (1) was changed by a 
Pm 

constant factor, are summarised in Table II. 

Table II 

Effect of change in exponent of expression (1), 

for a fixed velocity of drop with diameter d 
Pm 

	

exponent 
d
gm 	

d
Sauter Nx10

76 
 N 	E 	Entx10

6 dd
Sauter 

	

(mm) 	(mm) 	
p 	 dh 

0.775 1.71 0.62 2.10 5.696 0.430 0.350 0.917 0.06 

0.93 1.84 0.48 2.07 5.303 0.414 0.339 0.426 0.05 

1.126 1.91 0.38 2.18 5.117 0.400 0.330 0.400 0.04 

The following conclusions can be drawn from Table II. 

The increase of the exponent by the factor 1.2 produced: 

1. A negligible change in dSauter 

2. A decrease in N00 
by the factor 1.2

0.2  

3. A decrease in Np  by 1.2
0.2 to 0.4 

4. A decrease in slope of d(h) by the factor 1.2 

5. A decrease in entrainment by a factor 1.2
0.3 to 4.2 

The most interesting result is the inverse relation between the functions 

vp(dp
) and 

dSauter
(h), which will be later deduced using a simplified 

model. The same result suggests an alternative way to obtain the 

function v 
P 
 (d
P 
 ) by experimental determination of the dSauter

(h). 

Pm 
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(iii) Effect of a statistical distribution of projection velocities  

on model results  

An analysis of Pinczewski's data113  for projection velocities 

suggests their statistical nature.46  Hence the effect of a statistical 

distribution of projection velocities is simulated using the model. 

To simulate the effect of a statistical distribution of velocities, 

a discrete approximation to a continuous distribution of initial 

velocities around the value given by expression (1) was obtained 

considering K non-overlapping intervals of 1/K probability. It was 

assumed that all the drops in a particular interval have the initial 

velocity corresponding to the medium point in the interval, which was 

calculated on the assumption of considering the distribution of initial 

velocities to be normal with standard deviation, 6, given by:46 

6 = 8.2 x 10-5  (d p
) 

The results are summarised in Table III. 

Table III 

No  
veloc. 

proj. N x 10
6 

NOG 	
Ent x 106  MV 

1 5.303 0.414 0.339 0.426 

5 5.322 0.415 0.340 0.767 

10 5.321 0.415 0.340 1.16 

The main conclusion of Table III is that the effect of the use of a 

statistical distribution of projection velocities is small on the results 

of mass transfer, but the entrainment is strongly affected. It seems 
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therefore that if the model is expected to give good results for 

entrainment it needs a larger degree of sophistication. 

Unfortunately, Pinczewski's results on projection velocities of drops 

do not cover drops larger than one millimetre, and it is this size range 

which largely contributes to mass transfer, because mean drop diameters 

of generated drops are usually bigger than one millimetre and standard 

deviation of the distributions are usually small. This lack of experimental 

data makes the extrapolation of the results on projection velocities to 

drops larger than one millimetre questionable. 

In order to improve the model, it is necessary to obtain experimental 

evidence on the diameter of drops at several levels above the plate floor 

as a function of the operating variables. An instrument that can be used 

for this purpose is being developed in the Department.114  It will be able 

to evaluate the drops characteristics by digital computation without the 

presence of a photographic intermediary. The basis of the instrument is 

the projection of the drop images onto a photomatrix with the number of 

covered matrix elements providing a measure of drop sizes and shapes. 

This information is digitalized and suitable programmes will transform 

it into the required data. 

However, this method is not yet operational, so that a simple light 

probe was developed for the measurement of interfacial areas at different 

levels above the plate floor. 

A computer programme fed with the experimental data on density and 

interfacial area of the dispersion could provide the expression for 

projection velocity (of the type of expression (1)) and the parameters 

characterising the population of generated drops. This program is rather 

time consuming and it does not show directly the effect of the different 

parameters so that a simplification, although of lower precision, was 

attempted. 
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4.1.4 Simplification of the model  

(i) Effect of drag  

In order to simplify the model of Fane and Sawistowski for the 

spray regime, the effect of the drag force was first investigated. The 

model was applied in two ways to run 33. 

a) Using the drag coefficients from the work of Hughes and Gilliland. 

b) Assuming a drag coefficient equal to zero. 

The profiles, based on these two assumptions, are shown in Figures 

4.2 to 4.4 and are found to be very similar. 

At the same time the maximum calculated heights attained by the 

drops when the drag force was included or neglected were compared. It 

was seen that, on neglecting drag, the maximum height attained by a 

drop was slightly smaller for drops larger than 0.57 mm and larger for 

drops smaller than this value. This effect is however small as can be 

seen from Figure 4.5. 

The effect of drag on mass transfer to drops was also investigated. 

The total mass transfer was higher by 10% when drag was neglected. This 

was expected because the absence of drag tends to increase the velocity 

difference between gas and drop thus increasing the mass transfer rate. 

The effect is represented in Figure 4.6. 

Conclusion: the effect of the drag force on dispersion density 

profiles and mass transfer rates can, in general, be considered small. 

It is of the same order of magnitude as the contribution to mass transfer 

of the liquid pool under fully developed spray conditions. However, they 

act in the opposite direction and hence the result will be unchanged 

when both the effect of the pool and the drag are neglected. 
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(ii) Simplification introduced by zero-drag condition  

If drag is neglected the computation of the trajectories of the drops 

is easy, reducing significantly the computation time. 

The contribution of the drops to the dispersion density profile 

will now be discussed in detail. If V is the volumetric upward flow 

rate of drops of a given size range per unit of cross-sectional area of 

the column, then, by conservation: 

V = v
p L 
F
u 
p 

= v F
u 

for 0 < z < z 	, 
max (8) 

where: 

vp  is the projection velocity of drops 

v 	is the upwards velocity of drops at level z. 

FLu is the volumetric liquid fraction at projection level, for 
p 

drops in upward motion. 

is the volumetric liquid fraction at the level z, for drops 

in upward motion. 

For not entrained drops, the volumetric liquid fraction, F
L 

is 

twice FL, and 

    

But 

FL  
p 

  

      

v = iv 2  - 2gz = i2g(z
max 

- z) 

where 
max 

is the maximum height reached by the drops. 

Thus: 

L 

 

1 

   

F
Lp 	/1 - z/z

max 
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Some computed values of expression (9) are presented in Table IV 

and used in Figure 4.7. 

Table IV 

z/z 
max 

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 0.92 

F
L
/F
Lp 

1 1.05 1.12 1.20 1.29 1.41 1.58 1.82 2.24 3.16 3.53 

The following conclusions can be drawn from the table: 

Contribution of each drop to the profile is mainly around the value 

z = zmax
. This suggests a further possible simplification, if necessary - 

contributions to profiles coming only from drops at their maximum height. 

The medium value of FL
/F

Lp 
will be given by 

F FL 	
z 

1 max F  
< 	> = 	I 	(------) dz 
FLp FLp zmax 0 

Using equation (9) and rearranging 

1 
1  

FL  > = 
L 
  d(z/zmax

) = 2 
p 0 /1 - z/zmax  

Hold-up of drops  

Hold-up of drops of given size will be 

But as 

2F
Lp 

z
max 

3 Trd 
F = 2Fu  = 	P  
FLp Lp v 6 

1 
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where n is the number of drops of size d generated per unit time, the 

hold-up of drops of size dp  is then 

3 2 	3Ord v 	Trd 2v 4n 	p  _2_ = n.  
vp  6 2g 	 6 g 

(10) 

This represents the volumetric flow rate of generated drops times 

their residence time on plate for the given size range. Then the total 

hold-up of drops is: 

Np Trd  3 2v 
HD = 	—2-- --R dN 6 g 0 

where N is the cumulative number of generated drops. 

Take 	vp = A dp
B 

and 	dN = NP  f (x)dx 

d 
where 	x = In .742  

gm 

2 2 _x /2a  
f (x) - 

1/T7--r cr 

Using equations (7), (12) and (13), the hold-up becomes: 

D 	3 	 f a (x)dx g  --co 

However: 

[(3+B)a]
2 

e (3+B)x f 	 2 	
f(Y)dY a  (x)dx = e 	 (16) 

where 

y = x- (3 + B)a2 	 (17) 

and 

Avd (3+B) N +00 

gm p  f e(3-1-13)x 

(7) 

(12)  

(13)  

(14)  

(15)  



108 

Using equation (16) in equation (15): 

Acrd (3+B) 
	[ (3+B) a] 2  

HD 	
gm 	2 

N e 
3g 

since 

f fa(y)dy = 1. 
	 (19) 

-CO 

Define 	
(3+B)a2  

dv  = dgm 
	

2 e 	and 	 (20) 

vV = AdV
B 	 (21) 

Then hold-up becomes 

HD  = N 

  

2v 
V (22) 

6 

 

g 

That is, dv  is the equivalent diameter of a mono-dispersed distribution 

giving the same hold-up with the same number of generated drops. 

Total superficial area of dispersion  

Similarly to equation (11), the total superficial area is: 

p 
N 	

2v 
7d
P  

AD  = f 	
2 

g
,  p 
 dN 

0 

((2+B)a]
2 

2A7d
gm
(2+B) 

N e 2 
g 	p 

(18) 

(23)  

(24)  
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Again, by defining 

dA = d e gm 

(2+B) Q2  
2 (25) 

and 
	

vA = A dA
B 	 (26) 

it follows that 

AD  = NpTrdA
2 
	v

A 	 (27) 

where d
A 

is the equivalent diameter of a monodispersed distribution giving 

the same total interfacial area with the same number of generated drops. 

The Sauter mean diameter of the dispersion will be: 

3 

d
Disp r 6H

D = ciV vV  

AD Sauter —D 	d
2
v A A 

By (20), (21), (25) and (26): 

5 
(— + B)

2 

= d e d
Disp 	2 	

a 
= d

Proj. drops 
eBa

2 

Sauter 	gm 	Sauter 

(iii) A further simplification of the Fane and Sawistowski model  

for the spray regime  

It will now be assumed that: 

a) There is no drag effect 

b) Contributions to liquid fraction and superficial area come 

only from drops at maximum level 

c) Initial projection velocity of drops is a function of drop size 

(28)  

(29)  
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according to the general equation 

vp  = A d 	, 	 (30) 

where A is a positive constant and B has a negative constant value. 

This equation in the model of Fane and Sawistowski is: 

vp  = 0.002355 d 
-0.93 

 ( = 0.4 (0.004/d )0.93 ) 
	

(31) 

(iii.l) Relation between projection velocity function and profile 

of Sauter mean  diameter of drops  

If there exist experimental data on profiles of liquid fraction and 

specific area, the profile of Sauter mean diameter can be obtained. In 

this case the parameters A and B of equation (30) can be determined under 

the above mentioned assumptions in the following way: 

The maximum height reached by a drop is 

2 

z 

 

(32)  
2g 

and the size, d ,of the drop whose maximum height is z is given by: 

z = 
A2 d 2B 
2g p 

(33)  

This is the maximum size of drops existing at height z. Taking 

logarithms eq. (33) gives: 

Ag 

2 
log z = log —+ 2B log dp 2 

(34)  
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Equation (34) represents a straight line of slope 2B and intercept 

A2 
log Tg- on log-log paper. 

To check the errors involved using these simplifications, the model 

results of run 33 were investigated. From Figure 4.8 it can be seen that 

the Sauter diameter is slightly lower than the maximum diameter and the 

difference is between 7 and 12%, being smaller for the most predominant 

sizes of drops. The expression for projection velocity arrived at was 

vp  = 0.39 (0.004/d p
) 0.83 	

(35) 

which is very similar to the one used in the model (eq. 31). 

Conclusion: By a simple representation on log-log paper of experimental 

values of the Sauter mean diameter, obtained from experimental data of 

dispersion density and specific area profiles, it is possible to obtain a 

relation between projection velocity and drop diameter. Such a relation 

is very useful for modelling of the spray regime. 

(iii.2) Relation between distribution of drops and profiles of  

dispersion density and specific area  

It was shown that population of generated drops can be represented 

by log-normal distribution. Introducing the simplifying assumptions it 

is possible to deduce the type of spatial distribution of volume 

and surface area of drops given, respectively, by the profiles of 

dispersion density and area per unit volume of dispersion (subsequently 

referred to as specific surface area). 

From equation (10'), the hold-up of a drop of size d is: 

HD = 2F 
Lp 

z
max 
	 (36) 
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By equations (8) and (10") 

7d 3 
F
Lp 

6Ad 
p 

so that the hold-up becomes: 

3 
wd 	2Ad 

HD  - 6 
_E . 

This is the product of volume and residence time. 

Under the above mentioned simplifying assumptions, 

Acrd (3+B) 

FL g 	dz 
dN (N decreases when z increases) (39) 3  

and similarly, 

(2+13) 2And 
a = 	

dN 

g 	dz 
(40)  

where: 

F
L 
and a are the local values of the dispersion density and specific 

surface area, N is the cumulative number distribution function of projected 

drops, d is the diameter of the drops changing direction at the height 

z above the plate floor, (so, dN 	is the total number of drops changing 

direction at heights between z and z + dz). 

Defining z
gm 

 as the maximum height reached by drops with diameter 

agm' using equation (33) and since 

d(ln 	) = dz 
z 	z 
gm 

(37)  

(38)  

(39)  



equations (39) and (40) become, respectively: 

And (3+B) 	3-B 

FL 
. 	 m 	

v 
g 	

, ---)2B 
	1 . 	z ) f (--- in  

zz 
	

a 2B 	z 3g z
gm 	gm 	gm 

a - 	k----) 	r t--- n 	) 
2And 

gz 	z 	a 2B 	z 

	

gm 	gm 	gm 

	

gm 	 , z ,2B _ ,1 	z , 
(2+B) 	2-B 

where 

fa(x) 
	

1-2-7-r'ra 

1 
 e-x

2/2a2 

is the normal distribution of x with mean zero and standard deviation a. 

However, as 

xn = en In x 

and 

(ma) 2 

e 	2 mx  fa(x) = e 	fa(x - ma
2
) 

then: 

And (3+B)N [(3-B)a]2 

F
L 
 - 	gm 	P  e 	2 

	

f ( 	in 	 (47) 
z e 

3g z 	2B 
gm 	

2B(3-B)G2 ) 
gm 

But as 

1 
fa(x)  = b fla/b1 (x/b)' 

1 1 4 

(42)  

(43)  

(44)  

(45)  

(46)  

(48) 
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the final expression for FL  become: 

[(3-B)a]2 
Acrd 

(3+13)
N 

FL  = 	gm 	—2. e 2 	
z  

L 	6Bg z
gm 	

f12Bal(in  
z 	e2a

(3-B)02 
) 

gm 

Similarly: 

[(2-B)al
2 

A7d . (2+8)N  
gm 	p 	2 

a = 	e 
Bg z

gm 	
f
I2Ba 2

) 	(50) 

z e 
 

 

gm 

 

Equations (49) and (50) show that both profiles are expressed by 

log-normal distribution functions of the height, with standard deviation 

-2Ba and heights of maximum dispersion profile and specific surface area, 

respectively z e 	and 
gm 
 e 

2B(3-B)a2 z 	213(2-B)a2 
gm 	

, where zgm is the 

maximum height reached by the drop of geometric mean diameter, d gm, and 

a is the standard deviation of the log normal distribution of population 

of generated drops. 

The total hold-up will be: 

(49) 

HD  = 	FL  dz = J FL  zd (ln 
0 	-co 

(51) 

z 	e
2B(3 -B) a 

gm 

 

which gives the previously obtained result 

7d (3+B) 	(3+B)
2 

a2 AN  
P gm 	2 

HD 
 

3g 
(52) 



Define: 

(3+B)a 2  

dv  = d e 
gm 

2 

V 	Adv 

so that: 

7rdv3 2v 
V H

D 
= N 

P 6 

This shows that the hold-up of drops is equal to that given by the 

same number of drops of size Dv  projected with the initial velocity of 

the drops of the same size. 

Similarly, for the total interfacial area equation (27) is obtained. 

However, under the simplifying assumptions being considered it seems 

more realistic to say that 

F a d 3 dN  — 
L p dz 

dN 
and not to -d (3+B) — as was done before, because near the upper part dz 

of the trajectory the movement of the drops is independent of size (no 

drag) and only this portion of the trajectory is considered as contributing 

to the profiles. Under these conditions, the final expressions arrived at 

are: 

N 	
[(3-2B)(12  

Tr 	3 	2 	z  F a --2-- 77d 	e 	
fl2Bal(in 	

) 	(56) L 	z 
	

6 gm 	 2 
gm 	 z 	a e

2B(3-2B) 
gm 
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(53) 

(55) 



	

Np ff 2 	2 
a a 	 d 	e 

gm 	
fl2Bal(

z 	e2B(2-2B)a
2 ) 

gm 

Equations (56) and (57) differ from equations (49) and (50) by the 

value of the height of the maximum of the profiles. However, this 

difference is in general small. The ratio of the values given by the 
2B2a 2  

	

two cases is always e 	. If B is of the order of -0.93 and a of 

the order of 0.2 - 0.3, then the difference in the height of the maximum 

value of the profiles in the two cases is of the order of 7 to 17%. The 

standard deviation is the same for both cases. 

4.1.5 Characterisation of dispersion  density and specific area 

profiles  

As previously indicated, the dispersion density profiles of drops, 

as well as their specific area profiles can be fitted by log-normal 

distribution functions. Three parameters are necessary to characterise 

each profile. For the sake of convenience the selected parameters are: 

The geometric mean height, zP  
gm 

the corresponding value of the profile, H, and the standard deviation, 

op. 

Let x = In - and 
zp  

gm 

dN 
= measured value of profile, dx 

117 

[(2-2B)a]2 

(57) 

where z is the height above plate. 



Then the log-normal distribution is: 

x
2 

	

 
N
T 	

20 
2 

dN 	p 

- 	
= N  

dx 
a 
p 

The maximum value of dx — (at z = zgm
p, that is at x = 0) is: N 

NT  - 
a 1171-  
p 

The methods available for estimation of parameters of the log-normal 

distribution are: 

(i) the method of maximum likelihood, 

(ii) the method of moments, 

(iii) the method of quantiles, and 

(iv) the graphical method. 

An additional group of methods can be considered to exist covering all 

those methods which are hybrids of the other four types. 

The best method is considered to be the method of maximum likelihood, 

but it is costly on computing time; the method of moments is not 

recommended; the method of quantiles is easily applied and the best 

results are obtained for geometric mean and variance when 27,73 and 

7,93 quantiles are used respectively; the graphical method is also easily 

applied and provides simultaneously a test of log normality. 

However, the present problem is more complex since part of the 

distribution is removed, because in the lower part of the dispersion, 

the contribution of the pool (and ligaments) is overlapping the contribution 

of drops. 

The estimation of the parameters will therefore be performed by a 

least squares technique applied to the experimental values. The method is 

118 

(58) 
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as follows: 

(i) Given the set of experimental points 

(P.
E
, z.), (i = 1,...n), 

(ii) Guess initial values of M, z 	and a 
gm 	101  

(iii) Compute values of profile, P , corresponding to z, 

(i = 1,...n) 

(iv) Compute total square error: 

F = E (P.C  - P.E )2  
i=1 

(v) Compute 

DF 	DF 	3F 
aM ' Dz p 

and 
 3a 

9m 	P 

(vi) Get M, z 
gm
P  and a which minimize F (that is, values for which 

DF =  DF 	DF 
- 0). DM 	p 	@cp  Dz gm 

The subroutine used for minimization is due to Powell.'" 

This process was successfully applied to the present experimental 

results and to those of Pinczewski et al.116  as well as to those of 

Fane and Sawistowski.1  Results are presented in appendix III. 

4.1.6 Determination of parameters of model from measurement of  

dis ersion density and s•ecific su•erficial area •rofiles 

The relevant hydrodynamic parameters necessary for the simplified 

model are the initial velocity of the drops, the characteristics of 

population of generated drops and liquid hold-up. Once these parameters 

are known, mass transfer can be calculated to predict plate efficiency. 

The hold-up of the drops can be calculated by integration of the computed 

dispersion density profile. Then: 



z
2 

[HD] D z1  

z
2 

f 
zl 

dN 
dx dz , 

120 

(60)  

where 

x = In FL 
z 

 
gm 

But: 

dz = zFL ex dx 
gm 

so that eq. (60) becomes: 

z (61)  

z2 
[HD] 

zl 

x2 = in 

x
1 
= In 

z2 

z
FL 
gm 

z1 

z
FL 
gm 

dN F zgmL ex  dx (62) 

dN 
Using the value of dx— given by (58), equation (62) gives: 

a
2 
FL 	 aFL 2 
2 	x2 	( 	x  z2  FL NT 

e 
c7FLI 	11  

i  
[HD] 	= z 	e 	dx 	(63) z  

	

1 	gm aFL 2'fr x1 

— 
x = x - a

2 
FL 

z 
2 	a

2 
FL+ln 2 aFL 	 zFL —2 

x 
 

gm 

	

z2 	 2 	 2a2 
FL dx 	(64) [H ] 	= ZFL e 	NT 

e 

	

D z1 	gm  a
FL 17-717 	a2- +ln 

z1 
11  

zFL 
gm 

Let 

Then 



By integration: 

2 
a
FL 

, 
z1  

[HD] 	= z e 
z
2 FL 2 [1 + erf( 	 + 

1 	In 
z 

 FL)  
2
11 	

a
FL 
vy a

FL
v-I z gm 

gm 

- erf ( a
FL + 	1  In 

z
1 FL )] 

	

VT a
FL /T 	z--  

gm 

The total hold-up is: 

2 
FL 

FL 
HD  = v27 zgm MEL ciFL e 2  

Similarly the total surface area of the dispersion is: 

a2 
a 

AD  = /ITT za gm Ma aa e 2 

However equations (18) and (27) hold: 

And 

	

(3+B) 	[(3+B)a]2  

	

gm 	2 
HD  = N 3g 

2117d (2+B) [(2+B)a]
2 

gm 	2 
AD  = N 

and from equations (49) and (50) 

G
FL 

= as 
	

- 2Ba 	 (70),(71) 

z
FL 

= z e
2B(3-B)a2 (72)  

gm 	gm 

za = z e
2B(2-B)a2 (73)  

gm 	gm 
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(65)  

(66)  

(67)  

(68)  

(69)  



where 
(Ad

B
)
2 

gm 
 

gm 	2g 

122 

(74) 

The total number of variables used in the hydrodynamic model is 

equal to 14: 

FL 	a  HD, zgm, 
MFL' a  -FL' A

D, z 	Ma, ca, ,41), dgm,  zgm, a,A,B. 

Number of independent relations = 9: 

(equations (66) to (74)). 

Number of independent variables = 5. 

So, the information necessary for completing the hydrodynamic 

knowledge of the spray regime requires information on the value of any 

five of the above-mentioned variables. Consider three important cases: 

(i) A and B are known  

Fane and Sawistowski assumed that A and B were known. Under these 

circumstances from measurements of dispersion density profiles the other 

three necessary variables could have been obtained: 

FL 
zgm' MFL' °FL' 

The parameters necessary for the model can be obtained as follows: 

From eq. (49), (66) and (68) 

M 	
e2B(3-B)a z = z 

FL 	gm 
2 

a
FL 	7d 3 

 2Ad  B 
	[(3+B)a]

2 

H
D  = 

,/,-T zFL
gm mFL 

a 
 FL e  2 = N p 6 

gm 	gm  e 	2 
g 

-2Ba = °FL 
2 

(75)  

(76)  

(77)  
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Then: 
Q 

2B 
a = - 	 (78) 

FL 
 

/2_ zFL B-3a2 

d = ( 
gm 
 e

4B FL)  1/B 

gm 	A 

2 

M_ a e
aFL/2 

zFL 
gm el, FL  Np 	

7d
3 
 2Ad B 	[(3+B)a]2  

gm  	gm  e 	2 
6 

 

The specific superficial area profile can thus be predicted. The 

parameters characterising this profile are given by: 

-a
FL
2 
/2B 

za = z
FL 
 e 

 
gm 

5+2B a2 zFL M 
8B
2 FL 

Ma = 6(za 
gm  )(

d
FL 

 ) e 
gm 

gm 

ca = aFL 

The value of d given by eq. (79), e.g. for run 33, was 7.5%, above 

the result from the "exact" model, that is slightly higher than the lower 

errors in Figure 4.8, as expected. 

(ii) B is known  

The value of 0.93 can be supposed to apply and in this case four 

variables need to be determined. These variables can be the same three 

previous ones and for example the total superficial area or superficial 

(79)  

(80)  

(81)  

(82)  
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area at a given level. For this purpose a pseudo-first-order fast 

reaction can be used. For this purpose dilute CO2  can be absorbed in 

aqueous solutions of NaOH. However the introduction of ionic solutions 

changes the interfacial condition:, and the results can be affected. 

Another method consists of the use of a light probe located at a given 

level, known to be above the height of maximum superficial area, or even 

obtaining a profile of specific area. 

Given dispersion density profile and specific area at any height 

above that corresponding to the maximum of the profile the parameter 

A can be calculated as follows: 

xa = In a 
z
gm 

 

Elimination of z
gm
a  using eq. (81) gives 

xa = x + FL 2B 

where 	xFL = 
-n F  --L  

z 
 

gm 

But 

a(z) = Ma e 

x  

2 
Then Ma = a(z) e20.,  

From eq. (66), (67) and (70) 

FL 
HD 	

zgm M
FL 

C _ za Ma 
gm 

z 

2 
FL 

x  

2a2 
FL 

(84)  

(85)  

(86)  

(87)  

(88)  

(89)  
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From eq. (68), (69), (70) and (71) 

5+2B  02 
HD

d2 FL 
= gm 8B e  

AD 	6 

From eq. (89) and (90) 

	

zFL 	
5+2B 2 

d 	
6 gm MFL 8B2 aFL 

a Maz 
gm 

Since 

Q2 

zFL 	FL 

gm = e  
a 

gm 

eq. (91) becomes: 

2B-5 2 
2 aFL mFL e8B 

dgm 

• 

6 Ma 

From eq. (88): 

xa
2 

2B-5 2 
a r _ 

mFL '8B2 FL 2a 2 
dgm 

• 

6 — e 	 FL 
a (z) 

Since 

(90)  

(91)  

(92)  

(93)  

(94)  

A 

B-3 a 2 

e4B FL (95) 



= V2g z 	e A 	FL a(z) B 
gm 6MF  L 

2 
a
FL 

Bx 2 
a 

 

8B 	 2 , 
4c7FL (96) 
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Finally: 

If at any height the values a(z) and FL(z) are known, then 

6F (z) 
d 
Sauter

(z) 
	a(z) 

As dSauter(z) is approximately equal to the diameter of drops 

changing direction of motion there, 

vp = Ad 	= iffITZ 

a(z) or 	A = ( 	
6F
L
(z)

)
B 

 

If the values of a and FL are known at one value of z, and as B is 

assumed to be known, only two unknown parameters remain, which are d 
gm 

and a. 

(iii) Neither of the parameters is known  

In this case two variables other than z
FL

, M
FL 

 and a
FL 

need to be 
gm  

determined. Per example a specific superficial area profile can be obtained 

by a light probe and z
gm
a  and M

a be determined. In this case, the parameter 

required for the initial projection velocity as well as the spray 

charactdristics can be determined from: 

(97)  

(98)  

(99)  
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= 
ln (zgm 

/FLI 
 gm  

aFL 
(100) 

B = AFL 
2a 

(101)  

zFL M
5 

d 	= 6 ( grn ) (
M FL

) e
- (-2 	B ) 

gm za a 
gm 

(102)  

    

A - 
2g zFL B-3 2 

gm  e4B (IF L 

dB 
gin 

(103) 
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4 .2 Dispersion Density Profiles  

4.2.1 Introduction  

The factors affecting the dispersion density profiles, as well as those 

affecting specific surface area profiles and mass transfer performance 

are: 

a) Flow rates of gas and liquid 

b) Physical properties of gas and liquid 

c) Geometry of plate and column 

Attention has been concentrated on the most important factors in 

each group. As was referred to before, the upper parts of the dispersion 

density profiles are similar and can be adjusted by a log-normal distri-

bution function which is characterised by three parameters. The parameters 

which are used to describe those distributions are the geometric mean 

height, x2, standard deviation, x3  and another parameter that has to be 

a measure of the total volume (in this case the total hold-up of drops) 

or for the sake of ease of practical determination, the maximum value of 

the dispersion density, xl. The experimental dispersion density profiles 

are presented in appendix III. The curves shown were obtained by fitting 

of experimental points. As the importance of these studies is more 

applicable to the spray regime, almost all the results were obtained for 

this regime. 
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4.2.2 Factors affecting the dispersion density profiles and the  

hold-ups  

(i) Effect of liquid rate at constant gas rate  

The effect of liquid rate on dispersion density profile is shown in 

Figures 4.9 and 4.10 which are representative of the encountered 

behaviour. The effect on parameters characterizing the dispersion 

density profile can be seen in Figure 4.11. The maximum value of the 

profile (x
1
) and the corresponding height (x2) increase with liquid rate 

in the spray regime. The increase in height (x2) is very small. The 

standard deviation (x3) remains approximately constant. The hold-up of 

drops increases substantially with liquid rate, although to a power 

smaller than one. The same findings can be reached using the data of 

Pinczewski and Fell at much higher values of liquid and gas rates. 

(ii) Effect of gas rate at constant liquid rate  

The effect of gas rate at constant liquid rate on dispersion density 

profile can be seen in Figures 4.12 and 4.13. The effect on parameters 

characterizing the dispersion density profile is shown in Figure 4.14. 

The maximum value of the dispersion density (x
1
) decreases with gas 

rate either in the froth or in the spray regime. The height of maximum 

value of dispersion density profile increases continuously with increase 

in gas velocity either in the froth or in the spray regimes. The standard 

deviation of dispersion profile goes through a minimum with the increase 

in gas rate when the regime changes from froth to spray. The hold-up of 

drops also goes through a minimum, as can be seen in Figure 4.15. 

(iii) Effect of gas rate at constant gas/liquid ratio  

These results are shown in section (v). 
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(iv) Effect of surface tension  

The effect of surface tension on dispersion density profiles can be 

seen in Figures 4.16 and 4.17. When the surface tension increased, at 

the same gas and liquid rate, the maximum value of the liquid fraction 

increased slightly, the corresponding height decreased and the standard 

deviation of the dispersion increased very slowly. The hold-up of drops 

decreased. 

(v) Effect of mass transfer  

Experimental results of the effect of mass transfer on dispersion 

density profile can be best correlated if a thin-film stabilising 

dimensionless number Tf is defined by 

Y - Y 
Tf = 

 

(104) 

 

Yi  

and if a classification of the systems is done as follows, according to 

the value of Tf: 

strongly positive system 	Tf > 0.01 

weakly positive system 	0 < Tf < 0.01 

weakly negative system 	-0.01 < Tf < 0 

strongly negative system 	Tf < -0.01. 

y. is the surface tension corresponding to the liquid composition 

at interface and y is the surface tension corresponding to the liquid 

composition in equilibrium with the bulk of gas phase (see Chapter 5). 

The thin-film stabilising dimensionless numbers for the systems 

A: benzene-cyclohexane, B: benzene-n-heptane and C: n-heptane-toluene 

at total reflux were calculated and are presented as a function of 

liquid composition in Figures 4.18, 4.19 and 4.20, respectively. 
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(v.1) Maximum value of liquid fraction  

In the spray regime, neglecting the contribution of the pool to the 

liquid dispersion profile, there exists a maximum in the dispersion 

profile somewhere above the plate floor. In the froth regime the 

profile is almost constant up to a certain height, and above it the 

liquid profile decreases. Above this height most of the liquid is in 

the form of droplets projected by the gas during bursting of bubbles. 

This part of the profile can be "fitted" as has been done for the spray 

regime and the value of the maximum of the profile (x1) can be regarded 

as the medium value of the liquid fraction of the profile, since it is 

approximately constant for most of the liquid on the plate. Fane's 

results were fitted in this way and if the maximum value of the density 

is represented as a function of gas velocity, and if strongly positive 

systems are defined as those for which Tf > 0.010, then all the 

experimental points are located on the same line with a maximum at 

transition. For strongly negative systems, that is when -Tf > 0.010, 

all the experimental points are located on the same descending line, 

without any noticeable change at transition. For moderately positive 

or negative systems, the behaviour is intermediate and also a neutral 

line can be estimated. 

The results for negative and positive systems are represented 

respectively in Figures 4.21 and 4.22. 

For negative systems there is a linear relation between xl  and Fs
2 

given by 

x1 	= 0.37 - 0.06 Fs
2 	

(105) 

If Figures 4.21 and 4.22 are compared with Figure 2.1 one can confirm 

the overlapping of curves represented there. 
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(v.2) Height of maximum value of dispersion density profile  

No noticeable effect of thin film stabilising number on height of 

maximum value of dispersion density profile (x2) was observed. However 

the dependence on velocity is somewhat larger for positive systems than 

for negative systems. The results for the moderately positive or 

negative system seems to be in general slightly lower and more scattered. 

The results for negative and positive systems can be correlated 

respectively by: 

x
2 	= 1.45 + 0.16 F

s
2 	

(106) 

and 

x2
+ 

= 1.2 + 0.3 Fs
2 	

(107) 

as can be seen from Figures 4.23 and 4.24. 

(v.3) Standard deviation of dispersion density profile  

The results of standard deviation of dispersion are somewhat more 

scattered as would be expected. However, some general trends can be 

observed and again the effect of thin-film stabilising number is 

noticeable. The effect of gas velocity and of thin-film stabilising 

number on standard deviation of dispersion density profile (x3) is almost 

the opposite to that reported on maximum value of liquid fraction. So, 

for the strongly negative systems it is: 

x3 	= 0.15 + 0.13 Fs
2 	

(108 ) 

and for strongly positive systems a minimum can be detected at transition. 

For system A, moderately positive or negative, the behaviour is rather 

uncertain. The results are represented in Figures 4.25 and 4.26 

respectively for negative and positive systems. 
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Fig. 4.29.- Effect of mass transfer on dispersion density 

profile in the spray regime (1. no mass transfer; 2. absorp-

tion). 
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(v.4) Liquid hold-up  

The thin-film stabilising number is a primary factor in hold-up 

on plate for small values of Fs  (see Figure 4.28). For strongly 

positive systems (Tf > 0.01) the hold-up is much smaller and the plate 

operates in the foaming regime. For negative systems the hold-up is 

bigger (also at small values of Fs) and the operating regime is 

represented by froth. At higher gas velocities the effect of Tf is 

less noticeable. Furthermore, for systems weakly negative and positive 

at the lowest values of Fs a general trend of decrease in hold-up when 

Tf increases from -0.01 to +0.01 is detected. 

The results of the Marangoni effect on dispersion density parameters 

and on liquid hold-up are put together respectively in Figures 4.27 and 

4.28. For sake of legibility, the results of system B were omitted on 

the first graph. The standard deviation of drop population calculated 

from line 4 by the simplified model were 0.31 for negative systems and 

0.23 for positive systems and are thus very close to the values reported 

by Fane and Sawistowskil  of 0.30 ± 0.03 and 0.19 ± 0.01 respectively. 

The effect of mass transfer for the system methanol/water was 

very small, slightly above the experimental errors. However, if 

conditions of a strongly negative system are compared with neutral 

conditions, a somehow better spray condition can be seen for the negative 

system (Figure 4.29), but the differences are not really significant. 
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(vi) Effect of plate geometry  

(vi. 1) Effect of a splash baffle  

Some results were obtained without using any splash baffle above 

the outlet weir. Under these conditions some drops discharged directly 

into the downcomer. Dispersion density profiles obtained using a 

splash baffle to avoid loss of liquid by projection directly into the 

downcomer were quite different from the ones obtained in the absence 

of the baffle as can be seen by comparison of Fig. 4.9 and 4.10 with 

Figure 4.30 and Figures 4.12 and 4.13 with Figure 4.31. By increasing 

the gas rate above a certain value (Fs  = 1.5) the density profile 

decreases almost everywhere instead of increasing as expected. This 

is due to the direct projection of drops into the downcomer, producing 

a substantial decrease in hold-up on plate, as can be seen in Figure 4.32 

and also a decrease in drop-size calculated by the "exact" model, as seen 

in Figure 4.33. 

(vi. 2) Effect of fractional free area  

Interpolation of results from Pinczewski's data for Lv = 15 m
3 
h
1 m-1 

and Fs = 2.25 kg
1/2 

m
-1/2 

s
-1 

and hole diameter of 12.7 mm made it possible 

to ascertain the effect of fractional free area on parameters of the 

dispersion density profile. The results are presented in Figure 4.34. 

The maximum value of density was proportional to Af
0.31

. The height of 

-0.62 
the maximum was proportional to Af 	. The standard deviation of the 

distribution remained constant. Consequently the hold-up of drops was 

-0.31 
proportional to Af 
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(vi.3) Effect of hole diameter  

The dependence of dispersion density parameters on the holes diameter 

when fractional free area and liquid and gas rates are the same as 

given by Pinczewski's profiles is somewhat strange, since the height of 

maximum density is always smaller for the intermediate value of the 

diameter. In Figure 4.35 the results are presented for F
s = 2.64 kg

1/2 

m-1/2 
s
-1

, Lv = 15 m
3 h-1 m-1 and fractional free area 0.107. 

4.3 Specific Surface Area Profiles  

4.3.1 Introduction  

The specific surface area profiles are expected to be similar to the 

dispersion density profiles. In Figures 4.36 to 4.42 are presented the 

experimental values as well as the expected profile given by the 

simplified model by adjusting only the parameter A from the initial 

projection velocity expression 

v 	= A d 
	

(109 ) 

where d is the diameter of the drop and B was taken as -0.93. The value 

of A used by Fane and Sawistowski was 0.002355. Three points calculated 

with this value of A are also indicated in Figures 4.36 to 4.42. The 

experimental values obtained for A by fitting of profiles varied from 

0.0018 to 0.0045 with a mean value of 0.00265 ± 32%. The experimental 

conditions covered the range: 

1.4 < Fs < 2.29 kg
1/2 

m
-1/2 s-1 

0.22 < Lv 	
m- < 0.35 m

3 
h
-1 	1 

0.055 < Y < 0.072 N m
-1 
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4.3.2 Factors affecting the specific surface area profiles  

The type of factors affecting the specific surface area profiles 

are expected to be the same as those affecting the dispersion density 

profiles. Lack of time prevented a systematic study of all of these 

effects from being conducted. From the few experimental results it 

seems that the model can be used to predict the specific surface area 

profiles. However, it is assumed that a population of very small drops 

is generally being neglected. These drops seem to contribute very little 

to the dispersion density profile although this effect could on occasions 

be detected by inspection of the profiles. However, as the drops are 

very small they contribute significantly to the specific surface area 

profiles giving a general picture of systematic deviation at high levels 

above the plate floor. 

An important limitation of this method was the fact that it was 

possible to measure surface area only at a level which was higher than 

a few centimetres above the plate floor where the density of the spray 

was already small. Since the error in the determination of density is 

almost independent of the value of the density, its relative error is 

high, and the expected errors in the determination of the mean Sauter 

diameter from experimental values of surface area and density are 

expected also to be high. By the same reason the errors in the determin-

ation of parameter A are also expected to be high. 
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4.4 Froth-Spray Transition  

The transition froth-spray also called phase inversion was the 

subject of a publication. The effect of mass transfer was studied 

from Fane's data and is represented in Figure 4.43. The differences 

in transition point between weakly negative, weakly positive and 

strongly positive systems are meaningless. However, the gas velocity 

for transition of the strongly negative system is about 25% below the 

transition for the other systems. 

4.5 Mass Transfer Efficiency  

Mass transfer efficiency depends on the product of the mass transfer 

coefficient and the area of transfer. Thus, all the variables affecting 

either of these will influence the efficiency. 

Figures 4.44 and 4.45 are presented as an attempt to demonstrate 

the effect of Tf on efficiency. The graphs, as expected, are rather 

complicated. It is evident that the effect of gas velocity in positive 

systems is more important than in negative systems. The surface tension 

increases in the direction shown by the arrows (but it is within ±8% of 

the medium value for system A). It is not easy to explain the way 

efficiency changed with physical properties and/or mass transfer. However, 

in system A the change in surface tension is small, the vapour diffusivity 

is almost constant and the ratio of the liquid diffusivity to the gas 

diffusivity is small. Under these conditions the surface-renewal 

Marangoni effect is expected to become noticeable as an increase of 

efficiency when Tf becomes positive. This is in fact so and can be seen 

in Figure 4.44. 
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4.6 Entrainment 

The data on entrainment for the system air/water are summarized 

in Figures 4.46 and 4.47. 

Available data67  for entrainment in the spray regime for operation 

of a perforated plate, show that for a single orifice: 

E cc U0  
4.44 (110) 

and that the dependence on the velocity increases with multiple orifices. 

With 13 orifices (maximum number used by the authors) it becomes 

E cc u
0 
 6.66 

The data now obtained show a higher dependence on hole velocity. 

The results show that the absolute value of entrainment is not very high 

and can be correlated by: 

Ea F 
9.1

L 
 -0.49 

s 	v 
(112) 
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Chapter Five  

Discussion 

5.1 Introduction  

Various aspects of the spray regime and its boundaries have been 

studied in the course of this work. 

In Chapter 2 problems were discussed relating to the transition 

froth-spray in the light of available published results. In Chapter 4 

it was necessary to introduce into the analysis of the results the 

effect of gradients of surface tension induced in the interface by the 

mass transfer process, that is phenomena generally known as the 

Marangoni effect. The systems were classified according to the intensity 

and direction of action of these effects. The setting-up of criteria 

used there will be the subject of section 5.2. 

Prediction of mass transfer taking place on the plate is the final 

objective of the present study. However, this aim can only be success-

fully achieved with a very good knowledge of the hydrodynamics of the 

spray regime. Once the hydrodynamics is known, the rate of mass transfer 

can be predicted by using any reliable methods. For this reason most 

of the present effort was devoted to the hydrodynamic aspects of the 

problem. 

The effect of mass transfer on transition will be discussed in 

section 5.3. Dispersion density profiles are easily determined and 

there is already a large number of them available in literature. In 

Chapter 4 a method was obtained which proved to be very effective to 

express the results of the dispersion density profiles in terms of 

three parameters. Furthermore, these parameters could be related to 

the characteristics of the spray. The influence of the most important 
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factors affecting the dispersion density profiles was also observed in 

Chapter 4 and will be discussed in section 5.4. A tentative prediction 

of plate behaviour will be given in section 5.5. 

5.2 Influence of Mass-Transfer-Induced Maran oni'Effect on Hydrod namics 

and Performance of Sieve Plates  

5.2.1 Introduction  

Interphase mass transfer involves three steps: 

1. Mass transport from the bulk of one phase to the interface, 

2. Transfer across the interface, and 

3. Transport into the bulk of the second phase. Usually no 

resistance is assumed to the transfer of the diffusing component 

across the interface. 

Marangoni effect is a general term for surface flow phenomena 

resulting from the appearance in the interface of an interfacial tension 

gradient. These phenomena can be described on the basis of Marangoni's 

finding77, 136  that a liquid of lower surface tension will always spread 

over a liquid of higher surface tension. This effect can result from 

several causes, but for the moment only concentration gradients will be 

considered. The local interfacial concentration can be affected mainly 

by two different types of phenomena: 

1. Surface renewal phenomena 

2. Thin-film phenomena 

The first phenomena predominate when the depth of the liquid is 

much larger than the depth of penetration of surface movement and the 
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second are important when the two depths are comparable. In the first 

case the affected process parameter is the mass transfer coefficient 

and in the second case the interfacial area. Following the findings of 

Marangoni77I 136  the fundamental aspect to consider is the change of 

static surface tension with the ageing of an interface element. If the 

static surface tension increases with the ageing of the element, the 

system is called positive. If it decreases, the system is called 

negative. If dynamic surface tension is to be considered, then Maxwell's 

relaxation law has to be used. 

5.2.2 Thin-film Marangoni phenomena  

Consider that the composition of the bulk of the liquid phase is x 

and that of the gas phase is y. Let the distribution of resistances in 

the phases for mass transfer be such that xi  is the interfacial 

composition (Figure 5.1) and Y
i the relevant surface tension. When the 

liquid film is very thin its composition tends to x* and the surface 

tension to y*. By making the normal assumption that the surface tension 

is the equilibrium value with respect to the surface composition, 

(Y*  Y ) can be regarded as the thin-film stabilising force. A thin-film  

stabilising dimensionless number, Tf, can be defined by the ratio of the 

surface stabilising force to the surface tension force. Then: 

Tf = 	 (1) 

For a positive system Tf > 0; for a negative one Tf < 0. 

However 

dY 	Y *  Y 
dx 	' 
	 (2) 
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Yi  
m =  	 (3) 

x x*  1 

and 	KG  (y. - Y) = KOG (Y* 	Y) 
	

(4) 

where: 

KG 
is the gas phase mass transfer coefficient 

OG is the over-all mass transfer coefficient based on the gas 

phase and 

m 	is the slope of the equilibrium line. 

The substitution of equations (2), (3) and (4) into equation (1) 

gives 

Tf = 
KEG. 	

dy (,* 	y)  
mKG  Yi  dx 2  

(5) 

Special cases: 

a) No liquid-phase resistance-gas phase control. 

KOG = K
G, yi  = y*, xi  = x and yi  = y 

Then: 

1 -ddY 
Tf 	T -x-  (x 

- x*) (6) 

b) No gas-phase resistance-liquid phase control 

yi = Y 

Then by (1): 

x. = x* 	and Y. = 1 	1 

Tf = 0 	 (7) 

This means that no Marangoni effect is present if there is no gas- 

phase resistance. This result is the consequence of regarding the Marangoni 
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effect as a thin-film phenomenon. 

If Tf > 0.01 the system will be called strongly positive and if 

Tf < -0.01 the system will be regarded as strongly negative. Otherwise 

the systems will be called weakly positive or negative. Thus at total 

reflux, system A (benzene-cyclohexane) is weakly negative for benzene 

concentrations below the azeotrope (53.2% of benzene) and it is weakly 

positive for higher concentrations of benzene. System B (benzene-n-

heptane) is strongly negative for concentrations of n-heptane between 5% 

and 93%. System C (n-heptane-toluene) is strongly positive for concen-

trations of toluene between 10% and 86%. 

5.2.3 Surface-renewal Marangoni phenomena  

Surface renewal phenomena can appear as a result of: 

1. Spontaneous interfacial convection, usually in the form of 

roll-cells, 

2. Eddies coming from a turbulent bulk and arriving at the 

interface, or 

3. Macro-scale flow under the influence of longitudinal surface 

tension gradients. This case was considered to be dominant 

in a pool column!
8 

For visualisation of the effects of surface renewal phenomena, 

consider the two-film model due to Whitman 137  (Figure 5.2) corresponding 

to the system shown in Figure 5.1. The composition of the bulk of the 

liquid phase is x and the corresponding composition of the interface is 

x.. If, at a point of the interface, the surface is renewed with liquid 

from the bulk its composition tends to x and the surface tension toY . 
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Fig. 5.2.- Composition gradients between two contacting 

	

phases. Case a) 	gas-film control. 

	

Case b) 	liquid-phase control. 

Thus (yi  - y) can be regarded as a surface renewal force. If the system 

is positive (according to the previously given definition), the surface 

renewal force is positive and the mass transfer coefficient increases as 

a result of increase in surface renewal due to the Marangoni effect. If 

the system is negative, Marangoni effect opposes surface renewal and this 

can decrease the mass transfer coefficient. 

Special cases: 

a) No liquid-phase resistance - gas phase control 

x.
1 
 = x 	and Y. = Y 

Then: 

Surface renewal force = 0 and no Marangoni effect results. 

b) No gas-phase resistance - liquid phase control 

	

x. = x* 	and y. = y*. Then: 

Surface renewal force = y* - y or = - 
dx 
 (x - x*) 
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Comments on Marangoni effect  

1. A stabilising-index, not dimensionless, has been used by Hart 

and Haselden,117  Sawistowski118  and Moens88-88  in order to form a 

measurement of differences in surface tension due to the Marangoni effect. 

However, it seems more realistic to distinguish separately between the 

effects on surface renewal and on thin-films. In the latter case it 

seems important to compare the differences in surface tension due to 

Marangoni effect with the normal value of the surface tension existing 

at interface since the hydrodynamic effect of interaction of both phases 

must consider all the forces which are present. In this way a dimensionless 

number was obtained satisfying the intuitive idea of stronger Marangoni 

effect on thin-films for systems with smaller surface tension. 

2. The stabilising-index defined by: 

M 	 dY = — dx (x x*) 

was used by Moens88  to analyse the surface renewal effects in a pool 

column. In this sense, the name given to the index is misleading since 

a positive value of the index is an indication of destabilising forces 

due to Marangoni effect, resulting in increasing surface renewal effects. 

However, it is interesting to note that the classification of 

systems according to the Marangoni effect, that is 

strongly positive for Tf > 0.01 

negative " Tf < -0.01 

weakly positive " 0 < Tf < 0.01 

tt 	negative " 0 > Tf > -0.01 

neutral for Tf = 0 
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according to the intensity of thin-film stabilising Marangoni effect 

agrees with the findings of Moens on the intensity of promoting or 

inhibition of surface renewal by Marangoni effect. In fact, Moens88  

found that the efficiency of a pool column remains unchanged, if the 

absolute value of the stabilising index > 0.15 dyn/cm, which was 

reported to be in agreement with the investigation of Ellis et a/.85. 

The efficiency increases if the stabilising index is raised from -0.15 

to +0.15 dynes/cm (see Figure 5.3). But as the values of surface tension 

were about 15 dynes/cm, the thin-film stabilising number, corresponding 

to M = 0.15 dynes/cm, was Tf = 0.01. If this agreement was not fortuitous 
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then a strongly positive system would be one giving strong stabilising 

effects on thin films and strong surface renewal effects on thick films. 

Similar conclusions could be applied to the other types of systems. 

However, this does not seem feasible, since: 

a) When the system is gas-phase controlled only thin-film 

Marangoni-induced phenomena can occur, and 

b) When the system is liquid-phase controlled only surface renewal 

Marangoni-induced phenomena can occur. For this reason it seems necessary 

to define two different criteria for the two different phenomena. The 

criterion for thin-film stabilisation based on (y* yi) and the 

criterion for surface renewal based on (Yi  - y) (in this case, Marangoni 

number seems to be preferred). 

In the experiments reported by Moens,88the number of transfer units 

of the liquid and of the gas phases were the same (= 0.3) and this can 

explain the reported coincidence of the criteria. 

5.3 Effect of Mass Transfer on Transition 

The results reported in section 4.4 for the transition froth-spray 

confirm that the gas velocity necessary for transition was about 25% 

smaller for strongly negative systems than for the other systems. 

According to the adopted definition of transition, this means that 

kinetic energy of gas necessary to break up the liquid and produce 

dispersed droplets is smaller for such systems. Consider, for instance, 

the "necking" stage" in drop formation just prior to its detachment. 

According to what was said in the previous section about thin-film 

Marangoni phenomena, in the case of strongly negative systems, thin-films 

are destabilised and the break-up takes place under conditions that other-

wise would not occur. On the other hand it would be expected that the 
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thin-film stabilising effect of strongly positive systems would be 

sufficient for the transition to take place at higher gas velocity 

than that necessary for weakly negative or positive systems. However, 

such effect is within the experimental errors and was not observed. 
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5.4 Factors affecting the dispersion density profiles  

For a better understanding of the effect of several of the variables 

affecting the dispersion density profiles, a very simplified physical 

model will be presented here of the phenomena arising in the spray 

regime close to the hole. 

For this purpose, imagine a vertical tube (Figure 5.4) open at the 

top and provided with a centrally located hole at the bottom. Let the 

ratio of the area of the hole to the internal cross-sectional area of 

the tube be equal to the fractional free area of the plate which the 

model is supposed to represent. Liquid is supplied from the circumference 

of the base of the tube and gas flows vertically through the hole. In 

Figure 5.4 the liquid present at different cross-sections is represented 

as a wall layer to represent the dispersion density profile and also the 

liquid-free section for gas flow. 

From the homogeneous free jet theory,119 velocity profiles can be 

deduced and a conical section defined to locate the boundaries of the 

jet, outside of which recirculation occurs. Entrainment by the jet, 

calculated as the amount entering this conical section by the sucking 

action of the jet, is proportional to the gas velocity, the hole area 

and the length of the jet deduced from a small initial length where 

entrainment does not occur. 

The analysis of the stability of the gas-liquid interface of 

subsonic gas jets submerged in a liquid120  has been done using linearized 

potential flow theory. The mechanism of liquid-drop entrainment at the 

surface of the gas jet is governed by the Kelvin-Helmoltz instability of 

the gas-liquid interface. The analysis showed that the pressure perturba-

tion exerted by the gas phase on the liquid layer at the gas liquid inter-

face was in phase with the wave amplitude. The energy was transferred to 
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the liquid layer predominantly through a "lift" component or by 

sucking in at the wave crests and pushing out at the wave troughs. 

The entrainment was also proportional to the gas velocity and effective 

length of jet.121  

The results obtained for the dispersion density profiles will now 

be discussed with reference to the proposed model. 

An increase in the amount of liquid fed to each hole, increases the 

amount of liquid in contact with the gas and thus the entrainment of 

liquid, explaining the effect of liquid cross-flow rate (Figures 4.9-4.11). 

An increase in the gas flow-rate at constant liquid cross-flow 

increases the sucking effect (Lp F
s
2
) and thus the entrainment. 

However, this results in a decrease of the amount of liquid at lower 

levels in favour of the liquid fragmented and entrained (Figures 4.12-4.15). 

Since entrainment is possible only after break-up of the liquid, 

an increase in surface tension makes entrainment more difficult with 

consequent increase of the amount of liquid at low levels (due to the 

lack of entrainment) and decrease at higher levels (Figures 4.16-4.17). 

The effect of increase in the gas flow rate in the absence of a 

splash baffle is equivalent to a simultaneous decrease of liquid cross- 

flow rate by the effect of non-replenishment of the entrained liquid 

which is lost by being projected over the outlet weir (Figure 4.31). 

An increase in fractional free area decreases the height of the 

conical section with decrease of total entrainment, of height of projection 

of drops and with consequent concentration of liquid at lower level 

leading to an increase in maximum dispersion density (Figure 4.34). 

The effect of increase in hole diameter at constant fractional free 

area corresponds to scaling-up of all dimensions of the model tube shown 

in Figure 5.4. But at constant Fs  and Lv, different hydrodynamic conditions 

arise and a proper analysis becomes complicated. Let us assume, for instance, 
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that the diameter is doubled. The cross-sectional area thus increases 

four times but the liquid flow rate only twice. So the result will be 

affected by the relatively smaller liquid flow rate, with decrease of 

dispersion density at all levels and thus of maximum dispersion density. 

A decrease in height of the maximum in dispersion density would be 

expected, due to the relative lack of liquid (as in Figure 4.9). 

However, the height of the maximum dispersion density, x2, is more 

sensitive to liquid cross-flow for higher values of this parameter. 

Thus it may be possible that initially x2  decreases when the diameter is 

increased, but this effect will be overtaken by the influence of scale 

when substantial decrease in liquid flow rate no longer affects x2  

(Figure 4.35). 

5.5 Prediction of dispersion parameters in spray regime  

The hydrodynamic behaviour of the plate in the spray regime is 

affected by so many variables that, at present, any confident prediction 

is difficult unless comparison with existing results is possible. 

In chapter 4 it was proved that the hydrodynamic state of the plate 

in the spray regime could be defined by the value of five independent 

parameters. The dispersion density profiles allow the determination of 

three of them. Surface area profiles make it possible to determine the 

remaining two parameters and also to confirm one of those previously 

obtained. For the plate used in this work experimental results support 

the validity of equation (4.1) so that the remaining two parameters 

(A and B) are known and the state of the system can be fully identified. 

The parameters used for the computation of mass transfer are d , c and 
gm 

HD  (other than A and B). 
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Once parameter B is known, the standard deviation of the population 

of generated drops can he obtained from standard deviation of experimental 

profiles. From the available experimental results it seems that they 

depend mainly on ratio of actual gas velocity, as expressed by the 

Fs-factor, to the transition Fs
-factor. For negative or neutral systems 

6 is 0.36 ± 0.06 at transition, increasing approximately with power 1.5 

of Fs. For positive systems it increases only slightly with Fs and is 

usually in the range 0.45 ± 0.09. 

Hence, the standard deviation of population of generated drops can 

be predicted from 

a = 0.19 	)
.5 (Fs 1

st 
(8) 

where Fst 
is the Fs-factor for transition. 

Since usually Fs  < 1.5 Fst 
(entrainment is largely dependent on Fs), 

it seems that 0.19 < a < 0.35 for negative systems. For positive systems, 

it will be 

a = 0.24 ± 0.05 	 (9) 

Geometric mean diameters of populations of generated drops were 

calculated from parameters, which defined the dispersion density profiles, 

using equation (4.1) by 

d 
gm 	2 

exp(1.136a
FL

)(zgm
FL  ) 0.5376 

 

0.003587 (10 ) 
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and subsequently analysed. It was found that they depend mainly on the 

Fs-factor and on the fractional free area of the plate. An exponent 

of 0.56 on Af suitably accounted for variation in plate geometry. 

Hence, from Figure 5.5: 

d 	= 6 x 10
-3 

(10 Af)
0.56 

F
s
-2 

gm 

The applicability of equation (4.1) for the condition of 

Pinczewski's results was not checked and is questionable since geometric 

mean diameters predicted seem to be too small. However, parameter z 
gm 

can be calculated instead, since it does not depend on projection 

velocity. 

It is worth noting that Fane's experimental conditions were very 

different from those used in the present work as far as physical 

properties of the systems were concerned. Thus, surface tension in his 

work was 

0.013 < y < 0.020 Nm-1  

while in present experiments 

0.055 < y < 0.072 Nm-1  

Since surface tension is roughly four times higher in the present 

experiments than in Fane's work, it was to be expected that significantly 

larger drops would be formed with the system air-water than with Fane's 

systems. This prediction will be examined with the help of possible 

applicable theories. 
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Once gas flow is turbulent, it seems reasonable to apply 

Kolmogorov's turbulence theory to the fragmentation of liquid by 

turbulent gas stream. Using the equation obtained by Levich:122  

L d cc 	F 0.4 (PG )0.4 0.6 	-1.2 
y  

Cr 	PL 

the following can be deduced: 

a) drop diameters predicted for system air-water should be 40% higher 

than drop diameters predicted for Fane's systems A, B and C at equal 

Fs-factor values. 

b) drop diameters in system A should be independent of composition. 

c) drop diameters in the negative system B should increase by about 

11% when x changes from 0 to 1 (experimental results show an increase of 

16%). 

d) drop diameter in the positive system C should decrease by 8% 

when x changes from 0 to 1 (experimental results show a decrease of 10%). 

If the expression for prediction of drop sizes in venturi atomizers 

is used,123  the predicted drop diameters for the system air/water should 

be 20% higher than those predicted for systems A, B.and C (these being 

approximately equal). 

Finally, if the expression deduced from the theory for twin fluid 

atomizers124  is used instead, predicted diameters for the system air-

water will be only 4 to 6% higher than those predicted for systems B 

and C. For system A the predicted diameters will be about 2% higher 

than those for systems B and C. 

The dependence of drop size on gas velocity given by all three 

theories is similar (dgm  cc Fs
-1 to -1.27

) and is close to the experimen-

tally obtained relation for the negative system B and for the results of 

(12) 
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present work. If this dependence is confirmed, predicted diameters 

for Pinczewski's experimental conditions should be higher than those 

given by eq. (11) and consequently also projection velocity of drops. 

Comparison of diameters calculated from a simplified model with 

those obtained by the "exact" model used by Fane and Sawistowski show 

a systematic deviation around 10% as seen in Figure 5.6. 

The last parameter which needs to be predicted can be the maximum 

value of liquid dispersion density, xl. In spray regime xl  is 

proportional to Fs
-2
. The effect of fractional free area can be taken 

into account (see Figure 4.34) by the factor Af
0.31

. The effect of hole 

diameter obtained from Figure 4.35 is represented by xl  « d'0.37. 

Adjusting Pinczewski's data to apply to conditions of dh  = 3.17 mm, 

and Af = 0.10 and all available results to Fs = 2 kg
1/2 

m
1/2 

s
-1 

by 

the previously mentioned relations, the effect of Lv  can be isolated. 

Hence from Figure 5.7 

x
1 = 0.17 + 0.07 log L 
	

(13) 

If the effect of Fs, Af and dh is taken into consideration then 

x1  = (0.17 + 0.07 log Lv) (I-2)771 
-2(

0.00317' 
dh 	-0.37

(10Af)
0.31 1 

 
(14) 

This expression predicts the experimental results obtained from 

Pinczewski's data and those obtained from the present work when a 

splash baffle was used. In the absence of the baffle it was found that 

a much larger liquid rate was necessary to reach similar dispersion 

density profiles. By an analogous process the derived value of xl  under 

the above mentioned conditions was only about 34% of that given by 



Fig. 5.7.- Effect of liquid cross-flow rate on maximum value of 

dispersion density. 

1 0 	0.5 
log L v  

1 1.5 -1.5 -0.5 

198 

•30 

.25 
X1  

.20 

.15 

.10 

.05 



199 

equation (14). If Fane's data are worked out in a similar way, xi  

is about 82% and about 97% of the value given by equation (14)' for 

the negative system B and positive system C respectively. 

The value of x1 corresponding to Fs = 2 kg
1/2 m-1/2 s-1, 

Lv  = 1 m
2 
h
1
, dh  = 3.17 mm and Af = 0.10, represented by <x1> and 

called normalised x1, is shown in Figure 5.8 as function of the thin-

film stabilising number. 

The difference between the values of <x
1
> obtained by Fane and 

those obtained in this work in the absence of the splash baffle are 

assumed to be due to the fact that smaller quantities of liquid are 

fragmented when surface tension is high. 

Conclusion: the normalised value of x1 is 

<x1> = 0.17 

<x
1
> = 0.05 

<x1> = 0.14 

<x 
 
l>  

= 0.165 
1 

for large plate used by Pinczewski, or small plate 

used in this work if a splash baffle is used and 

surface tension is about 0.055 -1• 0.072 Nm-1. 

for the small plate used in this work if a splash 

baffle is absent and surface tension is within 

0.055 	0.072 Nm-1  

for negative systems with surface tension 0.013 

0.020 Nm
-1 
 (no splash baffle). 

for positive systems with surface tension 

0.013 2,  0.020 Nm
-I 

(no splash baffle). 

The range of operating variables, physical properties and plate 

parameters used for these predictions are given in Table 5.1. 
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Fig. 5.8.- Effect of thin-film stabilising number on 

maximum value of dispersion density. 

Table 5.1 

Range of Operating Variables, Physical Properties and  

Plate Data 

Hole diameter, 
d
h 
(mm) 

Fractional free area, Af 

Fs-factor, kg
1/2 

m
-1/2 s-1 

Liquid flow-rate, Lv (m
2 
h
1) 

Surface tension, y(Nm 1) 

Gas density, pG  (kg m
3
) 

Liquid density, p (kg m
3) 

L 

3 - 19 

0.059 - 0.161 

1.48 - 3.16 

0.068 - 21 

0.013 - 0.072 

1.1 - 3.3 

620 - 1000 
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Chapter Six  

Conclusions  

Investigations carried out in this work were concerned either 

with the boundaries of the spray regime or with the spray regime 

itself. 

In connection with the delineation of the spray regime a 

definition of the froth-spray transition was introduced in Chapter 

Two and the different available methods used for transition determina-

tion were compared mutually and also in relation to that definition. 

It was concluded that if the criterion of transition for the light 

transmission technique was changed so that the transition was located 

at a point somewhere midway of the sudden increase in transmittivity 

and if the criterion of frequency of bridging was changed so that the 

transition was located at the point where bridging frequency starts 

to decrease rapidly, all transition results would be very similar and 

would comply approximately with the adopted definition based on the 

availability of interfacial area for mass transfer. 

The effect of mass transfer on transition was not very noticeable 

except that transition gas velocity for a strongly negative system was 

about 25% lower than for the other systems. 

Entrainment was found to be proportional to the power 9.1 of gas 

velocity, so that practical limits of gas velocity in the spray regime 

will be imposed by entrainment considerations. 

The free trajectory model of the spray regime was used to show 

that dispersion density profiles could be defined in terms of three 

parameters. Furthermore, these parameters could be related to the 

characteristics of the spray. 

The total number of independent variables necessary to define the 

hydrodynamic state in the spray regime was deduced and found to be 
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number five under the assumed conditions. Since only three can be 

obtained from dispersion density profiles, the remaining two need to 

be determined independently. For this purpose a light probe was used 

and the value of the remaining two parameters determined. In this way 

the validity of the expression used by Fane and Sawistowskil  for 

projection velocity of drops in spray regime could be confirmed. 

However, doubts exist about generalization of the use of this equation 

to plates of much larger hole diameters similar to those used by 

Pinczewski and Fe11.116  Drop diameters calculated from it for the 

latter case seem to be smaller than expected and theoretically predicted. 

Among the different factors affecting the behaviour of the plate, 

the influence of mass-transfer-induced Marangoni effect was studied. 

The phenomena arising from this effect were classified under two 

different headings: 

1. Surface renewal phenomena 

2. Thin-film phenomena 

The effect of the second type of phenomena was described in terms 

of a dimensionless number, Tf, defined by the ratio of the surface 

stabilising force to the surface tension force. It was proved to be 

more important for gas-phase controlled systems and to become equal 

to zero when liquid-phase controls the mass transfer process. On the 

other hand, surface renewal phenomena due to Marangoni effect are non-

existent for gas-phase controlled systems and are more important if 

the process is liquid-phase controlled. 

Independently of the type of mass transfer operation taken into 

consideration, the intensification of surface renewal phenomena or of 

thin-film stabilization is positive if surface (or interfacial) tension 

increases with contact time, in which case the system is called positive. 

If the opposite is true, the system is called negative. This definition 
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is in agreement with the classification usually employed in various 

mass transfer operations. A subdivision of the classification into 

weakly or strongly positive or negative systems, allowed for an 

improvement in differentiation of system behaviour. The adopted 

classification was as follows: 

strongly negative systems 	Tf < -0.01 

weakly negative systems 	-0.01 < Tf < 0 

weakly positive systems 	0 < Tf < 0.01 

strongly positive systems 	0.01 <. Tf 

Physical properties apart, the hydrodynamic behaviour of a plate 

depends on type of system. This effect is more important in froth 

and foam regimes, decreasing in general when the system approaches 

the froth-spray transition and some times reversing in spray regime. 

In relation to the effect of operating variables it is worth 

noting that: 

1) Increasing liquid rate increases the maximum value of dispersion 

density and the height of this maximum above plate floor, as well as the 

drop hold-up. The standard deviation of the dispersion density profile 

is almost unchanged by the liquid rate. 

2) Increasing gas flow rate decreases the maximum value of the 

dispersion density but increases the height of the maximum above plate 

floor. The standard deviation of the dispersion density profile and 

the hold-up of drops have a minimum at the froth-spray transition, 

increasing with gas flow rate in the spray regime. 
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LIST OF SYMBOLS 

A 	constant in eq. (4.7) 

Ac 	acceleration number (= (d/v2)(dv/dt)) 

AD 	
total area of drops per unit cross sectional area of column 

Af 	fractional free area of the plate 

a 	characteristic dimension (in section 2.1.4.2), or surface 

area of dispersion per unit volume, also called specific 

surface area. 

B constant in eq. (4.7) 

Bo 	Bond number (= gd2  AP/Y) ' 

Bs 	dimensionless number (= uschd  P/(gD3  PLFL)) 

b 	constant in eq. (2.1) 

Co 	
orifice coefficient 

cD 	drag coefficient 

D column diameter, or jet diameter in eq. (2.35), or diffusivity 

DE 	
effective diffusivity 

d volume average diameter of bubbles in eq. (2.16). 

dA 	
equivalent diameter of a monodispersed distribution giving the 

same surface area with the same number of generated drops. 

dgm 
	

geometric mean diameter 

d
h 	

hole diameter 

d
p 	

drop diameter 

Sauter mean diameter at height z. d
Sauter 
Disp Sauter mean diameter of dispersion on plate d
Sauter 

dv 	
equivalent diameter of a monodispersed distribution giving the 

same hold-up with the same number of generated drops 

Sauter mean diameter at height z. 
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E
M 	

Murphree plate efficiency based on gas phase 
v 

 

F 	objective function to be minimized 

FC 	correction factor for crossflow of liquid 

F
L 	

volumetric liquid fraction 

FL 	mean volumetric liquid fraction on plate 

F
L 	

volumetric liquid fraction at projection level 

Fr 	Froude number (= us
2
/(gHL)) 

Fs 	factor F (= usPG
1/2

) based on superficial velocity 

f 	body force per unit mass of fluid 

f (x) 	Gaussian distribution function 

(_x2/(2 2))).  (= 1/(aVTI) exp 	
,5 

 

g gravitational acceleration (9.81 m s
-2) 

H distance between plates 

HD 	hold-up of drops 

HL 	liquid hold-up 

hd 	mean dispersion height 

I 	intensity of radiation after absorption 

Io 	
incident intensity of radiation 

K constant in eq. (2.14), (2.16) or (2.17) 

KL(t) 	
instantaneous liquid-phase mass-transfer coefficient 

KG 	gas-phase mass-transfer coefficient 

OG 	overall mass-transfer coefficient based on the gas-phase 

L length of jet break-up, or characteristic dimension, or 

volumetric liquid flow-rate 

Lv 	volumetric liquid flow-rate per unit length of weir 

M 	value of the maximum in the profile, or stabilising-index 

m 	slope of the equilibrium line 



	

N 
	wave number (= 2nhd

/X), or cumulative number distributior 

function of generated drops 

	

NT 	maximum value of N 

	

NOG 	
number of overall gas-phase transfer units 

	

Np 	number of drops projected per unit time and unit 

area of plate 

P value of F
L 
or a 

	

p 	pressure 

	

PO 	
pressure at z = 0 

	

PH 	
pressure at z = H 

	

R 	dependent variable (eq. 3.5) 

	

Re 	Reynolds number (eq. 2.35, 2.39 and 2.40) 

	

Sc 	Schmidt number (= u/pD) 

	

ShG 	Sherwood number (KGdp/D) 

	

Su 	surface tension number (ydp
0  /p0 

2
) 

	

T 	period of motion 

* 

	

Tf 	thin-film stabilizing number (= (Y - y)/y) 
t time 	 1 1 

	

tb 	break-up time 

	

td 	dead time 

life time t
life 

	

uG 	gas velocity 

	

us 	
superficial gas velocity 

✓ upwards velocity of drop at level z. 

✓ velocity vector 

	

vA 	initial projection velocity of drop of size da  

✓ initial projection velocity of drop of size d 

	

P 	 P 

	

vR 	relative velocity 

	

V 	initial projection velocity of drop of size dv 

G0C:. 
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We 	Weber number (= Dpu2/y) 

Wet 	
Weber number at transition (= dp

G ut
2 
 /y) 

X 	molar ratio methanol/water in liquid phase 

x 	molar fraction in liquid-phase, or 

= ln(dp/dgm
) or 

= In (z/z ) 
gm 

x1 	value of the maximum dispersion density of the profile 

<x1> normalised value of x
1  (value of x1 for Fs = 2 kg

1/2 
m
-1/2 

_1 
' s 	Lv  =1m

2
h
-1

, d
h 
= 3.17 mm, Af = 0.1) 

x2 	height corresponding to xl  

x3 	standard deviation of profile 

y 	mole fraction in gas-phase 

z 	height above plate floor 

zgm 
	

maximum height reached by a drop of size d
gm 

zgm 	geometric mean height of specific surface area profile 

z
FL
gm 	

11 	" dispersion density profile 

z
P 

" any profile 
gm 

z
max 	maximum height reached by a drop of size d . 

y 	surface tension 

A 	angular deviation of an incident ray 

Op 	
= PL PG 

6 	gas void fraction 

11 	11 	 11 	for z = 0 O 

mean void fraction 

f 	liquid hold-up fraction in the films (eq. 2.17) 

6b 	 " the borders (eq. 2.17) 

wavelength 

fluid viscosity, or mass absorption coefficient (in chapter 3) 

p 
	

fluid density 
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Pm 	mean dispersion density 

a 	standard deviation of population of generated drops 

as 	standard deviation of specific surface area profile 

a
FL 	 " dispersion density profile 

a 	 " any profile 

Subscripts  

a 	specific surface area profile 

FL 	dispersion density profile 

G. 	gas phase 

i 	discontinuous phase or at interface 

i,j 	running indices 

1 	liquid phase 

o continuous phase 

Superscripts  

C 	calculated 

E experimental 

u for upwards movement 

at equilibrium conditions 
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APPENDIX I  

CALIBRATIONS  

Table 1.1.- Liquid rotameter - 2 plate column 

Table 1.2.- Gas rotameter - 2 plate column 

Fig. 1.1.- Liquid rotameter - 2 plate column. Correction 

for physical properties. 

Nomenclature  

P- liquid density (g/cm3) 

R- liquid viscosity (cpoise) 
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TABLE I . 1 

LIOUIC ROTAMETER - 2 PLATE COLUMN (m38-1106) 

.0 .1 .2 .3 • .5 .6 .7 	• .9 

0 1.859 1.899 1.938 1.978 	2.013 2. 058 2. C98 2.138 2.178 2. 218 
1 2.259 2.299 2.340 2.381 	2.422 2.433 2. 5 04 2.51+5 2. 586 2.128 
2 2.669 2.711 2.753 2.795 	2.837 2.879 2.921 2.963 9.006 3.741 
3 3.091. 3.134 3.177 3.220 	3.263 3.3)6 3.149 3.393 3.436 3.49 0 
4 3.524 3.568 3.612 3.656 	3.700 3.744 3.789 3.833 3.878 3.523 
5 3.967 4.012 4.058 4.103 	4.146 4.194 4.239 4.285 4. 3.10 4.375 
6 - 4.422 4.408 4.515 4.561 	4.607 4.654 4.701 4. 747 4.794 4. 841 Example: 
7 -4.889 4.935 4.983 5.030 	5.378 5.12r 5.173 5.221 5.269 5. '1 7 Reading i 	12..4 8 5.365 5.414 5.462 5.511 	5.559 5.608 5.657 5.%06 5.755 7.084 
9 5.853 5.903 5 .952 6. 802 	6. 852 6.112 6.152 6.20? 6. ?5 2 6.172 Liquid flow rate) 

10 6.353 6.403 6.454 6.504 	6. 555 6. 606 6.657 6.709 u. 760 6, 811 • 7,596 1136m5  a-1 
11 6.863 6.914 6.966 7.019 	7.071 7.122 7. 17 4 7.227 7. 275 7. 331 
12 7.384 7.437 7.490 7.543 	7.596 7.649 7. 702 7. 756 7. 809 7.163 
13 7.917 7.970 8.024 8.078 	8.133 8.137 8.241 8.296 8.350 9.405 
14 8.460 8.515 8.570 8.625 	8.680 8.736 1.791 8.847 8.903 13.959 
15 9.015 9.071 9.127 9.113 	9.211 9.216 9.153 9.409 9.466 9.6.7.1 
16 9.580 9.617 9.695 9.752 	9.819 9.867 9.025 0.983 10.041 10.499 
17 10.157 10.215 15.274 10. 332 	10.311 10.449 10.506 10.5'67 10.626 10.195 

- 18 10.745 10.804 10.864 10.923 	1.0. 903 11. 041 11. 103 11.163 11. 22 3 11. 283 
19 14.343 11.404 11.465 11.525 	11.536 11.647 11.708 11.769 11. 13 / 11.992 

- 20 11.953 12.015 12.077 12.139 	12.201 12.263 12.125 12.387 12.449 12.512 
21 12.574 12.637 12.710 12.763 	12.926 12.899 12.952 13.016 13.379 13.143 
22 13.206 13.270 13.334 13.398 	13.452 1.3.527 13.591 13.656 13.720 1 3. 785 
23 13.850 13.915 13.980 14. 045 	14. 110 14.1'5 14.241 14.306 14.372 14. 410 
24 44.504 14.570 14.636 14.707 	/4. 769 14.835 14.902 14.968 15.035 15.102 
25 15.169 15.236 15.304 15.371 	15.431 15.516 15.574 15.641 15.709 15.777 
26 15.846 15.914 15.982 16.051 	16.119 16.198 16.25/ 16.326 16.395 16.464 
27 16.533 16.602 16.172 16.741 	16. 811 16. 181 15. 951 17. 021 17.191 17. 16 1 
28 17.232 17.302 17.373 17.443 	17.514 17.515 17.656 17.727 17.748 17.170 
29 17.941 18.013 18.084 18.156 	18.228 18.3)0 18.372 18.444 19.517 18.599 

-- TABLE I.2 

AIR ROTAMETER - 2 PLATE COLUMN (ft3  min-1) 

.0 .1 .2 .3 	.4 .5 .7 .8 .3 

0 5.842 0.033 6.224 6. 4 14 6.604 6.794 6.983 7.172 7.361 7.550 
1 7.739 7.926 8.114 8.302 9.491 8.675 9.962 9,049 9.235 0.421 
2 9.606 9.791 9.976 10.161 10.345 10.529 10.713 10.897 11.181 11.263 
3 11. 446 11.628 11.813 11.992 47.174 12.155 17.536 12. 717 12. 997 13.^77 
4 13.257 13.437 13.616 13.795 13.974 14.1,2 14. 331 14.509 14.686 14. 03  
5 15.048 15.217 15.394 15.5 71 15.745 15.92? 11.1197 16.272 16.447 11.(21 
6 16.796 16.970  17.143 17,317 17.493 17.643 17.855 18.007 1,1.179 18.051 
7 18.523 18.694 11.565 19.035 19.206 19.375 19.545 19.715 13.994 23. 853 
8 20.22/ 20.391 20.558 20.726 20.993 21.060 21.227 21.394 21.560 2 1.726 
9 21.892 22.058 22.223 22.339 22.553 22.717 ?2. 911 73. 045 21. 209 23. 172 

10 23.535 21.697 23.860 24.022 24.184 24. 1.5  24.507 24.5$ a 24.329 24. 9.9 
11 25.149 25.309 25.469 25.621 25.717 25.946 2:1.104 26.267 2'..32^ 2E,.5, 
12 26.735 2.1 92 27.041 27.295 27.342 27,51. 7 ..-71 77.129 2/, 314 /.. 1" 
13 28.293 28.648 28.632 28.755 29.30') 29.052 21.715 29. 7 67 21.515 ?/. 6, 71 
14 29.823 23.975 30.126 30.277 30.477 30.578 30.770 30..77 31. 027 11.1, 1 
15 31.325 31.474 31.62? 11.770 31.919 32.065 32.712 32.359 12. 306 37.1.5 2 
16 32.799 32.944 33.090 33.235 33..130 33.525 33.669 33.013 13. 15 7 34.101 
17 34.241+ 14.317 14.330 34.672 34.514 34.156 35.198 35.239 35..580 3 5.521 
18 35.661 35.801 35.941 36.081 36.229 .36.359 313.498 36.1.37 36.775 30. 913 
19 37.059 37.139 37.325 37.462 17.599 37.734 3 7 .871 35.006 33.141 38.275 
20 38.411 38.146 38.680 38.814 38.949 39.041 31.214 39.347 31.480 33.612 
21 39.744 19.876 40.307  40.173 40.261 411.411 4 1.'7 3'I 40. 	.r15 10. 79 1 4 )."1 
22 41.049 41.171 41.11)5 41.435 41.553 41.630 41.11d 41.'345 47.372 62.10o 
23 42.325 42.651 47.577 42.703 42.8 79 42.51 3 4.3.079 43.702 43.326 43.450 
24 43.574 4 3.6 97 43.820 43.943 44.065 44.107 44.3 '19 44.631 44.'.62 44.t7 
25 44.794 44.014 45.031. 45.154 4 5.274 45.153 45.112 45.531 4 5.750 45. 
26 45.985 46.103 45.221 46.318 ....6.45s 46.571 46.697 41.80 46.'31 4 7.J' 4 
27 47.150 47.764 47.379 47.493 47.517 47.771 4 7.934 47.947 49. 06 n 46.173 
28 49.2195 49,377 4,3.509 48.1.23 48.732 49.943 $. 15.) 41, of .3 40,374 4'4.28.3 
29 49.39i 49.512 49.611 49.720 49.825 41.936 53.044 50.151 5.. 2'5 1 90.''4.6 
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APPENDIX II  

PHYSICAL PROPERTIES  

SYSTEM AQUEOUS METHANOL / AIR 

Fig.II.1.- Equilibrium curve for system aqueous methanol / 

air at 298 K and normal atmospheric pressure. 

Fig.II.2.- Surface tension of aqueous methanol solutions 

at 293, 303, and 323 K. 

Fig.II.3.- Density of aqueous methanol solutions at 298 K. 

Fig.II.4.- Viscosity of aqueous methanol solutions at 288 K. 

Fig.II.5.- Diffusivity of aqueous methanol solutions at 

288 K. 

CONTENTS  

1. Equilibrium data and vapour pressure data 

2. Liquid properties 

2.1. Surface tension 

2.2. Liquid density 

2.3. Liquid viscosity 

2.4. Diffusivity in liquid phase 

3. Gas properties 

3.1. Gas density 

3.2. Kinematic viscosity of air 

3.3. Gas diffusivity 

3.4. 
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APPENDIX II  

PHYSICAL PROPERTIES  

SYSTEM AQUEOUS METHANOL/AIR  

1. Equilibrium and vapour pressure data 

Available data for partial pressures of water and methanol 

over aqueous solutions of methanol between the temperatures 25 and 

62.5 °C were used126- 128  and correlated by the NRTL equation.129  

The summation of standard deviations of vapour molar fractions 

together with the standard relative deviations of vapour pressures 

was minimized, as suggested by Renon and Prausnitz.129  The 

minimization routine due to Powel1115  was employed. 

The NRTL equation is an equation for the molar excess of Gibbs 

energy, GE, of a binary mixture as a function of the mole fractions x1 

and x2 and the absolute temperature T: 

GE 	
T
21
G
21 	

T
12
G
12  

RT = xlx2 x
1 
+ 
x2G21 

x
2 
+ x

1
G
12 

(1) 

where: G
12 

= exp(- 
al2 T12)  

G21 = exp(-a12 T21) 

T12 = (g12 	g21)/RT  

T21 = (g21 	g12)/RT  

withg12 = g21  and, when 

G
E 

RT 

 

< 0.35, 

  

it can be assumed that a12 
= 0.30. 
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Fig,T1,1,- Equilibrium curve for system aqueous methanol. / air at 298 K 

and normal atmospheric pressure, 



(2) 

T
12 

exp(-a 	T  12 12) 	
T
21 

exp(-2a
12 

T
21
) 

2 

In Y1 
= x22 

exp(-a
12 

T
12
) 	x

2
I2 [x1 + x2 

exp(-a 	T21)] 12 21 
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Equation (1) contains two temperature-dependent parameters, 

(g12 	g22)  
and 

(g21 g11), in addition to a nonrandomness parameter, 

which is supposed to be independent of temperature. As suggested al2' 

by Renon and Prausnitz, (a
21 	g11) 	(g12 

and 	g22) were supposed to — -  

be linear functions of temperature. By differentiation of equation 

(1), the activity coefficients yi  and 12  can be obtained: 

In Y2 = x1 

(3) 

The data correlated by the NRTL equation need not be tested 

for consistency, since that equation is a solution of the Gibbs-

Duhem equation. 

The vapour pressures of the pure components, water and methanol, 

were estimated by the empirical expressionl" 

log p = -A/Tr  + B 	exp[-20(Tr  b)2] 	(4) 

where: 

p is the vapour pressure, in mm Hg, 

Tr  is the reduced temperature, T/Tc, 

T is the actual temperature, and 

Tc is the critical temperature. 

T
12 

exp(-2a
12 

T
12
) 	T

21 	
exp(-a

12 
T
21 

1  
exp(-

a12 T12) 4*  X24
2 
	(x1  + x2  exp(-an  T 
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Nethanol mole fraction, x 

Surface tension of aqueous methanol solutions at ;'95,  505 

and 515 K. 
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For water: 

A = 3.1423 

B = 8.3610 Tc = 647.3 K 

b = 0.163 

For methanol: 

A = 3.5876 

B = 8.3642 Tc = 513.2 K 

b = 0.243 

2. Liquid properties  

2.1 Surface tension  

Surface tension for the system methanol/water at 293, 303 and 

323 K is plotted in Figure 11.2. 

When only the surface tensions of the pure components are known, 

the following interpolation expression132  was suggested for low 

pressures and quick evaluation 

1
X
1 

X
2 = 	-.-- 

11 12 

where y is the surface tension of the solution, and x1, x2 
are the 

molar fractions of components 1 and 2, respectively. 

Hence, the inverse of the surface tension would be a linear 

function of composition. This is not exactly true for the present 

system but can be useful for purposes of temperature interpolation. 

The effect of temperature on surface tension of pure component, 

i, can be expressed by: 

(5) 
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Fig,II3 4- Density of aqueous methanol solutions at 298 K 
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i Y.ref 	1 	1 
= exp[Bi(T;  - Tref

)] 

where the subscript i refers to the pure component i and Bi  is 

constant over a limited range of temperatures. The subscript ref 

refers to the reference temperature. Usually the temperature effect 

is not large. Thus, equation (5) and (6) can be assumed to apply for 

temperature correction at any composition. Thus: 

x
1 

-ref 77.TJF 	1 	1 

	

exp[Bi(T 	Tref
)] + 

x
1 	

x
2  

Y lref Y2ref 

x2  

Y2ref 	1 	1 
x1 	

x
2 

 exp[B2(T T
ref 

ilref Y2ref 

(7) 

2.2 Liquid density  

Density of methanol-water solutions at 298 K133  is plotted in 

Figure 11.3. 

2.3 Liquid viscosity  

Viscosity of methanol-water solutions at 288 K134  is shown in 

Figure 11.4. 

2.4 Diffusivity in liquid phase  

Diffusivity of methanol-water solutions at 288 K134  is plotted 

in Figure 11.5. 

(6) 
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3. 	Gas properties  

3.1 Gas density  

Gas density can be calculated from the ideal gas law. 

3.2 Kinematic viscosity of air  

Kinematic viscosity of air for the temperature range of 273 to 373 K 

is given approxiMetelY by 

 v
air = 0.15 	

1.7 
293 	(cm

2 
 s-1) 

3.3 Gas diffusivity  

Diffusivity of methanol in air at 298 K is given by:135  

= 0.162 cm
2 
atm s

-1
, 

where P is the atmospheric pressure (in atm.). 
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APPENDIX III  

DISPERSION DENSITY DATA AND DERIVED RESULTS  

Table III.1.- Dispersion density data for system aqueous 

methanol / air (experimental conditions in 

Table 111.2). 

Table 111.2.- Dispersion density parameters and calculated 

values of drops hold-up and size for system 

aqueous methanol / air. 

Table 111.3.- Dispersion density parameters and calculated 

values of drops hold-up and size for Fane's 

data with the system A (benzene / cyclohexane) 

at total reflux. 

Table 111.4.- Idem for system B (benzene / n-heptane). 

Table 111.5.- Idem for system C (n-heptane / toluene). 

Table 111.6.- Dispersion density parameters and calculated 

values of drops hold-up and size for 

Pinczewski's data with system air / water. 

Figs III.1 to 111.58 - Dispersion density profiles and the 

fitting curves. 

Nomenclature  

Af 	fractional free area of plate 

CR 	counting rate 

dgm 	geometric mean diameter of population of projected 

drops (mm) 

dh 	hole diameter (inch) 

F 	summation of squares of deviations between experi- 

mental and calculated dispersion densities 
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Fs 	Fs-factor 

HD 	drops hold-up (cm) 

INIT. COUNTING - counting rate in absence of liquid 

LEVEL Level reading (cm).Plate.floor at reading of 60.69 

Lv 	liquid cross flow rate per weir length. 

Tf 	Thin-film stabilising number 

x1 	maximum value of dispersion density 

x2 	height above plate floor of point of maximum 

dispersion density 

x
3 	standard deviation of dispersion density profile 

X 	surface tension (Nm-1) 



TABLE III.1 

DISPERSION DENSITY DATA 

SYSTEM AQUEOUS METHANOL / AIR 

EXP. 

60.60 
61.20 
61.81 
62.40 
63.00 
63.60 
64.40 

1 	Di.TA POINTS 	(LEVE1 9CR) 	INIT. 	COUNTING= 	238 	PO 

	

12.04 	60.71 	-6.29 	60.81 	89.77 	60.90 	122.44 	61.00 

	

172.00 	61.30 	179.03 	61.40 	162.35 	61,50 	15.57 	61,60 

	

192.71 	61.1 	1,,3.39 	69.00 	19.29 	1n4.47 	62.20 

	

200.21 	62.0 	2n0.29 	62.61 	902.4s 	6',.70 	201.48 	62.80 

	

211.4-; 	(3.111 	216.';14 	67..21 	214.3f' 	67.30 	218,33 	63.42 

	

224.86 	66.71 	2>5.22 	63.80 	226.16 	6'..90 	64.01 
232.g1 

141.29 
191,10 
1,)8,11 
207,25 
90.54 
229„:)0 

61.10 
61.70 
62.30 
62,90 
63.50 
64.20 

i59.7A 
188.89 
199.77 
11.30 

;-22.17 
730.80 

EXP. 2 	0,,11. 	POINTS 	(LEVfl ,CR) 	INIT. 	COUNTING= 	235 	00 

60.61 1 4.48 	60.10 	1:2.5 	60.80 	82.33 	6r.90 	121.93 	61.00 139.93 61.10 156.97 
61.20 17/1.1f; 	E1.30 	1-,9.79 	61.40 	1.30 	61.51 	1q5.84 	61.61 140.12 61.71 192.17 
61.81 13.4?1 	.91 	1(3.8 	62.00 	1911.32 	6:''.11 	194.17 	62.20 ]44.73 62.40 196.23 
62.50 1(7c.99 	202.01 	67.81 	20(...14 	63.00 	214.40 	63.20 215.60 63.40 922.63 
63.60 224.96 	63.80 	64.00 	930.40 	64.10 	272.56 	64.20 229.74 64.30 230.12 
64.40 230.1) 

EXP. 3 	r). T/, 	PO1NIS 	ILEVn ICR1 	INIT. 	COUNTING= 	234 	30 

60.60 1:.29 	4r.1.82 	8A.28 	6O.90 	115.72 	61.00 134.6.1 61.10 160.42 
61.20 172.23 	61.50 	1r2.h7 	61.40 	1Pf;.41 	61.r2 1i7t8.69 61.72 191,82 
61.8n 12,91 	61.vn 	1, 2.(01 	69.00 	197.119 	6:'.10 	1'42.28 	62.20 190,74 62.40 198.51 
62.62 205.3n 	68,0 	27.119 	62.90 	204.87 	610 	214.47 	63.30 219,51 63,51 622.62 
63.76 223.6,,: 	6q,12 	61-.30 	2..42.36 	64.!'“I 



EXP. 

60.60 
61.20 
61.e0 
62.51 
63.70 
65.10 

4 	DATA POINTS 	(LEVEL,CR) 	INIT. 	COUNTING= 235.20 

	

11.28 	6(1.72 	F,3.71 	6n.8n 	79.48 	6&.91 	172.50 	61.00 

	

17,58 	61,50 	10.00 	61.40 	192.19 	61.50 	1q6.92 	61,60 

	

20C.00 	61.92 	2112.45 	62.01 	204.02 	62.10 	207.12 	62.22 

	

21.2.5 	62,72 	2.18.16 	62.91 	220.::9 	223.71 	63.32 

	

226.93 	E3.90 	226.59 	64.10 	22r.00 	614.30 	2'5.94 	64 	U 

	

229.00 	65.6d 	229.57 	66.00 	22r1.9 	67.00 	231.53 

147.99 
197.81 
206.90 
223.31 
227.80 

61.10 
61.70 
62.35 
63.50 
64.80 

164.11 
397.95 
213.80 
223.04 
228.09 

7XP. 5 	(),.TA 	POiNTS 	(LEVFMCR) 	INIT. 	COUNTING= 	234.50 

60.59 10,0 	60.70 	03.?-'0 	61!.80 	77.93 	6.1.90 	114.17 	61,0C 137.68 61.10 1.58,37 
61.20 17/1.0 	61.30 	1m4.48 	61.40 	187.15 	61.52 	1'14.04 	61,71 1;49.13 61.90 195.63 
62.10 193.75 	62.60 	1c2.60 	62.50 	193.40 	62.70 	194.92 	62.q0 200.76 63.10 201.97 
63.40 20/.56 	6.00 	212.71 	6.80 	218.13 	64.00 	221.93 	64,20 224.57 64.70 :,26.75 
65.00 22.71 	227.72 	6.=.02 	232.00 	6(.50 	231.63 

=XP. 6 	0,JA 	I- U:1 	(LEVF1 *CR) 	INIT. 	COUNTING= 	234 	GO 

60.60 10.0 	60.69 	39.43 	60.81 	84.78 	6''.90 	112.68 	61 .04 150.49 61.10 159.96 
61.21 177.47 	61.65 	1p4.ri0 	61.50 	187.06 	61.70 	192.34 	61 _90 191.90 62.00 192.70 
62.15 19i.50 	62.20 	1,9.5F 	6.30 	193.73 	62.50 	11.81 	62. 70 191.89 62.75 192.13 
62.50 19/.11 	6.91 	63.20 	1qq.91 	61.52 	206.51 	64. On 216.52 64.50 '2'24.71 
65.00 22'L..54 	28.50 



EXP. 	11 0,1TA 	POrNTS 	(LEVFLICR) 	INIT. 	COUNTING= 230.00 

60.60 F.60 60.73 42.80 60.91 110.25 61.00 132.79 	61.20 168.96 61.45 184.67 
61.59 1814.91 61.76 12.24 61.80 189.89 61.93 190.57 	62.02 191,90 62,17 190,73 
62.2P 190.71 62.40 1=41.83 60.50 16c).98 6?.60 188.68 62,70 190,39 62.80 192.09 
62.92 192.39 63.03 1(:,5.82 63.20 196.82 63.45 202.13 	63.70 207,76 63.93 210.43 
64.20 213.37 64.50 216.75 64.80 222.00 607 224.82 	65.50 225.91 66.00 226.60 
67.08 226.22 67.5u 227.60 

EXP. 	12 n"Ti 	POINTS 	(LEVEt ,CIR) 	INIT. 	COUNTING= 	221 	87 

60.60 7.42 60.71 72.38 60.82 79.25 60,91 119.35 	61 	02 146.44 61.15 168.61 
61.27 176.26 61.67 1k7.13 61.50 194.36 61.62 193.51 	61.71 199.74 61.82 197.74 
61.99 200.08 62.11 16.43 6'.24 19P.11 62.37 195.66 62 50 196.67 62.61 195.50 
62.73 199.29 6.90 1,9.38 63.05 198.36 65.23 201.81 	63.40 202.87 63.60 204.30 
65.71 202.52 63.90 2r5.34 64.10 209,97 64.14 209,94 64 	28 211.60 64.30 211.09 
64.70 212.92 E5.05 216.44 6c.55 217.94 6''.80 217.44 	66.10 217.52 66.40 =17.44 
66.80 21'.64 67.10 218.12 67.40 218.74 67.70 217.49 	68 	VO 219.81 68.38 216.59 
68.80 220.14 69.10 215.67 6n.60 219.86 71`.00 217.83 	70 	41) 218.78 71.10 218.64 
72.11 22r.02 

EXP. 	13 . 	[),,TI1 	POINTS 	(LEVEL,CR) 	INIT. 	COUNTING= 	228.40 

60.60 F.y4 60.71 -A4.3 60.82 107.02 61.00 198.35 	61.18 215.77 61.40 219.24 
61.6n 221.92 E1.80 222.28 62.00 221,53 62.20 222.71 	62,50 222.20 62.80 224.94 
63.1n 22.09  221.97 64.00 222.79 64.50 2"-73,06 	65.00 225.53 65.50 224.43 
66.00 220.94 66.50 226.39 67.00 223.24 67.50 224.00 	68.00 222.77 68.50 222.36 
69.00 227.26 69.50 225.33 70.00 224.67 7).00 222.71 	72.00 224.22 73.00 224.37 
74.00 224.84 75.00 2;9.53 7f;.00 22c;.32 77.00 227.01 



EXP. 	14 DATA POINTS 	(LEVELICR) 	INIT. 	COUNTING= 228.00 

60.60 '7.54 6.0.70 70.05 60.80 59.37 60.90 96.57 	61.00 133.78 61.19 165.45 
61.30 176.16 61.40 1n2.52 61.60 199.17 61.70 1x.7.12 	61.90 189.99 62.10 189,04 
62.3n 10.26 '.50 11,,8.61, 62.70 191.23 67,.00 195.46 63.20 196.43 63.40 199.07 
63.60 205.64 66.0u 2.'6.91 64.00 212.97 64.50 2:-1.59 	65.00 220.60 65.50 220.33 
66.0n 223.42 F6.50 225.(48 67.10 225.93 67,50 226,34 	6800 225.82 68.50 ',26.01 
69.00 226.01 69.50 2;6.10 70.00 70.50 2;7.09 	71 	ro 2',5.38 71.50 :'25.32 
72.00 225.95 72.50 227.01 

EXP. 	15 OTA POINTS 	(LEM .CR) 	INIT. 	COUNTING= 228 04 

60.60 7,14 6C,70 8. 	5 60.8n 63.01 6".90 109.53 61.00 135.79 61.20 173.79 
61.3n 183.09 61.50 1r0.00 61.70 194,18 61.90 200.77 	62.00 196.84 62.10 199.30 
62.20 190.97 62.30 202.95 62.40 200,56 62.50 201.73 	62.60 203.13 62,70 204.11.  
62.80 203.07 62.90 21, 3.56 63.00 204.65 63.10 205.88 	63.30 2r15,52 63.50 205.15 
63.70 20.2,P. 63.90 213.19 44.1n 21,08 64.30 217,46 64 50 233.42 65.00 021,98 
65.50 21F.47 6b.00 221.1-3 6A.50 223.20 61.00 221.72 	67.50 225.47 68.00 723.09 
69.00 223.22 70.00 227.94 71.00 224.60 73.00 227.28 

EXP. 	16 mITA 	POINTS 	(1.FVFi 'CR) 	INIT. 	COUNTING= 	224 	45 

60.70 27.4 60.80 67.95 60.90 93.17 61.00 119.29 	61,10 136.34 61.20 155.09 
61.30 16.'2 61.45 1,5.60 61.60 181.52 61.70 182.21 	61.85 184.62 62.00 184.18 
62,15 102.- n 62.60 1P2.',1 62.50 182.29 62.51 183.94 	62.65 164.69 62.80 181.98 
62.50 1A:=.'7 63.00 1'41.38 63.10 16P.53 63.20 191.53 	63.30 197.21 63.40 196.67 
63.50 1.0 63.60 1c-9.29 63.70 207.24 205.73 	6410 210.58 64.30 213.64 
64.50 21 2.!0  64.80 20.98 65.10 217.72 61,:.50 220.59 	66.00 220.85 67.00 ::,23.05 



EXP. 	17 

60.70 
61.30 
61.90 

63.10 
6:3.70 
64.40 

IWNI POINTS 	(LEVEL ,CR) 	INIT. 	COUNTING= 221.50 

	

2.14 	'.0.32 	611,9n 	94.94 	61.00 	119.34 	61_10 

	

156,01 	El.qo 	1:=7.01 	61.50 	177.10 	61.60 	178.64 	61.7U 

	

179.32 	6.2.00 	179.31 	62.10 	179.72 	62.20 	181.15 	62.30 

	

1e1.58 	62.bo 	62.70 	183.95 	62.80 	165.17 	62.90 

	

190,21 	63.2U 	1=0.28 	63.30 	194.13 	63.40 	193.71 	63 	50 

	

203.07 	6.80 	205.07 	63.90 	209.38 	64.00 	206.75 	64.10 

	

211.28 	64.60 	215.22 

132.42 
177.80 
178.84 
186.80 
198.40 
2-08.60 

61.20 
61.80 
62.40 
63.00 
63.60 
64.20 

151.52 
179.00 
182.81 
189.37 
199.10 
21.2.38 

EXP. 	16 D. TO 	POINIS 	(LFVFi .CR) 	INIT. 	COUNTING= 	221.43 

60.70 36.34 .t-30 c5.35 60.90 104 61.02 129.50 	61 	11 141.07 61.20 153.69 
61.30 163.52 1-1.40 1c7.10 61.50 171.70 61,60 174.62 	61.70 175.74 61.80 177.11 
61.90 3.71,0m 62.01 177.31 62.20 177.05 62.40 180.19 	62 	50 180.92 62.60 181,09 
62.7n 183.24 62.80 1, 5.12 62.90 189.12 6.00 106.86 	63.20 1e8.61 63.40 192.24 
63.6n 17.08 2f 0.7u 64.00 204,70 64.20 208.27 64 	40 210.05 64.60 209.98 
64.80 212.47 E5.Uu 217.41 

EXP. 	19 D , TA 	PUINTS 	(LEVE1 .CR) COUNTING= 222,60 

60.7n 27.63 60.61 71.66 60.90 110.10 61.02 140.71 	61.13 159.06 61.21 171.37 
61,30 17.12 61.41 105.55 61,50 184,27 61.60 185.25 	61.70 186.30 61,80 185.49 
61.90 182.93 62.01 1;:2.,=,4 62.11 184.91 62..20 186.65 	62.35 187.58 62.50 182.32 
62.69 189.46 62.80 100.9 62.95 192,23  63.11 195.11 	63.26 196.14 63.40 195.91 
63.55 200.95 63.70 204.48 63.85 703.;:.? 64-.00 207,28 	64.15 207.89 64.30 . 10.05 
64.49 212,131 64.60 212.26 64.75 213.48 64.90 212.75 	65.05 234.93 65.20 218.27 



EXP. 	PO 

60.60 
61.20 
62.00 
63.05 
64.20 

DiJA POrNiS 	(LEVFL.CR) 	INIT. 	COUNTING= 220 42 

	

8.1,1) 	60.70 	70.42 	611.8n 	63.05 	60.90. 101.05 	61.00 

	

149.18 	61.30 	1r1.43 	61.40 	163,59.61.55 	173.78 	61,70 

	

172.53 	62.17 	171.:;7 	62.40 	170.87 	62.60 	178.77 	62,76 

	

178.66 	(-6.26 	1c.1.75 	A.40 	19q.19 	4!6.89 	63,80 

	

198.98 	64.40 	210.04 	64,60 	215.94 	6b.80 	215.10 	65_0') 

122.01 
1E8,69 
170.9 
201.45 
217.25 

61.10 
61.85 
62.90 
64.00 

137.70 
170,06 
771.06 
T'01.19 

EXP. 	21 0,fri', 	POINTS 	(LEVEA .CR1 	INIT. 	COUNTING= 	223 	6b 

60.71 34.47 60.80 E-5. 03 60.90 102.88 61.00 125.92 61.10 140.03 61.20 153.4'1 
61.30 159.61 61.41J 1,6.11 61.50 170.83 61.60 172.78 61.70 173.98 61.85 175.73 
62.0n 177.32 62.1'-) 177.49 62.30 1711.4? 62.45 1H1.37 62.60 10.97 62.75 183.68 
62.'30 185.62 6,10 6.30 194.22 64.50 47.87 63.70 202.48 63.90 208.51 
64.10 212.80 (4.30 216.03 64.50 220,06 64.70 218.49 64,90 220.41 65.10 21.8.81 
6h.30 220,04 (,(..00 221.73 

EXP. 	22 OhTA 	POtNIS 	(UAW; 'CR) 	INIT. 	COUNTING= 223.14 

60.69 26.99 60.80 72.1 60.90 102.32 61.00 131.17 61.10 145.28 61.20 150.83 
61.30 15P.18 61.40 1c3.63 61.50 170.86 61 .60 171.32 61.70 173.19 61.80 172.87 
61.90 17q.58 62.10 174.44 62.30 179.72 62.45 179.74 62.60 13.12 62.75 182.85 
62.90 18.=.08 63.10 1c.0.F5 63.25 194.57 63.40 196.79 63.55 199.76 63.70 203.09 
63.85 201.32 64.00 2c8.21 64.15 209.86 64.35 213.58 64 	50 217.73 64,70 219,68 



EXP. 	23 DATA POINTS 	tLEVri ICR) 	INIT. 	COUNTING= 221.23 

60.70 30..7 60.80 61.33 60.90 96.33 61.00 119.94 	61.10 142.77 61.20 157.22 
61.30 165.2.4 61.4U 172.35 61.50 173.96 61,60 176.79 61.70 174.44 61.85 178.58 
62.00 175,75 62.13 177.13 62.30 177.63 62.45 175.62 62.60 177.49 62,75 179.11 
62.50 161.87 63.U5 1,-13.65 63.20 186,39 63.35 1-12..30 	63.50 193.83 63.67 196.52 
63.80 202.54 63.97 20.4.49 64.10 2nci.28 64.26 207.99 64.40 210.29 64.55 209.85 
64.70 212.54 64.8b 212.84 65.00 214.60 65.40 215.00 

EXP. 	24 Di,TA 	PO1N7S 	(LEVF1 ,CR) 	INIT. 	COUNTING= 21871 

60.70 31.33 60.80 (5.",2 60.90 101.40 61.00 18,93 	61,10 148.27 61.20 161.72 
61.30 171 .53 61.40 178.18 61.50 177,9h 61.60 180.67 	61.70 160.39 61.85 185,24 
62.00 162.00 62.15 164.46 62.30 160.63 62.47 182.78 	62.60 180.31 62.75 184.2d.  
62.90 185.52 63.U. 1p7.21 63.20 167.94 63.35 1,12.55 	63.50 195.60 63.65 197.87 
63.80 20r.01 63,(/') 2x•2.75 64.10 204.68 64.25 2118.48 	64.40 207.10 64.55 207.74 
64.70 211.02 E4.&1  212.16 65.00 211.92 65.20 215.55 	65.40 215.98 

EXP. 	25 DLJA POINTS 	(LEM 'CR) 	INIT. 	COUNTING= 218.71 

60.70 31.50 60.80 66.60 60.90 106.88 61.00 140.52 	61.10 156.15 61.20 166.59 
61.30 173.90 61.40 100.03 61.50 184.75 61.60 186.26 61.70 186.06 61.85 187.49 
62.00 184,-76 62.1n 16.34 62.30 189.75 62.45 187,58 	62,60 186,60 62.75 189,35 
62.50 189.85 63.07 1';:, 1.t.9 63.20 193.73 63,35 192,57 	63.50 196.04 63.65 195.97 
63.80 199.17 211.93 64.10 202.61 64,25 204.85 	64.40 2(14.31 64.'60 205.71 
64.70 209.25 64.85 210,98 65.00 208.88 6`'..20 209.52 	65_40.210.43 



_XP. 	32 

60.61 
61.20 
61.8n 
62.70 
63.90 
65.10 

DATA POINTS 	(LEW', ,CR1 	INIT. 	COUNTING= 

	

0.68 	(0.70 	:--7.27 	60.80 	64.20 	60.90 	101.62 

	

162.52 	F1.30 	176.08 	61.41 	16,8,94 	61.50 	172.14 

	

176,89 	(1.90 	178.16 	62.00 	189.42 	62.10 	187.26 

	

190.42 	62.90 	1r9.29 	63.10 	189.00 	63.30 	191.26 

	

200.48 	64.10 	1c1.83 	64.30 	193.60 	68.50 	194.97 

	

201.54 	6.30 	206.27 	65.50 	198.83 	61.70 	2(0.47 

220 55 

61,nn 
61.60 
62.30 
63.50 
64.70 
65.90 

131.27 
171.05 
189.76 
195.97 
197.91 
215.71 

61.10 
61.70 
62.50 
63.70 
64,90 

154.64 
175.41 
188.23 
197.36 
197.21 

EXP. 	33 DAT/S 	POINTS 	(LEVEI 'CR) 	INIT. 	COUNTING= 	273.00 

6t).71 35 60.00 75.75 6n.9n 128.99 61.00 1-8.96 61.10 187.83 61.20 198.71 
61.30 211.58 61.411 218.'-)0 61.50 271.31 61.60 2--;0.62 61.70 227.47 61.82 232.38 
62.00 229.61 62.20 2=7.34 6').4n 229.06 62.60 228.14 62 60 234,37 63.00 234.23 
63.20 230.42 63.40 2/44.74 63.60 247.24 6,4 .80 252.84 64.00 256.49 64.20 256.46 
64.4n 258.49 64.60 260.22 64.80 263,86 P- .00 265.85 65.20 270.13 65.40 )68.30 
65.63 266.60 65.06 2r7.19 6.00 6F .50 267.06 67,00 268.63 67.50 269.92 
68.00 2F0.60 69.00 2/2.79  70.05 269.78 71.50 268.55 93.00 2E8.82 93.05 269,08 

EXP. 	34 DATA 	POINTS 	(LEVEL,CR) 	INIT. 	COUNTING= 276.70 

60.70 29.05 60,60 74.28 6n.91 125.05 61.00 199,09 61.10 145.10 61.20 199.97 

61.30 21 2.33 61.40 220.97 61.50 221.57 61.60 228,99 61.70 228.87 61.80 228.51 
61.91 232.48 62,00 22.76 62.20 231.46 62.40 229.17 62.60 231.81 62.80 233.90 
63.00 20.04 63.20 281.01 63.40 246.34 6:2.60 251.76 63.60 258.76 64.00 )61.50 
64.2n 2E14.30 F0.40 25.72 64.6n 266,85 64.80 269.32 65.00 269.75 65.20 272.10 
65,40 273.78 65.60 271.49 6c.80 273.51 



EXP. 	35 [MIA POINTS 	(LEVFI ICR) 	INIT. 	COUNTING= 276.70 

60.70 32.26 60.80 62.17 60.90 122,71 61.00 157.86 	61.10 184.26 61.20 197.27 
61.30 214.82 61.40 2-1.24 61.50 223,74 61.65 230.19 	61,80 236.16 62.00 234.71 
62.20 232.35 62.40 2-31.53 62.60 234.00 62.90 234.24 

EXP. 	36 O.TA 	POiNTS 	(LEVF1 ,CR) 	INIT. 	COUNTING= 	276.70 

60.71 42.43 .80 E 	U .r,S 6(i.90 127..38 61.00 158.54 	61.10 186.73 61.20 206.14 
61.30 215.9A 61.40 222.43 61.50 228.48 6).60 278.65 	61.70 235.83 61.80 234,91 
61.50 235.69 62.0o 2(.3.49 62.10 930.62 6;.20 232.83 	62.32 231.20 62,40 232.60 
62.50 226.94 62.60 299.o0 69.80 232.22 6.00 234.45 	63,2U 235.09 63.40 237.49 
63.60 239.(,5 63.8u 21:7.1=5 61i.00 244„94 64.20 255.86 	64.40 27.42 64.60 258.34 
64.80 29.139 25.74 65.20 265,62 6!=..50 28.51 	66.00 270.76 66.50 :.270.52 
67.00 270.34 68.10 272.40 69.50 275.10 

EXP. 	37 D;TA POINTS 	(LEVE1 ICR) 	INIT. 	COUNTING= 278.70 

60.70 35.o3 60'.86 1(17.93 61.00 159.98 61.14 192.45 	61,30 221.00 61.46 928,99 
61.60 234.03 67.80 27,7_30 62.00 234,,48 6.20 233.84 	62,40 232.17 62.60 235.37 
62.80 233.g7 E3.UI) 2.5.97 67i.20 237.33 63.50 243.50 	64.00 250.56 64.50 257.54 
65.00 24.0h 6g.00 273,87 62:.50 271.83 67 	no 274.27 67.50 271..80 
68.00 275.30 6v.no 2-f3.44 70.-00 279.2m 



EXP. 	38 nATA. POINTS 	(LEVEL 'CR) 	INIT. 	COUNTING= 276.81 

60.70 7/.22 	6c.o0 	p0.1 	60.90 	120.99 	61.00 	157.03 	61.10 177.64 61.20 193.32 
61.30 205.60 	El.4J 	2i5. 	6 	61.60 	724.93 	61.70 	275.11 	61.90 2=-:1.98 62.10 '25.06 
62.30 22.84 	62.50 	25.16 	69.70 	22A,08 	6.90 	231.58 	63.20 242.69 63.42 ?46.66 
63.60 251.95 	(3.80 	2,-2.73 	64.00 	254,83 	60.20 	2.(-1.55 	64.40 2.14.52 64.60 268.49 
64.80 266.7,1 	65.00 	270.'-,5 	26,q.17 	6.40 	269.50 	65.60 267.59 65.80 271.07 
66.00 271.05 	6E...50 	21.11 	6.60 	269.89 	67.60 	276.33 	68.60 277.00 

ExP.110 r".)!JA 	POINTS 	(LEVEL ICR) 	]NIT. 	COUNTING= 	247.00 

61.00 136.76 	61.50 	2(3.0,5 	62.00 	206.15 	62.50 	207.37 	63.00 205.80 63.50 211.34 
64.00 222.42 	6.00 	6a.00 	243.8 	68.00 	244.21 	70,00 246.87 

EXP.119 [).ETA 	POIN1S 	(LEVFI ,CR) 	INIT. 	COUNTING= 	247.00 

61.00 132.25 	61.50 	2130.0 	62.0n 	206.77 	62.50 	21)7.41 	63.00 216.25 63.50 222.08 
64.00 235.92 	05.00 	2c1.4 	6..00 	245.50 	6t..00 	243.14 	70.00 244.89 

=XP. 120 O, Cris 	PorNis 	(LEVEL ICR1 	INIT. 	COUNTING= 	247.00 

61.0n 133.23 	61.50 	1,8.92 	62.00 	P(14.53 	62.50 	207.59 	63.00 213.51 63.50 219.28 
64.0n 232.44 	65.00 	2) t.11 	6r,.00 	24.25 	68.110 	243.29 	70.00 245.99 



EXP.121 n;;Th 	POIN'S 	(LEVFtICR) 	..NIT. 	COUNTING= 	247.00 

61.00 132.55 	61.70 	2r3.,-.1 	62.00 	706.96 	6P.50 	207.15 	63.00 206.1)1 63.50 "e13.41 
64.00 221.6i, 	f-00 	26.q3 	6c .00 	239.96 	60'.00 	245.51 	70.00 244.96 

7)3.122 IL\TA 	PO!NrS 	(LEVE1 ,CR) 	INIT. 	COUNTING= 	247_0n 

61.00 12.33 	E-1 .`Di, 	1, 6.31 	63.00 	302.80 	62.50 	205.71 	65.00 208.93 63.50 212.46 
64.00 21 1.87 	E4.bu 	26.50 	65.00 	23 14.48 	6g.00 	241.13 	68.00 247.08 70.00 245.79 

EXP.123 D.TA 	POTHIS 	(LFVFi 1CR) 	INIT. 	COUNTING= 	247.00 

F,1.00 132.23 	1,1.50 	2r, 3.05 	62.00 	2(16.A4 	62.50 	202.30 	66.00 201.61 63.50 202.48 
64.00 206.54 	65.00 	270.39 	6c..n0 	238.17 	67.00 	243.00 	68,00 243.15 70.00 243.60 

XP.124 PikTA 	POINTS 	ILFVFI ,CR) 	INIT. 	COUNTING= 	247.00 

61.50 192.60 	62.00 	21.45 	62.50 	206.33 	63.00 	218.60 	63.50 232.32 64.00 239.15 
65.00 244.74 	6E.U(i 	6R.00 	244,78 	70.00 	246.90 

EYP.125 HoTA 	PUNTS 	(LEVFI ,CR) 	INIT. 	COUNTING= 	247.00 

61.50 2e0.42 	62.00 	2o5.46 	203,75 	65.00 	208.42 	63.50 217.61 64.00 226.49 
65.00  236.89 	E6•00 	200.97 	6A.00 	243.A1 	70110 	246.00 



XP.126 0!ATA 	POINTS 	ILEVEI vCR) 	INIT. 	COUNTING= 	247 	00 

62.00 195,22 	A2.50 	1c8.1-10 	6.0(1 	203.54 	63.50 	216.30 	6400 226.23 64.50 233.00 
65.00 66.00 	244.41 	6.00 	71,.00 	246.70 

EXP.127 DATA 	POINTS 	(LEVETI .CR) 	INIT. 	COUNTING= 247.00 

61.50 197.72 	62.00 	201.36 	62.50 	199.35 	63,00 	200.56 	63:50 206.33 64.00 214.70 
64.50 227.20 	65.00 	2 -=2.14 	6A.00 	239,47 	6H,O0 	245.47 	70.00 245,13 

EXP.128 D,,TA 	POINTS 	(LEVEL ICR) 	INIT. 	COUNTING= 	247 	00 

61.00 1F4.33 	61.50 	213.h9 	62.00 	214.80 	62.'10 	210.83 	63.00 207.20 63.50 207.80 
64.00 214.84 	64.50 	222,P6 	69.00 	230.15 	6V.00 	240.87 	68.00 244.18 70.00 245.10 

EXP.129 M;TA 	POINTS 	(LEVEL ICR) 	INIT. 	COUNTING= 247.00 

61.0n 153.80 	h1.no 	213.00 	62.0n 	21.94 	62.50 	208.45 	63,00 207.86 63.50 209.92 
64.00 216.48 	6:4.50 	220.07 	61.00 	22q.q7 	6f;.00 	240.43 	68,00 242.51 70.00 245.50 

=XP.130 DI TA 	PUNTS 	(LEVFI 1CR) 	INIT. 	COUNTING= 247.00 

61.00 129.27 	£1.114 	1'=18.1 	62.00 	206.21 	62.50 	201.18 	63.00 210.55 63.50 ?20.92 
64.00 230.0 	E4.50 	27.(6.15 	6c.00 	241.61 	6(--.00 	242.4q 	68.00 246.04 70.00 246.8n 



7XP.141 	D;JA POINTS (LEVFL,CH) 	INIT. COUNTING= 247 00 

61.5n 165.51 62.00 1c4.69 62.5n 193.03 62..00 196.63 63.50 215.22 64.00 229.03 
64.50 236.13 0r.00 23.33 Ar„.00 24g,,89 

	

EXP.142 	D,JA POiNTS (LEVEI .CR1 	INIT. COUNTING= 247 nn 

61.5n 176.63 6.2.00 1p0.48 62.50 18A.97 6:`.00 212.95 63,50 217.87 64.00 233.30 
65.0n 246.59 61,.00 

	

XP.143 	(LTA POINTS (LLVELoCR) 	INIT. COUNTING= 247.00 

62.00 183.03 62.50 1;■8.L.16 6ti.00 701,33 

	

iXP.146 	Di JA POTNTS (LEVFI oCR) 	INIT. COUNTING= 247.00 

61.50 172.7n 62.00 1;,0.67 62.50 1-0,),30 63.00 174.94 63.50 179.32 64.00 183.81 
65.00 2063.64 66.00 23.46 67.00 243.06 6F.00 244.13 70.00 245.00 

	

=XP. 156 	HATA POINTS (LEVELICR) 	INIT. COUNTING= 247_00 

62.00 221.92 62.70 217..9 63.0n 713.09 63.50 215.17 64 00 220.10 64.50 228.40 
65.00 234.5'- 66.00 2i40.43 6.00 244,./19 7r.00 245.44 



ExP.197 DATA •PoTNTS 	(LEVEL ,CR) 	INIT. 	COUNTING= 247 	00 

62.00 210.5n 	E.b1; 	Pril. 	63.00 	203.20 	67.50 	205.90 	64.00 212,92 64.50 222.91 

65.00 229,42 	A601(1 	2-7.H6 	60).00 	243.11 	70.00 	245.33 

XP.158 PorNTS 	(LEVrt 1CR) 	INIT. 	COUNTING= 247 	nO 

62.00 2041,72 	(-)2,h0 	6.5.00 	196.92 	62.50 	199.38 	64,00 _202.41 64.50 209.44 

65.00 218.22 	Af:.U0 	6!4.00 	21f 	.51 	7(1.00 	244.90 

XP.199 DATA 	POINTS 	(LEVrt 'CR) 	INIT. 	COUNTING= 	247_00 

62.00 205.42 	A2.b0 	2r0.q2 	6.00 	V71 4.10-! 	67.50 	190.29 	64 	00 190.51 64.50 196.52 
65.0n 20L4.95 	6c--.01) 	226.21 	6n.00 	241.4s 	70.00 	243.89 

YP.1(,0 ni,Th 	PoTNTS 	(LEVri ,CR) 	INIT. 	COUNTING= 	247.00 

63.00 196.10 	f-5o 	14.10 	64.50 	2011,82 	214.20 	66.00 230.20 68.00 %42.50 
70.0n 245.00 	AP.bu 	210.00 

ExP.161 PoiNTS 	(LEVF[tCR) 	INIT. 	COUNTING= 247,00 

62.00 214.58 	P.2.b0 	211.20 	65.00 	200.3ti 	6T,!.50 	214,49 	64 	no 225.60 64.50 :::33.21 

6'.).00 236.10 	Ae.,u0 	214).n0 	07.00 	242.7 	6P.00 	244.54 	70.00 244.54 



ExP.1F,2 fmTh POINTS 	(LEW:1ACR) 	INIT. 	COUNTING =• 247.00 

62.0n 203.24 	62,50 	2f2.38 	63.00 	201.24 	63.50 	204.30 	64.00 214.72 64.50 226.90 
65.00 233.08 	E&.00 	2/10.31 	67.00 	242.84 	68.00 	244.42 

XP.163 oATh 	PorNIS 	(LEvEl gcR) 	[NIT. 	COUNTING= 	247_00 

62.00 210.8h 	F-2.b0 	208.k-.9 	63.00 	202.64 	63.50 	2U0.59 	64.00 209.68 64.50 219.80 
65.00 225.9=1 	66.00 	67.00 	240.96 	6v.00 	242.50 	70 	00 244.00 

EXP.1A4 DiffA 	POiNTS 	(LEVEI 1CR) 	INIT. 	COUNTING= 	247 	00 

62.00 198.91 	63.00 	199.55 	63.50 	210.30 	64.00 222.97 64.50 232.23 
F.5.00 2:!9.19 	66.00 	201.79 	67.00 	243 460 	66.00 	245.00 	70,00 244.00 

=XP. 1 F,5 D ,TA 	POINTS 	(LEVCEICR) 	INIT. 	COUNTING= 247 	00 

62.00 212.81 	62.50 	2c9.25 	6.00 	200.,68 	63.50 	202.04 	64.00 210.77 64.50 220.50 
65.00 227.0 	6E.00 	2z6.40 	67.00 	242,27 	6P.00 	243.46 

XP.1F,6 DATA 	POINTS 	(LFVEtICR) 	INIT. 	COUNTING= 247 	00 

62.00 205.w- 	62.00 	1-43.32 	63.00 	196.,49 	lq8.38 	64.00 204.39 64.50 217.40 
65.00 228.61 	Eu.ue 	2:2.13 	68.00 	24h.7o 	71.00 	246.35 



E01.14,7 DATA POINTS 	(LEVFL1CR) 	INIT. 	COUNTING= 247 	no 

62.0n 206.50 	62.50 	2(1 2.11 	63.00 	196.1n 	6:.-;.5n 	197.00 	64,00 200.30 64.50 208.52 
65.00 222.62 	6E,.00 	2'27.77 	7n.on 	246.91 

EXP.1f,8 Ot,TA 	POTN1S 	(LE.1/Ft .CR) 	INIT. 	COUNTING= 	247.00 

62.00 213.36 	62.50 	212.20 	62.75 	n09.19 	63.00 	206.46 	63.90 216.08 64.00 225.24 
64.50 233.26 	65.00 	2-01.82 	6r.0n 	244.92 	67.00 	244.60 

_XP. 1F,9 imTA PioNTS 	(LEVFI tCR) 	INIT. 	COUNTING= 247 	00 

62.00 219.E0 	62.50 	216.66 	62.79 	216.67 	63.00 	212.78 	63.20 215.17 63.30 -:12.86 
63.50 212.24 	f-,4.00 	218.40 	64.5n 	229.78 	65.00 	232.73 	66.00 241.26 
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TABLE 111.2 

DISPERSION DENSITY PARAMETERS AND 

CALCULATED VALUES OF DROPS HOLD-UP AND SIZE. 

SYSTEM AQUEOUS METHANOL / AIR 

Run Fs  Lv 	mass F*104  x1  x2  x3  HD  dem  

transfer 	(cm) 	(cm) (mm) 

1 1.10 0.34 0.072 no 5.5 0.125 1.32 0.51 0.24 2.29 

2 1.37 0.34 0.072 no 4.0 0.122 1.36 0.45 0.21 2.42 

3 1.46 0.34 0.072 no 2.1 0.122 1.32 0.46 0.21 2.43 

4 1.62 0.34 0.072 no 2.4 0.055 1.60 0.50 0.15 2.10 

5 1.62 5.68 0.072 no 3.4 0.123 1.58 0.49 0.27 2.13 

6 1.62 6.31 0.072 no 6.4 0.131 1.62 0.53 0.32 2.03 

11 1.62 6.31 0.060 no 4.9 0.121 1.66 0.52 0.30 2.00 

12 1.80 6.31 0.060 no 8.6 0.074 1.70 0.61 0.23 1.76 

13 1.96 6.31 0.060 no 3.4 0.017 0.77 2.62 2.61 1.68 

14 1.62 6.31 0.055 no 8.3 0.119 1.58 0.55 0.30 1.99 

15 1.80 6.31 0.055 no 8.2 0.082 1.33 0.80 0.30 1.49 

16 1.50 6.31 0.054 no 9.8 0.131 1.69 0.47 0.29 2.11 

17 1.37 6.31 0.055 no 8.0 0.131 1.52 0.53 0.30 2.10 

18 1.10 6.31 0.054 no 5.5 0.138 1.48 0.57 0.34 2.03 

19 1.80 6.31 0.072 no 7.1 0.118 1.43 0.61 0.31 1.94 

20 1.50 6.31 0.072 no 27. 0.162 1.68 0.45 0.33 2.17 

21 1.37 6.31 0.072 no 8.6 0.143 1.58 0.46 0.29 2.20 

22 1.10 6.31 0.072 no 7.6 0.149 1.41 0.54 0.32 2.16 

23 1.62 6.31 0.072 no 4.6 0.144 1.63 0.49 0.33 2.10 

24 1.74 6.31 0.072 no 4.7 0.117 1.69 0.48 0.27 2.08 

25 1.85 6.31 0.072 no 4.9 0.098 1.57 0.64 0.30 1.78 

Note: runs 1-25 were obtained without using a splash baffle. 
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Run F L 	15' mass F*104 x1 x2 F8 	v 	
HD dgm 

transfer 	(cm) 	(cm)(mm) 

32 1.85 .068 0.072 no 3.4 0.108 1.07 1.24 0.77 0.61 

33 1.68 .068 0.057 des. 2.7 0.113 1.62 0.51 0.27 2.06 

34 1.68 .068 0.057 des. 3.0 0.117 1.62 0.48 0.26 2.13 

35 1.68 .068 0.057 no .11 0.107 1.66 0.66 0.37 1.67 

36 1.79 .077 0.072 des. 7.0 0.115 1.76 0.56 0.34 1.87 

37 1.79 .077 0.072 no 3.2 0.111 1.77 0.60 0.35 1.76 

38 1.68 .068 0.056 abs. 6.8 0.130 1.44 0.56 0.32 2.06 

118 1.68 .068 0.055 no .47 0.115 2.08 0.42 0.28 1.98 

119 1.31 .068 0.055 no 2.4 0.107 1.63 0.46 0.23 2.16 

120 1.31 .068 0.060 no 1.8 0.106 1.76 0.46 0.24 2.09 

121 1.68 .068 0.060 no .68 0.112 2.00 0.46 0.29 1.94 

122 1.31 .102 0.060 no 1.5 0.112 1.99 0.50 0.32 1.86 

123 1.68 .102 0.060 no .44 0.134 2.23 0.47 0.39 1.82 

124 1.31 .068 0.072 no .45 0.116 1.54 0.40 0.19 2.38 

125 1.68 .068 0.072 no .58 0.120 1.63 0.56 0.32 1.94 

126 1.31 .102 0.072 no .27 0.135 1.73 0.47 0.31 2.08 

127 1.68 .102 0.072 no .94 0.134 2.00 0.48 0.36 1.91 

128 1.84 .068 0.072 des. .90 0.112 2.29 0.45 0.32 1.83 

129 1.83 .068 0.072 des. 1.9 0.110 2.16 0.51 0.35 1.76 

130 1.68 .068 0.072 abs. .38 0.129 1.55 0.50 0.28 2.14 

141 1.50 .102 0.072 abs. .44 0.155 1.89 0.35 0.27 2.22 

142 1.10 .102 0.072 abs. .99 0.174 1.20 0.37 0.28 2.31 

143 1.24 .102 0.072 abs. .00 0.172 1.47 0.36 0.38 2.27 

146 1.43 .345 0.072 no 11. 0.224 2.21 0.49 0.68 1,79 

156 1.80 .068 0.051 	no .41 0.092 2.28 0.44 0.26 1.84 

157 1.80 .102 0.051 	no .54 0.120 2.26 0.46 0.35 1.82 
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Run F Fs L v 	15 	mass 

transfer 

F*104  x1  x2  

(cm) 

x3  HD 	dem  

(cm) 	(mm) 

158 1.80 .170 0.051 no 2.5 0.144 2.31 0.52 0.50 1.78 

159 1.80 .345 0.051 no 6.0 0.166 2.67 0.49 0.62 1.61 

160 1.80 .227 0.051 no 2.4 0.151 2.43 0.52 0.54 1.64 

161 1.81 .068 0.072 abs. 2.2 0.103 2.03 0.45 0.26 1.95 

162 1.80 .102 0.072 abs. 1.3 0.131 2.12 0.44 0.34 1.92 

163 1.91 .102 0.072 abs. 1.9 0.127 2.37 0.45 0.38 1.79 

164 1.68 .102 0.072 abs. 1.5 0.139 1.92 0.42 0.31 2.07 

165 1.91 .102 0.072 no .46 0.127 2.35 0.44 0.36 1.82 

166 1.80 .170 0.072 abs. 4.1 0.150 2.24 0.44 0.40 1.88 

167 1.91 .170 0.072 abs. 4.2 0.150 2.41 0.45 0.45 1.78 

168 1.80 .068 0.072 abs. .55 0.106 2.13 0.38 0.23 2.03 

169 1.91 .068 0.072 abs. 2.0 0.092 2.36 0.45 0.27 1.80 



8*5+ 1.6'1. 65'0 C9*0 6C*1. 	L't 170e0'0 65.1. C.A6eY 

8'5+ 5C'e 6z*0 6e*0 178*4 LOe'o L9' toe0*0 93.1. eA6ev 

8'5+ Lt*e 17e'0 co 5* 95'1. L91.0 917' 170e0*0 56'0 1.A6ev 

9'17+ L0'e 617*0 617i0 L9'1. ne°0 	0(20'0 65*1. CALev 

9.17+ 80'e 05'0 e5'0 175°1. 91.e.0 cre 00e0*0 	eALev 

9'17+ vre LVO 9C*0 85'1. CLVO 51.* 00e0'0 56'0 Wev 

9•1.+ 66'1. 55'0 55'0 09'1. 81.e*0 9*C L610'0 e5'1. CA9ev 

9.1.+ 81.'e e5'0 C5*0 	C17z*0 L'e L61.0*0 Le*I. eA9ev 

9'1.f' 0C*1. 8C*0 617s0 6561. 1.0e"0 	L61.0*0 L6'0 1.A9ev 

9*e-  66'1. 171760 L17*0 	LLCO crt C61.0*0 08'4 CA5ev 

9*e-  1717*e WO WO 517*4 65VO L't 061.0'0 9061. 3A.5ev 

9'e-  ES'? 5C*0 co C* 	175.1. 8SZ*0 et' C6L.O*0 68'0 1.A5ev 

5'5- 	1.0*e L17'0 L17•0 08'1. 	61.*0 869 881.0'0 08*1. CAtev 

5.5- 	1.C'e e17*0 1717*0 e5.1. e9r0 *W. 881.0'0 85*1. ?At/eV 

5*5- 817*e e17*0 LC*0 WI. 6/2'0 175' 881.0'0 00*I. LAtev 

17'5- 	1.17'e CC*0 LC*0 eL*L. 	co ez' 	581.0.0 CC*1. EACev 

5'5- 	1.5*e 8e*0 co e* 	CL*t. 422'0 	5810'0 86'0 I.ACelf 

9*C- 	16.1. 817'0 1.5'0 Le*L. 6L1.'0 9'9 081.0'0 98"1. CAezif 

9*C-  I.C*e LC*0 co C* 	oCe*0 6*C 081.0'0 	3Aeev 

e5'e 017'0 co 5 	58r0 e*9 1.81.0*0 56*0 

t'L,-  86*1. 80*0 85io Ce'e t91.'0 t'e 	Ciaelf 

6C*e e-ro 	05*1. 05V0 crt 4e40*0 	eALev 

L9'e 170*0 	50*1. CCe"0 O't 1.81.0'0 88'0 1.A.LeV 

(ww) (wo) 	(wo) 

1112 	a 	C 	e 
tot*a g sa unH 

Divxallorioxo / amazmal 	waIsAs 

'His GNI/ an-ari0H saoHa ao sanuA GRIvuorivo 

QNV suaIawvHva 	Noisusasia 

c. 'III HZff Vs 

eSe 
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Table 111.3 (cont.) 

Run Fs 
F*104 x2  

(cm) 

x3  HD  

(cm) 

dgm  

(mm) 

Tf*103 

A30V1 0.98 0.0207 .01 0.192 1.38 0.46 0.34 2.39 +4.4 

A30V2 1.27 0.0207 .71 0.217 1.37 0.51 0.43 2.26 +4.4 

A30V3 1.60 0.0207 3.6 0.247 1.29 0.64 0.63 1.97 +4.4 

A31V1 0.94 0.0210 8.1 0.238 1.41 0.46 0.44 2.34 +2.4 

A31V2 1.29 0.0210 1.4 0.247 1.46 0.50 0.51 2.20 +2.4 

A31V3 1.85 0.0210 7.9 0.203 1.78 0.55 0.57 1.88 +2.3 



TABLE 111.4 

DISPERSION DENSITY PARAMETERS AND 

CALCULATED VALUES OF DROPS HOLD-UP AND SIZE. 

SYSTEM B: BENZENE / N-HEPTANE 

Run Fs F*104 x1 
x
2 

(cm) 

x
3 

H
D 

(cm) 

dgm  Tf*103 

(mm) 

B10V1 0.87 0.0131 7.3 0.332 1.59 0.32 0.44 2.50 -15 

B10V2 1.26 0.0131 17. 0.262 1.68 0.36 0.42 2.35 -14 

B10V3 1.48 0.0131 1.3 0.232 1.95 0.36 0.44 2.16 -14 

B10V4 1.85 0.0131 1.8 0.157 2.34 0.56 0.60 1.60 -13 

B11V1 0.89 0.0138 8.4 0.333 1.58 0.32 0.45 2.50 -37 

B11V2 1.17 0.0138 1.9 0.296 1.71 0.34 0.45 2.37 -36 

B11V3 1.50 0.0138 3.1 0.221 1.79 0.41 0.44 2.18 -36 

B11V4 1.73 0.0138 7.0 0.187 1.90 0.57 0.59 1.77 -36 

B12V1 0.87 0.0148 .02 0.327 1.72 0.24 0.34 2.52 -58 

B12V2 1.22 0.0147 1.2 0.289 1.73 0.31 0.41 2.40 -57 

B12V3 1.48 0.0145 .95 0.250 1.76 0.37 0.44 2.26 -52 

B12V4 1.79 0.0147 7.0 0.188 1.75 0.61 0.60 1.74 -56 

B13V1 0.96 0.0168 4.3 0.307 1.62 0.28 0.37 2.53 -77 

B13V2 1.21 0.0167 8.9 0.273 1.67 0.31 0.38 2.44 -78 

B13V3 1.55 0.0167 2.8 0.238 1.67 0.42 0.46 2.23 -79 

B13V4 1.87 0.0166 7.4 0.161 2.10 0.55 0.54 1.71 -79 

B14V1 0.97 0.0180 3.2 0.302 1.60 0.31 0.39 2.51 -54 

B14V2 1.26 0.0180 5.5 0.262 1.63 0.40 0.46 2.31 -56 

B14V3 1.54 0.0180 4.0 0.228 1.80 0.36 0.40 2.25 -56 

B14V4 1.82 0.0180 9.3 0.173 1.64 0.62 0.53 1.78 -57 

B15V1 0.94 0.0198 1.1 0.264 1.56 0.32 0.35 2.52 - 7 

B15V2 1.19 0.0198 2.3 0.256 1.51 0.39 0.41 2.42 - 7 

B15V3 1.72 0.0198 5.9 0.217 1.92 0.40 0.45 2.11 - 7 

B15V4 1.98 0.0198 4.2 0.153 2.14 0.54 0.52 1.71 - 7 

254 
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TABLE 111.5 

DISPERSION DENSITY PARAMETERS AND 

CALCULATED VALUES OF DROPS HOLD-UP AND SIZE. 

SYSTEM C: N-HEPTANE / TOLUENE 

Run 	F
s 

a F*104 x
1 

x
2 

x
3 

H
D 

d
gm 

Tf*103 

(cm) 	(cm) (mm)  

C1V1 

C1V2 

C1V3 

C1V4 

C2V1 

C2V2 

02V3 

C2V4 

C3V1 

C3V2 

C3V3 

C3V4 

C4V1 

C4V2 

C4V3 

C4V4 

C5V1 

C5V2 

C5V3 

C5V4 

0.87 0.0182 .35 0.231 1.37 0.44 0.39 2.43 + 7 

1.21 0.0182 1.1 0.234 1.48 0.48 0.47 2.23 + 6 

1.53 0.0182 6.7 0.211 1.87 0.39 0.42 2.16 + 6 

1.86 0.0182 5.2 0.192 2.11 0.43 0.48 1.95 + 6 

0.92 0.0175 .23 0.162 1.40 0.48 0.31 2.31 +25 

1.25 0.0175 4.4 0.200 1.67 0.40 0.36 2.28 +24 

1.50 0.0175 5.3 0.208 1.83 0.40 0.41 2.17 +24 

1.84 0.0175 2.4 0.196 2.12 0.43 0.49 1.95 +23 

0.95 0.0161 3.3 0.185 1.38 0.49 0.36 2.29 +37 

1.20 0.0161 6.0 0.204 1.72 0.40 0.38 2.24 +37 

1.57 0.0161 9.9 0.208 1.99 0.41 0.47 2.05 +37 

1.87 0.0161 4.3 0.192 2.27 0.42 0.50 1.90 +37 

0.95 0.0147 3.3 0.186 1.53 0.44 0.35 2.30 +22 

1.21 0.0147 6.8 0.204 1.70 0.43 0.41 2.19 +22 

1.57 0.0147 8.2 0.208 1.90 0.48 0.53 1.97 +22 

1.88 0.0147 4.0 0.179 2.39 0.45 0.54 1.78 +22 

0.95 0.0132 6.6 0.246 1.61 0.35 0.37 2.41 + 5 

1.32 0.0132 13. 0.233 1.82 0.37 0.42 2.22 + 5 

1.53 0.0132 11. 0.234 1.90 0.42 0.51 2.08 + 5 

1.88 0.0132 5.7 0.181 2.36 0.47 0.57 1.75 + 5 
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Fig.III. 1.-  Dispersion density profile and fitting curve. 
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Fig.III. 2,- Dispersion density profile and fitting curve. 
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Fig.III. 6.— Dispersion density profile and fitting curve. 
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Fig.III.10.- Dispersion density profile end fitting curve. 
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Fig.III.12.— Dispersion density profile end fitting curve. 
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Fig.111,13.-  Dispersion density profile and fitting curve. 
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Dispersion density profile and fitting curve. 
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Fig.III.15.- Dispersion density profile and fitting curve. 
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Dispersion density profile and fitting curve. 
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Fig.iII.17.- Dispersion density profile and fitting curve. 
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rig.IIi.18.- Dispersion density profile and fitting curve. 
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Dispersion density profile and fitting curve. 
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Fig.III.21.— Dispersion density profile and fitting curve. 
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Dispersion density profile anti fitting curve. 
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Dispersion density profile and fitting curve. 
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Fig,III;25.- Disperbion density profile and fitting curve. 
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Disporsion density profile and fitting curve. 
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Dispersion density profile and fitting curve. 
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rig.111.28,-. Dispersion density profile and fitting curve. 
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Fig.111.29.-.  Dispersion density profile end fitting curve. 
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Fig.III.30.- Dispers7;.on density profile snd f'tting curve. 
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Fig.III.31.- Dispersion density profile and fitting curve. 
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Pig.III.32.- Dispersion density 'profile end fitting curve. 
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Fig,111.34.- Dispersion donsity profile and fitting curve. 
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Fig.111,35.- Dispersion density profile and fitting curve. 
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Fig.111.36.— Dispersion density profile and fitting curve. 
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Fig.III.37.- Disporsion density profile and fitting curvo. 
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Fig.ITI.38.— Dispersion density profile and fitting curve. 
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Fig.III.39.- Dispersion density profile and fitting curve. 
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Fig.III.40.— Dispersion density profile end fitting curve. 
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Fig.TII.42.- Dthporaion density profilo red fitting curvo. 
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rig,III.43.- Dispersion density profile .end fitting curve. 
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Fig.III.44.- Dispersion donsity profile pnd fitting curve. 
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Fig.III.46.— Dispersion density profile and fitting curve. 
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Fig.111.47.— Dispersion density profile and fitting curve. 
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Fig.III.48.— Dispersion. density profile and fitting curve. 
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Fig.III.50.- Disporaion density profile and fitting curve. 
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Fig.III.51.— Dispersion density profile snd fitting curve. 
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Fig.III.J2.— Dispersion density profile end fitting curve. 
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Fig.III.53.- Dispersion density profile end fitting curve. 
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Fig.III.54.— Dispersion density profile and fitting curve. 
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Fig.III.55.— Dispersion density profile and fitting curve. 
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1'ig.III.56.— Dispersion density profile and fitting curve. 
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Fig.III.57.- Dispersion density profile and fitting curve. 
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Fig.III.58.- Dispersion density profile and fitting curve. 
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APPENDIX IV 

SURFACE AREA DATA AND DERIVED RESULTS  

Table IV.1.- Surface area per unit volume data for system 

aqueous methanol / air (experimental conditions 

in Table 111.2. 

Table IV.2.- Values of parameter A (defined by equation 

4.109) calculated from simultaneous measure-

ments of dispersion density and surface area 

of drops. 

Nomenclature  

- parameter defined by v
P 
 =Ad P 0.93 

 
where v is initial projection of drops of 

size d 

LEVEL 	level reading (cm). Plate floor at reading 

of 58.50 

PATH LENGTH optical path length 

READING 	fraction of light transmitted through the 

dispersion 



TABLE IV.1 

SPECI3IC SURFACE AREA DATA 

SYSTEM ,AQUEOUS METHANOL / AIR 

FAR.118 DATA POINTS (LEVEL,READIAG), PATH LENGTH= 2.83 CM 

62.50 .500 	63.00. 	.63n 63.110 	.710 	64.00 	.750 	66.00 .820 68.00 .860 70.00 .890 

EXP.124 '110TA 	POINTS (LEVEL1READIAG) 	PATH LENGTH= 2.83 

62.00 .710 	62.50 	.78n 63.00 	.840 	63.50 	.875 64.00 .890 65.00 ,910 66.00 .925 
58.00 .940 	70.00 	.9f;0 

ExP.125 DATA POINTS (LEVEL•READI'JG) 	PATH LENGTH= 2.83 

61.50 •240 	t',2.00 	.439 62.50 	.570 	63.00 	.660 63.50 .740 64.00 .760 65.00 .840 
66:00 .870 	68.00 	.910 70.00 	.960 

EXP.126 DATA POINTS (LEVEL,READUJG) 	PATH LENGTH= 2.83 

62.00 .00 	h2.50 	.670 63.00 	.790 	63.50 	.8511 	64.00 .860 64.50 .890 65.00 .910, 
66.00 .S30 68.00 .940 70.00 .960 



EXP.127 DATA POINTS (LEVEL.READING) 	PATH LENGTH= 2,83 

62.00 .200 62.50 	.52n 63.00 	.660 	63.50 	:.780 	64.00 .835 64.50 .850 65.00 .885 
66.00 .900 68.U0 	.930 70.0n 	.960 

XP.128 DATA POINTS (LEVEL.READING) PATH LENGTH= 2.83 

62.50 .420 63.00 	.550 63.50 	.650 64.00 	.710 64.50 .750 65.00 .780 66.00 .820 
68.00 .855 70.00 	.9n0 

ExP.129 DATA POINTS (LEVELIREADING) PATH LENGTH= 2.83 

63.50 .730 64.00 	.75n 64.5n 	.80n 65,00 	.830 66,40 .865 68.00 .885.70.00 .920 

TABLE IV.2 

VALUES OF PARAMETER A 

Run: 	118 124 1:!5 126 127 128 129 

A: 0.00272 0.00184 0.00271 0.00353 0.00306 0.00344 0.00453 
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APPENDIX V 

PROGRAM EXPPROF  

This program fits dispersion density and surface area 

profiles, plotting graphic in microfilm. 

Jnn(lJMrCr02.J1) 
PASSw01)( 	.) 
N mF(p=piN.T) 

RICF0P(L=PIN) 
pFPLACF(nIN) 

npnr,p 	FXpPpnF(TNPNT.nNTPNT,TAPE4=7NPNT.TAPF6=OUTPUT.TAPE62) 
FxTERNAL 	CALCFG.CAICF14 
n7pENsIoN 	T(2.4r).),(2.146).TCON(2) 
n7rEUSTnrf 	L161.r(6).X(A).w(54) 

_0006 
 

_0001 

:ggg; 

_0007 
_0008 

_0010 
rOP,PqM 	72146).rn(4c),7(461.8n(46).FL(44).A(44).NA.NR.S.ZZR.FLM.AR _0071 

1 	,2T.p(4k)01(4F, ),Nx _0012 
CnwPFNT 	PROGRAM NOT NORKTNn FOR NA AND NP 	NOT FOUAL TO ZERO _0013 

pEAr(5.11u) 	Nx _0014 
110 	FniNfAT(A3) _0075 

nEronE(.120.Nx)NF _0016 
120 	FORP0 A7(13) _O017 

047TE(6.130) 	NE _0018 
13n FoRvAT(PH ExPEP7mrNT NURPFR 	.I31 _0019 

rA)L 	PROFILS _0020 
m=x _0021 
X(I)=0.073  _0072 
x(2)=2. _0023 
x(3)=0.4 
s=x(3)  :gg;Z 
7PRINT=1 
f.O 	16 	1=1.N 
F(7)=1.001*x(T) _0028  

In rON77NUE _0029  
FSrALE=InnO. _0030  
FN7N=0. ,;.  ..0031 
uAXIT=80 -0032 

Z3YMg?- 3) 
_0033 
_0034 

K=2 _0035 
TFINA.E0.0) 	OD TO 1 _0036  
CAI 1- 	vAn1A(X.F.C.N.F.rrPIN,FSCAir.TPPINT.mnxIT.mXI7FG.CALCFO.W.N3N) _0037 
FLP=x(1) _0038 
72v=x(2) 
s=x(3) 
sT=s*:XP(n.5*(S**21 	I 
vPITE(6.1c0) 	(?7(I).CR(I).FL(T).P(T).T=1.NA) 

_0039 

_0042 
Inn 	FOnNAT(RFR.4) _0043 

wnPOP=2.5C66*Fiy*77mssT _0044 
4!ni7E(A.4f0) 	iInPnP.x(11.X(2),c _0045 

400 FOnmAT(IRP HolO-UP OF nPoPs= 	.F8.4.674 X(1)= 	.F12.6.6H X(2)= 	.E12.6 _0046 
1 	I 	3N 	S= 	4E12.61 _0047  

TEnN(1)=NA _0048 
MeN(2)=NA 
nO 20 	I=1.NA :gOI I  r 1 
77=2Z(I) 

0 T(1)=72 
r(2,T)=T7 

1 :ggZ2 
_0053 

TF=FL(I) _0054 
Tp=P(7) _0055 
T(11I)=IF 
T(2.I)=TP :gg:; 

2n rON7INUF _0058 
TppINT=0 _0059  
TALL GRAPN2 	(7.7.K.ICnuOJA.IPRINT) _0060 

1 	rOrATTNOC _00AI 
sT=S*EXp(0.5*(S**2)) _0062 
TTFST=7 
TF(NA.EO.0) 	RFAr(5.200)FLR.72R.S : gg:: 
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200 nonvAT(3E7.4) _0065 
TE(rn.Co.0) 	Gn TO 2 _OnA6 

Aill(-111sTC=n-:E33 
_0067 
_0068 

nriAEC=1.C.4 _0069  
ASTEn=0.2*AEXP _0070  
N=7 _0071 

Rn 11=-0.93 
((31; w(2)=27.s*EXP(-n.Rwc**2/(1) 

w (1 )=A.*FLs*Z2s/x 2 )* ( n.19A+27m/AFXP**2)**(-(1.5/8)* 	 _0074 
1 	EXn(-0.25*(s/o)**2*(2*R-n.5)) 	 _0075  
rAiL CALCEH(x.G.N.F) 	 _0076  
1F(ITEST.E(.3) GO To 9n 	 _0077 

4n (- AIL von1P(ITFST.Arxp.r.sswiT.ARSACC.RFLACC.ASTCP) 	 _0078 
no To(sn.A0.60.60).TTrsT 	 _0079 

60 wRTTE(6.70) ITEST.AFXP 	 _0080 
7n roRrAT(714  ITEsT=.72.41-1 n= .F12.6) 	 _0081 

TTFST=3 	 _00112  
an TO RO 	 _0003 

9(.1  cONTTNUE 	 _0004 
Am=x(1) 	 -00R5 
p!=x(2) 	 _OnsA 
wRTTF(6.1101 (711).RO(T).(11I1.R(T112=1.NR) 	 _00R7 
TAPEA=2.5E66*As*zs*57 	 _eons  
IiRTTC(6.3(1 0) TARFA 	 _00P9 

300 pnRA'AT(21H TOTAL AREA OF nROP9= .F7.4.5H CS-1 1 	 _0090  
_0091 TcoN(1)=Nr 

Te0N(21=N8 	 _0092  

(01(1;3  _0094 
nn 30 T=1.NB 
TZ=2(I) 
v(1.1)=TZ 	 _0095  
w(2.11=TZ 	 _0098  
Tn:A(y) 	 _0097 
TP=R(T) 
T(1.1. )=TF 	 :r0T94  

_oinn T(P,I)=TP 
30 rovTiNur 	 _oini 

TOPINT=0 	 _0102  
.nin3 

:(gg 

r!,.!! OL!,1.n1- 2 ITI, Ttk,!Co..0"2.T007HT1 
P c0(.7TAUE 

TF(MA.EG.C1 STOP 
CALL CURVES 	 _0106  
STOP 	 _0107 

e; 
FNo 

_nin 
 

sUnROUTINE PPOFILS 	 -0110 
r0"nN Z7.(46)1CP(44).7(4(.1180(46).FL(48).A(46),NA,M8.S.ZZMIFLM.AM 	_0111 
1 ,7r.P(4A).R(46).OY 	 _011P 
RFAn(5.1On1 CRO.NA.n 

100 FORN,AT(F7.2.2131 
TF(NA.E0.0) GO TO 1 
prAr15.200)177(11.OR(TI.1=1.NA) 	 _0116  

200 FoornT1(1X.6(F6.2.F7.2))1 	 _0117 
1 rONTINUE 	 _0118

TF(PR.E0.n1 GO Tn p 

( r1)  
REAP15,3nP1(Z(T).Rn(T1.I=1.NB) 

300 FOsvAT«ix.6(F6.2.r6.1)1) 	 :1 111  
rONTTA1 1E 	 _0122  
TF ,,J:0.0) GO TO 10 	 _0123 
nO 10 1=;,NA 	 _0124  
72111=2Z111-66.75 	 ,0125 
FL(I)=O.E091*ALOG(CPO/CP(11) 	 _0126 

6 TF(27(1).T.10.(1 77(T)=1n. 	 3  
TF(ZZ(I).LL.0.) 77(1)=1.E-20 	 -0128 
Tr(FLII).GT.0.251 FL(T)=1).25 	 _0129 

to rnPTTrUE 	 _0130 
TF(rR.EO.u) GO TO 20 	 _0131  
nO 20 1=1.NR 	 _0132  
7(1)=Z(1)-58.50 	 _0133  
A(1)=-4./2.83*AlOG 	H 	 _0134IROIT 

20 rntJTTNIIE 
RETURN 
rtm 	 _0137 

_0138 
SUPROUTTNE CURVES 	 _0139 
nTwENsTnN Num(?) 	 _0140 
rOsvON ZZ(46).CA(4n),2(46).RD(461.FL(46).A(461.NA.NR.RIZZSIFLISIAM 	_0141 
1 .7s.n(46).R(46).Nw 	 _0142 
rALL START(2) 	 _0143 
T=NA+1 
0=7+1 	

_0144 

K=J+1 
_0147 
_0248 72(11=10. 
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FL(J)=11.25 	 _0149 
77(J)=1n. 	 -0150 
rL(R)=0.25 	 _0151 
77(A)=0. 
MOv11)=MA 	 _0153 

:g1Z:ft2.A=POL(4.7.12.5.n.°7.170FXPEATVENT NUNARFR.C.$17) 
CALL srPn a(6.0.12.5.n.n7d4x.n..3) 	 -0156 
GAIL _0157 

. 
SvIRUL(4.7.12.05.0.117.0.n..-1) 

rAIL FYvArL(5.0.)P..n.n7.19HrxRERTmFNTAL PITINTSID..191 	J115A  
CALL INTFL5E(20) 
CALL PLoT(2..3..-31 	 _0160  
CALL GRAF(FL.77.NUv.2.-1.15HLTOUIn FRACTI0N.15.10WEInHT. CM.10.5. 	_01A1 
1 .10.) 	 _0162  
rAIL PLOT(-6.4.0..-3) 	 _0163 
mUV(1)=36 	 _0164 
mIf(2)=3 	 _0165  
nn `10 1=1.36 	 _0166 
Ax=1 	 _01A7 
72(11=0.75“).25*Ax 
AT=77(T)/7zN4 	

-0168 

RT=AtCGIAI)/S 	 _- 0170  
rT=ExP(-0-5sT**21 	 _0171 
p(T)=FLP*CI 	 _0172 

10 rOnTTNUE 	 _0173 
72(37)=10. 	 _0174  
n(?7)=0.0 	 _0175  
27(38)=10. 

:g1174 P(18)=n.25 
72(391=0. 	 _0178  
8(39)=0.25 	

:CON: TAIL GRAF(P.Z7sNUM,20.15HLIMITI,  FPACTTON.15,10MHEIGHT, CM,10,5. 
2 .10.) 	 _0181  
CALL FNOLOT 	 _0182 
PFTURN 	

g1:: : FMP 

sURAOUTTNE VOn1A (TTFCT.Y.F.MAYFUM.AISACCIRELAPC.XSTEP) 
twqr(Aqr123)=Aps(nnci2) 	

:g1478 rn 10 (1.2.2),TTFST 
.% 5•=i,••ITE. 	 -01nq 

TTEST=1 	 _0190 
TIPC=1 
XInC=YSTEP4XSTEF 	 _0192 
PC=TS.•3 
TF (0C) 4.4.15 	

:g1.7;t ; 	 71, : 7:7:.rC4.1  
TF (MAXFUI"-MC) 12.15.15 	 .0196 

12 TTAST=4 	 _0197 
43 X=OO 

r=FA 	 _0199 
IF (F8•FC) 15.15144 

44 x=nC 	 _0201  
r=FC 	 _0202 

25 RETURN 	 _0203  
1 CO TO (5.6.7.8).TS 	 _0204 
A Ts=3 	 _0205  
4 nc=x 	 _0206 
rc:r 	 _0207 
x=x+XsTEP 	 _0208 

_0209 SO TO 3  
7 TF (FC-F) 9.10.11 	 _0210 

::2 22.  
10 X=x+xiNc 

7  xIC=XINC+XINC 
C.0  

_- 0214 
O TO 3 

9 n8=X 
AT=F 	 _0215 
YINC=-XTrir 	 _0216 
nO TO 13 	 _0217 

11 nn=cc 	 _0218  

(0;: 1  
FB=AC 

: nc=x 

_0222 
FC=F 	 _0221 

13 Y=PC4CC■0ri 
TS=2 	 _0223 
nO TO 3 

A nA=OR 	 _- 0225  
_ nR=OC 	 0226  
_ FA=FB 	 0727  
_0228 FR=FC 

32 nC=X 	 _0229 
_0230 rC=F 

G0 TO 14 	 _0231 
_0232 5 IF (FP-FC) 16.17.17 



322 
17 IF (F-EH) 14.32.3v 	 _0233 
is rA=FS 

nA=PB 
iE4  19 ro=r  

of1=x 	 _0237 
GO TO 14 

Tr Tr (FA-Fr) 21.21.20 	 . :0;;: 

-_(0)22144f1 
20 XIA'C=FA 
 EA=FC 
rC=XINC 	 _0242 ,--, 
X1NE=CA _0243 
nA=Dtr _0244 
nc=XTNC 	 _0245 

21 YINC=CC 	 ..0246 ' 
IF ((C-nr)s(o-Dc)) 32.22.22 	 _0247 

22 IF (F-FA) 23.24.24 	 . _024R 
23 FC=rB 

gn TO 14 
.00=011  

_0249 

 24 FA=F 
nA=x 	 _0253 

14 IF (FR-FC) 25.25,20 	 _0254 
25 TIVC=2 	 _0255 

xir,L=Ex _0256 
.1 7  (FE-Fr) 29.45.24 	 _0257 

29 n=(EA-Fo)/(11 A-Or)-(FA-rr),(00-nC) _025R 

	

 fn.fnr-DC)) 33.17.17 	

i
37 n=n.5p(nP4OC-(FP-Frun) 

IF (ARsE(r-X)-AosFtARsAC(1) 34.34.35  
35 TF (A9SF(E-x)-APsE(0*RFLACC)) 14.34.36 	 _0262 
34 TTFST=2 

. ,:(0122N 
36 TS=1 

GO TO 43 
_0269 

x=r 	 _0266 
TE f(rA-rC)*(nC-n» 	P 3.26.3 

. 
_0967 

3A TS=2 	 _0266 
an TO (34.4o)./TNc 

• 39 IF (AllsF(XINC)-ARsr(DC-0)) 41.1.3 
33 TS=2 	. 	 ..... 1)0::: 

_0270 

on Tn (41.42).TINC 	 .0272 
41 X=PC. _0273 

r0 TO in 	 _0274 
40 IF tAlsrfx1NC-x)-ARsrly-nr)1 42.42.3 _0279 
42 x=4.5*(XINC+Dr) 	 _0276 

Tr (4x/Nr-x)*(x-nC» 26.24.3 - 
45 X=0.5*(0P+DC) 
	 _0277 

 278  - 
Tr Ifr7-m,ttm,Ocl! 1,(-76.1 	 _On7,7 

 
PA TTEST=3 

go TO 43 :(04/144 
• rmn 	 _02AP 

- - _02/43 
SUPROUTINE GRAPH2(X.Y.PAFIT.ICON.MMAX.TPRINTT 

• C 

_0284 

 i C 	1/ PURPOSE. 	 1 
C 	 _02s8 
C 	THE SURROUTINE CRAPH2 TS A monTrIrATInN nr sUoPOUTINE GRAPH. IT 	_0209 
C PLOTS UP TO 	 u 9 GRApws nn TITE SArrE SET OF AXES sING THE PRINTER. 	_0290 
C 	sER musT CALcoLATr - EACH yfi.j) As A FUNCTION OF THE 	:0 (  C 	u 11. 
C 	COPRESPONCING X(I.J). 	 _0297 
C 
C . 	 :022 9: 
C 	2/ ARGUMENTS 	 _0295 
C 
C 	'sUPROUTINE GRAPk2(y.y.mFIT.ICnNemmAX.TPRINT) 	 :(03;r7 
C 
C 	X 	A TWO-DIltivi,sInAt. ARRAY nymENsIONT.0 x(mFIT.mmAX) 	:C01;79: 
0 	Y(I.J1 roUTAIns Till JTH x -VALUE ON THE ITH CURVE. 	_0300 
C 	Y 	A TWO-OlorNsTnnAL ARRAY nimFNsTONrn yfmFIT.mmAX) 	• -0301 
C 	y(i,j) roNTAIns THE JTH Y-VALUE Om THE ITH CURVE. 	..0302 
C 	MFTT 	TS THE tuvP•ER nF IINFs TO RE oPAwN ON THE SAMr SYSTEM 	_0303 
C 	OF AXES. 

ONE DIVINST0NAI ARRAY n1mrNSIoNE0 AT LEAST mFTT. 	:gg: C 	ICON 
C.  ICOwf1) CnNTAINS THE NUmpEP OF POINTS ON THE FIRST LINE. 

1(01,12) CONTATNS THE «WIRER nr POTNTs ON THE SECOND LINE. 	:= 
: 	ICON(31 FTC. 	 .0308 

mmAX 	(ThEATER THAN no El:1(1AL TO MAX VALUE OF TCON(1.)...ICON(MFIT) 	-0309 - - 
_0310 

- 

• 

. 

	

IPRINT SET OttENTRY 	 _0311 
= C - INTITCATEs GRAPH ONLY IS TO PC PRINTED 	 _0312 

: 	= 1 - INnTrATEs GRAPH Ann TAPLF OF VALUES ARE TO BE PRINTED 	_0313 
**WARNIN6** TPRINT = 1 MAY PPnnUCE EXCESSIVE OUTPUT 	 _0314  

TAPLE OF VALUES ARE PRINTED ONE PER LINE 	_0315 
. . _0316 
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THE TTN cURvr TS PinTTrn wTTH THE SYMBOL T. WHERE TWn POINTS 	 _0317 
CoTNCInF THL. WAN * Ic USrn. 	 _031R 

_n319 
_03,0 nIPENSIoN XlmrITO.A.8Y1. YImFIT.MMnX). ICONWrIT1. LINr(111). 

1 	TI IN(9). vnt(f) 	 _0321 
RATA IBLArJK, TnAcN. IrHAP. ISTAR/1H .1H-.1HT.1H*/, 	 _0322 

1 T1TN/111.1H2.1H3.1H4.1HA.1HA.1117.1HA.1H9/ 	 _0323 

(:4FALCULATE MAXIAHm Ann MTKIHHm VALVEs FOR x AND Y 	 :07 

:00 74 xmAX=x(1.2) 
xPlIr=x(1.1) 	 _0328 
YmAX=Y(1.1) 	 _0329  

11  
YmIN=Y(1.1) 

7.:1:;(  nn 10 M=1,NFIT  
_0332 ICv=ICON(m) 

no 20 N=1.ICNI 	 _03:33 
7F(X(u.N).67.xmAx)oo TO 21 
TFIX(v.N).LT.x:triN)xAhm=x(1,, .N) 	 :g::Z 

23 TFIYIPP.A1'.y,"Ax)ro Tn 22 	 _0336 
TFtY(v.M).LT.YulmlYmTm=Y(m.N) 
no TO Pn 

21 YmAY=x(A,m) 	 _0339  
no TO 23 	 _0340 

22 yvAX=Y(00 ,r') 	 _0341 
2n rONTTNUE 	 _0342 
10 rorTTLYF 	 _0343 

XL=(XvAx-XmIN1/110. 	 _0344  
YL=CYMAx-YmIN)/50. 	 _0345  

_0346 
on 5n j=1.51 	 _0347  

TNITIAL1SE CNRRENT IMF OF ARAM-4 TO BLANKS 	 _0348 
no un K=1.112 	 _0349  

_0350 TNE(K)=IPLANK 
un tnt'7It1uE 	 _0351 

PICK nNT Y VALUE"; To FF PRINTED 	 _0352 
on En tA=1.F.FIT 	 _0353 
2CrP=ICON(m) 	 _0354  
00 70 N=1.ICNI 
n=(Y("4.r9-YMTv,/YI+1.c 	 _0354 

:11:35Z78 
TrIIH.A.mr.5pirzr Tr 7n 

_0359 
R=Ofitt.H1-) ,11,0/YL41.P 
IFMAF(K).NE.IPLAnKlAn TO 81 
ITNr(K)=TLIII(m) 
no TO 7n 

Al tTPF(K)=7STAR 	 _0362  
_0363 7n rnvTINUE 

An roNTITUF 	 _U364 
PRTNT CnRRPIT I_Tr F nr Gr4APN 	 _0365 

TFlvOCIJ.10).rE.1)An To inn 	 _0366 
vAVY=vm2N+FLOAT(51-J).YL 	

)):3478 wPTTF(6.10001vAlY.1Inr 
1000 rOPPAT(lx.E11.4.2N-1.111A1) 	 _0369 

no TO 5n 	 -_0370 
100 wnTTF(6.1010lLIVF 	 -0371  

1010 rORF'AT(13X.1NT.111A1) 	 _0372 
5n rONTINUE 	 :0;7; 

_0374 
PRINT X-AXIS 	 _0375 

_0376 
rn 160 K=1.111 	 _0377  
ITnE(K)=TFASH 	 _0378 

160 rONTTNUF 	 _0379 
no 17n K=1.111120 	 _0380  

_0381 ITNE(K)=ICHAR • 
170 cONTINNE 	 _0382 

wRTTE(A.1020)1Tr'F 	 _0383 
1070 rORFAT(13X,1H-.111A1) 	 _0384 

_0385 no 1 11 0 w=3.6 
vill(K)=xNIN+xL*20.*FLnATIK-1) 	 _0386 

Inn rON'TINNE 	 -0387 
wRTTEth.10301vAl 	 _0388  

101n r0PFAT(3T.6(F20.41//1 	
_0390 

: 
PRINT TABLE OF VALUFC 	

233; 
 

RFTURm 	 _0393  
nn 190 M=1.:IFTT 	 _0394 
w0TTE(6.1fi4n)M 

1040 onpvAT(//1nx.5NCRAPN.T3.1nX.PNX VALUER.10X.RHY VALUES) 
1Cw=ICONril 	 _0397 
WRTTECA.1C50)(X(M.14),TIAlmliN=1,ICM1 	 _0398 

_0399 
190 CONTINUE 	 _0400 

1090 rOpPAT127X.E11.4.7x.E11.4) 
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RETURN 
FNn 

SUP8OUTTNE 	VAniA(x.r.G.N.F.FmTm.ESCALF.TPRTNT.mAXITimyITVG. 
1 	rALCFG.w.M3M) 
REAL 	X(N).E(N).GIN1 
PEAL 	k(N3t1 

_0401 
_0402 
_0403 
-0404 
_0405 
_0406 
_0407 

ABSF(AnC123)=ASS(AnC173) _0408 
cgPTF(ARC123)=SCRT(AnC1231 _0409 
TF(r3N-Ns(N+3)) 	Mull-v.4002.8002 _0410 

snnn 	wRTTE(A.P0011 _0411 
8001 	FORVAT(26H DiMENsTnN nF W TOO SMALL 	1 _0412 

STOP _0413 
see, FONTINUF _0414 

NM=N _0415 
w=0 _0416 
TMAX=0 _0417 
nn 2 T=1 .FN -0418 
nO 3 J=1.mm _0419 
K=144-1 _0420 
W(K)=0. _0421 
TF 	(T-J) 	3.4.3 _0422 

_0423 
3 cOrTTNME _0424 
2 CONTINUE _0425 
N1=K _0426 
N2=NN+K _0427 
(u=NN.,.M2 _0428 
NCnUNT=Nm -0429 
TCnUNT=0 _0430 
CALL 	CALCFG 	(x.F.N.Fx) _0431 

1 	TV 	(T4Ax-1, AXIT) 	58.59.58 _0432 
58 FPAX=0. 	 T _0433 

TXTTFG=0 _0434 
TA^AX=r'AX+1 _0435 
K=0 _0436 
on 5 I=1.MN _0437 
K1=N1+I _0438 
K2=N24.1 _0439 
:==n. _nuun 

nO 	6 J=1,1'N _0441 
v=w41 _0442 
su"=w(witr(J)..suw _0443 

A rONTTNUE _0444 
w(K21=c(T) _0445 
A.-^Pc!slw/F!):1 1  ,O44A 
w(v11=-Stir _0447 
IF 	(VmAx-A) 	7.5.5 _0448 

7 FmAx=i1 _0449 
5 Frt'TTNUF _0450 
FA=FX _0451 
'cALF=FscALE/FMAx _0452 
Fc(INP=FA+ABSF(0.400001*FAI _0453 
TS=1 _0454 

R Gc=0. _0455 
no 9 T=1.NN _0456 
wj=NisT _0457 
GC=G(T1*W(K114Gc _0458 

9 FOroTTNUF •-0459 
GO TO 	(10.11.12)0s _0460 

10 	TF 	(GC) 	1 4 .14.13 _0461 
13 rOmTTNUE _0462 

wPTTE(6.15) _0463 
15 FORMAT 	(5X,30HERRnR PIIF Tn ROmmnImG 	IN VA01A/1H1) _0464 

GO TO 16 -0465 
14 	x=1. _0466 

GA=Gc _0467 
TV 	(SCALE-Y1 	17.18.18 _0468 

17 Y=SCALE _0469 
18 TS=2 _0470 

YS=X _0471 
19 nn 20 	T=1.mN _0472 

w1=M1+T _0473 
x(I)=x(1)+YS4w(K11 _0474 

20 cOmTTNUE _0475 
FAIL 	CALCFG 	(X.G.N.FX) _0476 
TxTTrG=IxITFG.1 _0477 
TF(IXTTFG.LT.mXITFG) 	Gn Tn 8004 _0478 
v8TTE(A.80031 	TXTTFG _0479 

3003 FnRmAT(1H6.15.45H 	FOrorTinn Amp OFRIVATIVrs FOR THIS TTERATION ) _0480 
RETURN _0481 

3004  rOPTINUE _0402 
GO TO R _0483 

11 	FRAX=ARsF(1000000.*GA*x) _0484 
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rn=rx 	 _0485 
nEt=ne 	 •_0486 
TF (FP,Ax-r);SF(FA)) 72.24.4 	 _0487 

27 TF (FYAy-AnSF(FP)) 73.24.74 	 _0480 
23 YP=Y*CA/(6A-G111 	 _0489 

GO TO 79 	 _onnn 
74 4Ur=3.*(FA-FP)+Y*(nA+n91 	 _0491 

FN1AX=S0A*Sum-Y*Y*GA4Gp 	 _0492 
TF (FRIAy) 27.27.76 	 _0493 

26 YP=1.sysnA/(14nA+Swt-So9TFtrmAY11 	 _0494 
25 TF (YP) 27.27.26 	 _0495 
28 TF ( SCALU-Y1,) 27.40.40 	 _0496 
40 TF (NCOuNT) 41.41.29 	 _0497 
41 TF (SCALE-E5CALF) 74,74.42 	 _0498 
42 TF (SCALE-1P*FSCALF) 74.24.16 	 _0499 
16 F=FX 	 _0500 

RETURN 	 _05n1 
27 YP=9CALE 	 _0502 
29 TF (1 1-Y) 31.30.11 	 _0503 
31 TS=3 	 _0504 

nn 37 T=1,tal 	 nRris 

K3=1'!3+T 	 _0586 
V(1(3)=11(T) 	 -0507 

32 corPTINur 	 _0508 
YS=YP-Y 	 _0509 
FO TO 19 	 -0510 

17 TF (Fcnvp-FX) 33.33.34 	 _0511 
34 TF (Fe-FY) 33.33.30 	 _0512 
33 TF (FC0vP-FO) 35.36,36 	 _0513 
35 Y=YP 	 _0514 

nO TO 11 	 _0515 
36 no 21 I=1.NN 	 _0516 

ki=n1+T 	 4 _0517 
)(3=V3+1 	 T 	 -0518 
y(T)=Y(T)-YS*)0(1411 	 _0519 
n(T)=).(1(31 	 _0520 

21 CONTINUE 	 _0571 
YP=Y 	 _0522 
Fy=F8 	 _0523 
sc=C4 	 _0524 

30 TF (Fx-FYIN) 37.37.38 	 -0525 
37 tOTTE(6,35) 	 _0526 
39 FOPrAT (5Y.5514FPN37fnm 1/NIOF IFSS THAN FMIN roolln/IH11 	 _0527 

GO TO 16 	 _05261 
30 IF (TPRTNT) 44.44.43 	 _0529 
43 TCOUNT=TalluT+1 	 _0530 

It 	44.45.44 	 _0531 
45 wP7TF(6.46) Fy.ty(T).T=11NN1 	 _0532 
46 FOP'AT (//E14.6/(8F14.6/)) 	 _0533 

TCnUNT=n 	 _0534 
44 N=1./(SC-GA) 	 _0535 

rmAX=-AsGA 	 _0536 
TF (A) 1,1,48 	 _0537 

40 IF (2.*SCbLE-YP4C94XI 47.47.44 	 _0538 
49 nO 50 I=I.NN 	 _0539 

K2=1"241 	 _0540 
W(v2)=G(I)-W(K21 	 _0541 

50 CONTINUE 	 _0542 
le=4 	 _0543 
P=O. 	 -0544 
nO 51 1=1.NN 	 _0545 
.(3=-N341 	 _0546 
nUF=0. 	 _0547 
nO 52 J=1.NN 	 _0548 
K2=1'!2+J 	 -0549 
K=V+1 	 _0550 
SUv=W(K)*V(K2)+Gum 	 _0551 

52 CONTINUE 	 _0557 
K2=N2+1 	 _0553 
w(V3)=Sum 	 _0554 
R=W(x2)*GLIF148 	 _0555 

51 rOPTINUE 	 _0556 
A:yP4A 	 _0557 
8=-1./8 	 _0558 
NCCUNT=NCOUWT-1 	 _0559 

53 K=0 	 _0560 
no 54 I=1INN 	 _0561 
K1=4914.1 	 -0562 
10=113+1 	 _0563 
A1=4*).((1) 	 _0564 
P1=e*W(K3) 	 _0565 
nO 55 J=1.NM 	 _0566 
K1=N1+J 	 _0567 
K3=N3+J 	 _0568 
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_ K=K41 	 0569  
w(v)=A1.,w(K1)+Eli*ww314w(K) 	

_0571 55 rOUTINuE 
54 rONTINUE 	 _0572 

GO TO 1 	 _0573  
_0574 47 TF (YP-SCALE) 1.56.96 

56 IF (SCALE-0.11) 1.1.97 	 _0575 
57 11=(Y0-2.*5CALF*TP)/(SrALE*GA) 

:g:77; R=1. 
sO TO 53 	 -0578 

59 wRITE(6.60) ImAX 	 _0579 
60 ropmAT (T10.211-I TTFRATTONs CON(pLETE)'/1H11 	 _05R0 

sO TO 16 	 _05R1 
FND 

runFOUTTNE CAtCFG(Y.S.n.r) 	 _0584 
nprEmPinm E(6).6(61.x(4).w(541 	 _05115 
r0""nn 77146).cv(4f,).7(46).H0(461.F1(46).6(461.NA010.c.ZZM.rlm.6m 	_05(46 
1 o(',p(46).R(46).ux _05R7 
F=0. 	 _05RR 
s=y(3)  
no in I=1.N 
s(T)=O. 	 :) 3Z.T 

in comTINUE 
no 2n I=1.NA 	 _0593 
AT=ZZ(I)/Y(2) 	 _0594 
pi=ALOGIAI)/S 

_0596 rI=Exp(-0.5*ET**2) 
pT=)1(1)*GI 	 _0997 
P(I)=PT 	 _05911 
TF(27(1).1_1-.1.5) Gn Tn 20 	 _0599 

_OAnn rnT=pi-FL(I) 
A7=2.*ERT*CI 	 _0601 
HI=ST•RI.0((1)/S 	 _06n2 
n(1)=G(11.GI 	 _0603  
S(2)=G(2)+HI/y(21 	 -0604 
r.z)..nizi4HispT 	 ncnc 

s=r+rnis*2 
an r011TINUE 	 _0607 

RETuRN 
rNn 

n. 	.,T 	 .t 
_061? 
_n613 

np/ENsioN E(6).G(6),x(6).4(541 

_0614 
rm,NrIn 77(46).Ci-i(4c.).7(4GI.R0(461.FI(4G).6146).NA,NR.c.72m.FLm.6m 

_0615 
1 .2K.P(46)0(46).0v 

_0616 rnir10 I=1.N 
_0617 G(T)=0.  

In r00IINuE 	 _0618 
nO 2n 1=1.ND 	 _0619 

_0620 Air:am/x(2) 
orrAtcr,(Anis 	 _0621 
rI=EXP(-11.5*BI**2) 	 _0622 
pi=y(1)*CI 	 _0623  
P(T)=PI 
TF( 7(I).1_7.1.51 Gn To 20 
FRT=PI-A(T) 
s1=2.*ERI*CI 	 _0627 
141.=6TiRT0(11),S 
n(1)=G(1)4cI • _0629 
6(2)=G(2)+HI/x(21 
F=F+ERT**2 

2n rOMTINUE 
RETURN 
rNO 

_0635 




