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## HYDROSTATIC EXTRUSION OF BIMETALLIC COMPOSITES

An experimental procedure capable of producing a copper-stainless steel composite wire by hydrostatic extrusiondrawing is described. It includes the production of wires with different internal geometries.

For the case of a copper sleeve and a single stainless steel core (or vice versa), theoretical models predicting the, stress distribution in the deforming zone are presented. In particular, a form of the Method of Wejghted Residuals is adapted for the integration of the Prandtl-Reuss equation and an approximate polynomial solution for the stress distribution associated with Avitzur's velocity field is obtained.

All solutions show reasonable agreement with the experimental values.

In addition, the temperature distribution produced by the deformation process is obtained.

Since polynomial solutions may involve the calculation of a large number of terms in an usually fine net, the computation time required by the process and the rounding errors produced may be important. In order to reduce the weight of these factors, a procedure for the econonization of polynomial solutions is obtained, as a generalization of Lanczo's method for the case of a single variable.
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## I. INTRODUCTION

I. 1 The hydrostatic extrusion-drawing process

Hydrostatic extrusion is a relatively new forming process possessing many advantages over conventional extrusion methods. The development of the hydrostatic extrusion and the application of hydrostatic pressure to the forming of metals represents new approaches to the field of cold forming [1].

The first scientific atiempts in the use of these methods correspond to Bridgman [2], although the first known description of the hydrostatic extrusion process appears to have been presented by James Robertson in 1893 [3], in patents taken out in Britain and the U.S.A. However, there is no record of any practical work done with this equipment.

A detailed and comprehensive description of the features of the process we are dealing with, can be seen in [1], [4] and [5]. Some of the outstanding aspects of the process can be inferred from Fig. 1.

An interesting resume of these characteristics is presented in [5] as follows:
(i) Friction between billet and container is absent; long billets can be extruded without a corresponding increase in the extrusion pressure.


Figure 1 Comparison of conventional and hydrostatic extrusion.
(ii) Since friction between die and billet is low, dies of small angle may be used to reduce redundant deformation and extrusion pressure. Harder materials can be cold extruded because shearing of the billet along the die face which could lead to fracture in conventional extrusion is reduced.
(iii) Within limits, it is not necessary to use cylindrical billets of closely controlled dimensions. Non-straight billets, or coils of wire with free or clamped-back end, can be extruded into straight products. The cladding of long lengths of wire is also possible.
(iv) Support can be given to the die by surrounding it with the high pressure fluid. Products of complex sections can be
extruded through thin-walled dies.
(v) The process is versatile. Simple die replacement enables billets of various sizes and sections to be extruded. Stepped products can be produced.
(vi) The strength of the extruded wire is more often higher than in conventional wire drawing owing to the absence of internal voids and pores in extrusion under large compressive stresses.

Possible disadvantages:
(i) Considerable compression of the fluid has to occur (typically up to one-third of the volume) to generate sufficiently high pressures (e.g. 30 Kbar). This results in large amounts of stored energy, which reduces efficiency and may be dangerous.
(ii) The billet must be tapered at its front end and held against the die to produce initial sealing.
(iii) Once the billet has begun to extrude it is difficult to control the rate of extrusion. Consequently, extrusion speed is often too high; undesirable heating and softening of the billet may occur. In such cases the billet and fluid are ejected violently from the container, unless some means of control is provided. Lack of control of the extrusion speed
often leads to instability, which is featured by "stick-slip" movement on the extrudate and by its fluctuating pressure-time characteristics.
(iv) In production, containment of Eluid requires ancillary equipment if a horizontal arrangement is used. A large number of repeated cycles of operation may require frequent changes of the seal between the moving punch and static container, or the development of special sealing arrangements. This may cause fatigue in container, punches and other items.

The enormous pressures required in hydraulic extrusion may be reduced, and the extrusion speed controlled, by additionally pushing or pulling the billet into the die. These techniques are oiften called billet and product augmentation respectively. The latter is the procedure adopted in the experiments carried out in the present work. This technique has received extensive development at Imperial College by B. Lengyel et al. $[74],[75],[76]$, where a special rig was designed for this purpose.

## I. 2 Theoretical models for the extrusion process

The extrusion of a solid billet through conical dies is a very well studied process and several theoretical solutions for the extrusion pressure have been obtained through different approaches.

The Siebel's analysis [6] based on uniform deformation and the slab method first proposed by Sachs [7] and later presented by Hoffman and Sachs [8] are, perhaps; the oldest theoretical analyses of the extrusion problem. Their solutions involve the use of a constant coefficient of friction and the assumption that stresses are constant on a cross section. Tresca's yield criterion is used for the determination of plastic state, and, since the direction normal to the die surface is assumed as principal, the approach holds good for relatively small die angles.

Solutions have also been obtained by means of the slip-line approach. A detailed and comprehensive mathematical treatment for the plane strain extrusion, based on Hencky's slip-lines field method, was done by R. Hill [9]. In this work both the boundaries between the die and the deforming metal and the metal itself outside the plastic zone are treated as rigid. It is also assumed that this rigid material does not account for the elastically loaded material that surrounds the plastic zone.
W. Johnson obtained a slip-line solution for the extrusion through wedge-shaped dies $[10]$. He obtained the corresponding solutions for several angles of dies and coefficients of friction and also took into account different possible
geometries of the dead metal zone. In this paper, due to the particular geometry adopted, only small reductions have been considered. However, this work was extended to the extrusion through square dies of large reductions [11] where solutions were given for different geometries, coefficients of friction and position of the dead metal zone. He also gives some empirical expressions to calculate the average extrusion pressures for the different cases. These cases correspond to steady statc conditions, where the slug remaining to be extruded is required to be longer than the depth of the associate slipline field. In [12] Johnson also considered the modification to the slip-line solutions to accommodate shorter slug lengths and the form of doing so is described for the case of square dies.

The slip-line method is strictly applicable only to plane-strain problems. However, experimental evidence presented by Thomsen, E.G. et al. [13], [14] seems to indicate that a plane strain analysis can be used with axisymmetric extrusion problems. In these works plane-strain and axially symmetric approximate solutions for a perfect plastic material are compared with experimental results obtained from the extrusion of pure aluminium. It was found that the axially symmetric solution shows little advantage over the simpler plane strain solution and that the plane strain yield mean
stress and axial stresses are in good agreement with the experimental results. However, since the treatment has been limited to rigid-perfectly plastic isotropic solids it cannot deal properly with materials that exhjibit strain hardening.

The visioplasticity method [15] has also allowed to obtain solutions for axisymmetrical extrusion problems, such as extrusion of solid rods and tubes of lead $[15],[17],[18],[19]$. By analysing the grid-line pattern on a meridian plane of the, deforming zone the strain rate, strain and stress distributions were obtained by solving the equilibrium equations, the stressstrain relationsinip and the yield cricerion. All these works involve a great deal of time-consuming operations, including graphical differentiations and integrations. An attempt was made to reduce the complexity of the method by Kobayashi, S . et al. [20"]. Using a digital computer, velocity, strain rate, strain and stress distribution were obtained for the extrusion of a specimen of aluminium. The flow pattern for steady state conditions was obtained in direct extrusion through a conical die of $60^{\circ}$ included angle and an extrusion ratio of 2 , at a slow speed. They obtained a full description of the stress field in the deforming zone. As was pointed out in [14], there is a good agreement between the solutions obtained by these last two methods in most cases.

Another source of solutions for the extrusion problems is the Upper Bound theorem. B. Avitzur produced upper bound solutions for wire drawing and extrusion through conical dies of small and large cone angle $[21],[22]$, by means of a radial velocity field and spherical boundaries. On the assumption that the maximum froni tension cannot exceed the yield limit of the material under uniaxial tension, a solution is obtained for the maximum possible reduction in wire drawing. An analogous assumption, i.e. that the absolute value of the pushing stress cannot exceed the yield value, gives a criterion for the maximum possible reduction in extrusion. The effect of each of the process variables on the drawing stress in wire drawing and the pushing stress in extrusion is presented graphically, Since Avitzur's solution is widely used in the present work, a detailed analysis of the process variables and the velocity field are included in further chapters. Avitzur et al. generalize his velocity field by introducing generalized boundaries for the plastic zone [23].
E.R. Lambert and S. Kobayashi produced a theory on the mechanics of axisymmetric extrusion through conical dies [24]. Their upper bound approach is based on the development of an admissible velocity field without discontinuities, obtained by superposition of basic flow patterns. This velocity field, as is shown in the diagram, is described by


Admissible velccity ficld for axisymmerric extrusion
the following flow functions: in regions 1 and 3

$$
\psi_{1}=\frac{r^{2}}{2} \quad \text { and } \quad \psi_{3}=\frac{r^{2}}{2 b^{2}}
$$

while in region 2 the flow lines are

$$
z=c r+d
$$

where $c$ and $d$ are determined for each flow line, for the given velocity discontinuity curves. Based on this velocity field, an upper bound to the average forming pressure was calculated for the extrusion of a rod with a semi-cone angle of $45^{\circ}$ and a reduction of $75 \%$ in area. Three different friction conditions were considered and the influence of the coefficient of friction on the deforming characteristics discussed. Most of the mechanical. variables involved in the process were analyzed and plotted. This solution constitutes a lower and consequently more realistic upper bound. Values for the variables have to be determined numerically and the shape of the entry and exit boundaries of the plastic zone were determined by
minimising the energy of deformation. All these results show good agreement with those obtained by the visioplasticity approach.

As an extension of his previous work [22]: Avitzur studied the hydrostatic extrusion of solici billets [25]. Based on the velocity field discussed earlier, expressions are provided giving the required extrusion pressure as a function of the other process variables and also the cone angle which minimizes the required pressure. He found that for any combination of extrusion ratio and friction condition there exists an optimum cone angle for which the required pressure is minimum.
H.LI.D. Pugh carried out a study in the mechanics of the process of hydrostatic extrusion [26] through an upper bound approach. Solutions were obtained for the redundant work and friction which together with the work for homogeneous deformation lead to an expression for the extrusion pressure in terms of the constitutive equation of the metals. He tried several velocity fields with different limit surfaces for the deforming zone: (i) plane boundaries perpendicular to the axis, (ii) conical boundaries, and (iii) spherical boundaries with centre at the apex of the conical die, as can be seen in the following diagrams.


He found that of the three types of boundaries cons. jdered, the estimate for the redundant work obtained with the plane transverse boundary is much higher than the conical and spherical ones which produce fairly sinilar results. Consequently he adopted spherical surface limits for the deforming zone and for such field the required extrusion pressure for various die angles and extrusion ratios were calculated and plotted. They are as shown on the following page.

b Velncity componerts along fow line inmediatly to the right of M .
Flous thrugh a conical die with spicrical entry and exit bondaries


The material used was $99.5 \%$ pure aluminium and aluminium alloy HD 44 and these resuits were in good agrecment with the experimental ones. The model allows for an estimation of the coefficient of friction to be made, which seems to be in the order of what is expected in a hydrostatic extrusion process.

## I. 3 The coextrusion process

A relatively less analyzed process, the coextrusion of dissimilar metals, j.s a subject of great technological interest. There are many requirements in industry which cannot be met satisfactorily by one material and involve the use of combinations of metals. Thus one material is a better conductor of heat or electricity, or offers greater resistance to, for example, corrosion or irradiation damage. Often such requirements can be met by cladding and a number of bi-metal rods and wire combinations are actually in use, obtained by several techniques such as rolling, extrusion and draiving. The hydro-
static extrusion process offers considerable versatility in the production of bi-metallic and multi-metallic products.

The cladding operation, where a tube of one metal is mounted over a rod or core of another metal to provide a composite with a good mechanical bond on the interface, precedes the subsequent drawing or extrusion operation. In rod ciadding no contact is forced on the sleeve and core until they enter the die. Thus at the entrance core and sleeve are free to move, each at its own velocity. Eassing through the die, a rigid bond of the core-sleeve composjte is produced and the exit velocities of both components are identical. Even if no metallurgical bonding is produced at the interface, the mechanical packing of the two metals may form a sufficient bond. The contact surface of core and sleeve are not perfectly cylindrical (they are undulant surfaces); the crests on each surface, nevertheless, fit fightly the valleys on the other surfaces to form an inseparable mechanical lock [27].

A preliminary investigation on the experimental bases which govern the extrusion of rod, tube and can from combinations of dissimilar metals has been made by E. Whitfield [28] at the National Engineering Laboratory. The results obtained showed that flow of metals during the coextrusion process is dependent on their relative mechanical properties, dimensions
and geometrical disposition of the dissimilar metals in the original billet as well as the die geometry. Whitfield also measured the influence on the required hydrostatic pressure of the different combinations of metals and proportions. No metallurgical bonding was achieved under the conditions of the experiment at room temperature.

Whitfield also carried out experiments in order to approximately determine the minimurn value of the initial plating thickness required for the successful extrusion of copper-plated billets of mild steel into rods, tubes ard cans [29]. He found that this value is dependent on the extrusion ratio of the particular experiment and that the ratio of the initial plating thickness/extrusion ratio is approximately constant. The extrusion pressure-characteristics obtained during the extrusion of plated billets are similar to those for unplated ones. The adhesion of copper on the extruded products was said to be satisfactory; no metallurgical analysis of the interface was reported.
J.M. Alexander and B.C. Whitlock carried out research into the production of bimetallic strips by extruding two dissimilar metals from separate containers through a single die $[30]$. Experiments involve the extrusion of tin and lead at room temperature and copper and silver at $750^{\circ} \mathrm{C}$. They have
achieved bond strengths at leasi equaj to the strength of the weaker metal. Upper bound and slip-line solutions were used in order to estimate extrusion pressure and interfacial stresses. The comparisons betiveen the actual extrusion pressure required in the tests and their calculated upper bounds are shown in the following graph:


The results of metallographic examinations of the bimetallic strips showed that at the interface, intimate contact had been achieved between the dissimilar metals.
B. Avitzur [31] made a very comprehensive analysis of the mechanical conditions of the coextrusion process and
the corresponding governing variables. These variables are: (i) Percent reduction in area.
(ii) Semi-cone angle of the die.
(iii) Die land length.
(iv) Friction.
(v) Relative size of the core, related to tube.
(ri) Ratio of the flow stress of the core to the flow stress of the tube.
(vii) Prescribed body tractions (front tension in extrusion and back tension in drawing.

He ained at producing a criterion for the analysis of failure of composites obtained by drawing or extrusion.

A successful diawing or extrusion results from homogeneous deformation and thus identical elongation in both tube and core. If the core, being harder to an excessive degree, resists deformation so that it elongates less than the sleeve, failure by core fracture is imminent. If the sleeve is harder than the core to an excessive degree, the sleeve resists deformation and elongates less than the core, and failure by sleeve fracture is imminent.

The combination of variables causing failure are presented in graphs, for different vaiues of the core/sleeve
radius ratio, core/sleeve yield stress ratio and die angle. In the following graph the criterion for sound flow in extrusion is illustrated:


The comparison of the criteria for sound flow in drawing and extrusion follows next:


While no attempt is made to fully characterize the behavicur expressed in the various cases presented in the paper, he pointed out some general trends to apply as failure criteria,
even if these tendencies may be violated occasionally:
(i) The harder the sleeve, for $\mathrm{y}^{\mathrm{c}} / \mathrm{Y}^{t}<1$, the more likely i.t is that fracture will occur.
(ii) The harder the core, for $\mathrm{Y}^{\mathrm{c}} / \mathrm{Y}^{\mathrm{t}}>1$, the more likely it is that core fracture will occur.
(iii) The greater the departure of the strength ratio unity, the more likely it is that fracture will occur and the narrower becomes the range of process variables within which sound flow is likel.y to occur.
(iv) The higher the mean pressure (higher back pressure, lower front tension), the wider the range of variables for which sound flow is expected. Thus in extrusion, the range of sound flow is wider than in drawing.
(v) Normally, the higher the friction, the narrower the range for sound flow, except that core fracture in extrusion is deterred by higher friction.

The experimental results presented verify the validity of the fracture criteria.
B. Avitzur et al. [32] also sicudied the hydrostatic extrusion of hard core clad rods considering specifically the influence on the mechanics of the process of the bond between core and sleeve. In order to cover a range of bond strengths,
two pairs of materials were used. These were copper clad with solder and a $\mathrm{Nb}-\mathrm{Ti}$ alloy clad wi.th commercially pure aluminiun. They also studied the combinations of mechanical conditions leading to failure and they present the results in the graph that follows:


The experimental results show that fracture in hard core clad rod is not controlled by an inherent brittleness of either core or sleeve materials but controlled by process variables.

An attempt has been made by J.M. Story, B. Avitzur and W.C. Hahn Jr. [33] to consider the influence that the combination of variables leading to failure has on the extrusion into receiver pressure. The experiments showed that increasing the receiver pressure increases the range of acceptable process
variables to produce a sound flow: The results are presented graphically, pojnting out the sound and failure zones for single and three core, pure aluminium clad $\mathrm{Nb}-44 \% \mathrm{Ti}$. Some important conclusions of their work are:
(i) There seems to be an optimum diameter ratio above and below which the size of the successful region will be significantly smaller.
(ii) The range of acceptable reductions in area will tend to decrease with increasing die semi-cone angle.
(ii.i) The strength ratio is very critical. An increase in strength ratio ( $25-50 \%$ ) will significantly reduce the size of the safe or successful zone.
(iv) Increasing receiver pressure will increase the size of the safe zone.

Based on Avitzur's velocity field, P.B. Mellor et al. [34] produced an upper bound solution to predict failure conditions in the hydrostatic extrusion of composite rods. A detailed analysis of the theoretical basis of this approach is discussed in Chapter V.
C.S. Hartley [35] produced an upper bound analysis for the tube extrusion. A kinematically admissible velocity field has been proposed based on the superposition of three velocity fields corresponding to the three zones in which the
workpiece is divided. Analysis of tube extrusion shows that the linear relation between extrusion pressure and the logarithm of the extrusion ratio is varied by fixing the mandrel size and die-cone angle and varying product dianeter.

In [36], J.M. Alexander and C.S. Hartley carried out. a comparative study of experimental results obteined from the hydrostatic extrusion of copper-cover red alumirium rods with. theoretical results derived from Hartley's upper bound solution [35]. The study compares the experimental valies obtained for the extrusjon constant $K$ and the required extrusion pressure for different extrusion ratios and die angles, showing a good agreement between them. They also compared a finite elements solution for the flow lines corresponding to the coextrusion of two dissimilar metals with the experimental ones obtained fron observation of billets which have been split on a meridional plane, these being remarkably similar.

## I. 4 Temperature distribution during deformation

The temperature rise during the process of deformation is a very important parameter to be considered in predicting mechanical properties of metallic products. During the extrusion process the temperature rise may be significantly high (for high speed or large extrusion ratios), and therefore become relevant not only the knowledge of the temperature of
the product but also the temperature distribution in the deforming zone to predict the local heating and its mechanical and metallurgical consequences. In particular this information is necessary in the study of pressure welding conditions in the extrusion of composites.

Several attempts have previously been made to estimate the temperature rise in conventional extrusion and in the drawing process. Possibly the first work on the subject was clone by Siebel and Kobitzsch [39] for wire drawing, assuming uniform deformation and a constant coefficient of friction. More recently, Singer and Coakham [40] and Singer and Al-mamarrai [41] measured the emergent temperature of the product in extruded billets, for several materials and ram speeds. $I_{n}[41]$ an attempt is also made to predict the tempevature rise of the emerging product by assuming a simple model in which all deformation takes place as the metal crosses the die-exi.t plane. They considered only axial heat flow and neglect the container friction.

Johnson and Kudo [42] obtained a temperature field for the extrusion process by an upper-bound approach. In their assumptions they consider a rigid-perfect plastic material, neglect the die friction and assumed the deforming process as being adiabatic.

Based on a visioplasticity approach, W. Fister [43] obtained the strain rate and stress distribution coresponding to the deforming zone for the hot extrusion of aluninium. From these fields he derived the temperature rise taking place in the metal. In this work the influence of temperature rise on the yield stress of the metal was taken into account.

By using a numerical approach, J.F'.W. Bishcp [44] estimates the temperature field in the deforming zone of a rigid-plastic plane-strain extruded material. He evaluates velocities and strain rates by means of a slipmines solution, assuming no friction at the material-dic interface, In this paper the deformation, thus heat generation, is regarded as taking place instantaneously, followed by a static heat condm uction during a small interval of time. With these assumptions Bishop obtained the numerical solution by means of the finite difference method.
T. Altan and S. Kobayashi [45] also studied the extrusion process, by means of a visioplasticity approach obtaining the corresponding stress and strain fields. They adopted Bishop's sequence of heat genexation and metal transportation followed by a static conduction process. In their development they considered temperature-dependent heat parameters for the conduction process, a constant value for the
coefficient of friction and estimate the normal stress on the die and container by means of an empirical formola. The temperature field was finally obtained by means of the Dusimberre's [46] finite difference approach.

Lengyel, B. and R.M. Guha [47] estimate the temperature distribution in the deforming zone for the process of hydrostatic extrusion. They developed a time based simulation computing model to follow up the extrusion process, where instantaneous heat generation was followed by static conduction, convection and radiation during a small period of time, by means of the finite difference method. Temperature was estim ated at various extrusion speeds and coefficients of friction, taking into account the temperature and strain rate dependence of the yield stress and heat parameters of the defoming metal and tools.

Despite the fact that there are models capable of describing the temperature distribution arising from the deform. ation of a single metal wire, no attempt has yet been made to estimate the temperature distribution in the deforming zone of composite billets.

## I. 5 The Method of Weighted Residuals

Crandall has used the term "Method of Weighted Residuals" to denote a general approximation procedure for
solving various types of differential equations and boundaryvalue problems. The procedure is to assume an approximate solution in the form of a linear combination of known trial functions with adjustable constants. By substituting the form into the governing equation, a residual function is obtained, which is then required to be orthogonal to a selected set of weighting functions.

The application of the method of weighted residuals to solve a single scalar diffexential equation is discussed by Crandall [48] and Kantorovich and Krylov [49]. A generalization of this procedure to the integration of vector differential equations and systems of differential equations is considered by Finlayson and Scriven in [50] and by Finlayson in [51]. This generalization applies to the study of icformation phenomena where it is necessary to use the method of weighted residuals to tensor differential equations, including realistic boundary conditions. Details of the mathematical aspects of this method are given in Chapter VI.
E. Steck considered the application of the method of weighted residuals to obtain the stress and strain fields in the process of extrusion of solid billets through conical dies and compression (upsetting) of right cylindrical specimens between parallel platens $[52],[53],[54]$.

Solutions for the stress and strain field were obtained by means of a direct integration of the Prandtl-Reuss non-1inear tensorial equations describing the plastic state. This procedure has been used in this work and is considered in detail. in following chapters.
I. 6 Scope of the work

In the present work we aim to obtain a numerical description of the stress and temperature field in the deforming zone corresponding to the coextrusion of two dissimilar metals. Our immediate concern is to analyze the conditions of pressure and temperature existing at the tube-core interface leading to the formation of a metallurgical bonding.

The solid state bonding of metals dy rolling and indentation have been extensively analyzed and there is in the literature relevant information for obtaining a successful metallurgical bonding. The process of coextrusion, as far as the relevant parameters of the joint formation is concerned (pressure, temperature, extrusion ratio, superficial contanination, etc.) has not yet so far been extensively considered. There exists little information on the threshold extrusion ratios to obtain bonding and the variables defining this ratio for different metals and working conditions. Hence, it is
considered that the study of these conditions would be of practical interest. Therefore it is proposed to examine numerically the stress and temperature fields in the defoming zone, particularly at the interface. It is hoped that this information will eventually lead to a better understanding of the mechanisms for the joint formation during hydrostatic extrusion at room temperature.

It also appears that the method of weighted residuals offers a relatively easy, concise and satisfactory solution and less demanding in terms of computing resources.

## II. ELEMENTS OF CONTINUUM MECHANICS

## II. 1 Introduction

The theories of elasticity and plasticity describe the deformation process of most of the materials commonly used in engineering. These theories are based on experimental studies of the relationships between stresses and strains of polycrystalline aggregaies and hence their development was, to some extent, independent of the knowledge of the structure of matter. Their macroscopic conclusions hold for an idealized material. model named "continuous".

Among other principal applications of the Continuim Mechanics is the determination of stresses, strains and displacement of a solid subjected to external forces. The equations representing physical and geometrical restrictions to possible mathematical solutions for this problem are well known [55], [56]. In a general case these conditions are expressed in terms of partial differential equations, linear or non-linear, depending on the constitutive equation corresponding to the solid being considered.

In most cases exact solutions to such equations are impossible to obtain, and often not even an approximate form. Difficulties arise from the fact that boundary conditions involve restrjctions arbitrarily imposed, not always easy to introduce in the governing equations of the process. Constitutive
equations in the Theory of Plasticity add a non-linear benaviour to the governing equations that, in general, make it impossible to obtain theoretical solutions for most of the problems.

Needless to say that even in cases where the difficulties can be overcome and solutions obtained, such solutions do not necessarily represent the true stresses and strains. The degree of accuracy depends upon how well the constitutive equations describe the mechanical behaviour of the material being defomed, under the particular set of circumstances in which the deformation process takes place. Consequently in order to monderstand the limitations of such solutions, it is often necessary, while dealing with real problems, to resort tc the avajlable knowledge of the structure of matter and the mechanisms developed by Solid State Physics. As long as the microscopic and macroscopic points of view are rot completely related, it is necessary to take into account both of them, as they provide complementary information. The present trend is not to make unilateral approaches, either mechanical or physical, but to widen constantly the field of observation $[57],[58],[59],[60]$.

It would be desirable to take from Solid State Physics the essential assumptions for the Theory of Plasticity, based on the analysis of elementary physical processes. The immediate requirements of solutions to technical problems and the fact
that Physics cannot yet meet them, makes it unaroidable that these assumptions are based on phenomenological hypothesis or on experimental investigation. Consequently such conclusions are not general and constitute a reasonable approximation to a limited number of real processes.

## II. 2 Stress field

The stress distribution will be anaiysed by means of Cauchy's stress tensor $\sigma_{i j},[55],[56],[62],[62],[72]$; its representative matrix in a Cartesisu system of coorinates $x_{i}$ ( $\mathrm{i}=1,2,3$ ) being:

$$
\sigma_{i \mathrm{j}}=\left[\begin{array}{lll}
\sigma_{11} & \sigma_{12} & \sigma_{13}  \tag{1}\\
\sigma_{21} & \sigma_{22} & \sigma_{23} \\
\sigma_{31} & \sigma_{32} & \sigma_{33}
\end{array}\right]
$$

with the condition $\sigma_{i j}=\sigma_{j i}$
Tensor $\sigma_{i j}$ can be split into the deviatoric and hydrostatic or spherical components:

$$
\begin{equation*}
\sigma_{i j}=\sigma_{i j}^{i}+\sigma_{m} \delta_{i j} \tag{2}
\end{equation*}
$$

where $\sigma_{m}=\frac{1}{3} \sigma_{i i}$ and $S_{i j}$ is the Kronecker delta.
Consequently, the deviatoric stress tensor is

$$
\begin{equation*}
\sigma_{i j}^{\prime}=\sigma_{i j}-\sigma_{m} \delta_{i j} \tag{3}
\end{equation*}
$$

The principal invariants of $\sigma_{i j}$ are given by the expressions

$$
\begin{align*}
J_{1}^{\prime} & =\sigma_{j i}^{\prime}=0 \\
J_{2}^{\prime} & =\frac{1}{2} \sigma_{i j}^{\prime} \sigma_{i j}^{\prime}  \tag{4}\\
J_{3}^{\prime} & =\operatorname{det}\left[\sigma_{i . j}^{\prime}\right]
\end{align*}
$$

In a cylindrical coordinate system (r, $\theta$, z) the matrix components of $\sigma_{i j}$ are:

$$
\sigma_{i . j}=\left[\begin{array}{lll}
\sigma_{r} & \tau_{r \Theta} & \tau_{r z}  \tag{5}\\
\tau_{\theta r} & \sigma_{\theta} & \tau_{\theta z} \\
\tau_{z r} & \tau_{z \theta} & \sigma_{z}
\end{array}\right]
$$

and they are shown in the following diagram;


Due to axial symmetry

$$
\tau_{\theta r}=\tau_{\theta z}=\tau_{r \theta}=\tau_{z \theta}=0
$$

and the remaining functions are independent of the variable $\theta$. Under these conditions the second principal invariant has the form:

$$
\begin{equation*}
J_{2}^{*}=\left(\sigma_{r}^{\prime} \sigma_{\theta}^{\prime}+\sigma_{\theta}^{\prime} \sigma_{z}^{s} \div \sigma_{z}^{\prime} \sigma_{r}^{\prime}\right)+\tau_{r Z}^{2} \tag{6}
\end{equation*}
$$

## IT.2.1 Equivalent stress

The equivalent stress $\overline{0}$ is defined by the expression [72]:

$$
\begin{equation*}
Z=\sqrt{3 J_{2}^{\prime}}=\sqrt{\frac{3}{2} \sigma_{i j}^{\prime} \sigma_{i j}^{\prime}} \tag{7}
\end{equation*}
$$

In axial symmetry, equation (7) has the form:

$$
\begin{equation*}
\bar{\sigma}=\left[3\left(-\sigma_{r}^{\prime} \sigma_{\theta}^{\prime}-\sigma_{\theta}^{\prime} \sigma_{z}^{\prime}-\sigma_{z}^{\prime} \sigma_{r}^{\prime}+\tau_{r z}^{2}\right)\right]^{\frac{1}{2}} \tag{8}
\end{equation*}
$$

## IT.2.2 Stress functions

The equilibrium condition in terms of stresses is given by

$$
\frac{\partial \sigma_{i j}}{\partial x_{j}}=0 \quad\left\{\begin{array}{l}
i=1,2,3  \tag{9}\\
j=1,2,3
\end{array}\right.
$$

body forces being neglected, where $x_{j}$ is a generical coordinate. In the case of cylindrical coordinates and axisymmetric conditions, equation (9) can be expressed in scalar form as:

$$
\begin{align*}
& \frac{\partial \sigma_{r}}{\partial r}+\frac{\partial \tau_{r z}}{\partial z}+\frac{\sigma_{r}-\sigma_{\theta}}{r}=0 \\
& \frac{\partial \sigma_{\theta}}{\partial \theta}=0  \tag{10}\\
& \frac{\partial \tau_{r z}}{\partial r}+\frac{\partial \sigma_{z}}{\partial z}+\frac{\tau_{z r}}{r}=0
\end{align*}
$$

It can be shown that selecting wo functions $\not \varnothing_{1}$ and $\phi_{2}$ such that:

$$
\begin{align*}
& \sigma_{r}=\frac{1}{r} \frac{\partial^{2} \phi_{1}}{\partial z^{2}}+\frac{\phi_{2}}{r} \\
& \sigma_{B}=\frac{\partial \emptyset_{2}}{\partial r} \\
& \sigma_{z}=\frac{1}{r} \frac{\partial^{2} \emptyset_{1}}{\partial r^{2}}  \tag{11}\\
& \tau_{r z}=-\frac{1}{r} \frac{\partial^{2} \emptyset_{1}}{\partial r \partial z}
\end{align*}
$$

where $\emptyset_{1}=\emptyset_{1}(r, z)$ and $\emptyset_{2}=\dot{\varphi}_{2}(r, z)$ are scalar stress functions, equations (1) are automatically satisfied [61].]. II. 3 Strains and strain rates [61], [62]

As in the case of stresses, strains are obtained in terms of Cauchy's strain tensor given by

$$
\begin{equation*}
\varepsilon_{i j}=\frac{\frac{1}{2}\left(\frac{\partial u_{i}}{\partial x_{j}}+\frac{\partial u_{j}}{\partial x_{i}}\right), ~\left({ }_{i}\right)}{} \tag{12}
\end{equation*}
$$

where $u_{i}$ are functions describing the displacement field.
Its representative matrix in a Cartesian system of coordinates $x_{i}(i=1,2,3)$ is:

$$
\varepsilon_{i j}=\left[\begin{array}{lll}
\varepsilon_{11} & \varepsilon_{12} & \varepsilon_{13}  \tag{13}\\
\varepsilon_{21} & \varepsilon_{22} & \varepsilon_{23} \\
\varepsilon_{31} & \varepsilon_{32} & \varepsilon_{33}
\end{array}\right]
$$

Expressed in terms of a cylindrical system of cooroinates ( $x, \theta, z$ ) and in a case of axial symmetry:

$$
\varepsilon_{i j}=\left[\begin{array}{ccc}
\varepsilon_{r} & 0 & \varepsilon_{r z}  \tag{13}\\
0 & \varepsilon_{\theta} & 0 \\
\varepsilon_{r z} & 0 & \varepsilon_{z}
\end{array}\right]
$$

The strain rate tensor is defined as

$$
\dot{\varepsilon}_{i j}=\frac{\partial \varepsilon_{i j}}{\partial t}
$$

and in terms of velocities of displacements $v_{i}$ as

$$
\begin{equation*}
\dot{\varepsilon}_{i j}=\frac{1}{2}\left(\frac{\partial v_{i}}{\partial x_{j}}+\frac{\partial v_{j}}{\partial x_{i}}\right) \tag{1.4}
\end{equation*}
$$

The three principal invariants of $\varepsilon_{i j}$ are:

$$
\begin{aligned}
& J_{1}=\dot{\varepsilon}_{i i} \\
& J_{2}=\frac{1}{2}_{\dot{\varepsilon}_{i i}} \dot{\varepsilon}_{j j}-\frac{1}{2} \dot{\varepsilon}_{i j} \dot{\varepsilon}_{i j} \\
& J_{3}=\operatorname{det}\left[\dot{\varepsilon}_{i j}\right]
\end{aligned}
$$

The incompressibility condition leads to:

$$
\begin{equation*}
\dot{\varepsilon}_{i i}=0 \tag{16}
\end{equation*}
$$

The strain rate tensor can also be expressed in terms of a deviatoric component $\dot{\varepsilon}_{i j}^{\prime}$ and a hydrostatic or spherical one $\dot{\varepsilon}_{m} \delta_{i j}$ as:

$$
\dot{\varepsilon}_{i j}=\dot{\varepsilon}_{i j}^{\prime}+\dot{\varepsilon}_{m} \delta_{i . j}
$$

where $\dot{\varepsilon}_{\mathrm{m}}=\frac{1}{3} \dot{\varepsilon}_{i \mathrm{i}}$. Consequently, the deviatoric strain rate tensor is given by:

$$
\begin{equation*}
\dot{\varepsilon}_{i j}^{\prime}=\dot{\varepsilon}_{i j}-\dot{\varepsilon}_{m} \delta_{i j} \tag{17}
\end{equation*}
$$

with its three invariants:

$$
\begin{align*}
& I_{1}=\dot{\varepsilon}_{i j}^{\prime}=0 \\
& I_{2}=\frac{1}{2} \dot{\varepsilon}_{i j}^{\prime} \dot{\varepsilon}_{i j}^{\prime}  \tag{18}\\
& I_{3}=\operatorname{det}\left[\dot{\varepsilon}_{i j}^{\prime}\right]
\end{align*}
$$

The form of $I_{2}$ under axisymmetric conditions is:

$$
\begin{equation*}
I_{2}=-\left(\dot{\varepsilon}_{r}^{\prime} \dot{\varepsilon}_{\theta}^{\prime}+\dot{\varepsilon}_{\theta} \dot{\varepsilon}_{z}^{\prime}+\dot{\varepsilon}_{z}^{\prime} \dot{\varepsilon}_{r}^{\prime}\right)+\dot{\varepsilon}_{r z}^{2} \tag{19}
\end{equation*}
$$

A basic assumption of the infinitesimal elastoplastic theory is that strain $\varepsilon_{i j}$ (or strain rate $\dot{\varepsilon}_{i j}$ ) components can be expressed in terms of its elastic and plastic components as

$$
\varepsilon_{i j}=\varepsilon_{i j}^{E}+\varepsilon_{i j}^{P} \quad \text { or } \quad \dot{\varepsilon}_{i j}=\dot{\varepsilon}_{i j}^{E}+\dot{\varepsilon}_{i j}^{P}
$$

Frequently it is possible to neglect the elastic component in relation to the plastic component. In this case, the plastic component is assumed as being the total strain. This assumption also holds for strain rates:

$$
\begin{equation*}
\varepsilon_{i j}=\varepsilon_{i j}^{P} \quad \text { or } \quad \dot{\varepsilon}_{i j}=\dot{\varepsilon}_{i j}^{P} \tag{20}
\end{equation*}
$$

## II. 3.1 Stream function

Equation (16), $\dot{\varepsilon}_{i j}=0$, is the form adopted by the continuity equation for a fluid of constant density. Tinis condjtion must be satisfied for any strain rate field $\dot{\varepsilon}_{i j}$ in order to be considered as kinematically admissible.

In the case of cylindrical coordinates (r, $\theta, z$ ), equation (16) has the form:

$$
\begin{equation*}
\frac{\partial v_{r}}{\partial r}+\frac{1}{r} \frac{\partial v_{\theta}}{\partial \theta}+\frac{v_{r}}{r}+\frac{\partial \bar{v}_{z}}{\partial z}=0 \tag{21}
\end{equation*}
$$

or, under axisymmetric conditions:

$$
\begin{equation*}
\frac{\partial v_{r}}{\partial r}+\frac{v_{r}}{r}+\frac{\partial v_{z}}{\partial z}=0 \tag{22}
\end{equation*}
$$

It is easy to show that if a scalar stream function $\psi=\psi(r, z)$ is selected, such that

$$
\begin{align*}
& \mathrm{v}_{\mathrm{r}}=\frac{1}{\mathrm{r}} \frac{\partial \psi}{\partial z} \\
& \mathrm{v}_{\mathrm{z}}=-\frac{1}{\mathrm{r}} \frac{\partial \psi}{\partial r} \tag{23}
\end{align*}
$$

the continuity equation (22) is automatically satisfied.

Developing equation (14) for the case of cylindrical. coordinates one obtains:

$$
\begin{array}{ll}
\dot{\varepsilon}_{r}=\frac{\partial v_{r}}{\partial r} & \dot{\varepsilon}_{r \theta}=\frac{\partial v_{\theta}}{\partial r}-\frac{v_{\theta}}{r}+\frac{I}{r} \frac{\partial v_{r}}{\partial \theta} \\
\dot{\varepsilon}_{\theta}=\frac{1}{r} \frac{\partial v_{\theta}}{\partial \theta}+\frac{v_{r}}{r} & \dot{\varepsilon}_{r z}=\frac{\partial v_{r}}{\partial z}+\frac{\partial v_{z}}{\partial r}  \tag{24}\\
\dot{\varepsilon}_{z}=\frac{\partial v_{z}}{\partial z} & \dot{\varepsilon}_{\theta z}=\frac{\partial v_{\theta}}{\partial z}+\frac{1}{r} \frac{\partial v_{z}}{\partial \theta}
\end{array}
$$

Under conditions of axisymetry $v_{\theta}=0, v_{r}=v_{r}(r, z)$ and $v_{z}=v_{z}(x, z)$, equations (2t) are reduced to:

$$
\begin{array}{ll}
\dot{\varepsilon}_{r}=\frac{\partial v_{r}}{\partial r} & \dot{\varepsilon}_{r \theta}=0 \\
\dot{\varepsilon}_{\theta}=\frac{v_{r}}{r} & \dot{\varepsilon}_{\theta z}=0 \\
\dot{\varepsilon}_{z}=\frac{\partial v_{z}}{\partial z} & \dot{\varepsilon}_{r z}=\frac{\partial v_{r}}{\partial z}+\frac{\partial v_{z}}{\partial r}
\end{array}
$$

$$
\text { In the case of a spherical coordinate system ( } R, \varphi, \theta \text { ) }
$$

the velocity components become:

$$
\bar{v}=\left(v_{R}, v_{\varphi}, v_{\theta}\right)
$$

and the corresponding strain rate field is described by:

$$
\begin{aligned}
& \dot{\varepsilon}_{R R}=\frac{\partial v_{R}}{\partial R} \quad \dot{\varepsilon}_{R \theta}=\frac{1}{2 R} \frac{\partial v}{\partial \theta} \\
& \dot{\varepsilon}_{\varphi \varphi}=\frac{v_{R}}{R} \quad \quad \dot{\varepsilon}_{\theta \varphi}=\dot{\varepsilon}_{R \varphi}=0 \\
& \dot{\varepsilon}_{\theta \theta}=\frac{v_{R}}{R}=-\left(\dot{\varepsilon}_{R R}+\dot{\varepsilon}_{\varphi \varphi}\right)
\end{aligned}
$$

Finally, referred to a cylindrical coordinate system, the strain rate field can be expressed in terms of the stream function as:

$$
\begin{align*}
& \dot{\varepsilon}_{r}=\frac{\partial}{\partial r}\left(\frac{1}{r} \frac{\partial \psi}{\partial z}\right) \\
& \dot{\varepsilon}_{\theta}=\frac{1}{r^{2}} \frac{\partial \psi}{\partial z}  \tag{26}\\
& \dot{\varepsilon}_{z}=-\frac{\partial}{\partial z}\left(\frac{1}{r} \frac{\partial \psi}{\partial r}\right)
\end{align*}
$$

$$
\begin{aligned}
& \dot{\varepsilon}_{r z}=\frac{\partial}{\partial z}\left(\frac{1}{r} \frac{\partial \psi}{\partial z}\right)-\frac{\partial}{\partial r}\left(\frac{1}{r} \frac{\partial \psi}{\partial r}\right) \\
& \dot{\varepsilon}_{r \theta}=\dot{\varepsilon}_{\theta z}=0
\end{aligned}
$$

II. $4 \frac{\text { Elements of the Mathematical Theory of Plasticity }}{[67],[68],[69]}$

## II.4.1 Yield function

Assuming a homogeneous material with an isotropic rule of hardening, the yield function may be writion as

$$
\begin{equation*}
f\left(\sigma_{i j}\right)=C(L) \tag{27}
\end{equation*}
$$

In general, $L$ is a functional depending on the plastic strain history of the material:

$$
L=L\left[\varepsilon_{\tau=-\infty}^{\mathrm{t}}(\tau)\right]
$$

and $C$ is a scalar function. In a $9^{\text {th }}$-dimensional space of stresses, function C measures the instantaneous "size" of the yield surface.

Assuming an isotropic behaviour of the material before and during the deformation, and since $f\left(\sigma_{i j}\right)$ is a scalar function, it is possible to express $f$ in terms of the eigenvalues of $\sigma_{i j}$ or in terms of the principal invariants:

$$
\begin{equation*}
f\left(\sigma_{i j}\right)=f\left(J_{1}, J_{2}, J_{3}\right) \tag{28}
\end{equation*}
$$

By assuming constancy of volume, equation (28) can be expressed in terms of the principal invariants of the deviatoric stress tensor $\sigma_{i j}^{\prime}$, that is

$$
\begin{equation*}
f\left(\sigma_{i . j}^{\prime}\right)=f\left(J_{2}^{\prime}, J_{3}^{\prime}\right) \tag{29}
\end{equation*}
$$

The most common expressions for equation (29) are those given by von Mises and Tresca.
(i) Von Mises yield criterion:

This is the simplest possible form of equation
and is given by:

$$
\mathrm{f}=\mathrm{J}_{2}^{\prime} \cdots \mathrm{k}^{2}=0
$$

or

$$
\begin{equation*}
f=\frac{1}{2} \sigma_{i j}^{\prime} \sigma_{i j}^{\prime}-k^{2}=0 \tag{30}
\end{equation*}
$$

where $k$ is a scalar function depending on plastic strain history.

Despite the fact that physical interpretations have been suggested for this criterion, based on the shear strain energy, they should be merely considered as formals [61].

## (ii) Tresca yield criterion:

In terms of the principal stresses $\sigma_{1}, \sigma_{2}$ and $\sigma_{3}$, where $\sigma_{1}>\sigma_{2}>\sigma_{3}$, the Tresca criterion is expressed by:

$$
\begin{equation*}
f=\sigma_{1}-\sigma_{3}-2 k^{*}=0 \tag{31}
\end{equation*}
$$

Experiments give, in general, little backing to the hypothesis of isotropic hardening, necessary to the validity of these criteria $[63],[64],[65],[66]$. The permanent preference for this hypothesis is due to its matheratical simplicity and to the fact that if unloading is not performed during the process of deformation; the results produced are in reasomable agreement with the experiments.

## II.4.2 Equivalene strain

From the expression of pjastic work and assuming $f=J_{2}^{\prime}$, the equivalent strain is:

$$
\begin{equation*}
\mathrm{d} \bar{\varepsilon}=\sqrt{\frac{2}{3} \mathrm{~d} \varepsilon_{i j}^{\mathrm{P}} \mathrm{~d} \varepsilon_{i j}^{P}} \tag{32}
\end{equation*}
$$

Drucker [71], [73], has proved that expression (32) is reasonably correct for any yield function of the form $f\left(J_{2}^{\prime}, J_{3}^{\prime}\right)=0$.

## II.4.3 Plastic stress-strain relationships

For a.material that behaves according to Drucker's postulate $[70],[71],[73]$, the general expression for the plastic stress-strain relationship is

$$
\begin{equation*}
d \varepsilon_{i j}^{P}=G \frac{\partial f}{\partial \sigma_{i j}} \frac{\partial f}{\partial \sigma_{R R}} \cdot d \sigma_{k} \tag{33}
\end{equation*}
$$

where $G$ is a scalar fanction depending on stresses, strajn and loading history. For a material that hardens isotropically, equation (33) can be written as

$$
\mathrm{d} \varepsilon_{i j}^{P}=G \frac{\partial f}{\partial \sigma_{i j}} \mathrm{df}
$$

or, in another form:

$$
\begin{equation*}
d E_{i j}^{P}=\frac{\partial f}{\partial \sigma_{i j}} d \lambda \tag{34}
\end{equation*}
$$

where $\mathrm{d} \lambda=\operatorname{Gdf}$.

If equation (30) is used as a yield function, equation (34) becomes:

$$
\begin{equation*}
d \varepsilon_{i j}^{P}=\sigma_{i j}^{\prime} d \lambda \tag{35}
\end{equation*}
$$

or, in terms of strain rates:

$$
\begin{equation*}
\dot{\varepsilon}_{i j}^{p}=\Delta \sigma_{i j}^{i} \tag{36}
\end{equation*}
$$

where $\Delta=\frac{d \lambda}{d t}$.

Equations (35) or (36) are known as the Prandtl-Reuss
relationship. The value of $\Delta$ can be calculated by substituting equation (36) in the von Mises yield criterion (30); then the following expression is obtained:

$$
\begin{equation*}
\frac{1}{2 \Delta^{2}} \varepsilon_{i j}^{p} \varepsilon_{i j}^{P}=k^{2} \tag{37}
\end{equation*}
$$

In another form:

$$
I_{2}=k^{2} \Delta^{2}
$$

where $I_{2}$ is the second principal invariant of the strain rate tensor. Finally

$$
\Delta=\frac{\sqrt{I_{2}}}{k}
$$

and replacing this value in equation (36):

$$
\begin{equation*}
\sigma_{i j}^{\prime}=\frac{k}{\sqrt{I_{2}}} \dot{\varepsilon}_{i j}^{P}=\frac{k}{\sqrt{\frac{I_{2}^{2}}{\dot{\varepsilon}_{i j}^{P}} \dot{\varepsilon}_{i j}^{F}}} \dot{\varepsilon}_{i j}^{P} \tag{38}
\end{equation*}
$$

which is the form to be used throughout this work.

## IT.4.4 Power of plastic deformation

The power involved in the plastic deformation of a materiaj. volume $V$ according to a strain rate field $\dot{\varepsilon}_{i j}^{P}$ and under a deviatoric state of stress $\sigma_{i j}^{\prime}$ is:

$$
\begin{equation*}
\dot{w}=\int_{V} \sigma_{i j}^{r} \dot{\varepsilon}_{i j}^{P} d V \tag{39}
\end{equation*}
$$

For a material obeying the Prandtl-Reuss relation.ship, equation (38) is then valid and consequently:

$$
\dot{w}=\int_{V} \frac{k}{\sqrt{I_{2}}} \dot{\varepsilon}_{i j}^{P} \dot{\varepsilon}_{\dot{i} j}^{P} d V
$$

or

$$
\begin{equation*}
\dot{\mathrm{w}}=\int_{\hat{\mathrm{v}}} 2 \mathrm{k} \sqrt{\mathrm{I}_{2}} \mathrm{dV} \tag{40}
\end{equation*}
$$

If $k$ has a constant value all over $\bar{v}$ and the material does not exhibit strair, hardening, equation (40) can be written as:

$$
\dot{w}=2 k \int_{V} \sqrt{I_{2}} d V
$$

or

$$
\begin{equation*}
\dot{w}=\frac{2}{\sqrt{3}} Y \int_{V}\left[\frac{1}{2} \dot{\varepsilon}_{i j}^{P} \dot{\varepsilon}_{i j}^{P}\right]^{\frac{1}{2}} \mathrm{dV} \tag{41}
\end{equation*}
$$

III. EXPERIMENTAL WORK
III. 1 Introduction

The general aim of this experimental work is to obtain a composite wire of copper and stainless steel, by means of an existing rig for hydrostatic extrusion-drawing processes. Most of the experiments have been carried out with copper as sleeve and stainless steel as core, but the inverse combination was also tried.

The main purpose of these experiments is to produce an adequate composite specimen, suitable for being extruded in our equipment and to gather relevant information to fit in theoretical models describing the stress and temperature fields developed during the extrusion process.

IIT. 2 Experimental equipment
III.2.1 The hydrostatic extrusion-drawing rig

The complete and detailed description of the rig can be seen in $[74],[75]$. We here merely list some characteristics of the equipment relevant to our work. A general view of the total apparatus can be seen in Fig. 2, and a schematic view of it in Fig. 3.

## III.2.2 Pressure vessel

The pressure vessel consists in a maraging steel liner, 25.4 mm dia. bore and 660 mm long. It is designed on the basis of a plastic liner with elastic support cylinders [5], There are two outer cylinders: one in the form of sleeves and the other in rings assembled with an interference, giving a total external diameter of 381 mm . The maximum designed working pressure is 30 k .

Since at high extrusion pressures the fluid reduces significantly its volume, a large amount of elastic energy is stored in it. In order to lessen the risk involved in this situation, filler cylinders are used to reduce the volume of fluid in the bore.

## II.2.3 Intensifier cylinder and oil pump

At one end of the pressure vessel is located an intensifier cylinder used to pressurise the vessel by acting on the plunger. The intensification ratio is 31.7 .

The pressure existing on the low pressure side of the intensifier is supplied by an electrohydraulic pump "Stansted", model TC/10 612PF, manufactured by Standted Filtration Ltd. The pump operates with Shell 'Tellus 27 hydraulic oil, at a maximum working pressure of $1034 \mathrm{MN} / \mathrm{m}^{2}$., with a rate delivery of $3.8 \mathrm{~cm}^{3} / \mathrm{s}$.

The pump has a special device to nold automatically a preset pressure indefinitely by supplying any flow demand within its capacity. Nevertheless, this control operation was done manually since this device was not sensjtive enough to our requirements.
III.2.4 Dies and die holder
III.2.4.1 Dies

A set of dies was designed to be used with the composite specimen and different extrusion ratios. A drawing corresponding to one of them can be seen in Fig. 4. Dies were made of KE 180 steel, hardened to HRC 62 mjn, and $30^{\circ}$ included is the angle used throughout the experiments.

## III.2.4.2 Die holder

The general structure of the die holder was maintained as in [75]. Only some minor design modifications to reduce stress concentration were made. The new shape can be seen in Fig. 5. This change has been made since several die holders cracked at hydrostatic pressures about 15.5 kb . The new design supported 20 kb satisfactorily.

## III.2.5 High pressure plunger

The main characteristics of the plunger operating in the bore of the vessel were lept as in [76] except for a
design modification aiming to reduce stress concentration.

This was done after the original plunger was broken into pieces at a pressure of 20 kb . The new design is shown in Fig. 6.
III.2.6 Extmusion fluid

The main characterjstics of an appropriate extrusion fluid must be: (i) a good lubricant, and (ii) not to "freeze" at the high pressures used in the process. It is important to remark that at the usual pressures developed during the extrusion process, fluids reduce their volumes in a $30-50 \%$ range.

Due to the important increase in the viscosity of fluids at high pressures, not all lubricants are suitable for being used in this process. A comparative analysis of the ones more commonly used is presented in [1] and [77]. An illustrative plot relevant to fluid behaviour is presented in Fig. 7 [1].

One of the more adequate fluids for transmitting the load acting on the plunger to the whole fluid volume and to convert it into hydrostatic pressure, at the highest working pressures, is castor oil. However, the addition of $20 \%$ methanol. was necessary to avoid freezing.
III.2.7 Drawing bench

As drawing bench, a 50 kN drawing jack manufactured
by M/s Duff-Noiton \& Co. was used. It has a continuous variation speed through a gear box, from 1.6 to $14 \mathrm{~mm} / \mathrm{s}$. Modifications made in the supporting structure enlarged jes drawing capacity in length up to 560 mm .

The drawing head is a standard Instron jaw capable of gripping any wire diameter. A load cell is located between the jaw and the jack screw, in order to measure the drawing force. The load cell works with an ordinary four ams strain gauges bridge connection and it has a load capacity of 9 kN. The measurement instrument is a U.V. recorder, properiy calibrated.

The rig allows operating under the entire range of driving stress ratios (D.S.R.);
(D.S.R.) = Extrusion pressure/draning stress.

It is possible to obtain conditions going from pure drawing (D.S.R. $=0$ ) up to pure hydrostatic extrusion (D.S.R. $=\infty$ ). III.2.8 Pressure measurement $[78]$
III.2.8.1 The coil

The pressure in the high pressure vessel is measured by the change in electrical resistance of a $100 \Omega$ manganin coil, of 42 S.W.G. wire ( 0.1016 mm dia.).

The wire js kept for approximately 10 hours at a temperature of $140^{\circ} \mathrm{C}$, aiming to stabilize the electrical resistance and to relax residual stresses. This procedure is suggested by Johnson-Matthey, the manufacturer of the wire.

The coils are prepared according to the foll. owing geometry:


The wire is tightly coiled in. a non-inductive way and the ends soldered to two copper terminals riveted to a piece of insulating material. These points are then connected to the plunger terminals by means of two stronger leacis. Originally the encis of the coil were directly connected to the plunger terminals. In this condition, the wire breaks every time a violent drop in the pressure takes place, as happens when the billet is acidentally expelled through the die during a free extrusion experiment.

The present form of connection proved to support satisfactorily these events saving the long time usually required to replace a broken coil [76].

Coils are calibrated in a dead weight machine, checking the resistance with a Wheatstone bridge. The more representative value obtained for the change in resistance with pressure is $1.65 \times 10^{-7} \Omega / \Omega /$ psi. and the law of variation linear within the observed range. The calibration line is shown in Fig. 3.
III.2.8.2 Measurement circuit

The manganin coil is an arm of the Wheatstone bridge connection, as follows:


The measurement instrument used is an Ultraviolet Recorder S.E. Type 3006, with a galvanometer Type A-100 (0.130 $\mathrm{mV} / \mathrm{cm}$ sensitivity). For the calibration of the recorder, a calibrating resistor is used that when connected to the bridge produces a displacement from equilibrium equivalent to the effect of a 7.72 kb pressure acting on the manganin coil.
III. 3 Metals and billet characteristics

The copper tube used throughout the experiments is a commercial type, 24 gauge ( 3.64 mm bore) in "hard" condition. The stainless steel core was provided by: M/s Bekaert S.A. B - 8550 Swevegum Belgium.
with a chemical composition as follows:
17.7 Cr: $9 \% \mathrm{Ni}: 1.66 \% \mathrm{Mn}: 0.192 \% \mathrm{Si}:$
$0.07 \% \mathrm{G}: 0.026 \% \mathrm{P}: 0.02 \% \mathrm{~S}$ : Fe up to complete balance.

The stainless steel wire is annealed according to the following procedure: maintained at $1100^{\circ} \mathrm{C}$ in vacuum furnace and then air-cooled at room temperature.

Experiments with composite specimens have shown that the best results are obtained when the plastic deformation characteristics of both components are similar [112]. This situation is reasonably achieved with fully annealed stainless steel and copper in "hard" state.

After several trials, the following is the final design adopted for the composite billet:


It is important to keep the tube-bore clearance as small as possible to avoid geometrical distortions in the product.

Once the core is inside the tube, the back of the tube is closed with soft soldering while the other end is tapered by pushing j.t manually through a $40^{\circ}$ included conical die.

## III. 4 Expelimental techniques.

The conical end of the described specimen is then lapped against the die until a definite contact surface appears on the tube cone, as to assure a proper sealing of the high pressure, at the beginning of the process.

Once this condition is attained, the specimen is located into the bore of the pressure vessel: fuil of fluid, and the whole equipment is assembled. The tag passing through the die allows the application of a small load by means of the jack. This operation will keep the core against the tube and the tube against the die, as to permit to build up some pressure.


The pressure makes the tube collapse over the core, producing a very strong grip. As a consequence, the composite billet can be pulled as a solid wire from the core tag.

Pressure is raised in the container by pumping oil into the low pressure side of the intensifier cylinder. The high pressure induced in the vessel is measured by means of the manganin coil and recorded in the U.V. recorder.

Since the drawing jack is of the screw type, motor driven, a start-stop push button is used to control. the extrusion process, by means of the product augmenting pull the jack exerts.

The process begins by pumping up to the desired pressure and then the pulling jack is started. Tne drawing jack pull needed to start and maintain the extrusion process at a chosen hydrostatic pressure is recorded on the same U.V. recorder as the pressure, from the load cell.

The simultaneous measurement of the pressure and the drawing pull allows the construction of graphs with the "pulling stress-hydrostatic pressure" relationship, corresponding to the extrusion ratio to be consjdered.
III. 5 Results

Composite specimens with extxusion ratios $2.7,4.3$
and 5.6 have been processed with the minimun speed, aiming to obtain the "pulling stress-hydrostatic pressure" relationships. The plots are shown in Fj.g. 9. Each point in the graphs is the average of three experiments carried out under similar conditions. The determination of these points is reasonably free from scatter in all the extrusion ratios tested. A photograph of the cross sections of these wires Logether with the original one is shown in Fig. 1.0 .

In Fig. Il, the "pulling stress-hydrostatic pressure" relationship corresponding to the stainless steel wire is presented.

From examination of the composite specimen graphs it can be seen that they follow the pattern predicted by the theory existing in the literature for solid wires, referring to their linear trend. A theoretical interpretation of these results is considered in the following chapters.

The same relationship, corresponding to the process of a stainless steel sieeve-copper core specimen with an extrusion ratio of 2.7 , is shown in Fig. 12.
III. 6 Multicore specimens

As a complement to these experiments, a multicore specimen has been tried, as a first step in the line of
production of superconductor wires.

The cross-section designed is shown below:


Materials used are of the same characteristics as the previcus specimens. The assembly of the billet follows a similar procedure as described before. A photograph with a cross-section of the original billet and that corresponding to a product obtained with an extrusion ratio 2.7 j.s shown in Fig. 13.


FIGURE 2 . General view of the
hydrostatic extrusion-drawing rig.

Scale 2:1

```
DIE LAND 0.762
```


$30^{\circ}$

$\int_{3}$




FIGURE 7 - Behaviour of different
fluids under high pressure.


FIGURE 8 . Calibration
of the manganin coil.


FIGURE 9 . Pulling stress-hydrostatic pressure charcteristics oí composites specimons under different extrusion ratios.


FIGURE 10 . Cross-sections of a composite
billet and products of various reductions.


FIGRA Il Fuling stress-hydrostotic puessure ohsracteristics of atainioas stoel apocimens Wuar eiffercnt extrusion =ltios.


FIGURE 12 . Pulling stress-hydrostatic pressure characteristic for a stanlesa steel sleevecopper core specinen.


FIGURE 13 . Cross-sections of a
multicore billet and product.
IV. SLAB METHOD APPROACH TO THE COEXTRUSION OF TWO DIEFERENT METALS [79]

## IV. 1 Introduction

In the present section, the coextrusion of two metals by the process of hydrostatic extrusion-drawing will be considered from the "slab method" point of view. Such analysis is based on the assumption of a unform state of stress at all points of a plane normal to the die axis.

This approach was first proposed by Sachs [7] and later presented by Hoffman and Sachs [8], for the extrusion of a single metal.

In a composite specimen where the yield stress of the tube is lower than that of the core, one might expect the tube to flow more easily through the die. However, the friction between the core and the tube tends to partially restrain the flow of the tube and, at the same time, drag the core along•with it. If, on the contrary, the tube is harder than the core, the opposite situation will take place. This interaction will be referred to as the dragging effect.

A section of the composite specimen and the notation used are illustrated in Fig. 14.
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In the present analysis a rigid perfectly plastic material model will be assumed throughout the calculations. It will also be assumed that the metals are isotropic before the deformation starts and no anisotropy is developed during the process of deformation.
IV. 2 Dragging effect

Due to the tendency of the soft metal to flow faster than the hard one through the die and owing to this differential velocity being resisted by stresses developed at the interface, a compressive state of stress is set up in the soft metal and a tensile state of stress in the hard metal. As a result of this, the soft metal behaves as a harder one and the hard metal presents an apparently lower yield stress.

This phenomenon had also been observed and analyzed in the sandwich rolling and drawing of hard metals [80], [81], $[82],[83]$.

It will be assumed that the state of stress developed at the interface can be represented by a cylindrical state of tangential stress, of a constant value olong the interface.

It is apparent that the tangential. strese $\tau$ will depend on the relationship $\omega$ of the yield stresses of both materiais, $w$ being defined as
$\omega=\frac{Y_{\text {soft }}}{Y_{\text {hard }}}$
Since $T$ is generated by a differential mechanical behaviour, it must vanish when both metals are mechanically equivalent $(\omega=1)$ or if $Y_{\text {soft }}=0(\omega=0$, behaviour comparable to the corresponding to an ideal fluid).

One of the simplest forms of representing this characteristic of $\tau$ is by means of a quadratic function $\dot{U}$, which will be referred to as function of dragging, that is

$$
\vartheta=-\omega^{2}+\omega \quad 0 \leqslant \omega \leqslant 1
$$

which plots as


Hence, $\tau$ can be expressed in terms of $\vartheta$ as

$$
\tau=q \vartheta
$$

q being a constant. The sign of q will define the positive or negative concavity of $\mathcal{V}$ which will point out the sense of $\tau$. This sense will depend upon which material (core or tube) is softer and that is mexely a metter of convention. In our analysis $q>0$ if the tube is softer than the core.

The maximum value that $i$ can reach is the shear yield stress of the softer metal, that is

$$
\tau=q \vartheta=k_{\text {soft }}
$$

As the maximum possible value for $\vartheta=0.25$, the upper bound for $q=4 \times k_{\text {soft }}$.
IV. 3 State of stress on the core

Stresses acting on an element of the core aire shown in Fig. 15.

FIGURE 15


The assumed state of stress is such that the axial. and radial directions are both principal directions, corresponding to principal stresses of $\sigma_{x}$ and $-p$ respectively.

Let us consider the equilibrium of an element of volume limited by two planes perpendicular to the axis, at distances $x$ and $x+d x$ from the apex of the conical die. The forces involved are axisymmetrically distributed and, consequently, the resultants aci along the x-axis. These forces are as follows:
(i) Due to axial stress: Neglecting infinitesimals of second order, the expression

$$
\left(\sigma_{x}+d \sigma_{x}\right) \frac{\pi}{4}(D+d D)^{2}-\sigma_{x} \frac{\pi}{4} D^{2}=\frac{\pi D}{4}\left(\sigma_{x} d \sigma_{x}+2 \sigma_{x} d D\right)
$$

is obtained.
(ii) Due to normal pressure: The resultant of the normal pressure generated on the surface in contact with the die and transmitted to the core is

$$
\begin{equation*}
p \frac{\pi}{2} \mathrm{DdD} \tag{43}
\end{equation*}
$$

(iii) Due to dragging effect: Integrating over the conical surface of the volume element, the expression

$$
\begin{equation*}
-\frac{9 \pi D}{2 \tan \beta} d D \tag{44}
\end{equation*}
$$

j.s obtained.

Applying the equilibrium conditjon for the x-direction, the equation

$$
\begin{equation*}
D d \sigma_{x}+2 \sigma_{x} d D+2 p d D-\frac{2 q-}{\tan \beta} d D=0 \tag{45}
\end{equation*}
$$

is obtained.

For the particular state of stress assumed, both Tresca and von Mises yield criteria lead to the expression:

$$
\sigma_{1}-\sigma_{3}=Y^{c}
$$

In this case $\sigma_{1}=\sigma_{x}$ and $\sigma_{3}=-p$, hence

$$
\begin{equation*}
\mathrm{p}=\mathrm{Y}^{\mathrm{c}}-\sigma_{\mathrm{x}} \tag{4:6}
\end{equation*}
$$

Substituting (4.6) in equation (45), the differenital.
equation

$$
\begin{equation*}
d \sigma_{x}=2\left(\frac{q \mathcal{V}}{\tan \beta}-Y^{c}\right) \frac{d D}{D} \tag{4.7}
\end{equation*}
$$

is obtained.

The boundary conditions are

$$
\begin{array}{ll}
D=D_{i}^{c} & \sigma_{x}=\sigma_{i}^{c} \\
D=D_{f}^{c} & \sigma_{x}=\sigma_{f}^{c}
\end{array}
$$

Integrating (47) with these conditions and $q, \beta$ and $Y^{c}$ being constant, the expression

$$
\begin{equation*}
\sigma_{f}^{c}=\sigma_{i}^{c}+\left(Y^{c}-\frac{q \vartheta}{\tan \beta}\right) \ln R_{c} \tag{48}
\end{equation*}
$$

is obtained. By setting $\sigma_{i}^{c}=-p_{h}$ (hydrostatic pressure), expression (48) becomes

$$
\begin{equation*}
\sigma_{\mathrm{f}}^{\mathrm{c}}=-\mathrm{p}_{\mathrm{h}}+\mathrm{Y}^{c}\left(1-\frac{\mathrm{g}}{\mathrm{Y}^{c} \tan \beta}\right) \ln R_{c} \tag{49}
\end{equation*}
$$

The relationship

$$
\mathrm{m}=\frac{\mathrm{qv}}{\mathrm{Y}^{\mathrm{c}}}
$$

evaluates the dragging stress related to the yield stress of the core. Calling

$$
n=1-\frac{m}{\tan \beta}
$$

expression (49) can be written as

$$
\begin{equation*}
\sigma_{f}^{c}=-P_{h}+n Y^{c} \ln R_{c} \tag{50}
\end{equation*}
$$

Being the value of $n<1$, expression (50) shows that the material is behaving with an apparent yield stress $\overline{\mathrm{Y}}^{\mathrm{C}}$, lower than the actual one, that is

$$
Y^{-c}=n Y^{c}<Y^{c}
$$

From the expression of $n$ it is deduced that if

$$
\tan \beta=\frac{9 \vartheta}{Y^{c}}
$$

the dragging stress would be equal to the stress required for deformation. In that case, the apparent yield stress would be zero.

$$
\begin{align*}
& \text { Equation (49) may be written as } \\
& \sigma_{f}^{c}=-p_{h}+Y^{c} \ln R_{c}-\frac{q v^{2}}{\tan \beta} \ln R_{c} \tag{51}
\end{align*}
$$

or, in another form

$$
\begin{equation*}
\sigma_{f}^{c}+\frac{q \mathcal{V}}{\tan \beta} \ln R_{c}=-p_{h}+y^{c} \ln R_{c} \tag{52}
\end{equation*}
$$

Considering equations (50) and (52) it follows that the advanitages of the extrusion of hard cores with soft sleeves is thus to apparently recuce the yield stress of the core by the tensile stress imposed by the interlayer friction and it is directly comparable to the addition of a pulling stress of

$$
\begin{equation*}
\frac{q \vartheta}{\tan \beta} \ln R_{c} \tag{53}
\end{equation*}
$$

If for some combination of values in expression (53)
it happens that

$$
\frac{q \vartheta}{\tan \beta} \ln R_{c}>Y^{c}
$$

the core will fail by tensile stress. As was pointed out, this is often the case in processes with similar situations $[31],[34]$.

## IV. 4 State of strese on the tube

Stresses acting on an element of tube are illustrated in Fig. 16.

Figune 16


Again, the axial and radial directions are both principal and the corresponding principal stresses $\tilde{\sigma}_{\mathrm{x}}$ and -p respectively.

As before, it will be considered the equilibrium of an element of tube limited by the same planes as used for the element of core located at distances $x$ and $x+d x$ from the apex of the conical die. All forces are axisymnetrically distributed and thus the resultants act along the x-axis. These forces are as follows:
(i) Due to axial stress: Neglecting infinitesimals of the second order, the expression

$$
\begin{equation*}
\left(\sigma_{x}+d \sigma_{x}\right)(h \div d h) \pi D-\sigma_{x} h \pi D=\left(\sigma_{x} d h \div h d \sigma_{x}\right) \pi D \tag{54}
\end{equation*}
$$

is obtained.
(ii) Due to normal pressure exerted on the tube at the
tube-die interface

$$
\begin{equation*}
p \pi D \tan \alpha d x \tag{55}
\end{equation*}
$$

(iii) Due to normal pressure at the tube-core interface

$$
\begin{equation*}
-p \pi D \tan \beta d x \tag{56}
\end{equation*}
$$

that is: opposite to expression (43). Considerations of radial equilibrium suggest that the frictional contribution to the die pressure is small and, consequently, die and core pressures are equal [84].
(iv) Due to friction with the die: By assuming Coulomb friction with a constant coefficient at the tube-die interface, one gets:

$$
\begin{equation*}
\mu p \pi D d x \tag{57}
\end{equation*}
$$

(v) Due to dragging effect: With similar assumptions as before, the dragging force on the element of tube is:

$$
\begin{equation*}
q \vartheta \cdot \pi D d x \tag{58}
\end{equation*}
$$

Expression (58) is equal to expression (44) but is bejng considered with opposite sense.

Applying the equilibrium condition, the equation

$$
\left(\sigma_{x} d h+h d \sigma_{x}\right) \pi D+p \pi D(\tan \alpha-\tan \beta) d x+\pi D(q v+p \mu) d x=0
$$

## Introducing the value

$$
\mathrm{dh}=\mathrm{dx}(\tan \alpha-\tan \beta)
$$

the equilibrium equation becomes

$$
\begin{equation*}
\left(\sigma_{x} d h+h d \sigma_{x}\right)+p d h+\frac{q \tilde{v}+\mathrm{p} \mu}{\tan \alpha-\tan \beta} d h=0 \tag{59}
\end{equation*}
$$

or, by calling

$$
\begin{aligned}
& a=\tan \alpha-\tan \beta \\
& b=1+\frac{\mu}{a}
\end{aligned}
$$

expression (59) can be written as

$$
\begin{equation*}
h d \sigma_{x}+\left(\sigma_{x}+p b+\frac{q}{a} \vartheta\right) d h=0:: \tag{60}
\end{equation*}
$$

Assuming that the same plastic conditions described in (46) are valid, hence

$$
\begin{equation*}
p=Y^{t}-\sigma_{x} \tag{61}
\end{equation*}
$$

Substituting (61) in (60), the differential equation

$$
\begin{equation*}
h d \sigma_{x}+\left[\sigma_{x}(l-b)+b Y^{t}+\frac{q}{a} \sigma\right] d h=0 \tag{62}
\end{equation*}
$$

is obtained. Integrating (62) with the following boundary conditions

$$
\begin{array}{ll}
h=h_{o} & \sigma_{x}=-p_{h} \\
h=h_{f} & \sigma_{x}=\sigma_{f}^{t}
\end{array}
$$

and $\mu, q, \beta, \alpha$ and $Y^{t}$ constant, one gets:

$$
\begin{equation*}
\sigma_{f}^{t}=-p_{h} r^{\frac{\mu}{a}}+\frac{a}{\mu}\left[b Y^{t}+\frac{q^{?}}{a}\right]\left(1-r^{\frac{\mu}{d}}\right) \tag{63}
\end{equation*}
$$

where

$$
r=\frac{h_{f}}{h_{0}}
$$

In another form:

$$
\begin{equation*}
\sigma_{f}^{t}=-P_{h} r^{\frac{\mu}{a}}+\left(1+\frac{a}{\mu}\right) Y^{t}\left(1-r^{\frac{\mu}{a}}\right)+\frac{q i}{\mu}\left(1-r^{\frac{\mu}{a}}\right) \tag{6}
\end{equation*}
$$

Consequently, the compressive stress created on the tube as a resile of restraining its flow speed, is

$$
\begin{equation*}
\frac{q \vartheta}{\mu}\left(1-r^{\frac{\mu}{a}}\right) \tag{65}
\end{equation*}
$$

In a case in which the core is the softer metal, the whole situation would be reversed. By this we mean that the core would be supporting compressive stresses while the tube would be subjected to a tensile stress. In such a case, if it happens to be

$$
\begin{equation*}
\frac{q \vartheta}{\mu}\left(I-r^{\frac{\mu}{a}}\right)>Y^{t} \tag{66}
\end{equation*}
$$

the tube will fail by tensile stress. Failures of this type have been observed in experiments being carried out with copper tube and aluminium as a core [85]. It is interesting to point out that from expression (65) it follows that an increment in
the coefficient of friction would tend to relax the tensile force acting on the tube and could prevent failure. This fact applies more accurately to real situations when the tube wall is very thin.
IV. 5 Mean pulling stress

The total pulling stress acting on the composite specimen can be calculated through the expression

$$
T=\sigma_{f}^{c} A_{c}+\sigma_{f}^{t} A_{i}
$$

where $\sigma_{f}^{c}$ and $\sigma_{f}^{t}$ are given by expressions (51) and (64) respectively.

Therefore, the mean pulling stress will be given by

$$
\begin{equation*}
\sigma_{p}=\frac{T}{A_{c}+A_{t}}=\sigma_{f}^{c} Y_{c}+\sigma_{f}^{t} Y_{t} \tag{67}
\end{equation*}
$$

Substituting expressions (51) and (64) in equation (67), the equation

$$
\begin{align*}
\sigma_{p}= & -p_{n}\left(Y_{c}+Y_{t} r^{\frac{\mu}{a}}\right)+\gamma_{c} Y^{c} \ln R_{c}+Y_{t}\left(1+\frac{a}{\mu}\right)\left(1-r^{\frac{\mu}{a}}\right)+ \\
& +q v\left[\frac{Y_{t}}{\mu}\left(1-r^{a}\right)-\frac{Y_{c}}{\tan \beta} \ln R_{c}\right] \tag{68}
\end{align*}
$$

is obtained.

Conditions of uniform defornation require that both metals, core and tube, must deform under the same extrusion
ratio. This condition implies that the apex of the conjeal surface of the core must coincide with the apex of the conical surface of the die (see Appendix A). This fact has been confirmed by specimens subjected to different extrusion ratios, as described in Appendix A.

Under the above circumstances it is possible to express

$$
r=R^{-\frac{1}{2}}
$$

and also $a=\left(1-\sqrt{\gamma_{c}}\right) \tan \alpha$
Finally, equation (68) can be written as
$\sigma_{p}=-p_{h}\left(Y_{c}+Y_{t} R^{-\frac{\mu}{2 a}}\right)+Y_{c} Y^{c} \ln R+Y_{t}\left(1+\frac{a}{\mu}\right) Y^{t}\left(1-R^{-\frac{\mu}{2 a}}\right)+$ $+q v\left[\frac{Y_{c}}{\mu}\left(1-R^{\frac{\mu}{2 a}}\right)-\frac{\sqrt{\gamma_{c}}}{\tan \alpha} \ln R\right]$

## IV. 6 Normal pressure at the interface

The normal pressure acting on the core can be calculated from equation (69). That is

$$
\mathrm{p}=Y^{c}-\sigma_{\mathrm{X}}
$$

From (47) we get

$$
\begin{equation*}
\sigma_{x}=-p_{h}+n Y_{c} \ln \left(\frac{D_{i}^{c}}{D}\right)^{2} \tag{70}
\end{equation*}
$$

$y^{\text {c }}$ being a generical value for the diameter of the core. Substituting equation (70) int.0 (46), expression

$$
\begin{equation*}
P=p_{h}+Y^{c}\left[1-n \ln \left(\frac{D_{i}^{2}}{D^{c}}\right)^{2}\right] \quad D_{E}^{c} \leqslant D^{c} \leqslant D_{i}^{c} \tag{71}
\end{equation*}
$$

is obtained. This expression describes the distribution of normal pressure along the tube-core interface in terms of the diameter of the core.

## IV. 7 Gonclusions

Once material.s, conditions of lubrication and extrusion ratio are given, equation (69) can be written as

$$
\begin{equation*}
\sigma_{p}=-M P_{h}+N \tag{72}
\end{equation*}
$$

where

$$
\begin{align*}
M= & Y_{c}+\gamma_{t} R^{-\frac{\mu}{2 a}}  \tag{73.a}\\
N= & \gamma_{c} Y^{c} \ln R+Y_{t}\left(I+\frac{a}{\mu}\right) Y^{t}\left(I-R^{-\frac{\mu}{2 a}}\right)+ \\
& +q \vee\left[\frac{Y_{t}}{\mu}\left(1-R^{-\frac{\mu}{2 a}}\right)-\frac{\sqrt{\gamma_{c}}}{\tan \alpha} \ln R\right] \tag{73.b}
\end{align*}
$$

The graphical representation of equation (72) in a $\sigma_{p}-P_{h}$ plot is a straight line, where $M$ is the slope and $N$ represents the calculated value for the free extrusion pressure.

From the experimental lines it is possible to deter. mine the values of $\mu$ and $q$.

If $S$ is the slope of the experimental line, from equation (73.a) the expression for

$$
\begin{equation*}
\mu=-2 a \frac{\ln \left(\frac{s-Y_{c}}{Y_{t}}\right)}{\ln R} \tag{74}
\end{equation*}
$$

is obtained.

From equation (73.b) and by using the experimental value of the free extrusion pressure $\mathbb{N}_{\exp }$, the value of $q$ is obtained:

$$
\begin{equation*}
q=\frac{N_{e x p}-\gamma_{c} Y^{c} \ln R-\gamma_{t}\left(1+\frac{a}{\mu}\right) v^{t}\left(1-R^{-\frac{\mu}{2 a}}\right)}{\vartheta\left(\frac{\gamma_{t}}{\mu}\left(1-R^{-\frac{\mu}{2 a}}\right)-\frac{\sqrt{\gamma_{c}}}{\tan a^{2}} \ln R\right)} \tag{75}
\end{equation*}
$$

Experiments were conducted with copper tube and stainless steel core and with stainless steel tube and copper core. In all cases the resultant drawing force and the hydrostatic pressure were measured.

Fig. 17 shows the values corresponding to experiments carried out with copper tube and stainless steel core. It contains the drawing stress-hydrostatic pressure plot for different extrusion ratios. The experimental lines are shown together with the theoretical ones. Fig. 18 shows the theoretical and experimental lines corresponding to the stainless steel tube-copper core experiments. Figs. 19 and 20 show lines corresponding to the extrusion of copper and stainless steel as single metals.

The values used throughout the calculations of equation (69) corresponding to Fig. 18 lines are:

$$
\begin{aligned}
\mathrm{Y}^{\mathrm{c}} & =460 \mathrm{~N} / \mathrm{m}^{2} \\
\mathrm{Y}^{\mathrm{t}} & =1150 \mathrm{NN} / \mathrm{m}^{2} \\
Y_{c} & =Y_{t}=0.5
\end{aligned}
$$

Values for $\mu$ were also deduced from experimental lines.

It follows from the analysis of Figs. 17 and 18 and other reported information $[31],[34]$ that the model predicts quelitatively the distinctive characteristics of the process of coentirusion.

Figs. 17 and 18 also show that values for the lines $\sigma_{p}-P_{h}$ calculated by means of equation (69) are lower than the experimental ones. This can be due, among other simplif. icative factors, to the hypothesis of homogeneous defonnation. the inattention paid to the tendency in the materjals of work hardening and to redundant work of deformation.

These assumptions constitute an oversimplifjecation of the process and could lead to the low values predicted. Some of these hypotheses will be improved in further sections.
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| V. $\frac{\text { UPPER BOUND SOLUTION FOR THE COEXTRUSION }}{}$ |  |
| :--- | :--- |
|  | $\frac{[79]}{\text { OF IWO DIFFFRENT METALS }}$ |
| V. 1 Introduction |  |

The limit theorems provide a mathematical formulation for obtaining bounds to the load required to deform a continuum solid body. These theorems can be deduced from general
extremum principles based on energy considerations. A rigorous analysis of this theory can be seen in several books [86], [87] basically concerning a rigid plastic material model.

The upper bound theorem is one of these theorems and constitutes a powerful mathematical tool to establish upper limits for the state of stress necessary to make a solid deform according to some prescribed kinematically admissible velocity pattern.

In this approach, equilibrium conditions are allowed to go unsatisfied and the main concern is to find a kinematically admissible veiocity field. The assumptions for such a field require satisfying the incompressibility condition (equation 16) throughout the volume and boundary conditions that allow velority discontinuities tangential to the boundary but no discontinuities normal to it.

The upper bound theorem states [88]:
"If a kinematically adinissible velocity field exists, the load
required to be applied to cause the velocity field to operate, constitutes an upper bound solution".

The analytical expression of the theorem for a solid obeying von Mises yield criterion and characterised as "an isotropic rigid-perfectly plastic material is [62]:

$$
\begin{equation*}
J^{*}=\frac{2}{\sqrt{3}} Y \int_{V}\left[\frac{1}{2} \dot{\varepsilon}_{i j}^{p} \dot{\varepsilon}_{i j}^{p}\right]^{\frac{1}{2}} d V+\int_{S_{\Gamma}} \tau^{*}|\Delta v| d S_{\Gamma}-\int_{S_{t}} T_{j} v_{j} d S_{t} \tag{76}
\end{equation*}
$$

where $V$ is the deformed volume, $S_{\Gamma}$ represents surfaces of discontinuities within $V$, and $S_{t}$ is the portion of the outer surface where external stresses $\mathrm{T}_{\mathrm{j}}$ are applied. According to the sign convention, in equation (76) the $\mathrm{T}_{\mathrm{j}}$ are consjdered as tractions.
$\dot{\varepsilon}_{i j}^{p}$ is the strain rate field derived from the velocity field $v_{j}$. If $v_{j}$ is kinematically admissible so is $\dot{\varepsilon}_{i j}^{p}$.

Equation (76) expresses an upper bound on the power $\mathrm{J}^{*}$ in terms of three components:
(i) Internal power of deformation, expressed as

$$
\begin{equation*}
\frac{2}{\sqrt{3}} Y \int_{V}\left[\frac{1}{2} \dot{\varepsilon}_{i j}^{p} \dot{\varepsilon}_{i j}^{p}\right]^{\frac{1}{2}} \mathrm{dV} \tag{77}
\end{equation*}
$$

(ii) Shear power losses computed along surfaces of velocity discontinuities $S$

$$
\begin{equation*}
\int_{S_{\Gamma}} \tau^{*}|\Delta v| d S_{\Gamma} \tag{78}
\end{equation*}
$$

(iii) Power supplied by predetermined body tractions $-\int_{S_{t}} T_{j} v_{j} d S_{t}$

Throughout the calculations the deformation process is treated as isothermal [47].
V. 2 Velocity field

In the process under consideration it is assumed that the metal deforms according to Avitur's velocity field [62], [21],[22], [90]. This field involves radial flow in a spherically bounded plastic zone, where the radial velocity depends on the angular position. A geometric description of the field is shown in Fig. 21.


In spherical coordinates $(\mathrm{R}, \varphi, \theta)$ the components of the velocity vector are:

$$
\begin{align*}
& \mathrm{v}_{\mathrm{R}}=\mathrm{v}=-\mathrm{v}_{\mathrm{f}} \mathrm{R}_{\mathrm{f}}^{2} \frac{\cos \theta}{\mathrm{R}^{2}}  \tag{79.a}\\
& \mathrm{v}_{\theta}=\mathrm{v}_{\varphi \varphi}=0 \tag{79.b}
\end{align*}
$$

The derivation of equation (79.a) is based on volume constancy.

The corresponding components of the strain rate tensorial field are obtained by means of equations (25.b), as follows:

$$
\begin{align*}
& \dot{\varepsilon}_{R R}=-2 \dot{\varepsilon}_{\theta \theta}=-2 \dot{\varepsilon}_{\varphi \varphi}=2 v_{f} R_{f}^{2} \frac{\cos \theta}{R^{3}} \\
& \dot{\varepsilon}_{R \theta}={ }^{\frac{3}{2} v_{f}} R_{f}^{2} \frac{\sin e}{R^{3}}  \tag{80}\\
& \dot{\varepsilon}_{\theta \varphi}=\dot{\varepsilon}_{\varphi R}=0
\end{align*}
$$

## V. 3 Deformation of the composite specimen

It is assumed that the composite specimen deforms following the geometry illustrated in Fig. 22:


The specimen is divided into three zones in which the velocity field is continuous. In zones I and III the velocity is uniform and has an axial component only. Velocity in zone $I$ is $V_{i}$ and in zone III is $V_{f}$. In zone II, the
velocity components are described by equations (79.a) and (79.b).

In zone I deformation has not yet begun. Deformation starts when the incoming specimen crosses the boundary surface $\Gamma_{2}$ and ends at surface $\Gamma_{1}$. Jn the assumed Avitzur's model these surfaces are spherical with radii $R_{i}$ and $R_{f}$ respectively and centred at the apex 0 of the cone of the die.

The conical surface $\Gamma_{4}$ is the corc-tube interface where the dragging stress, as described in Section IV.2, is developed. Again, as a consequence of this interaction both metals will move together without sliding. As has already been pointed out, under this condition both metals deform with the same extrusion ratio.

Across boundaries $\Gamma_{1}$ and $\Gamma_{2}$ there exist velocity discontinujties parallel to these surfaces:

$$
\begin{array}{ll}
\Delta v=v_{f} \sin \theta & \text { along } \Gamma_{1} \\
\Delta v=v_{i} \sin \theta & \text { along } \Gamma_{2} \tag{82}
\end{array}
$$

Since the die is at rest, discontinuity along the conical surface $\Gamma_{3}$ is

$$
\begin{equation*}
\Delta v=v_{f} R_{\tilde{I}}^{2} \frac{\cos \alpha}{R^{2}} \tag{83}
\end{equation*}
$$

All powers involved in the deformation process of the composite specimen are next analysed separately for core and tube.

## V. 4 Power inyolved in the deformation of the core

In relation to the deformation process of the core, two different kinds of power are identified: dissipaiive andi active powers.

The sources of dissipation or consumption of energy for the core are:
(i) Internal power of deformation of the core, and (ii) Dissipation on the surfaces of discontinuities, while the driving or active powers are due to:
(i) The drawing force,
(ii) The hydrostatic pressure of extrusion, and (i.ii) The dragging force supplied by the tube.

Each one of these components is considered separately in the following sections. A description of the acting stresses is shown in Fig. 23.

V.4.1 Internal power of deformation

The internal power of deformation involved in the deformation of the core is given by the expression

$$
\begin{equation*}
\dot{W}_{i}=\frac{2}{\sqrt{3}} Y^{c} \int_{V_{c}}\left[\frac{3}{2} \dot{\varepsilon}_{i j} \dot{\varepsilon}_{i j}^{p}\right]^{\frac{1}{2}} d V \tag{84}
\end{equation*}
$$

As the strain rate components are given by equation (80), the following expression is obtained (see Appendix B):

$$
\begin{equation*}
\dot{W}_{i}=\pi Y^{c}\left(r_{f}^{c}\right)^{2} v_{f} F(\beta) \ln R_{c} \tag{85}
\end{equation*}
$$

V.4.2 Dissipation on the surfaces of discontinuities

Surfaces $\Gamma_{1}$ and $\Gamma_{2}$ are surfaces where discontinuitiss exist in the velocity field. Such discontinuities parallel to the surfaces have values

$$
\begin{aligned}
\Delta v_{1} & =v_{f} \sin \theta & & \text { along } \Gamma_{1} \\
\Delta v_{2} & =v_{i} \sin \theta & & \text { along } \Gamma_{2}
\end{aligned}
$$

Due to this difference in velocity at both sides of $\Gamma_{1}$ and $\Gamma_{2}$, some energy is dissipated on these surfaces. Its total value per unit time is

$$
\begin{equation*}
\dot{\mathrm{W}}=\int_{\Gamma_{1}} \tau^{*} \Delta \mathrm{v}_{1} \mathrm{dS}_{1}+\int_{\Gamma_{2}} \tau^{*} \Delta \mathrm{v}_{2} \mathrm{ds}_{2} \tag{86}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathrm{dS}_{1}=2 \pi \mathrm{R}_{\mathrm{f}} \sin \theta \mathrm{~d} \theta \tag{87}
\end{equation*}
$$

and

$$
d S_{2}=2 \pi R_{i} \sin \theta d \theta
$$

For a metal with the properties assumed in this section $\tau^{*}$ will never exceed the shear yield stress, that is

$$
\tau^{*} \leqslant \frac{Y^{c}}{\sqrt{3}}
$$

Consequently the maximum value for expression (86) is $\dot{W}_{\Gamma}=4 \pi_{v_{E}}\left(x_{c}^{2}\right)^{2} \frac{\underline{y}^{c}}{\sqrt{3}} \int_{0}^{\beta} \sin ^{2} \theta d \theta$
or, after integration

$$
\begin{equation*}
\dot{W}_{\Gamma}=\frac{2}{\sqrt{3}} \pi_{\mathrm{f}}\left(r_{\mathrm{f}}^{c}\right)^{2} \mathrm{Y}^{c}\left[\frac{\beta}{\sin ^{2} \beta}-\cot \beta\right] \tag{87}
\end{equation*}
$$

## V.4.3 Power developed by the drawing force

In the process of hydrostatic extrusion-drawing, the driving stress is the resultant of billet augmentation due to the hydrostatic pressure, and product augmentation due to a puiling or drawing force.

The power developed by this drawing farce is

$$
\dot{W}_{D}=-\int_{S_{f}} T_{j} v_{j} d S_{f}
$$

where $S_{f}$ is the cross sectional area of the core at the exit of the die and $T_{j}$ is in this case the drawing stress distrioution across that section.

Since the drawing force is applied at the end of a long tag, it produces in the metal, at the exit of the die, a tensile stress $\sigma_{f}^{c}$ that can be reasonably assumed as being uniform throughout the cross section. Consequently, the following expression is obtained:

$$
\begin{equation*}
\dot{W}_{D}=\pi_{v_{f}}\left(\dot{r}_{f}^{c}\right)^{2} \sigma_{\dot{E}}^{c} \tag{88}
\end{equation*}
$$

V.4.4 Power developed by the bydrostatic pressure

In a similar form, the power devejoped by the billet augmentation force, in this case supplied by the hydrostatic pressure of extrusion, is given by the expression:

$$
\dot{W}_{e}=-\int_{S_{i}} T_{j}{ }_{j} d S_{i}
$$

where $S_{i}$ is the cross sectional area of the core before being deformed and $T_{j}$ the strese disiribution on that section.

Since the hydrostatic pressure $\mathrm{P}_{\mathrm{h}}$ acts at all points of $S_{i}$, under this condition and after integration, the following expression is obtained:

$$
\begin{equation*}
\dot{W}_{e}=\pi v_{f}\left(r_{f}^{c}\right)^{2} p_{h} \tag{89}
\end{equation*}
$$

V.4.5 Power developed by the dragging force

It is assumed that the dragging effect has the same characteristics as described in Section IV.2. The dragging
force is genersted by a system of tangential stresses $\tau_{j}$ with axial symmetric properties. The power developed by such a system during the deformation process is

$$
\begin{equation*}
\dot{W}_{\mathrm{d}}=\int_{\Gamma_{4}} \tau_{j} \mathrm{v}_{\mathrm{j}} \mathrm{~d} \Gamma_{4} \tag{90}
\end{equation*}
$$

where $d \Gamma_{4}$ is an element of area of the conical surface $\Gamma_{4}, v_{j}$ is the velocity corresponding to a generical point at the interface and $\tau_{j}$ is the stress distribution on that surface. . This component is considered as an active power and it is supplied by the tube on the assumption that the tube is the softer metal; otherwise the situation must be reversed.

The stress $\tau_{\mathbf{j}}$ is expressed in terms of the dragging function $\vartheta$ as:

$$
\tau_{j}=-q v
$$

and is assumed to be constant along the $\Gamma_{4}$ surface.
The velocity of a generical point at the interface is

$$
v_{j}=-v_{f} R_{f}^{2} \frac{\cos \beta}{R^{2}}
$$

or, as

$$
\mathrm{R}=\frac{\mathrm{r}}{\sin \beta}
$$

the following expression is obtained:

$$
\begin{equation*}
v_{j}=-v_{f}\left(r_{f}^{c}\right)^{2} \frac{\cos \beta}{r^{2}} \tag{91}
\end{equation*}
$$

An infinitesimal element of the conical surface is

$$
\begin{equation*}
\mathrm{d} \Gamma_{4}=\frac{2 \pi r}{\sin \beta} \mathrm{dr} \tag{92}
\end{equation*}
$$

Substituting expressions (91) and (92) into (90), it.
gives:

$$
\dot{W}_{d}=\int_{r_{f}^{c}}^{r_{i}^{c}} q_{i}^{i} \pi v_{f}\left(r_{f}^{c}\right)^{2} \frac{\cos \beta}{r^{2}} \frac{2 \pi r}{\sin \beta} d r
$$

and, after integration

$$
\begin{equation*}
\dot{W}_{d}=q \vartheta \pi v_{f}\left(r_{f}^{c}\right)^{2} \cot \beta \ln R_{c} \tag{93}
\end{equation*}
$$

In case of the tube being the harder metal, $\mathrm{q}<0$ and consequently this power must be considered as dissipative.

## V.4.6 Balance of power in the core

Substituting expressions (85), (87), (88), (89) and
(93) into the general expression of the upper bound theorem (1), it gives:

$$
\sigma_{f}^{c}+P_{h}+q \vartheta \cot \beta \ln R_{c}=\frac{2}{\sqrt{3}} Y^{c}\left(\frac{\beta}{\sin ^{2} \beta}-\cot \beta\right)+Y_{c} F(\beta) \ln R_{c}
$$

and solving for the driving stress

$$
\begin{equation*}
\sigma_{f}^{c}+p_{h}=Y^{c}\left[\frac{2}{\sqrt{3}}\left(\frac{\beta}{\sin ^{2} \beta}-\cot \beta\right)+F(\beta) \ln R_{c}\right]+q \vartheta \cot \beta \ln R_{c} \tag{94}
\end{equation*}
$$

From equation (94) it follows that the additional stress acting on the core and generated by the tube is

$$
\begin{equation*}
q \vartheta \cot \beta \ln R_{c} \tag{95}
\end{equation*}
$$

and it is directly comparable to a tensile stress.

In terms of the volume fraction $\mathcal{Y}_{c}$, equation (95) can be written as:

$$
\begin{equation*}
\frac{g \mathcal{V}}{\sqrt{\gamma_{c}}} \cot \alpha \ln R_{c} \tag{96}
\end{equation*}
$$

Equation (96) is the same as expression (53) obtained by means of the slaj method approach.

## V. 5 Power involved in the deformation of the tube

Following similar definitions as in the analysis of the core, the sources of dissipation of energy in the deformation process of the tube are:
(i) Internal power of deformation of the tube.
(ii) Dissipation on discontinuity surfaces.
(iii) Dragging of the core.
(iv) Friction at the die-tube interface.

The active powers in this case are due to:
(i) The drawing force.
(ii.) The hydrostatic pressure of extrusion.

These points are considered next in an individual.
way. A description of the acting stresses is shown in Fig. 24.


## V.5.1 Internal power of deformation

The power involved in the internal deformation of the portion of tube limited by the spherical surfaces $\Gamma_{I}$ and $\Gamma_{2}$ can be calculated as the difference between the powers required to deform the whole conical volume of seminangle $\alpha$ and the conical volume of seminangle $\beta$. In analytical terms this means

$$
\begin{equation*}
\dot{W}_{i}=\frac{2}{\sqrt{3}} Y^{t}\left[\int_{V_{t}}\left(\frac{1}{2} \dot{\varepsilon}_{i j}^{p} \dot{\varepsilon}_{i j}^{p}\right)^{\frac{1}{2}} d V-\int_{c}\left(\frac{1 \dot{\varepsilon}}{} \dot{p}_{i j} \tilde{\varepsilon}_{i j}\right)^{\frac{1}{2}} d V\right] \tag{97}
\end{equation*}
$$

Substituting the values of the strain rate field components into equation (97) and integrating as has already been described (see Appendix B), the following expression is obtained:

$$
\begin{equation*}
\dot{W}_{i}=\pi Y^{t} v_{f}\left[\left(r_{f}^{t}\right)^{2} F(\alpha) \ln R_{t}-\left(r_{f}^{c}\right)^{2} F(\beta) \ln _{c} R_{c}\right] \tag{98}
\end{equation*}
$$

For the die angles and volume fractions used throughout the experiments carried out, the maximum error involved in assuming $F(\alpha)=F(\beta)$ is less than $0.1 \%$.

As has already been pointed out, under the conditions being considered, both materials deform with the same extrusion ratio, that is

$$
R_{c}=R_{t}=R
$$

Consequently, expression (98) becones

$$
\dot{W}_{i}=\pi Y^{t} F(\alpha) v_{f}\left(r_{f}^{t}\right)^{2}\left[1-\left(\frac{r_{f}^{c}}{r_{f}^{t}}\right)^{2}\right] \ln R
$$

or, in another form

$$
\begin{equation*}
W_{i}=\pi Y^{t} F(\alpha) v_{f}\left(r_{f}^{t}\right)^{2} \ln R \tag{99}
\end{equation*}
$$

since

$$
1-\left(\frac{r_{f}^{c}}{r_{f}^{t}}\right)^{2}=1-\gamma_{c}=\gamma_{t}
$$

V.5.2 Dissipation on the surface discontinuities

In this case the surfaces containing the discontinuities are the part of $\Gamma_{1}$ and $\Gamma_{2}$ limited by the conical surfaces $\Gamma_{3}$ and $\Gamma_{4}$ as shown in Fig. 25.

The general expression for the dissipation of power is $\dot{W}=\int \tau^{*} \Delta v d A$


Assuming as before

$$
\tau^{*}=\frac{Y^{t}}{\sqrt{3}}
$$

and since for $\Gamma_{1}$

$$
\Delta v=v_{f} \sin \theta
$$

and

$$
d A=2 \pi R_{f}^{2} \sin \theta d \theta
$$

the above integral rewrites to

$$
\dot{W}_{\Gamma_{1}}=\int_{\beta}^{\alpha} \frac{Y^{t}}{\sqrt{3}}\left(v_{f} \sin \theta\right)\left(2 \pi R_{f}^{2} \sin \theta d \theta\right)
$$

After integration,

$$
\dot{W}_{1}=\frac{\pi}{\sqrt{3}} Y^{E_{1}} R_{f}^{2} v_{f}[(\alpha-\beta)-\sin \alpha \cos \alpha+\sin \beta \cos \beta]
$$

$$
\begin{equation*}
{ }^{W_{\Gamma}} \Gamma_{1}=\frac{\pi}{\sqrt{3}} Y^{t}\left(r_{f}^{t}\right)^{2} v_{f}\left[\frac{\alpha-\beta}{\sin \alpha}-\cot \alpha+\frac{\sin B \cos \beta}{\sin ^{2} \alpha}\right] \tag{100}
\end{equation*}
$$

Similarly for $\Gamma_{2}$

$$
\dot{W}^{\Gamma} \Gamma_{2}=\frac{\pi}{\sqrt{3}} Y^{t}\left(r_{i}^{t}\right)^{2} v_{i}\left[\frac{\alpha-\beta}{\sin ^{2} \alpha}-\cot \alpha+\frac{\sin \beta \cos \beta}{\sin ^{2} \alpha}\right]
$$

or

$$
\begin{equation*}
\dot{W}_{\Gamma}+\frac{\pi}{\sqrt{3}} \mathrm{Y}^{\mathrm{t}}\left(\mathrm{r}_{\mathrm{f}}^{\mathrm{t}}\right)^{2} \mathrm{v}_{\mathrm{f}}\left[\frac{\alpha-\beta}{\sin ^{2} \alpha}-\cot \alpha+\frac{\sin \beta \cos \beta}{\sin ^{2} \sigma_{2}}\right] \tag{101}
\end{equation*}
$$

since, from volume constancy:

$$
\left(r_{j}^{t}\right)^{2} v_{i}=\left(r_{f}^{t}\right)^{2} v_{f}
$$

Finally, the total power involving both surfaces is:

$$
\begin{equation*}
W=\frac{2 \pi_{Y}}{\sqrt{3}} t^{t}\left(r_{f}^{t}\right)^{2} v_{f}\left[\frac{\alpha-B}{\sin ^{2} \alpha}-\cot \alpha+\frac{\sin \beta \cos \beta}{\sin ^{2} \alpha}\right] \tag{102}
\end{equation*}
$$

## V.5.3 Power consumed in dragging the core

This component has the same value as calculated in
(93) with the difference that here it acts as a resistance to the deformation process and consequently has the opposite sign:

$$
W_{d}=-q \vartheta \pi v_{f}\left(r_{f}^{c}\right)^{2} \cot \beta \ln R
$$

or

$$
\begin{equation*}
\bar{w}_{d}=-q \mathcal{q} \pi v_{f}\left(r_{f}^{t}\right)^{2} \gamma_{c} \cot \beta l n R \tag{103}
\end{equation*}
$$

V.5.4 Power dissipated by friction at the tube-die interface The dissipation of power due to friction can be expressed as

$$
\begin{equation*}
\dot{W}_{\Gamma_{3}}=\int_{\Gamma_{3}} \tau^{*} \Delta \mathrm{v} d S \tag{104}
\end{equation*}
$$

The tangential stress $\tau^{*}$ developed at the tube-die interface due to friction can be put in terms of the shear yield stress $\frac{y^{t}}{\sqrt{3}}$ of the tube (assuming the die to be rigid in comparison to the tube). That is

$$
\begin{equation*}
\tau^{*}=g \frac{y^{t}}{\sqrt{3}} \quad 0 \leqslant g \leqslant 1 \tag{105}
\end{equation*}
$$

Under the assumption of a rigid die, the discontinuity in velocity across $\Gamma_{3}$ is

$$
\begin{equation*}
\Delta v=v_{f}\left(r_{f}^{t}\right)^{2} \frac{\cos \alpha}{r^{2}} \tag{106}
\end{equation*}
$$

An element of that surface is

$$
\begin{equation*}
d S=\frac{2 \pi r d r}{\sin \alpha} \tag{107}
\end{equation*}
$$

Replacing values in equation (104), the following expression is obtained after integration:

$$
\begin{equation*}
\dot{\mathrm{W}} \Gamma_{3}=\frac{1}{\sqrt{3}} g Y^{\mathrm{t}} \pi \mathrm{v}_{\mathrm{f}}\left(\mathrm{r}_{\mathrm{f}}^{\mathrm{t}}\right)^{2} \cot \alpha \ln \mathrm{R} \tag{108}
\end{equation*}
$$

## V.5.5 Active powers acting on the tube

Again both components arising from the process of product and billet augmentation in the form of a pulling or drawing force and a hydrostatic pressure are present.

The power developed by the drawing force is

$$
\dot{W}_{D}=\int_{S_{t}} T_{j} v_{j} d S_{t}
$$

where $S_{t}$ is the cross sectional area of the tube at the exit of the due, while $\mathrm{v}_{\mathrm{j}}$ and $\mathrm{T}_{\mathrm{j}}$ are the velocity and stress distribution on that surface.

As before, the drawing stress can be assumed as constant with a value of $\sigma_{f}^{t}$; the velocity $v_{f}$ is also constant for the whole area. Consequently, the applied power is

$$
\begin{equation*}
\dot{W}_{D}=\pi v_{f}\left(r_{f}^{t}\right)^{2} Y_{t} \sigma_{f}^{t} \tag{109}
\end{equation*}
$$

Similarly, the power applied by means of the hydrostatic pressure of extrusion is

$$
\dot{W}_{e}=\int_{S_{i}} T_{j} v_{j} d S_{i}
$$

where $S_{i}$ is the cross sectional area of the tube before being deformed, while $T_{j}$ and $\mathrm{v}_{\mathbf{j}}$ are the stress and velocity distribution corresponding to that area.

As the stress $T_{j}$ is in this case the hydrostatic
pressure $p_{h}$ acting on all points of $S_{i}$ and the velocity $v_{i}$ is constant, after integration, the following expression is obtained:

$$
\dot{W}_{e}=\pi v_{i}\left[\left(r_{i}^{t}\right)^{2}-\left(r_{i}^{c}\right)^{2}\right] p_{h}
$$

or

$$
\dot{W}_{e}=\pi v_{i}\left(r_{i}^{t}\right)^{2}\left[1-\left(\frac{r_{i}^{c}}{r_{i}^{t}}\right)^{2}\right] p_{h}
$$

and, finally

$$
\dot{W}_{e}=\pi v_{f}\left(r_{f}^{t}\right)^{2} \gamma_{t} p_{h}
$$

since

$$
\begin{equation*}
1-\left(\frac{r_{i}^{c}}{r_{i}^{t}}\right)^{2}=1-Y_{c}=\gamma_{t} \tag{110}
\end{equation*}
$$

V.5.6 Balance of power in the tube

By substituting equations (99), (102), (103), (108), (109) and (110) in the general expression of the theorem (76), the following expression for the driving stress is obtained:

$$
\begin{align*}
\sigma_{f}^{t}+p_{h}= & Y^{t} F(\alpha) \ln R+\frac{2 Y^{t}}{\sqrt{3} Y_{t}}\left[\frac{\alpha-\beta}{\sin \alpha}-\cot \alpha+\frac{\sin \beta \cos \beta}{\sin ^{2} \alpha}\right]+ \\
& +q \frac{Y_{c}}{Y_{t}} \cot \beta \ln R+\frac{g}{\sqrt{3}} \frac{Y^{t}}{\gamma^{t}} \cot \alpha \ln R \quad \text { (111) } \tag{111}
\end{align*}
$$

In this case, the compressive stress due to the dragging of the core is
$q V_{\frac{\gamma_{c}}{}}^{\gamma_{t}} \cot \beta \ln R$
Again, in case of the tube deing the hardex metal, $\mathrm{q}<0$ and equation (112) represents a tensile siress.

## V. 6 Mean pulling stress

The mean pulling stress $\sigma_{p}$ can be calculated as

$$
\begin{equation*}
\sigma_{p}=\sigma_{f}^{t} \gamma_{t}+\sigma_{f}^{c} Y_{c} \tag{113}
\end{equation*}
$$

Solving equation (94) for $\sigma_{f}^{c}$, equation (111) for $\sigma_{f}^{t}$ and substituting these values into equation (113), the following expression is obtained:

$$
\begin{aligned}
\sigma_{\mathrm{p}}= & -p_{\mathrm{h}}+Y^{t} F(\alpha) \ln R Y_{t}+\frac{2}{\sqrt{3}} Y^{t}\left[\frac{\alpha-\beta}{\sin ^{2} \alpha}-\cot \alpha+\frac{\sin \beta \cos \beta}{\sin ^{2} \alpha}\right] \\
& +\frac{g}{\sqrt{3}} Y^{t} \cot \alpha \ln R+Y^{c} \gamma_{c}\left[\frac{2}{\sqrt{3}}\left(\frac{\beta}{\sin ^{2} \beta}-\cot \beta\right)+F(\beta) \ln R\right]
\end{aligned}
$$

or, with the already used hypothesis

$$
\begin{align*}
f(\alpha) & \cong F(\beta) \\
\sigma_{p}= & -p_{h}+\left[\left(Y^{t} Y_{t}+Y^{c} Y_{c}\right) F(\alpha)+g \frac{Y^{t}}{\sqrt{3}} \cot \alpha\right] \ln R+ \\
& +\frac{2}{\sqrt{3}} Y^{t}\left[\frac{\alpha-\beta}{\sin ^{2} \alpha}-\cot \alpha+\frac{\sin \beta \cos \beta}{\sin ^{2} \alpha}\right]+\frac{2}{\sqrt{3}} Y^{c} Y_{c}\left(\frac{\beta}{\sin ^{2} \beta}-\cot \beta\right) \tag{114}
\end{align*}
$$

If only one metal is being processed, $\mathrm{y}^{\mathrm{t}}=\mathrm{Y}_{\mathrm{c}}=\mathrm{Y}$, $\gamma_{c}=0$ and the well-known Avitzur's expression

$$
\begin{align*}
\sigma_{p}= & -P_{h}+\left(Y F(\alpha)+g \frac{Y}{\sqrt{3}} \cot \alpha\right) \ln R+ \\
& +\frac{2}{\sqrt{3}} Y\left(\frac{\alpha}{\sin ^{2} \alpha}-\cot \alpha\right) \tag{115}
\end{align*}
$$

is obtained.

## V. 7 Theoretical and experimental results.

The driving stress can be obtained from equation (114) and presented in a non-dimensional form by relating i.t to the yield stress of the core:

$$
\begin{align*}
\frac{\sigma_{P}+p_{h}}{Y^{c}}= & {\left[\left(\omega Y_{t}+\gamma_{c}\right) F(\alpha)+g \frac{\mu}{\sqrt{3}} \cot \alpha\right] \ln R+\frac{2}{\sqrt{3}} Y_{c}\left(\frac{\beta}{\sin ^{2} \beta}-\cot \beta\right) } \\
& +\frac{2}{\sqrt{3}} \omega\left[\frac{\alpha-\beta}{\sin ^{2} \alpha}-\cot \alpha+\frac{\sin \beta \cos \beta}{\sin ^{2} \alpha}\right] \tag{116}
\end{align*}
$$

Expression (116) was computed for different values of the extrusion ratic and the $\omega$ relation. The results are shown in Fig. 26 in a semi-logarithmic scale together with the experimental ones.

The analysis of Fig. 26 shows that there is a reasonable agreement between the experimental and the predicted values.

This problem has been solved independently by Mellor et al. by using a similar tangential stress system to describe the dragging effect. Their approach represents the dragging stress as:

$$
\tau=m \frac{Y_{\text {soft }}}{\sqrt{3}} \quad 0 \leqslant m \leqslant 1
$$

and considerations about the influence of $\underline{V}_{\text {soft }} / Y_{\text {hard }}$ are made on the basis of experimental results.

The form of expression $\tau=q \vee$ used in the present work seems to have more flexibility, not only because it includes the relation $W$ into the theoretical formulation but also because it allows the use of different dragging functions $\vartheta$. Thjes has the advantage of making room for non-uniform and non-symmetric distributions of $\tau$ along the interface.

It seems apparent that $\tau$ must be influenced by the pressure distribution along the die interface and expressions like (71) or results as described in [91] should be taken into account in a future work.

VI. $\frac{\text { THE METHOD OF WEIGHTED RESIDUALS AND }}{\text { ECONOMIZATION IN SEVERAL VARIABLES }}$
VI. 1 Introduction

The Method of Weighted Variables is an engineer's tool for finding approximate solutions to the equations of change of distributed systems. Experience and intuition cen be distilled into a reasonable and sometimes quite accurate first guess, from which it is possible to proceed to successively improved approximations.

Briefly, the procedure consists in assuming an approximate solution in the form of a linear combination of known trial functions with unknown coefficients. By substituting the proposed solution in the goveming equation, a residual function is obtained, which is then required to be orthogonal to a selected set of "weighting" functions.

The analytical form of the approximate solution is often more useful than solutions generated by numerical integration and it usually takes less computation time to generate $[50],[92]$.

Approximate solutions of differential equations may be required to satisfy either all or only part of the conditions of the problem. For example, it may be necessary to satisfy both the differential equation and the boundary condition
approximately; in other cases the differential equation may need to be satisfied only at a few positions, rather than at each point.

The approximate solution is expanded in a set of known functions with arbitrary parameters. In order to determine these parameters by the method of weighted residuals, the differential equation and boundary condition are directly used. Two strategies may be foliowed:
a) A first approximation may be sufficient; its validity is assessed using our intuition and experience.
b) A sequence of approximations can be calculated to converge to the solution. In this case, calculations must be put in a form amenable to a computer [51].

In all approximate methods where we focus our attention on achieving a small equation residual, we make the tacit assumption that a small error in satisfying the equation is reflected by only a small deviation of the approximate solution from the true solution. Systems for which this assumption is justified are often said to be "well behaved" or "well conditioned" [48].

## VI. 2 Description of the method $[51],[92]$

Let us consider the differential equation for $u(X)$ :

$$
\begin{equation*}
N(u)=0 \quad X \in V \tag{116}
\end{equation*}
$$

where $N(u)$ denotes a generical differential operator involving spatial derivatives of $u$, and $V$ is a three-dimensional domain with boundary B. The boundary condition may have the form

$$
\begin{equation*}
u(X)=f_{B}(X) \quad X \in B \tag{117}
\end{equation*}
$$

Assume a trial solution of the form:

$$
\begin{equation*}
u^{*}(x)=u_{B}(x)+\sum_{i=1}^{n} A_{i} \varphi_{i}(X) \tag{118}
\end{equation*}
$$

where the approximating functions, $\varphi_{i}$ are prescribed so that they satisfy the boundary condition

$$
\begin{equation*}
u_{B}(x)=f_{B}(x) \text { and } \varphi_{i}(X)=0 \quad x \in B \tag{119}
\end{equation*}
$$

and $A_{i}$ are the parameiers to be determined. This means that $u^{*}$ satisfies the boundary conditions for any set of values given to the so far unknown parameters.

The trial solution does not necessarily need to be linear on the $A_{i}$ parameters, nevertheless this form is usually chosen for simplicity.

By substituting expression (119) in the differential equation (116), we obtain:

$$
\begin{equation*}
N\left(u^{*}\right)=R\left(u^{*}\right) \tag{120}
\end{equation*}
$$

$R\left(u^{*}\right)$ being the residual function of the differential equation and constituting a measure of the extent to which the trial solution satisfies the equation. Finally, the error R will be minimized by following certain criteria and this operation will produce the $A_{i}$ parameters.

According to the requirements of a specjific problem, the $\varphi_{i}$ can be prescribed as to fit in one of the following cases:

|  | Satisfies approximately | Satisfies exactly | Error function corresponds to |
| :---: | :---: | :---: | :---: |
| (i) | Diff. equation | Boundary cond. | Diff. equation |
| (ii) | Diff. equation \& Boundary cond. | - | Diff. equation \& Boundary cond. |
| (iii) | Boundary cond. | Diff. equation | Boundary cond. |
| (iv) | - | Diff. equation \& Boundary cond. | - |

Every case corresponds to a different problem and a particular analysis of each needs to be done [93], [49]. VI. 3 Griteria for minimization of the error

There are several approaches to the minimization of the total error $R$ that we consider next:
(i) Let us express the total error in the form:

$$
\begin{equation*}
R=\sum_{i=1}^{n} R_{i}=0 \tag{121}
\end{equation*}
$$

which we want to make zero. In this expression, "i" is a
generical nodal point corresponding to a spatial mesh which represents a discretization of the domain $V$, and $R_{i}$ the error that the assumed solution produces in the "i" point. This criterion may lead to false conclusions because of the possibility

$$
R_{j}^{+}+\bar{R}_{j}^{-}=0
$$

and, consequently, its use is not convenient.
(ii) Let us express the total error in the form:

$$
\begin{equation*}
R=\sum_{i=1}^{n} F\left(R_{i}\right)=0 \tag{122}
\end{equation*}
$$

which expresses the total error as a function of the local errors. This form is a generalization of the case (i) and F may be any suitable function.

Example:

$$
\begin{equation*}
\sum_{i=1}^{n} R_{i}^{2}=0 \tag{123}
\end{equation*}
$$

that, in fact is also

$$
\begin{equation*}
\sum_{i=1}^{n}\left|R_{i}\right|=0 \tag{124}
\end{equation*}
$$

(iii) Other forms:-
Expression (123) may be written as

$$
\begin{equation*}
\sum_{i=1}^{n} R_{i}^{2}=\sum_{i=1}^{n} R_{i} \times R_{i}=0 \tag{125}
\end{equation*}
$$

and may be considered a particular case of the more general expression:

$$
\begin{equation*}
\sum_{i=1}^{n} R_{i} x \text { (something else) }=0 \tag{126}
\end{equation*}
$$

Example: If we choose

$$
\sum_{i=1}^{n} R_{i} x(\text { sign of the error })=0
$$

the expression (124) is obtained.

A general. form for the expression (126) is $\sum_{i=1}^{n} W\left(X_{i}\right) R\left(X_{i}\right)=0$
or, in the case of a continuum domain $V$ :

$$
\begin{equation*}
\int_{V} W(X) R(X) d X=0 \tag{128}
\end{equation*}
$$

Equation (128) is the analytical expression of the Method of the Weighted Residuals which, in general terms, means that the weighted averages of the residuals must vanish. The $W(X)$ are called "weighting functions".

In a more abstract form, equation (128) may be
regarded as

$$
\begin{equation*}
\int_{V} R(x) d \mu=0 \tag{129}
\end{equation*}
$$

where $d \mu=W(X) d X=d \mu(x)$.
Expression (129) is a Stieltjes's integral, where
the differential d $\mu$ "weighs" at any point the function which is to be integrated.
VI. 4 Particular forms of the method of weighted residuals

The general process which is analytically described in equation (128), contains many well-known approximation methods (e.g. the methods of collocation, subdonain, Galerkin, least squares, etc.) as special cases corresponding to particular methods for choosing the weighting functions.

Let us see an illustrative example of the most common forms of the method [48]. We propose to solve the differential equation:

$$
\begin{equation*}
\frac{d x}{d t}=-x \quad t>0 \tag{130}
\end{equation*}
$$

with the boundary condition

$$
\begin{equation*}
x=1 \quad t=0 \tag{131}
\end{equation*}
$$

in the interval $0 \leqslant t \leqslant 1$.

The first and most important step in the application of the method is to adopt a trial family of approximate solutions. An analysis of the different criteria for the selection of trial families will be considered further on. For this particular case we choose

$$
\begin{equation*}
x=1+A_{1} t+A_{2} t^{2} \tag{132}
\end{equation*}
$$

where $A_{1}$ and $A_{2}$ are the Eree parameters io be determined. Different combinations of values for $A_{1}$ and $A_{2}$ represent different possible approximations. This trial solution (132) satisfies the boundary condition (131) for any value of the parameters.

By substituting function (132) in the differential equation (130) we obtain the expression of the residual $R(t)$ as follows:

$$
\begin{equation*}
R(t)=\frac{d x}{d t}+x=1+(1+t) A_{1}+\left(2 t+t^{2}\right) A_{2} \tag{133}
\end{equation*}
$$

The next step requires the adoption of a criterion for selecting the best approximation within the family, Several different criteria have been suggested.

## (i) Collocation

In this criterion we choose as many locations within the interval as there are parameters to be determined. The assumption here is that the residual vanishes at these locations. Having in this case two free parameters, we choose two points within the interval, e.g. $\frac{1}{3}$ and $\frac{2}{3}$. Consequently, we obtain

$$
\begin{aligned}
& R\left(\frac{1}{3}\right)=1+\frac{4}{3} A_{1}+\frac{7}{9} A_{2}=0 \\
& R\left(\frac{2}{3}\right)=1+\frac{5}{3} A_{1}+\frac{16}{9} A_{2}=0
\end{aligned}
$$

When solving for $A_{1}$ and $A_{2}$ we get:

$$
\begin{aligned}
& A_{1}=-0.9310 \\
& A_{2}=0.3103
\end{aligned}
$$

and hence, from expression (132), the corresponding approximate solution

$$
\begin{equation*}
x=1-0.9310 t+0.3103 t^{2} \tag{134}
\end{equation*}
$$

(ii) Subdomain method

The desired interval is divided into as many subdomains as there are free parameters. Then they are adjusted until the average value of the residual in each subdomain is zero.

For this example, let us consider the two subdomains as: $0 \leqslant \mathrm{t} \leqslant \frac{1}{2}$, and $\frac{1}{2} \leqslant \mathrm{t} \leqslant 1$, and consequently:

$$
\begin{align*}
& \int_{0}^{\frac{1}{2}} R d t=\frac{1}{2}+\frac{5}{8} A_{1}+\frac{7}{24} A_{2}=0 \\
& \int_{\frac{1}{2}}^{1} R d t=\frac{3}{2}+\frac{7}{8} A_{1}+\frac{25}{24} A_{2}=0 \tag{132}
\end{align*}
$$

Solving for $A_{1}$ and $A_{2}$ and substituting into expression we finally obtain:

$$
\begin{equation*}
x=1-0.947 t+0.3158 t^{2} \tag{135}
\end{equation*}
$$

(iii) Galerkin's method

This criterion requires that the weighted averages of the residual over the desired interval must vanish. The
weighting functions are taken to be the same functions of $t$ as were used in constinucting the trial family. In this case, these functions are $t$ and $t^{2}$ and, therefore, we establish that:

$$
\begin{aligned}
& \int_{0}^{1} t R d t=\frac{1}{2}+\frac{5}{6} A_{1}+\frac{11}{12} A_{2}=0 \\
& \int_{0}^{1} t^{2} R d t=\frac{1}{3}+\frac{7}{12} A_{1}+\frac{9}{20} A_{2}=0
\end{aligned}
$$

Solving this system for $A_{1}$ and $A_{2}$ leads to:

$$
\begin{equation*}
x=1-0.9143 t+0.2857 t^{2} \tag{136}
\end{equation*}
$$

(iv) Method of least squares

Here the free parameters are adjusted in such a way as to minimize the integral of the square of the residual, over the desired interval. Thus we establish:

$$
\begin{aligned}
& \frac{1}{2} \frac{\partial}{\partial A_{1}} \int_{0}^{1} R^{2} d t=\int_{0}^{1} R \frac{\partial R}{\partial A_{1}} d t=\frac{3}{2}+\frac{7}{3} A_{1}+\frac{9}{4} A_{2}=0 \\
& \frac{1}{2} \frac{\partial}{\partial A_{2}} \int_{0}^{1} R^{2} d t=\int_{0}^{1} R \frac{\partial R}{\partial A_{2}} d t=\frac{4}{3}+\frac{9}{4} A_{1}+\frac{38}{15} A_{2}=0
\end{aligned}
$$

from which we obtain:

$$
\begin{equation*}
x=1-0.9427 t+0.3110 t^{2} \tag{137}
\end{equation*}
$$

All four criteria can be considered as special
cases of the single general criterion (128) which states that
the weighted averages of the residual must vanish. In the case of collocation, the weighting function is the "Dirac delta": $\delta(t-a), ~ " a "$ being the chosen location. Similarly, in the subdomain method, the weighting function is taken as one in the subdomain and zero outside. The cases corresponding to the Gaierkin and least squares methods are more obviously pariticular forms of equation (128).

The error distribution corresponding to the different methods, over the 0-1 interval is shown in Fig. 27. As a matter of comparison it is also shown the truncation error of the first three terms of the Taylor's series:

$$
x=1-t+\frac{1}{2} t^{2}
$$

corresponding to the true solution: $x=e^{-t}$.


Note that ti $\exists$ least squares method provides the most uniform distribution of the error while collocation gives the worse. Nevertheless, all of them are better approximations than Taylor's series, except near the zero end of the interval.

The selection of the weighting functions for a given set of trial functions and a particular problem is still a matter of discussion [94]. Several authors considered this question from the standpoint of the economy in computing time. and ease of application and presented numerical examples showing relative accuracy $[48],[93],[95],[96],[97]$.

## VI. 5 The least squares method

As was pointed out in section VI.4.(iv), the integral of the square of the residual is minimized in respect to the undetermined parameters $A_{k}$, to provide the $r$ simultaneous equations required:

$$
\begin{equation*}
\frac{\partial}{\partial A_{k}} \int_{V} R^{2} d X=0 \quad k=l(1) r \tag{138}
\end{equation*}
$$

In numerical calculations it is frequent to assume the domain $V$ represented by a discrete mesh and, accordingly, to minimize the error at the nodal points. Therefore, expression (138) is substituted by:

$$
\begin{equation*}
\frac{\partial}{\partial A_{k}} \sum_{i=1}^{n} p_{i}^{2}=0 \quad k=1(1) r \tag{139}
\end{equation*}
$$

$n$ being the number of nodal points in the adopted mesh, while "i" represents a generical one.

This procedure involves, in fact, the idea of the collocation method.

Since a polynomial is probably the easiest form for computation, it is frequent to adopt, as trial solutions, expressions of the form:

$$
\begin{equation*}
u^{*}(x)=u_{B}(X)+\sum_{i=1}^{n} A_{i} X^{i} \tag{140}
\end{equation*}
$$

Being the differential operator $N(u)$ linear, expression (139) leads to a set of simultaneous linear equations in the free parameters $A_{i}$.
VI. 6 The trial solution

The most important and difficult stage in all the methods described here is the selection of the trial function. As the purpose of these methods is merely to choose the "best" approximation of a given family, good results cannot be obtained if good approximations are not included within the family.

Theoretically, if enough independent $\varphi_{i}(X)$ are included in (118), good approximations must be contained within the family; however, the principal attraction of these methods lies in the possibility of obtaining good approximations with a limited number of adjustable parameters [48].

In low-order approximations the choice may influence the results, but higher approximations are less affected since numerical. convergence is desired.

The trial functions must be complete and linearly independent. A set of functions $\left\{\varphi_{i}\right\}$ is complete if any function of a given class can be expanded in terms of the set:

$$
f(x)=\sum_{i} A_{i} \varphi_{i}(X)
$$

Consequently, expressions of the form $\sum_{i} A_{i} \varphi_{i}(X)$ are inherentiy capable of representing the exact solution, provided enough terms are used. The polynomials are a complete set and, therefore, any continuous function can be expanded in tems of them.

The property of completeness of a set of functions ensures that, if sufficient number of terms are used, we can represent the exact solution. Otherwise, the successive approximations might converge to something which is not the solution [sı].

A common expression for a trial function of polynomial form is:

$$
P=P(X)=\sum_{i=1}^{n} A_{i} x^{i}
$$

With a boundary condition such that

$$
P=f_{B} \text { when } x=0
$$

the estimate may be written as

$$
\begin{equation*}
P=f_{B}+\sum_{i=1}^{n} A_{i} X^{i} \tag{141}
\end{equation*}
$$

Other functions such as orthogonal polynomials and transcendental functions have also been used in seting up the trial solution [98], [99]. In general, this selection may involve difficulties in the computing process, but it may be suitable for some particular problems.

The selection of approximating functions is yet somewhat dependent on the user's intuition and experience, and this is often regarded as a major disadvantage of the methods of weighted residuals. Nevertheless, some guidelines of general application may be outlined:
(a) The form of the estimate must be kept as simple and general as possible, trying to avoid the use of too rigid restrictions, even if a minor characteristic of the solution has to be lost.
(b) Consideration should be given to symmetries or any other special feature of the solution which may be known in advance from the kind of problem to be solved. This property must be kept independent of the free parameters.
(c) The highest power in the coordinates must give no preference for any one coordinate direction. The initial estimate should not predetermine a strong tendency in the solution.
(d) The trial solution must satisfy the largest possible number of boundary conditions, independently of the values taken by the set of free parameters.

## VI. 7 Setting up error functions

As was pointed out, it is advisable to select the trial solution in such a way as to satisfy all the boundary conditions, independentiy of the free parameters $A_{i}$.

Unfortunately, this is not always possible, or at least, not for all the prescribed boundary conditions. Frequently a boundary condition may constitute too strong a restriction for the more suitable trial solution for the governing equation. In other cases, the selected estimate does not simply leave room as to include some particular condition. In these circumstances, it is more convenient to have separate error functions for the boundary conditions.

Expression (128) is substituted by a linear combination of the integrals:

$$
\begin{equation*}
a \int_{V} W(X) R_{V}(X) d X+b \int_{B} W(X) R_{B}(X) d X=0 \tag{142}
\end{equation*}
$$

where $a$ and $b$ are constants, usually called "weighting factors", $R_{V}$ is the error functions corresponding to the governing equation and $R_{B}$ the error functions corresponding to the boundary condition. The integral associated with the boundary condition is calculated only at boundary points.

If the least squares method is used, one obtains

$$
\begin{equation*}
\frac{\partial}{\partial A_{k}} \int_{V} a R_{V}^{2}(X) d X+\frac{\partial}{\partial A_{k}} \int_{B} b R_{B}^{2}(X) d X=0 \quad k=I(I) r \tag{143}
\end{equation*}
$$

or, in another form:

$$
\begin{equation*}
\frac{\partial}{\partial A_{k}} \int_{V}\left[a R_{V}^{2}(X)+b R_{B}^{2}(X)\right] d X=0 \quad k=1(1) r \tag{144}
\end{equation*}
$$

where $R_{B}$ is defined in such a way that it takes the proper value at boundary points and zero on all others.

Referred to a discrete domain or a representative mesh, equation (29) becomes:

$$
\begin{equation*}
\frac{\partial}{\partial A_{k}} \sum_{i=1}^{n}\left[a R_{v i}^{2}(X)+b R_{B i}^{2}(X)\right]=0 \quad k=1(1) r \tag{1.45}
\end{equation*}
$$

If linear forms in the unknown parameters $A_{k}$, have been used for the trial solutions of both, governing equation and boundary condition, expression (145) represents a linear system of equations that may be solved by means of any of the standard methods. Otherwise, a non-linear system would be obtained which in general is more difficult to solve by computer
methods. This consideration is particularly important if the method is going to be used on an iteration process, as is frequently the case when solving non-linear equations.

In general, the region over which the boundary error function is integrated is smaller than the total domain $V$, where the error function associated with the governing equation is integrated. Consequently, the errors in the differentia! equation will "weigh" more heavily in the minimization of the total error and it can be expected that the boundary conditions will be approximated with much less accuracy. A criterion may be derived from these considerations in order to give values for the constants a and b. This may be given by the ratio of the number of mesh points in the domain $V$ to that of the boundary.

$$
\begin{aligned}
& \text { Expression (145) may be written as } \\
& \frac{\partial}{\partial A_{k}} \sum_{i=1}^{n} R_{T i}^{2}=0 \quad k=1(1) r(146)
\end{aligned}
$$

where

$$
R_{T i}^{2}=R_{V i}^{2}(X)+\frac{N_{1}}{N_{2}} R_{B i}^{2}(X)
$$

and $\mathrm{N}_{1}$ and $\mathrm{N}_{2}$ are the number of nodal points on V and the boundary region $B$ respectively [54].

It is important to remark that one must be careful to choose a closer net when increasing the number of free
parameters in order to prevent waviness in the solution.

Together with the use of a finer net and a large number of parameters, a better accuracy is obtained, but the computing time and the rounding error increases very rapidly, so a compromise situation must be found between these factors.

## VI. 8 Economization of polynomial solutions

## VI.8.1 Introduction

The use of estinates of a polynomial form as

$$
P(x)=\sum_{i=1}^{n} A_{i} x^{i}
$$

$$
\mathrm{X} \in \mathrm{~V}
$$

has several advantages in the process of computation and it is preferably used in relation with the method of weighted residuals. There is a frequent inconvenience in the use of this type of estimates: the eventually large number of terms " $n$ " required in order to keep the maximum error of the solution, bounded by a pre-fixed value $\varepsilon$. This is particularly important if the solution is then going to be computed at a large amount of nodal points.

In general the number of terms required to get the total error bounded by a pre-fixed value is not known in advance. Consequently, "n" will be increased until an admissible level of accuracy is attained and then the polynomial solution is economized in order to reduce the computing time and to
avoid the instabilities arising from operating with an excessively laborious arithmetic [100]. These problems involve the use of high powers and too many multipl.j.cations, which increase the rounding errors considerably.

The aim of the economization process is to reduce the complexity in the calculation of $P$ while allowing for a small permissible error of amplitude $\varepsilon$ to be distributed in the domain V.

The method was originally proposed by C. Lanczos, [101] and [102], for the case of one variable, where economization was achieved when the degree of a given polynomial could be reduced in at least one unit.

In the following we extend Lanczos's method for economization to the case of more than one variable and find a second possible criterion which we call "carving" or vectorial economization. The purpose of carving is to induce as many zeros as possible in the lowest or extreme right lines of the coefficients matrix A, associated with $P$ (see section VI.8.2). Then we discuss, for the case of two variables, sufficient conditions for the economization process to be feasible, in terms of the coefficients of the original polynomial. These results are condensed in simple rules for the case of two variables. The construction of the economized polynomial and the possibility of block economization are also discussed.

Since many polynomials used in the approximate solution of partial differential equations or in optimization problems come from the truncation of convergent power series expansions in several variables, where the coefficients decrease rapidly, the method describing the existence of a $\varepsilon$-economized expression of a given polynomial $P(x, y)$ is applicable to a wide variety of problems.
VI.8.2 Economization in several variables

Economization is essentially based on the idea cf representing the original polynomial in terms of a polynomial basis which emphasizes the contribution of the first components.

The shifted Chebyshev polynomials of the first kind:

$$
T_{n}^{*}(x)=\cos n \theta, \quad x=\cos ^{2} \frac{\theta}{2} \quad 0 \leqslant x \leqslant 1
$$

are such that

$$
\begin{equation*}
x^{n}=2 \times 4^{-n}\left[T_{n}^{*}(x)+\left({ }_{1}^{2 n}\right) T_{n-1}^{*}(x)+\ldots+\left({ }_{n}^{2 n}\right) T_{0}^{*}(x)\right] \tag{147}
\end{equation*}
$$

and clearly constitute a basis with such a property.

In our approach we consider a given finite hypercubic domain $V$ in which the economization is required, and we represent in it each variable of $P=P(x, y, \ldots)$ in terms of Chebyshev polynomials defined in suitable intervals. This gives a polynomial $P^{\text {Ch }}$ in the new basis. Then we define $P_{\varepsilon}^{C h}$ such that

$$
\left|\mathrm{P}-\mathrm{P}_{\varepsilon}^{\mathrm{Ch}}\right|<\varepsilon
$$

in V. $P_{E}^{C h}$ is called the $\varepsilon$-economized form of $P$. Eventually $\mathrm{P}_{\varepsilon}^{\mathrm{Ch}}$ is reconverted into powers of the original variables and is referred to as $\mathrm{P}_{\mathcal{E}}$. For the sake of simplicity we shall restrict our discussion to the case when $P=P(x, y)$ is a polynomial of two variables x and y , and the economization process takes place in the square:

$$
Q=\{(x, y): \quad 0 \leqslant x \leqslant 1, \quad 0 \leqslant y \leqslant 1\}
$$

an approach which can be extended without essential difficultjes when the number of variables is greater than two.

Let us write $P$ in the following form:

$$
\begin{equation*}
P=X^{T} A Y \tag{14.8}
\end{equation*}
$$

where

$$
X=\left[\begin{array}{c}
x^{0} \\
x^{1} \\
x^{2} \\
\cdot \\
\cdot \\
\cdot \\
x^{I}
\end{array}\right] \quad Y=\left[\begin{array}{c}
y^{0} \\
y^{1} \\
y^{2} \\
\cdot \\
\cdot \\
\cdot \\
y^{J}
\end{array}\right] \quad A=\left(\left(a_{i j}\right)\right)\left\{\begin{array}{l}
i=0(1) I \\
j=0(1) J
\end{array}\right.
$$

Then $P$ is expressed in terms of Chebyshev polynomials by means of the linear transformations

$$
\begin{align*}
& X=B T_{X}^{*}  \tag{149}\\
& Y=B T_{Y}^{*}
\end{align*}
$$

where

$$
\mathrm{T}^{*}(\mathrm{t})=\left[\begin{array}{c}
\mathrm{T}_{0}^{*}(\mathrm{t}) \\
\mathrm{T}_{1}^{*}(\mathrm{t}) \\
\mathrm{T}_{2}^{*}(\mathrm{t}) \\
\cdot \\
\cdot \\
\mathrm{T}_{\mathrm{M}}^{*}(\mathrm{t})
\end{array}\right]
$$

$T_{n}^{*}(t), n=0$ (1) $M$, are Chebyshev polynomials of the first. kind as defined above. The elements of $B=\left(\left(b_{i j}\right)\right)$ are generated by means of (14.7).

$$
\begin{align*}
& \text { From (148) and (149) we obtain: } \\
& P^{\mathrm{Ch}}=\mathrm{T}_{\mathrm{x}}^{*} \mathrm{CT}_{\mathrm{y}}^{*} \tag{150}
\end{align*}
$$

that is the expression of $P$ in terms of Chebyshev polynomial.s where

$$
C=B^{T} A B
$$

is the coefficients matrix of $\mathrm{P}^{\mathrm{Ch}}$.
VI.8.3 The process of economization

Two possible ways will be considered in which economization can be achieved. In the first we look for the largest possible reduction in the degree of the given folynomial compatible with the permissible error bound. In this case we
conduct in the matrix $G$ a search along a diagonal path and terminate it when the accumulated error exceeds $\varepsilon$. We call this process triangular economization. In the second case we assume that the polynomial $P$ is given in a double nested form in the variable x :

$$
\begin{equation*}
P(x, y)=\left(\left(p_{1}(r) y-p(r)\right) y-\ldots\right) y+p_{n}(r) \tag{1.51}
\end{equation*}
$$

or: in $y$ :

$$
\begin{equation*}
P(x, y)=\left(\left(g_{1}(y) x-g_{2}(y)\right) x-\ldots\right) x+g_{n}(y) \tag{152}
\end{equation*}
$$

In this case, the cancellation of every coefficient in a border line of the matrix $A$, will result in a reduction of one in the number of multiplications required to evaluate P. We call this process "carving or vectorial economization".

## (i) Triangular economization

We arrange the elements of matrix $C$ in a diagonal
sequence

$$
\sigma=\left\{\begin{array}{c}
(k) \\
i j
\end{array}\right\}, \quad k=1,2, \ldots N=(I+1)(J+1)
$$

such that $C_{i j}$ is identified with the leading coefficient $c_{I J}$ and in every secondary diagonal, the coefficients are of the same degree $r+s$ in $T_{r}^{*}(x) T_{S}^{*}(y)$.


Given the admissible erro: bound $\varepsilon$, we then proceed to compute the sums

$$
S_{1}^{E}=\sum_{k \in \sigma}\left|c_{i j}^{(k)}\right| \quad E=1(1) N
$$

and look for the separation index such that:

$$
s_{1}^{\mathrm{E}} \leqslant \varepsilon \leqslant S_{1}^{\mathrm{E}+1}
$$

Since the maximum possible absolute value of $T_{n}^{*}(t)$ for all positive integers $n$ and $0 \leqslant t \leqslant 1$ is one, $S_{1}^{E}$ will be the maximum error arising from deleting all the E terms from $\mathrm{P}^{\mathrm{Ch}}$. Consequently, $S_{1}^{E}$ defines the sequence $\sigma_{E}$ of best $\varepsilon$-economization for $P$ in Lanczos's sense.

## (ii) Carving or vectorial economization

The algorithmic process is similar to the one just described, except for the fact that the search is now conducted along the farthermost right column or the lowest row, starting always with the element a $I J$. The separation index is found as in the triangular economization and the choice of row or column is made on the basis of the efficiency of the process which is measured by the number of zeros induced in the extreme lines of C. The polynomial ${ }^{P}{ }_{\varepsilon}$ is then evaluated in either the double, nested form (151) or (152).

## VI. 3.4 Construction of the economized polynomial $P_{E}$

Once $\sigma_{E}$ have been found, we define a new matrix $\sigma^{E}$ with elements $c_{i j}^{E}$ such that:

$$
\begin{array}{ll}
C_{i j}^{E}=0 & \text { if } c_{i j} G \sigma_{0} \\
C_{i j}^{E}=c_{i j} & \text { otherwise }
\end{array}
$$

This matrix $C^{E}$ defines the $\varepsilon$-economized polynomial $P_{\varepsilon}^{E}(x, y)$ as:

$$
\begin{equation*}
P_{\varepsilon}^{E}=P_{\varepsilon}^{E}(x, y)=\left(T_{x}^{*}\right)^{T} C^{E} T_{y}^{*} \tag{.153}
\end{equation*}
$$

and for every ( $x, y$ ) 6 Q ,

$$
\left|P(x, y) \cdot P_{E}^{E}(x, y)\right|<\varepsilon
$$

The $\varepsilon$-economized polynomial $P_{\varepsilon}(x, y)$ is defined as a polynomial in $x$ and $y$ by the expression:

$$
\begin{equation*}
P_{\varepsilon}=P_{\varepsilon}(x, y)=X^{T}\left(B^{-1}\right)^{T} C^{E} B^{-1} Y \tag{154}
\end{equation*}
$$

VI.8.5 Sufficient conditions for the existence of an $\varepsilon$-economization process in terms of the coefficients of P

Let us assume that $P(x, y)$ is defined in $Q$. If we take into account expression (147) and assume that $I=J=n$ : we see that the leading coefficient $c_{n n}$ of $P^{C h}$ is given by:

$$
c_{n n}=\left(\frac{2}{4^{n}}\right)^{2} a_{n n}=\frac{1}{4^{2 n-1}} a_{n n}
$$

Therefore, an $\varepsilon$-economization process involving $a_{n n}$, i.e., reducing the overall degree of $P$ from $2 n$ to $2 n-1$, will only be possible if:

$$
\begin{equation*}
\left|a_{n n}\right|<4^{2 n-1} \varepsilon \tag{155}
\end{equation*}
$$

If this condition is satisfied, we then analyze the possibility of E-economization involving the terms $x^{n} y^{n}$ and $x^{n} y^{n-1}$ (or $x^{n-1} y^{n}$ ). That will only be possible if $a_{n n}$ and . $a_{n-1}$ (or $a_{n-1} n$ ) are such that:

$$
\begin{equation*}
\frac{2 n+1}{4}\left|a_{n n}\right|+\left|a_{n n-1}\right|<4^{2 n-2} \varepsilon \tag{156}
\end{equation*}
$$

or

$$
\begin{equation*}
\frac{2 n+1}{4}\left|a_{n n}\right|+\left|a_{n-1 n}\right|<4^{2 n-2} \varepsilon \tag{157}
\end{equation*}
$$

Inequalities (1.55) to (157) will be used to give sufficient conditions in the two following cases.

## (i) $\quad \varepsilon$-economization on a border line of matrix $A$

In the case of $\varepsilon$-economization involving $x^{n} y^{n}, x^{n} y^{n-1}$, $\ldots, x^{n} y^{n-j}$ where $0<j \leqslant n$, i.e. along the farthermost right column of $A$, the condition for a reduction in the number of multiplications in (151) is:

$$
\left.\sum_{s=0}^{j} \sum_{k=0}^{v-s} 4^{s}\left|a_{n n-s}\right| \begin{array}{c}
2(n-s)  \tag{158}\\
k
\end{array}\right)<4^{2 n-1} \varepsilon
$$

where $n-j=v$. This follows from (155)-(157) by an inductive argument.

$$
\begin{aligned}
& \text { If we introduce the auxiliary function: } \\
& \psi(\alpha, \beta)=\sum_{k=0}^{\beta}\binom{\alpha}{k}
\end{aligned}
$$

$\alpha$ and $\beta$ positive integers, we can easily show that:

$$
\begin{aligned}
& \psi(\alpha+1, \beta+1)=\psi(\alpha, \beta)+\psi(\alpha, \beta+1) \\
& \psi(0, \beta)=1
\end{aligned} \begin{aligned}
& \alpha \neq \beta \\
& \beta=0,1,2, \ldots
\end{aligned}
$$

and

$$
\psi(\alpha, \beta)=2^{\alpha} \quad \alpha=\beta=0,1,2, \ldots
$$

Therefore, condition (158) can be stated more simply in terns of the recurrent expression $\psi(\alpha, \beta)$ :

$$
\begin{equation*}
\sum_{s=0}^{n-j} 4^{s}\left|a_{n n-s}\right| \psi(2(n-s), n-j-s)<4^{2 n-4} \varepsilon \tag{159}
\end{equation*}
$$

For example, if $n=4$ and $j=1$, from Table $I$ we get the following condition for the possibility of $\varepsilon$-economization of the four coefficients of $P(x, y)$ in the farthermost right column of $A$, starting with $a_{n n}$ :

$$
\begin{aligned}
& a_{n n} \psi(8,3)+4 a_{n n-1} \psi(6,2)+4^{2} a_{n n-2} \psi(4,1)+ \\
& 4^{3} a_{n n-3} \psi(2,0)=93 a_{n n}+88 a_{n n-1}+80 a_{n n-2} \\
&+64 a_{n n-3}<16384 \varepsilon
\end{aligned}
$$

where the $a_{i j}$ are taken in absolute value.
To get a condition for the $\varepsilon$-economization involvjng coefficients in the lowest row of $A$, we only have to switch indices in (159).

TABLE I
$\psi(\alpha, \beta)$

| > | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\begin{array}{r} \alpha= \\ 0 \end{array}$ | 1 |  |  |  |  |  |  |  |  |
| 1 | 1 | 2 |  |  |  |  |  |  |  |
| 2 | 1 | 3 | 4 |  |  |  |  |  |  |
| 3 | 1 | 4 | 7 | 8 |  |  |  |  |  |
| 4 | 1 | 5 | 11 | 15 | 16 |  |  |  |  |
| 5 | 1 | 6 | 16 | 26 | 31 | 32 |  |  |  |
| 6 | 1 | 7 | 22 | 42 | 57 | 63 | 64 |  |  |
| 7 | 1 | 8 | 29 | 64 | 99 | 120 | 127 | 128 |  |
| 8 | 1 | 9 | 37 | 93 | 163 | 219 | 24.7 | 255 | 256 |

(ii) $\quad$-economization on a triangular corner of matrix A

For the three coefficients $a_{n n}, a_{n n-1}$ and $a_{n-1 ~}^{n}$, from (155)-(157), the condition for the possibility of E-economization is:

$$
\frac{4 n+1}{4}\left|a_{n n}\right|+\left|a_{n n-1}\right|+\left|a_{n-1}\right|<4^{2 n-2} \varepsilon
$$

In the case of a triangular sector of $A$, this expression generalizes as follows:

$$
\frac{1}{4^{2 n-1}} \sum_{s+u=0} 4^{s} 4^{n} a_{n-u n-s} \sum_{i+j=0}^{r-(s+u)}\left({ }_{i}^{2(n-u)}\right)\binom{2(n-s)}{j}<4^{2 n-1} E
$$

where r-1 is the nurnber or rows (or columns) involved in the triangle under consideration.

From inequalities (159) and (160) we can give easy empirical rules for the E-economization. For instance, we can say that e-economization in the triangular case is possible for $a_{n n}$ if:

$$
\left|a_{n n}\right|<10^{n} \varepsilon
$$

anf for the first triangular corner, if:

$$
n\left|a_{n n}\right|+\left|a_{n n-1}\right|+\left|a_{n-1 n}\right|<10^{n} \varepsilon
$$

Similar rules can be found in the case of economization in one variable. From the previous formulae, it is easy to deduce analagous rules for the case of carving in one variable.
VI.8.6 Block economization

Conditions (159) and (160) give the possibility of $\varepsilon$-economization of a polynomial $P$ considering only the set of coefficients $a_{i j}$ for which, according to the method chosen for
the economization, the first or second condition is satisfied.

The polynomial $P$ is thus divided into two segments $P_{1}$ and $P_{2}$, such that the coefficients of $P_{2}$ satisfy one of the conditions. Then $\mathrm{P}_{2}$ is expressed in terms of the Chebyshev polynomials and $\mathfrak{E}$-economized. The resulting expression is reconverted in powers of the original variables and added to $P_{1}$ to get $P_{\varepsilon}$.

This procedure is particularly sujtable when either the number of variables, the size of the stored information or the computing time impose heavy restrictions on the economization process.

In the subroutine described in the next chapter, the $\varepsilon$-econmization process involves the entire polynomial.

It is important to point out that when the difference between the times required to perform addition and multiplication is not too great, it may be preferable to carve the polynomial, inducing as many zeros as possible, everywhere in A.

## VII. NUMERTCAL INTEGRATION OF THE PRANDTL-REUSS EQUATJON BY MEANS OF THE METHOD OF WEIGHTED RESIDUALS

VII. 1 Introduction

In this chapter, the method of weighted residuals will be used in order to obtain approximate polynomial solutions to the Prandtl-Reuss equation. The procedure will then be used in the particular case of the hydrostatic extrusion-drawing of a bimetallic specimen, with the aim of obtaining the stress distribution on the deformating area. It is assumed that the flow pattern of deformation is described by Avitzur's velocity field and the materials are homogeneous and with an isotropic rule of hardening.

As was pointed out in equation (38) of Section II.4.3, the Prandtl-Reuss equation may be written as:

$$
\sigma_{i j}^{\prime}=\frac{k}{\sqrt{I_{2}}} \dot{\varepsilon}_{i j}^{P}
$$

or, by means of symbolic notation:

$$
\begin{equation*}
\mathrm{T}^{\prime}=\frac{\mathrm{k}}{\sqrt{\mathrm{I}_{2}}} \mathrm{~V} \tag{160}
\end{equation*}
$$

$T^{\prime}$ being the deviatoric stress tensor and $V$ the strain rate tensor. In a scalar form and under conditions of axialsymmetry, equation (160) becomes:

$$
\begin{align*}
& \sigma_{r}=\sigma_{m}+\frac{k}{\sqrt{I_{2}}} \dot{\varepsilon}_{r}  \tag{161.a}\\
& \sigma_{\theta}=\sigma_{m}+\frac{k}{\sqrt{I_{2}}} \dot{\varepsilon}_{\theta}  \tag{161.b}\\
& \sigma_{z}=\sigma_{m}+\frac{k}{\sqrt{\mathrm{~J}_{2}}} \dot{\varepsilon}_{z}  \tag{161.c}\\
& \tau_{r z}=\frac{k}{\sqrt{I_{2}}} \dot{\varepsilon}_{r z} \tag{161.d}
\end{align*}
$$

These equations are not independent if constancy of volume is assumed, that is,

$$
\begin{equation*}
\dot{\varepsilon}_{z}=-\left(\dot{\varepsilon}_{I}+\dot{\varepsilon}_{\theta}\right) \tag{162}
\end{equation*}
$$

and consequently:

$$
\begin{equation*}
\sigma_{z}^{\prime}=-\left(\sigma_{r}^{\prime}+\sigma_{\theta}^{\prime}\right) \tag{163}
\end{equation*}
$$

VII. 2 Process of calculation

Since the Prandtl-Reuss's equation is a non-linear one, the use of polynomial forms as trial solution leads to non-linear systems of equations in the unknown parameters. This fact constitutes an important obstacle in the application of the method of weighted residuals because non-linear systems of equations are hardly possible to be solved by means of a computing routine.

The way chosen for the solution of that probiem is a process of linearization [53] and the use of the least squares criterion, within a routine of iteration.

Let us assume that, in a first approach, equation (160) may be written as:

$$
\begin{equation*}
T^{\prime}=k V \tag{164}
\end{equation*}
$$

where $k$ is a constant that here may take the initial value of the shear yield stress of the material.

In this hypothesis, equations (161) are not exactly satisfied and, hence, there will be some difference between both sides of these equations. Let us express these differences by means of the error functions $R_{i}$. Equation (161.c) will not be consjdered due to constancy of volume. Therefore, if " n " identifies a generical nodal point of the mesh that represents the deformating area, equations

$$
\begin{align*}
\mathrm{R}_{1 n} & =\sigma_{r}-\sigma_{m}-k \dot{\varepsilon}_{r}  \tag{165.a}\\
\mathrm{R}_{2 n} & =\sigma_{\theta}-\sigma_{m}-k \dot{\varepsilon}_{\theta}  \tag{165.b}\\
R_{3 n} & =\tau_{r z}-k \dot{\varepsilon}_{r z} \tag{165.c}
\end{align*}
$$

are obtained, which must all be calculated for every modal point.

Squaring these equations, according to the least squares method, and summing up the error at all points of the mesh, we obtain:

$$
\begin{equation*}
R_{1}=\sum_{n}\left(R_{1 n}\right)^{2} \geqslant 0 \tag{166.a}
\end{equation*}
$$

$$
\begin{align*}
& R_{2}=\sum_{n}\left(R_{2 n}\right)^{2} \geqslant 0  \tag{166.b}\\
& R_{3}=\sum_{n}\left(R_{3 n}\right)^{2} \geqslant 0 \tag{166.c}
\end{align*}
$$

The total error in the whole deformating zone may be expressed as a linear combination of the error functions corresponding to each of the equations involved, that is:

$$
\begin{equation*}
R_{T}=g_{1} R_{1}+g_{2} R_{2}+g_{3} R_{3}=\sum_{\dot{i}} g_{i} R_{i} \tag{167}
\end{equation*}
$$

where the $g_{i}$ coefficients are the weighting factors.

As was pointed out in Section II.1.2.2, an axisymmetrical state of stresses, referred to a cylindrical set of coordinates, can be expressed in terms of two stress functions: $\emptyset_{1}=\emptyset_{1}(r, z)$ and $\emptyset_{2}=\emptyset_{2}(r, z)$. In Section II.3.1 it was shown that the corresponding strain rate field can be put in terms of a stream function $\psi=\psi(r, z)$. Hence, if polynomial forms are adopted to represent approximately these three functions, such as:

$$
\begin{align*}
& \phi_{1}=\phi_{1}\left(r, z, A_{i j}\right)=\phi_{1}^{*}+\sum_{i} \sum_{j} A_{i j} r^{i} z^{j}  \tag{168.a}\\
& \phi_{2}=\emptyset_{2}\left(r, z, B_{k 1}\right)=\phi_{2}^{*}+\sum_{k} \sum_{1} B_{k I} r^{k_{z} 1}  \tag{168.b}\\
& \psi=\psi\left(r, z, c_{m n}\right)=\psi^{*}+\sum_{m} \sum_{n} c_{m n} r^{m} z^{n} \tag{168.c}
\end{align*}
$$

the state of stress and strain rate can be put in terms of
the free parameters $A_{i j}, B_{k l}$ and $C_{m n}$, according to equations (11) and (26).

This allows us to express the total error function $R_{T}$ in terms of those parameters, as

$$
R_{T}+R_{T}\left(r, z, A_{i j}, B_{k I}, C_{m n}\right)
$$

In this next step, following the least squares criterion, we calculate:

$$
\begin{align*}
& \frac{\partial R_{T}}{\partial A_{i j}}=0  \tag{169.a}\\
& \frac{\partial R_{T}}{\partial B_{k l}}=0  \tag{169.b}\\
& \frac{\partial R_{T}}{\partial C_{m n}}=0 \tag{169.c}
\end{align*}
$$

which constitutes a system of linear equations in the free parameters. By solving the system we obtain the values of the free parameters $A_{i j}^{(1)}, B_{k l}^{(1)}, C_{m n}^{(1)}$ that minimize the error in the whole deformating zone. Consequently they give an approximate form to the stress and stream functions and also to the stress and strain fields. Those values define a first approximation to the strain rate field $\mathrm{V}^{(1)}$ and the corresponding stress field $T^{(1)}$ satisfying the governing equation (164).

A "better" set of parameters may be found if the error functions (165) are recalculated with
instead of $k$, where the value of $I_{2}^{(1)}$ is derived from $V^{(1)}$. In this way, repeating equations (165)-(169), a new set of parameters $A_{i j}^{(2)}, B_{k I}^{(2)}$ and $C_{m n}^{(2)}$ is obtained which improves the solutions for the stress and strain rate tensor fields $T^{(2)}$ and $\mathrm{V}^{(2)}$. In general, this second set of values is different from the first one and, therefore, it gives a new value for
$\frac{\mathrm{k}}{\sqrt{\mathrm{I}_{2}^{(2)}}}$
where $I_{2}^{(2)}$ is derived from $V^{(2)}$. With this value the process is reinitiated from equation (165) onwards and will continue as described until the absolute value of the difference between any parameter of the cycle " $n+1$ " and the corresponding to the cycle " $n$ " becomes smaller than a prefixed value $\Omega$, that is

$$
\begin{equation*}
\left|A_{p q}^{(n+1)}-A_{p q}^{(n)}\right|<\Omega \tag{170}
\end{equation*}
$$

where $A_{p q}$ is a generical parameter of the group. The value of $\Omega$ may also be expressed in terms of percentage of variation of $A_{p q}$, as criterion for establishing convergence. Another useful criterion of convergence is to determine the cycle in which $R_{T}$ reaches its minimum value:

$$
\begin{equation*}
\mathrm{R}_{\mathrm{T}}^{(\mathrm{n}+1)}>\mathrm{R}_{\mathrm{T}}^{(\mathrm{n})} \tag{171}
\end{equation*}
$$

Once this situation is obtained, by means of the velocity field (equation (23)), it is possible to determine the new positions of the nodal points by:

$$
\begin{aligned}
& \Delta \mathrm{r}=\mathrm{v}_{\mathrm{r}} \Delta \mathrm{t} \\
& \Delta \mathrm{z}=\mathrm{v}_{\mathrm{z}} \Delta \mathrm{t}
\end{aligned}
$$

where $\Delta t$ is a small interval of time.

The final coordinates are:

$$
\begin{align*}
& r_{1}=r_{0}+\Delta r  \tag{172}\\
& z_{1}=z_{0}+\Delta z
\end{align*}
$$

where $r_{0}$ and $z_{o}$ correspond to the coordinates of the mesh points at $t=0$.

The application of expression (172) to all nodal points of the original mesh will produce a new mesh that represents the "picture" of the deformating zone after a time $\Delta t$.

The sequence of iteration is restarted for this new mesh, from equation (165) onwards, using

$$
\frac{k}{\sqrt{I_{2}^{(n)}}}
$$

as first value, $n$ being the last cycle of iteration.

The same value of $k$ is used throughout the process
if the problen is solved under the hypothesis of mon-hardening materials. If the material work-hardens, $k$ must be modified at this stage as described in the next item.

This routine continues until the total deformation time is covered.
VII. 3 Work hardering materials

The procedure used up to here is valid for a rigid perfectly-plastic material; eventually $k$ may be considered as the mean yield stress of a work hardening metal.

Let us now take into account the real behaviour of metals and introduce work hardening into the theory.

As von Mises's yield criterion was used when developing the theory, the effective stress $\bar{\sigma}$ may also be considered as a yielding function, that is:

$$
\begin{equation*}
\bar{\sigma}=Y=\sqrt{3} k \tag{173}
\end{equation*}
$$

According to the definition, the effective strain rate is:

$$
\begin{equation*}
\dot{\bar{\varepsilon}}=\frac{2}{\sqrt{3}} \sqrt{I_{2}} \tag{174}
\end{equation*}
$$

and, consequently

$$
\begin{equation*}
\bar{\varepsilon}=\frac{2}{\sqrt{3}} \int \sqrt{I_{2}} d t \tag{175}
\end{equation*}
$$

Assuming the relationship $\bar{\sigma}=\bar{\sigma}(\bar{\varepsilon})$ as being known for the material we are dealing with, this may be expressed as:

$$
\begin{equation*}
\bar{\sigma}=\bar{\sigma}_{0}+\bar{\sigma}(\bar{\varepsilon}) \tag{176}
\end{equation*}
$$

where $\bar{\sigma}_{0}$ is a constant.

The derivative of equation (176) with respect to time is:

$$
\begin{equation*}
\frac{d \bar{O}}{d t}=\frac{d \bar{O}}{d \bar{\varepsilon}} \cdot \frac{d \bar{\varepsilon}}{d t}=H \cdot \dot{\bar{\varepsilon}} \tag{177}
\end{equation*}
$$

where $H$ is the slope of the $\bar{\sigma}-\bar{\varepsilon}$ curve, as in Fig. 28.

> Expression (177) can be written as:

$$
\begin{equation*}
\mathrm{d} \bar{\sigma}=H \dot{\bar{\varepsilon}} d t \tag{178}
\end{equation*}
$$

and introducing equation (174) in (178) we get:

$$
\begin{equation*}
\mathrm{d} \bar{\sigma}=\frac{2}{\sqrt{3}} \mathrm{H} \sqrt{\mathrm{I}_{2}} \mathrm{dt} \tag{179}
\end{equation*}
$$



Differentiating (173) and replacing in (179)

$$
\begin{equation*}
\mathrm{dk}=\frac{2}{3} \mathrm{H} \sqrt{\mathrm{I}_{2}} \mathrm{dt} \tag{180}
\end{equation*}
$$

is obtained, or, in terms of finite increments:

$$
\begin{equation*}
\Delta \mathrm{k}=\frac{2}{3} \mathrm{H} \sqrt{\mathrm{I}_{2}} \Delta t \tag{181}
\end{equation*}
$$

A time interval $\Delta t$ must be adopted according to the velocity of displacement of the cross-section in which we are interested.

If a linear rule of hardening is admissible, $H(\bar{E})=$ constant, equation (181) may be written as:

$$
\begin{equation*}
\Delta k=c_{k} \sqrt{I_{2}} \Delta t \tag{182}
\end{equation*}
$$

where $C_{k}$ is a constant. In this case, a unique value for $H$ will be used throughout the calculations.

Equation (181) will be used to take into account modifications in the value of $k$ in equations (165) due to work hardening, as follows:

The total range of deformation will be divided into small intervals: $0-\bar{\varepsilon}^{(1)}, \bar{\varepsilon}^{(1)}-\bar{\varepsilon}^{(2)}$, etc. These intervals are determined by the $\Delta t$ increment chosen and the velocity of the specimen. It is assumed that the shear stress will take a constant value within each interval, that is:

Step
$t=0$
$0-\bar{\varepsilon}^{(1)} \quad k=k_{1}$
$t=\Delta t$
$\bar{\varepsilon}^{(1)}-\bar{\varepsilon}^{(2)}$
$k=k_{2}=k_{1}+\Delta k_{1}$
$\mathrm{t}=\mathrm{n} \Delta \mathrm{t}$
$\bar{\varepsilon}^{(n-1)}-\bar{\varepsilon}^{(n)}$
$k=k_{n}=k_{n-1}+\Delta k_{n-1}$

## VII. 4 Modifications to the error functions

 due to work hardeningOnce convergence was achieved for the first step, corresponding to $t=0$, by using the first value of $k=k_{1}$ and the last value for $I_{2}^{(n)}$, it is possible to calculate:

$$
\begin{equation*}
\Delta k=C_{k} \sqrt{I_{2}^{(n)}} \Delta t \tag{183}
\end{equation*}
$$

assuming a linear rule of hardening. Consequently, the next value for $k=k_{2}$ to be used during the second step will be:

$$
\mathrm{k}_{2}=\mathrm{k}_{1}+\Delta \mathrm{k}
$$

With this new value for $k$ and the new mesh obtained according to:

$$
\begin{align*}
& r_{1}=r_{0}+v_{r}^{(n)} \Delta t \\
& z_{1}=z_{0}+v_{z}^{(n)} \Delta t \tag{184}
\end{align*}
$$

the procedure is reinitiated from equations (165) onwards. The value

$$
\frac{k_{2}}{\sqrt{I_{2}^{(n)}}}
$$

is used in these equations.



If the hypothesis of linear hardening is not satisfactory, equation (181) must be used in order to calculate $\Delta k$, by means of the corresponding value of H in each step, as shown in Fig. 28.

As was pointed out before, the procedure continues until the total time of deformation is covered.

The whole sequence of calculations is summarized in the flow chart presented in Fig. 29.

## VII. 5 Economization of the solutions

Once the polynomial expressions for the different fields have been obtained, we next proceed to economize them in order to reduce the incidence of high powers and rounding errors. With this purpose, we use a procedure presented as a computing subroutine, described as follows:

## VII.5.1 Description of the subroutine

In the first part of the subroutine the polynomial $P$ is rearranged in terms of Chebyshev polynomials and $P^{T}$ is generated.

In the second part a search is made for the special term $a_{i j}^{T}=a^{*}$ for which the number of elements in a set $\pi_{a} *$ is maximum; an element $a_{i j}^{T} \in \pi_{a} *$ if

$$
\left|a_{i j}^{T}\right| \leqslant\left|a^{*}\right| \quad \text { and } \quad \sum\left|a_{i j}^{T}\right| \leqslant \varepsilon
$$

$\varepsilon$ being the permissible error bound read in the main programme.

If the polynomial $P(x, y)$ comes from the truncation of a convergent power series expansion, as is often the case, this part of the subroutine will tend to select the terms of higher orders and then reduce the total number of multiplications. $A$ FORTRAN list of the subroutine is presented in Fig. 30 with the name ECON2.
VII.5.2 Data for the subroutine

The coefficients $a_{i j}$ of the polynomial $P$ are supplied in array DYX. The subroutine reads the elements of the matrix transforming powers of $x$ and $y$ in Chebyshev expansions and its inverse matrix, from the main programme, in the form of arrays DX and DT.

When the subroutine is called, the parameters
(i) $\mathrm{ND} \quad=$ dimension of arrays,
(ii) $\quad \mathrm{NT}=$ highest exponent in P plus 1 ,
(iij.) ERRMAX $=$ permissible error bound $\varepsilon$,
must be fixed in its argument.
VII.5.3 Output of the subroutine

The subroutine commands the following printout:

## SUPFOUTIDF ECRNA



100 FrT(:1.J) $=0.0$
Dn :01 $1=1$ NNT
DN $101 \mathrm{~J}=1 \cdot \mathrm{NT}$
$A=\operatorname{DrX(1,J)}$
IFI A EG. 0.0 , GC ro 101
DO $102 \quad \mathrm{~N}=1,1$
DC $102 \mathrm{M}=1 . \mathrm{J}$

102 continue
101 CONTINUE
EQRN $=0.0$
NCN= O
DN $10.31=1 . N T$
DO $10.3 \mathrm{~J}=1 \cdot \mathrm{NT}$
ERR= DASS(FCT(ICJ))
FRRTOT $=0.0$
$\mathrm{Nr}=0$
Ón $115 \quad 11=1 \cdot N T$
DO $1151 \mathrm{~J}=1 \cdot \mathrm{NT}$
$A=F C T([1,: J)$
IF(DARSIA) GT. EFR) GO TO 115
EDRTOT = FRRTOT + DAGS(A)
$\mathrm{Nr}=\mathrm{NC}+1$
115 CONTINUF
IF (ERRTOT .GT. ERPMAX) GO TO 103
IF(NC . LE . NCN) GO TO 103
$\mathrm{NrN}=\mathrm{NC}$
EORN = ERR
103 CONTINUE
COTPUTE ECONGMIZFR EXDRESSION
ERRTOT $=0.0$
$\mathrm{Nr}=\mathrm{O}$
EQR= ERRN
DO :113 $1=1$ NT
DO $113 \mathrm{~J}=1, N T$
$1: 3$ FrXil1.j1 $=0.0$
On $1061=1$ NNT
DO $106 \mathrm{~J}=1 \cdot N T$
$A=F C T(1, j)$
IF(DARS(A) • LE. ERR) GOTO 109
DO $107 \mathrm{~N}=1,1$
DO $107 \mathrm{M}=1 . \mathrm{J}$
$F C X(N: M)=F C X(N, N)+D X(10 N) \neq D X(J, N) * A$
107 CONTINUE
GOTO 106
$109 \mathrm{NC}=\mathrm{NC}+1$
ERRTOT $=$ ERRTOT + DLESS(A)
$10 G$ CONTIMUF
RETURN
FND

| (i) | ERRTOT | $=$ total error in P, |
| :---: | :---: | :---: |
| (ii) | NC | $=$ number of terms either deleted or zero in the Chebyshev expansion of $P$, |
| (iii) | CFT | $=$ Chebyshev expansion of $P$, |
| (iv) | FCX | $=$ double array with the coefficients of the economized polynonial P . |

## VII.5.4 Test results

As an example, the first 36 terms of the power series expansion of $\exp (x+y)$ are considered:

$$
\begin{aligned}
P(x, y)= & \left.1+x+y+\frac{1}{2}\left(x^{2}+2 x y\right)+y^{2}\right)+\left(x^{3}+3 x^{2} y+3 x y^{2}+y^{3}\right) / 6 \\
& +\left(x^{4}+4 x^{3} y+6 x^{2} y^{2}+4 x y^{3}+y^{4}\right) / 24+ \\
& \left(x^{5}+5 x^{4} y+10 x^{3} y^{2}+10 x^{2} y^{3}+5 x y^{4}+y^{5}\right) / 120+ \\
& \left(x^{6}+6 x^{5} y+15 x^{4} y^{2}+20 x^{3} y^{3}+15 x^{2} y^{4}+6 x y^{5}+y^{6}\right) / 720+ \\
& \left(x^{7}+7 x^{6} y+21 x^{5} y^{2}+35 x^{4} y^{3}+35 x^{3} y^{4}+21 x^{2} y^{5}+7 x y^{6}\right. \\
& \left.+y^{7}\right) / 5040
\end{aligned}
$$

After being economized, the polynomial with an error bound $\varepsilon$ equal to 0.005 , the expression

$$
\begin{aligned}
P_{\varepsilon}(x, y)= & 1.000+0.995(x+y)+0.125 x y+0.466\left(x^{2}+y^{2}\right)+ \\
& 0.042\left(x^{2} y+x y^{2}\right)+0.687 x^{2} y^{2}+0.254\left(x^{3}+y^{3}\right)+0.46\left(x^{3} y+x y^{3}\right)
\end{aligned}
$$

is obtained, with only 13 tems. Figures were rounded to 3D and the economy is 23 terms.

Table II shows the values of the percentage relative error:

|  | 1 | 1/9 | 2/9 | 3/9 | 4/9 | 5/9 | 6/9 | 7/9 | 8/9 | 1 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | -5.6462 | 2.5206 | 10.6247 | 15.0569 | 14.9159 | 11.1076 | 5.6596 | 1.2086 | 0.6233 | 6.7361 |
| 1/9 | 2.5206 | $-7.0368$ | -6.9042 | -4.3099 | -2.8183 | -3.4360 | -5.4648 | -7.1500 | -6.1655 | 0.0297 |
| 2/9 | 10.6247 | -6.9042 | -9.8091 | -7.3399 | -4.5243 | -3.3977 | -3.9560 | -4.8846 | -4.1079 | 0.8031 |
| 3/9 | 15.0569 | -4.3099 | -7.3399 | -4.1.589 | -0.4093 | 1.4588 | 1.1870 | -0.0598 | -0.2747 | 2.9612 |
| 4/9 | 14.9159 | -2.8183 | -4.5243 | -0.4093 | 3.8468 | 5.7882 | 5.1074 | 3.1848 | 1.8718 | 3.6851 |
| 5/9 | 11.1076 | -3.4360 | -3.3977 | 1.4588 | 5.7882 | 7.3807 | 6.1680 | 3.4615 | 1.3774 | 2.4114 |
| 6/9 | 5.6596 | -5.4648 | -3.9560 | 1.1870 | 5.1704 | 6.1680 | 4.3653 | 1.2272 | -1.0511 | 0.0485 |
| 7/9 | 1.2086 | -7.1500 | -4.8846 | -0.0598 | 3.1848 | 3.4615 | 1.2272 | -1.9059 | -3.6891 | -1.6151 |
| 8/9 | 0.6233 | -6.1655 | -4.1079 | -0.2747 | 1.8718 | 1.3774 | -1.0511 | -3.6891 | -4.2729 | -0.3500 |
| 1 | 6.7361 | 0.0297 | 0.8031 | 2.9612 | 3.6851 | 2.4114 | 0.0485 | -1.6151 | -0.3500 | 6.1969 |

TABLE II: The values of $\rho(\%)$ are multiplied by 100 .

$$
\rho(\%)=\frac{P(x, y)-P_{\varepsilon}(x, y)}{P(x, y)} 100
$$

calculated in 100 equidistant points of the square $Q:(1,1)$. In no entry of the table the error exceeds $0.151 \%$.

Some results related to the evaluation of numerical solutions of partial differential equations will be considered further on.
VIII. ANALYSIS OF THE HYDROSTATIC EXTRUSION-DRAWING OF A COMPOSITE WIRE BY THE METHOD OF WEIGHIED RESIDUALS

## VIII. 1 Introduction

The procedure described in the preceding Section is now being used to calculate the stress field developed in the deforming zone during the extrusion of a composite wixe constituted by two different metals. From the stress field required for having plastic deformation under steady state conditions: values for the "pulling stress-hydrostatic pressure" relationship for different extrusion ratios are obtained. These values allow a direct comparison with the experimental ones. The geometric characteristics of the specimen are as described in Chapter III.

It is assumed that the pattern of deformation follows Avitzur velocity field. It is also assumed that no relative movement between both metals exists on the interface and, hence, the interface is considered as the superposition of the limit surfaces of both metals.

During the process of calculation, mesh points are considered with the physical constants of the corresponding metal, according to its position in the wire.

A mesh point located on the interface is taken into account twice: first as belonging to one metal and then to the other, and finally, the value attributed to that point is the
average of both situations.

A rigid-plastic model with a linear rule of hardening is assumed for both metals. As the elastic strains are neglected, the plastic strains coincide with the total strains.

## VIII. 2 Velocity field and stream function

Avitzur's velocity field is described in a cylindrical coordinate system by the stream function:

$$
\begin{equation*}
\psi=-v_{f} R_{f}^{2} \frac{z^{2}-r^{2}}{4\left(r^{2}+z^{2}\right)} \tag{185}
\end{equation*}
$$

which gives, according to expression (23), the following velocity equations:

$$
\begin{align*}
& v_{r}=-v_{f} R_{f}^{2} \frac{r z}{\left(r^{2}+z^{2}\right)^{2}}  \tag{186.a}\\
& v_{z}=-v_{f} R_{f}^{2} \frac{z^{2}}{\left(r^{2}+z^{2}\right)^{2}} \tag{186.b}
\end{align*}
$$

and the strain rate field:

$$
\begin{align*}
& \dot{\varepsilon}_{r}=-v_{f} R_{f}^{2} \frac{z^{2}-3 r^{2} z}{\left(r^{2}+z^{2}\right)^{2}}  \tag{187.a}\\
& \dot{\varepsilon}_{\theta}=-v_{f} R_{f}^{2} \frac{z}{\left(r^{2}+z^{2}\right)^{2}}  \tag{187.b}\\
& \dot{\varepsilon}_{z}=-2 v_{f} R_{f}^{2} \frac{r^{2} z-z^{3}}{\left(r^{2}+z^{2}\right)^{3}}  \tag{187.c}\\
& \dot{\varepsilon}_{r z}=-\frac{1}{2} v_{f} R_{f}^{2} \frac{r^{3}-7 r z^{2}}{\left(r^{2}+z^{2}\right)^{3}} \tag{187.d}
\end{align*}
$$

The corresponding second principal deviatoric invariant is then calculated by means of:

$$
\begin{equation*}
I_{2}=-\left(\dot{\varepsilon}_{r}^{\prime} \dot{\varepsilon}_{\theta}^{\prime}+\dot{\varepsilon}_{\theta}^{\prime} \dot{\varepsilon}_{z}^{\prime}+\dot{\varepsilon}_{z}^{\prime} \dot{\varepsilon}_{r}^{\prime}\right)+\dot{\varepsilon}_{r z}^{\prime 2} \tag{188}
\end{equation*}
$$

## VIII. 3 Stress field

For the description of an axisymmetric stress field, two stress functions are required. Let us propose the following polynomiai forms as trial functions:

$$
\begin{align*}
& \emptyset_{1}(r, z)=\frac{\sqrt{3}}{6} k r^{3}+p^{3} \sum_{i} \sum_{j} A_{i j} r^{2 i+3} z^{j}  \tag{189.a}\\
& \emptyset_{2}(r, z)=p^{2} \sum_{m} \sum_{n} B_{m n} r^{2 m+1} z^{n} \tag{189.b}
\end{align*}
$$

where $P=R_{i}^{2}-r^{2}-z^{2}, A_{i j}$ and $B_{m n}$ are parameters to be determined and $k$ the shear yield stress corresponding to a generical material point.

From these stress functions, according to expressions (11), the trial functions corresponding to the stress field are obtained as follows:

$$
\begin{align*}
\sigma_{\theta}= & \sum_{m} \sum_{n} B_{m \mathrm{~m}} z^{n} r^{2 m}\left[-4 \operatorname{Pr}^{2}+(2 m+1) P^{2}\right]  \tag{190.a}\\
\sigma_{z}= & / \overline{3} k+\sum_{i} \sum_{i j} A_{i j} P^{j} j^{2 i}\left[24 r^{4}-6(4 i+z) \operatorname{Pr}^{2}\right. \\
& \left.+(2 i+3)(2 i+2) P^{2}\right]
\end{align*}
$$

$$
\begin{align*}
\sigma_{r}= & \sum_{i} \sum_{j} A_{i j} r^{2 i+2} z^{j-z} P\left[24 z^{4}-6 P_{z}^{2}(2 j+1)+j(j+1) P^{2}\right] \\
& +\sum_{m} \sum_{n} B_{m n} r^{2 m} z^{n}  \tag{190.c}\\
\tau_{r z}= & \sum_{i} \sum_{j} A_{i j} r^{2 i+1} z^{j-1} P\left[-24 r^{2} z^{2}+6 j P_{r}^{2}+6(2 i+3) P z^{2}\right. \\
& \left.-j(2 i+3) P^{2}\right] \tag{190,d}
\end{align*}
$$

The $\emptyset_{1}$ and $\emptyset_{2}$ expressions have been chosen in such a way as to have a general polynomial form and, at the same time, allow the stress field to accomplish the following boundary conditions for any set of values of their free parameters:
(i) For mesh points on the
entry boundary $(\mathrm{P}=0) \quad \sigma_{\mathrm{z}}=\sqrt{3} \mathrm{k}$
belonging to the core or $\quad \sigma_{r}=\sigma_{\theta}=\tau_{r Z}=0$ the sleeve:

These are the conditions required for having plastic flow under the particular state of stresses existing on that surface.
(ii) For mesh points on the
z-axis ( $r=0$ ), conditions

$$
\begin{aligned}
& \sigma_{z}=f(z) \\
& \tau_{r z}=\sigma_{\theta}=\sigma_{r}=0
\end{aligned}
$$

of axisymmetry require:
where $f(z)$ is the expression of $\sigma_{z}(r, z)$ for $r=0$.
(iii) The axial symmetry condition also requires that the functions $\sigma_{r}, \sigma_{\theta}$ and $\sigma_{z}$ be even in the $r$ variable, while $\tau_{r z}$
be odd in this variable.
VIII. 4 Boundary condition on the tube-die interface

The conical surface corresponding to the tube-die interface may be characterized as follows:

where $\alpha$ is the semi-angle of the die and $\bar{n}$ a normal vector given by:

$$
\bar{n}=(\cos \alpha, 0,-\sin \alpha)
$$

The stress components at a generical point on that surface are:

$$
s_{i}=\sigma_{i j} n_{j}
$$

and in this particular case:

$$
\begin{aligned}
& S_{r}=\sigma_{r} \cos \alpha-\tau_{r z} \sin \alpha \\
& S_{\theta}=0 \\
& S_{z}=\tau_{r z} \cos \alpha-\sigma_{z} \sin \alpha
\end{aligned}
$$

$$
\begin{equation*}
\tau_{\alpha}=\frac{\sigma_{r}-\sigma_{z}}{2} \sin 2 \alpha+\tau_{r z} \cos 2 \alpha \tag{191}
\end{equation*}
$$

The frictional stress at the interface may be expressed in terins of a fraction of the shear yield stres; of the tube, i.e.

$$
\begin{equation*}
\tau_{\alpha}=q k^{t} \tag{192}
\end{equation*}
$$

q being $0 \leqslant \mathrm{q} \leqslant 1$.
Substituting expression (191) into (192), the equation conditions stresses on the boundary

$$
\begin{equation*}
\frac{\sigma_{r}-\sigma_{z}}{2} \sin 2 \alpha+\tau_{r z} \cos 2 \alpha=q k^{t} \tag{193}
\end{equation*}
$$

is obtained.
VIII. 5 The error functions

By substituting expressions (187), (188) and (190)
into Prandtl-Reuss's equation, the following error functions are obtained:

$$
\begin{align*}
& \mathrm{R}_{1 \mathrm{n}}=\sigma_{\mathrm{r}}-\sigma_{\mathrm{m}}-\frac{\mathrm{k}}{\sqrt{\mathrm{I}_{2}} \dot{\varepsilon}_{\mathrm{r}}}  \tag{194.a}\\
& \mathrm{R}_{2 \mathrm{n}}=\sigma_{\theta}-\sigma_{\mathrm{m}}-\frac{\mathrm{k}}{\sqrt{\mathrm{I}_{2}} \dot{\varepsilon}_{\theta}}  \tag{194.b}\\
& \mathrm{R}_{3 \mathrm{n}}=\tau_{\mathrm{rz}}-\frac{\mathrm{k}}{\sqrt{\mathrm{I}}_{2}} \varepsilon_{\mathrm{rz}} \tag{194.c}
\end{align*}
$$

n representing a generical node point and $\sigma_{m}=\frac{1}{3}\left(\sigma_{r}+\sigma_{\theta}+\sigma_{z}\right)$.

The expression corresponding to $\sigma_{z}$ does not appear to constancy of volume, since

$$
\sigma_{z}=-\left(\sigma_{r}+\sigma_{\theta}\right)
$$

Another error function is obtained from the boundary condition at the tube-die interface:

$$
\begin{equation*}
R_{4 n}=\frac{\sigma_{r}-\sigma_{z}}{2} \sin 2 \alpha+\tau_{r z} \cos 2 \alpha-q k^{t} \tag{195}
\end{equation*}
$$

where $\sigma_{z}, \sigma_{r}$ and $\tau_{r z}$ are to be substituted by expressions (190.b), (190.c) and (190.d) respectively.

Equations (194.a) are to be calculated in the whole deformed volume while equation (195) is to be considered onjy at the tube-die interface.

These four error functions are to be joined together in a general error function $R_{n}$, as a linear combination of them with weighting factors:

$$
\begin{equation*}
R_{n}=g_{1} R_{1 n}+g_{2} R_{2 n}+g_{3} R_{3 n}+g_{4} R_{4 n} \tag{196}
\end{equation*}
$$

In this case is $g_{1}=g_{2}=g_{3}$ and, hence:

$$
\begin{equation*}
R_{n}=g_{1}\left(R_{1 n}+R_{2 n}+R_{3 n}\right)+g_{4} R_{4 n} \tag{197}
\end{equation*}
$$

The values of $g_{4}$ and $g_{1}$ are adopted proportional to the number of nodal points existing atithe interface and in
the whole deforming zone respectively. In the process of calculation, expression $R_{40}$ is taken into account only at the interface nodal points.

After all substitutions have been made, an expression of $R_{n}$ in terms of the coordinates and free parameters $A_{i j}$ and $\mathrm{B}_{\mathrm{mn}}$ is obtained:

$$
R_{n}=R_{n}\left(r, z, A_{i j}, B_{m n}\right)
$$

This expression of the total error function is to be squared and minimized with respect to the free parameters, in the volume of the deforming zone. The corresponding sequence of calculations will be programmed by using a least squares approach, in the frame of the method of weighted residuals, as was already described.
VIII. 6 Process of deformation

Based on Avitzur's velocity field, the mesh adopted for representing the deforming zone under steady state condition is shown in Fig. 31.

According to this pattern of deformation, it is assumed that the final hardening of the specimen is achieved in eight steps, that is, hardening takes place only when the material reaches a spherjcal surface and no strain hardening occurs jin between them.


Assuming a linear rule of hardening, it is possible io calculate the shear yield stress of the metals at each point by means of the expression:

$$
\begin{equation*}
k=k_{o}+c_{k} \sqrt{I_{2}(r, z)} \Delta t \tag{198}
\end{equation*}
$$

where $\mathrm{k}_{\mathrm{o}}$ is the initial shear yield stress, $\mathrm{C}_{\mathrm{k}}$ is a constant defined in equation (182) and $\Delta t$ the time increment. The material moves from the entry boundary I towards the exit boundary IX, crossing nine equidistant spherical surfaces, with a velocity field given by equation (187).

Adopting an axial velocity $\mathrm{V}_{\mathrm{E}}$ for the specimen at the exit and the geometrical dimensions of the die, the time increment $\Delta t$ required for the material to move from one surface
to the next can be obtained for each nodal point by means of the expression:

$$
\begin{equation*}
\Delta t_{j}(r, z)=\left[\frac{\left(r_{j^{-r} j-1}\right)^{2}+\left(z_{j}^{-z} j-1\right)^{2}}{v_{r}^{2}+v_{z_{j}}^{2}}\right]^{\frac{1}{2}} \tag{199}
\end{equation*}
$$

## VIII. 7 Pulling stress-hydrostatic pressure relationship

The numerical procedure described so far provides a description of the stress components required for having piasêic flow at each point of the deforming zone.

Particularly we obtain the axial stress components at the entry and exit boundaries. Let them be expressed by functions $\sigma_{z}^{(I)}$ and $\sigma_{z}^{(I I)}$ respectively, according to the following diagram:


The average stress acting on each boundary is given
by:

$$
\sigma_{I}=\frac{1}{A_{j}} \iint_{A_{I}} \sigma_{z}^{(I)} r d r d \theta
$$

and

$$
\sigma_{I I}=\frac{1}{A_{I I}} \iint_{I I} \sigma_{z}^{(I I)} r d r d \theta
$$

respectively, where $A_{I}$ and $A_{I I}$ are the cross sectional areas. In practice, stress $\sigma_{I}$ is provided by the hydrostatic pressure $P_{h}$ while $\sigma_{\text {II }}$ by the pulling stress $\sigma_{p}$. Hence, the driving stress may be expressed as:

$$
\sigma_{p}+p_{h}=\frac{1}{A_{I}} \iint_{A_{I}} \sigma_{z}^{(I)} r d r d \theta+\frac{1}{A_{I I}} \iint_{A_{I I}} \sigma_{z}^{(I I)} r d r d \theta
$$

These integrals are evaluated numerically as follows:

$$
\sigma_{I}=\frac{I}{r_{I}^{2}} \iint_{A_{I}} \sigma_{z}^{(I)} r d r d \theta=\frac{2}{r_{I}^{2}} \int_{0}^{r} \sigma_{z}^{(I)} r d r
$$

with a discrete approach:

$$
\sigma_{I} \cong \frac{2}{r_{I}^{2}} \sum_{j=1}^{N}\left(\sigma_{z}^{(I)} \cdot r\right)_{j}\left(\frac{r_{j+1}-r_{j-1}}{2}\right)
$$

or

$$
\begin{equation*}
\sigma_{I} \cong \frac{1}{r_{I}} \sum_{j=1}^{N}\left(\sigma_{z}^{(I)} \cdot r\right)_{j}\left(r_{j+1}-r_{j-1}\right) \tag{200}
\end{equation*}
$$

and, similarly:

$$
\begin{equation*}
\sigma_{I I}=\frac{1}{r_{I I}} \sum_{j=1}^{N}\left(\sigma_{z}^{(I I)} \cdot r\right)_{j}\left(r_{j+1}-r_{j-I}\right) \tag{201.}
\end{equation*}
$$

Finally, the driving stress is given by:

$$
\begin{equation*}
\sigma_{p}+p_{h}=\sigma_{I}+\sigma_{I I} \tag{202}
\end{equation*}
$$

The values of $\sigma_{I}$ and $\sigma_{\text {II }}$ depend upon materials
involved, conditions of friction, deformation velocities, extrusion ratio, etc. If all parameters except the extrusion ratio are kept constant, equation (202) can be expressed as a function $\varphi$ of this parameter:

$$
\begin{equation*}
\sigma_{p}+p_{h}=\varphi(R) \tag{203}
\end{equation*}
$$

This equation allows a direct comparison with the experimental values.
VIII. 8 Temperature distribution

## VIII.8.1 Introduction

The steady state temperature distribution developed during the process of deformation is now considered by using the method of weighted residuals.

It is assumed that heat is generated at nodal points, due to the plastic work involved in the process of deformation already described and at the iube-die interface, due to friction. It is also assumed that work is entirely converted into heat.

Both metals are considered isotropic and homogeneous, from the themal point of view.
VIII.8.2 Theoretical considerations $[110]$, [111]

Let us define in a material medium a spatial velocity
field $\bar{v}=\overline{\bar{v}}(x, y, z)$, referred to some particular coordinate system of reference:


Let us pay attention to a particular volume $V(x, y, z)$ limited by a surface $B(x, y, z)$ and fixed with respect to the frame of reference. It is assumed the existence at any point of this volume of a source of heat characterized by the function $h_{v}(x, y, z, t)$, the amount of heat generated per unit volume. The amount of heat produced at points on the surface $B$ is measured by the function $h_{s}(x, y, z, t)$, where $h_{s}$ is the heat produced per unit area.
'As a consequence of these sources of heat, a temperature field $T(x, y, z, t)$ is obtained, which we aim to describe.

It is an experimental fact that the amount of heat accumulated in $V$ at a given time may be expressed as:

$$
\begin{equation*}
H=\iiint_{V} \vartheta c \mathrm{TdV} \tag{204}
\end{equation*}
$$

where $\vartheta$ represents the density of the medium and $c$ its specific heat. The time derivative of expression (204) is:

$$
\begin{equation*}
\frac{d H}{d t}=\frac{d}{d t} \iiint_{V} \vartheta c T d V=\iiint_{V} \vartheta c\left(\frac{\partial T}{\partial t}+\vec{v} \times \operatorname{gradT}\right) d V \tag{205}
\end{equation*}
$$

The heat transferred by conduction through the surface $B$, per unit area and unit time in the n-directions is proportional to the temperature gradient in this direction:

$$
\begin{equation*}
\frac{d^{2} H_{1}}{d s d t}=k_{n} \frac{\partial T}{\partial t} \tag{206}
\end{equation*}
$$

where $k_{n}$ is the thermal conductivity of the medium in the $n$-direction. If the material is thermally isotropic, $k_{n}$ has the same value for any direction, say k. Hence, expression

$$
\begin{equation*}
\frac{\mathrm{d}^{2} \mathrm{H}_{1}}{\mathrm{dt}}=\mathrm{k} \frac{\partial \mathrm{~T}}{\partial \mathrm{n}} \mathrm{dS}=\mathrm{k} \nabla \mathrm{~T} \times \overline{\mathrm{dS}} \tag{207}
\end{equation*}
$$

is obtaimed.

By integration of expression (207) over the whole boundary surface $B$, the expression

$$
\begin{equation*}
\frac{\mathrm{dH}}{\mathrm{dt}}=\iint_{\mathrm{B}}(\mathrm{k} \nabla \mathrm{~T}) \cdot \overline{\mathrm{dS}} \tag{208}
\end{equation*}
$$

is obtained. On the other hand, the amount of heat generated per unit time within $V$ and its boundary surface is:

$$
\begin{equation*}
\frac{d H_{2}}{d t}=\iiint_{V} \dot{h}_{V} d V+\iint_{B} \dot{h}_{s} d s \tag{209}
\end{equation*}
$$

where $\dot{h}_{v}=\frac{\partial h_{v}}{\partial t}$ and $\dot{h}_{s}=\frac{\partial h_{s}}{\partial t}, \dot{h}_{v}$ being the amount of heat generated per unit volume and $h_{s}$ the heat generated per unit area. Adding expressions (208) and (209), the total rate of change of the heat in $V$ is obtained:

$$
\begin{equation*}
\frac{d H}{d t}=\iint_{B}(k \nabla T) x \overline{d S}+\iiint_{V} \dot{h}_{v} d V+\iint_{B} \dot{h}_{S} d S \tag{210}
\end{equation*}
$$

Assuming a flux vector as:

$$
\dot{\overline{\mathrm{h}}}_{\mathrm{s}}=\overline{\mathrm{n}} \dot{\mathrm{~h}}_{\mathrm{s}}
$$

$\widetilde{n}$ being the unit normal vector to the surface element dS. The last term of expression (210) rewrites as:

$$
\begin{equation*}
\iint_{B} \dot{h}_{S} d S=\iint_{B} \dot{h}_{S} d S(\bar{n} \times \bar{n})=\iint_{B} \dot{\bar{h}}_{S} \times d \bar{S} \tag{211}
\end{equation*}
$$

By substituting expression (211) into (210) we get:

$$
\frac{d H}{d t}=\iint_{B}(k \nabla T) x d \bar{S}+\iint_{V} \dot{h}_{v} d V+\iint_{B} \dot{\bar{h}}_{s}=d \bar{S}
$$

which, by means of Gauss's theorem may be transformed into:

$$
\begin{equation*}
\frac{\mathrm{dH}}{\mathrm{dt}}=\iiint \int_{\mathrm{V}}\left[\operatorname{div}(\mathrm{k} \nabla \mathrm{~T})+\dot{\mathrm{h}}_{\mathrm{V}} \therefore \operatorname{div} \dot{\bar{h}}_{\mathrm{s}}\right] \mathrm{dV} \tag{212}
\end{equation*}
$$

According to the conservation of energy principle, equations (205) and (212) may be equated and hence:

$$
\begin{equation*}
\iiint_{V} v_{V}\left[\frac{\partial T}{\partial t}+\bar{v} x \operatorname{gradT}\right] d V=\iiint_{V}\left[k \nabla^{2} T+\dot{h}_{v}+\operatorname{div} \dot{\bar{h}}_{S}\right] d V \tag{213}
\end{equation*}
$$

$$
\text { As equation (213) must hold for any volume } V \text {, exp- }
$$

ression

$$
\begin{equation*}
\vartheta c\left[\frac{\partial T}{\partial t}+\overline{\mathrm{v}} \mathrm{x} \operatorname{gradT}\right]=k \nabla^{2} T+\dot{h}_{v}+\operatorname{div} \dot{\bar{h}}_{s} \tag{214}
\end{equation*}
$$

is obtained.

If only the steady state is to be considered, equation (214) becomes:

$$
\begin{equation*}
\nabla^{2} T-\beta(v \times \operatorname{grad} T)=-\frac{i}{k}\left(\dot{h}_{v}+\operatorname{div} \dot{\bar{h}}_{s}\right) \tag{215}
\end{equation*}
$$

where $\beta=\frac{\mathfrak{v}}{\mathrm{k}}$.

Under conditions of axial symmetry and referred to a cylindrical system of coordinates, expression (215) is writter. as:

$$
\begin{align*}
\frac{\partial^{2} T}{\partial r^{2}} & +\frac{\partial^{2} T}{\partial z^{2}}+\left(\frac{1}{r}-\beta v_{r}\right) \frac{\partial T}{\partial r}-\beta v_{z} \frac{\partial T}{\partial z}=-\frac{1}{k}\left[\dot{h}_{v}+\frac{\partial\left(\dot{\bar{h}}_{S}\right)_{r}}{\partial r}\right. \\
& \left.+\frac{\left(\dot{\bar{h}}_{S}\right)_{r}}{r}+\frac{\partial\left(\dot{\bar{h}}_{S}\right)_{z}}{\partial z}\right] \tag{216}
\end{align*}
$$

which is the equation to be integrated for this case.

## VIII.8.3 Proposed estimates and error functions

In order to calculate the temperature distribution in the deforming zone of a composite wire, it is adopted the geometry shown in Fig. 32, which includes the die.

The value of $\dot{h}_{v}$ corresponding to each nodal point is


FIGURE 32
calculated assuming that all plastic work involved in the process is converted into heat and, consequently, its expression is given by:

$$
\dot{h}_{v}=\sigma_{i j}^{\prime} \dot{\varepsilon}_{i j}
$$

where tensors $\sigma_{i j}^{\prime}$ and $\dot{\varepsilon}_{i j}$ have already been obtained. The expression for the heat generated on the tube-die interface due to friction is:

$$
\dot{h}_{s}=\tau_{\alpha} v_{\alpha}
$$

where $\tau_{\alpha}$ is the shear stress at the tube-die interface and $v$ the velocity corresponding to points on that surface. These values are assumed as being given by the expressions:

$$
\begin{aligned}
\tau_{\alpha} & =q k^{t} \\
v_{\alpha} & =v_{E} R_{E}^{2} \frac{\cos \alpha}{\left(r^{2}+z^{2}\right)}
\end{aligned}
$$

and, hence, for that surface the expression for $\dot{\bar{h}}_{s}$

$$
\begin{equation*}
\dot{\bar{h}}_{s}=V_{E} R_{E} q k^{t} \frac{\cos \alpha}{r^{2}+z^{2}}(\cos \alpha, 0,-\sin \alpha) \tag{217}
\end{equation*}
$$

is obtained.

The boundary conditions to be considered in the process of integration are as follows:
(i) On surfaces $I$ and II: $T=T_{0}$ (room temperature).
(ii) On surface III $\frac{\partial T}{\partial z}=0$. It implies no variation of temperature immediately after leaving the boundary of the deforming zone.
(iii) Due to symmetry, at all points of the zraxis ( $r=0$ ) is $\frac{\partial T}{\partial r}=0$ and also $T=f(z)$.

The proposed trial family for this problem is chosen
as:

$$
T=T_{0}+\left(R_{I}^{2}-r^{2}-z^{2}\right)\left(z \cdot \tan \alpha_{E}-r\right) \sum_{i=0}^{N} \sum_{j=1}^{M} r^{2 i} z^{j}
$$

or, in another form:

$$
\begin{equation*}
T=T_{0}+P \cdot L \sum_{i=0}^{N} \sum_{j=1}^{M} D_{i j} r^{2 i} z^{j} \tag{219}
\end{equation*}
$$

where $P=R_{I}^{2}-r^{2}-z^{2}$ and $L=z \tan \alpha_{E}-r=z . a-r$.
Factors $P$ and $L$ ensure the fulfillment of condition (i). It can be shown that condition (iii) is automatically satisfied while condition (ii) needs to be taken into account through an error function.

By substituting expression (218) into the governing equation (216), the following error function arises:

$$
\begin{align*}
R_{l n}= & \sum_{i} \sum_{j} D_{i j} r^{2 i-z}\left[(2 i-1) z^{2}\left(-2 r^{2} L-P r+z i P L\right)+z^{2} r(-4 r L\right. \\
& \left.+4 r^{2}-P-4 i r L-2 i P\right)+r^{2}(j-1)\left(-2 z^{2} L+a P z+j P L\right) \\
& +r^{2} z(-4 z L-4 a z+a P r j a P-z j z L)+\left(\frac{1}{r}-\beta v_{r}\right) z^{2} r\left(-z r^{2} L\right.  \tag{219}\\
& \left.-\operatorname{Pr}+2 i P L)+\beta v_{z} r^{2} z\left(-2 z^{2} I+a P z+j P L\right)\right]+\frac{1}{k}\left[\bar{h}_{v}+d i v{ }_{S}\right]
\end{align*}
$$

In this expression, the values of the physical constants for each point are properly selected during the computing process. For simplicity sake the same values are assigned for the die and the stainless steel core since chey are quite similar.

For points on the tube-die interface, the expression

$$
\begin{equation*}
\operatorname{div} \dot{\bar{h}}_{s}=V_{E} R_{E}^{2} q k^{t} \cos \left(-\frac{2 r \cos \alpha}{\left(r^{2}+z^{2}\right)^{2}}+\frac{\cos C}{r\left(r^{2}+z^{2}\right)}+\frac{2 z \sin \alpha}{\left(r^{2}+z^{2}\right)^{2}}\right) \tag{220}
\end{equation*}
$$

is obtained, which must vanish for any other point.

The boundary condition (ii) gives birth to the second error function:

$$
\begin{equation*}
R_{2 n}=\sum_{i} \sum_{j} D_{i j} r^{2 i_{z} j-1}\left(-2 z^{2} L+a P z+j P L\right)-0.0 \tag{221}
\end{equation*}
$$

The total error function is:

$$
\begin{equation*}
R_{n}=g_{1} R_{1 n}+g_{2} R_{2 n} \tag{222}
\end{equation*}
$$

$g_{1}$ and $g_{2}$ being weighting factors proportional to the involved nodal points respectively. This error function is to be squared, computed at all points, and minimized through the least squares criterion.

## VIII. 9 Description of the computing programme

The process of calculation is programed in FORTRAN IV language, for the C.D.C. 6400 computer of the Imperial College.

For simplicity sake the programme is designed with a Main Programme and three subroutines perfolming the following operations:

Subroutine MESH:
It generates the coordinates of the nodal points selected in the composite wire for the analysis of stress and also, in the die, for the analysis of temperatures. Subroutine STRESS:

It calculates the stress distribution, according to the method of weighted residuals already described.

Subroutine TEMPD:
It determines the temperature distribution which arises from the stress and strain rates previously calculated.

The calculations are performed for different extrusion ratios.

After the polynomial solutions are obtained, they are economized by means of the subroutine ECON2, already described.

The detailed sequence of operations performed during
the process by each subroutine can be seen in the corresponding flow charts and listings.

## VIII.9.1 Main Programme

The Main Programme reads the data related to the physical and geometrical characteristics of the problem, which are expressed as FORTRAN variables with the following names: Input Data:

| Number of error functions (stress) | NERRFN |
| :--- | :--- |
| Maximum power in $R$ (stress 1) | NTERM1 |
| Maximum power in z (stress 2) | NTERIN2 |
| Number of variables (stress) | NVAR |
| Number of error functions (temperature) | NERFT |
| Maximum power in R (temperature 1) | NTERM3 |
| Maximum power in z (temperature 2) | NTERM4 |
| Number of variables (temperature) | NVART |
| Number of total nodes | NDNODE |
| Number of modes in billet | NNODE |
| Number of nodes in the core | NFNODE |
| Number of nodes in the interface | NCNODE |
| Number of divisions of angle (core) | NADIVC |
| Number of divisions of angle (tube) | NADIVT |
| Number of divisions of angle (die) | NADIVD |
| Radius at exit | RF |


| Radius at entry | RI |
| :---: | :---: |
| Semi-core angle | ALPHAC |
| Semi-die angle | ALPHA |
| Semi-external angle | ALPHAE |
| Velocity at exit | VE |
| Constant Q (friction) | Q |
| Shear yield stress of core | AK1 |
| Shear yield stress of tube | AK2 |
| Constant CK for the core | CK1 |
| Constant CK for the tube | CK2 |
| Initial temperature | TIN1 |
| Thermal conductivity (tube) | TC1 |
| Thermal conductivity (core) | TC2 |
| Constant beta - 1 | BETAI |
| Constant beta - 2 | BETA2 |
| Weighting factor - 1 (stress) | G(1) |
| Weighting factor - 2 (stress) | G(2) |
| Weighting factor - 3 (stress) | G(3) |
| Weighting factor - 4 (stress) | G(4) |
| Weighting factor - 1 (temperature) | WF(1) |
| Weighting factor - 2 (temperature) | WF(2) |

It also performs several preliminary operations which are enumerated in the corresponding flow chart. This flow
chart is presented as Fig. 33 while the FORTRAN listing is presented as Fig. 34.

At the end of the calculations the subroutine GRAFIT is called as required to plot results. This subroutine is a standard one of the Computing Centre.

## VIII.9.2 Subroutine MESH

The coordinates of the nodal points are calculated with reference to a cylindrical system of coordinates ( $r, z$ ), according to the following diagram.


The RF coordinate defines the exit spherical surface and, consequently, the extrusion ratio. By selecting adequate values for RF , it is possible to obtain the different extrusion ratios:

$$
R_{F}=\frac{r_{i}}{\sin 15^{\circ} \sqrt{R}}
$$

In the case of our specimens:

$$
R_{F}=9.4358 \mathrm{R}^{-\frac{1}{2}}
$$

The flow chart and the FORTRAN listing are presented as Figs. 35 and 36 respectively.

## VIII.9.3 Subroutirie STRESS

It performs the whole sequence of the method of weighted residuals with the numerical values for the variables read in the Main Programe and the coordinates generated in MESH. All these variables are contajned in a COMMON declaration statement.

In order to solve the linear system of equations, this subroutine calls another subroutine SIMQ, which is a standard one of the IBM System Subroutine Package.

Since we are using linear expressions in the unknown parameters $A_{i}$ as trial function, the arising error functions have a form like:

$$
F=A_{i} X_{i}
$$

which squares as:

$$
F^{2}=A_{i} A_{j} X_{i} X_{j}
$$

The least squares method requires that the derivatives of this expression with respect to the parameters must vanish, that is:

$$
\frac{\partial F^{2}}{\partial A_{p}}=\delta_{i p} A_{j} X_{i} X_{j}+\delta_{j p} A_{i} X_{i} X_{j}=A_{j} X_{p} X_{j}+A_{i} X_{i} X_{p}=0
$$

and, finally:

$$
\frac{\partial F^{2}}{\partial A_{p}}=A_{i} X_{i} X_{p}=0
$$

which is a generical equation of the system to be solved. It is interesting to point out that the coefficient matrix of the system contains the same elements $\left[X_{i} X_{p}\right]$ as in $F^{2}$, making the derivative operation unnecessary.

The corresponding flow chart and the FORTRAN insting are presented as Figs. 37 and 38 respectively.
VIII.9.4 Subroutine TEMPD

The sequence of operations perforned by this subroutine is similar to the subroutine STRESS, solving the temperature distribution equation (216) as already described. The numerical data come from Main Programme through a COMMON declaration statement.

The corresponding flow chart and FORTRAN listing are presented as Figs. 39 and 40 respectively.
VIII. 10 Verification of the algorithm

The temperature or stress field in the wire cannot be measured by experimental means. Consequently, in order to have a true idea about the accuracy of the nimerical procedure to be used in the analysis of these fields, we consider next the
numerical solution of the eliiptic equation

$$
\begin{equation*}
\nabla^{2} f=\frac{\partial^{2} E}{\partial x^{2}}+\frac{\partial^{2} f}{\partial y^{2}}=-A \tag{223}
\end{equation*}
$$

with $f / D=0$ and $A=2$, of which solutions are very well known. This equation corresponds to the torsion problem of Saint--Venant, discussed by Southrvell [103] using relaxation methods, and by Mason [104], [105] using Chebyshev methods. A theoretical analysis of this problem is given by Knudsen and * Katz [106]. That equation also describes the temperature distribution on a plane section, with a uniform source of heat all over the surface, in which case the governing equation is:

$$
\nabla^{2} \mathrm{~T}=-\frac{\mathrm{H}}{\mathrm{k}}
$$

$H$ being the source of heat. This equation is a particular case of the equation

$$
\begin{equation*}
\nabla^{2} \mathrm{~T}-\beta(\overline{\mathrm{v}} \times \nabla \mathrm{T})=-\frac{\mathrm{H}}{\mathrm{k}} \tag{224}
\end{equation*}
$$

to be integrated in the temperature distribution, in which the convective termis zero.

We solve equation (223) by means of the method of weighted residuals in a square section as follows:

As trial solution we use an expression of the form:

$$
\begin{equation*}
f(x, y)=(x-z)(y-z) \sum_{i=1} \sum_{j=1} A_{i j} x^{i} y^{j} \tag{225}
\end{equation*}
$$

valid in a square domain $D=\{0 \leqslant x \leqslant 2,0 \leqslant y \leqslant 2\}$. The factors preceding the polynomial make certain that the boundary condition is fulfilled. The $A_{i j}$ are the unknown parameters we then evaluate with a least squares approach.

For the mumerical application we use a square mesh with a set of 121 equidistant points.

We start with an approximate solution of degree 6 in $x(N=6)$ and 6 in $y(M=6)$ and then economize it in the square domain $D_{1}=\{0 \leqslant x \leqslant 1,0 \leqslant y \leqslant 1\}$ with a permissible error bound $\varepsilon=0.810^{-3}$, to a degree of $4 \mathrm{in} x$ and 4 in $y$. We restrain our study to the domain $D_{1}$ because, due to symmetry, in the domain $D$ there are four equivalent sectors as $D_{1}$.

The original polynomial solution is shown in Table III and that corresponding to the economized polynomial in Table IV.

In Table $V$ we give values of $f\left(x_{i}, y_{i}\right)$ for $x_{i}, y_{i}$ $=0(0.25) 1$, computed using:
a. The analytical solution (top line).
b. Our solution (middle line in brackets).
c. Chebyshev selected points solution (low line) as given in [107] rounded to 3D.


TABLE V

|  | 0 | 0.25 | 0.50 | 0.75 |
| :---: | :---: | :---: | :---: | :---: |
| $y=$ 0 | $\begin{gathered} 0.589 \\ (0.585) \\ 0.600 \end{gathered}$ | $\begin{gathered} 0.558 \\ (0.553) \\ 0.562 \end{gathered}$ | $\begin{gathered} 0.459 \\ (0.456) \\ 0.450 \end{gathered}$ | $\begin{gathered} 0.280 \\ (0.279) \\ 0.262 \end{gathered}$ |
| 0.25 | 0.553 $(0.553)$ 0.562 | $\begin{gathered} 0.523 \\ (0.524) \\ 0.530 \end{gathered}$ | $\begin{gathered} 0.435 \\ (0.434) \\ 0.431 \end{gathered}$ | $\begin{gathered} 0.267 \\ (0.265) \\ 0.258 \end{gathered}$ |
| 0.50 | $\begin{gathered} 0.459 \\ (0.450) \\ 0.450 \end{gathered}$ | $\begin{gathered} 0.436 \\ (0.434) \\ 0.431 \end{gathered}$ | $\begin{gathered} 0.362 \\ (0.362) \\ 0.356 \end{gathered}$ | 0.226 $(0.225)$ 0.234 |
| 0.75 | 0.279 $(0.279)$ 0.262 | $\begin{gathered} 0.267 \\ (0.256) \\ 0.258 \end{gathered}$ | $\begin{gathered} 0.225 \\ (0.225) \\ 0.234 \end{gathered}$ | $\begin{aligned} & 0.146 \\ & (c .745) \\ & 0.163 \end{aligned}$ |

Comparison of our solution and the one given in [107] based on Manson's extension of Lanczos's selected points method, with the analytical solution [106] (see Appendix C) being, in this case, favourable to our results.

The maximum error detected in our solution in the mesh described in [107] is $0.89 \%$ and for the Chebyshev collocation solution, $11.64 \%$. In this case of the $\varepsilon$-economized solution, error estimaces can be deduced from estimates on the least squares approximations (see Picone $[108]$, Fichera $[109]$ and Collatz [93]).

This application shows that our numerical procedure is adequate to solve this type of equation and, hence, we can confidently use it with equation (224) which governs the temperature distribution in our problem.

## VIII. 11 Stress fields in the composite wire

By means of the described programme, the stress and temperature distributions produced during the extrusion process of a bimetallic wire under different extrusion ratios are obtained. This means the description of the stress tensor component fields: $\sigma_{r}, \sigma_{\theta}, \sigma_{z}, \tau_{r z}$, and the temperature field. The strain hardening distribution in the wire, according to the adopted rule of hardening, is also described.

Except for the extrusion ratio all other parameters involved in the process are kept constant.

The numerical values selected for the physical and geometrical parameters which characterized the experiments carried out are as follows, in S.I, units wherever relevant.

| Number of error functions (Stress) | 4 |
| :---: | :---: |
| Number of indices (Stress 1) | 3 |
| Number of indices (Stress 2) | 3 |
| Number of variables (Stress) | 2 |
| Number of total nodes | 144 |
| Number of nodes in billet | 99 |
| Number of nodes in the core | 63 |
| Number of nodes in the interface | 9 |
| Nunber of divisions of angle (core) | 6 |
| Number of divisions of angle (tube) | 4 |
| Number of divisions of angle (die) | 5 |
| Radius at exit | according to extrusion ratio |
| Radius at entry | . 9500E-02 |
| Semi-core angle | . 2000E+00 |
| Semi-die angle | . $2600 \mathrm{E}+00$ |
| Semi-external angle | . $5220 \mathrm{E}+00$ |
| Velocity at exit | .1000E-02 |
| Constant Q (friction) | $.5000 \mathrm{E}-01$ |


| Shear yield stress of core | according to <br> extrusion ratio |
| :--- | :---: |
| Shear yield stress of tube |  |
| Constant CK for the core | according to <br> extrusion ratio |
| Constant CK for the tube | $.3400 \mathrm{E}+08$ |

In Figs. 41 and 42 the experimental stress-strain curves of the two metals are shown together with the linear approximations chosen to be used in this theoretical approach. These straight lines have been chosen with a least square criterion, within the approximate range of deformation covered by our extrusion experiments, and the following expressions were obtained:

$$
\bar{\sigma}=320+51 \bar{\varepsilon} \quad\left(\mathrm{MN} / \mathrm{m}^{2}\right)
$$

for copper. Similarly

$$
\bar{\sigma}=950+750 \bar{\varepsilon} \quad\left(\mathrm{MN} / \mathrm{m}^{2}\right)
$$

for the staimless steel and deformation up to the extrusion ratios 5 and 6. For extrusion ratios up to 4 the following expression was used:

$$
\bar{\sigma}=650+770 \bar{\varepsilon} \quad\left(\mathbb{N N} / \mathrm{m}^{2}\right)
$$

These equations correspond to the theoretical form adopted to follow the strain hardening of the metals, according to von Mises's yield criterion and a linear rule of hardening (see equation (182)).

As far as the polynomial solution is concerned, a polynomial of nine terms has been adopted for the determination of the unknown parameters in the expressions of the stress functions:

$$
\begin{aligned}
& \emptyset_{1}=\frac{\sqrt{3}}{6} \mathrm{kr}^{3}+\mathrm{P}^{3} \sum_{\mathrm{I}=1}^{3} \sum_{\mathrm{J}=1}^{3} \mathrm{~A}_{\mathrm{IJ}} \mathrm{r}^{2 \mathrm{I}} \mathrm{z}^{J} \\
& \emptyset_{2}=\mathrm{P}^{2} \sum_{\mathrm{M}=1}^{3} \sum_{\mathrm{N}=1}^{3} \mathrm{~B}_{\mathrm{MN}} \mathrm{r}^{2 \mathrm{M}+1} z^{\mathrm{N}}
\end{aligned}
$$

This is achieved in the computer programme by making $\mathrm{I}=\mathrm{J}=3$ and also $M=N=3$. In this case, maximum powers of 10 in $r$ and 8 in $z$ are produced, which are on the recommended upper limit, as far as rounding errors are concerned.

The calculations have also been made with higher values of indices (4 and 5) and, since no significant differences with the previous results arise, the value 3 has been adopted for the final results. This fact is considered as a convergence test by several authors $[51],[48]$.

These polynomials are then economized to power 7 in $r$ and 6 in $z$, thus obtaining the set of values for the unknown parameters to be used in the calculation of the stress field.

The contour corresponding to equi-stress lines for the different stress components and extrusion ratios are shown in Figs. 43 to 62 . The values have been divided by the initial yield stress of the tube in order to put them in a nondimensional form.

In order to check how well the soiution satisfies the governing equations, a direct numerical substitution for all nodal points was made. The resulting error was expressed as a percentage of the calculated values.

From this analysis it clearly shows two zones of the mesh where the higher errors are obtained, being located at both ends of the tube. The maximum and average percentage errors for the different stress components and extrusion ratios are shown in the table on the following page. The economization process adds a maximum of $2 \%$ to the corresponding average errors.

In order to be compared with the experimental results the pulling stress-hydrostatic pressure relationship has been calculated from the theoretical stress field for different extrusion ratios, by means of expression (202). In Fig. 68 the theoretical lines are shown together with the experimental ones presenting a reasonable agreement.

| Extrusion <br> Ratio | $\sigma_{r}$ |  | $\sigma_{\theta}$ |  | $\sigma_{z}$ |  | $\tau_{r z}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Maximum <br> error (\%) | Average <br> error (\%) | Maximum <br> error (\%) | Average <br> error (\%) | Maximum <br> error (\%) | Average <br> error. (\%) | Maximum <br> error (\%) | Average <br> error (\%) |
| 2 | 21 | 16 | 23 | 17 | 18.6 | 13 | 19 | 15 |
| 3 | 13 | 14 | 21 | 15 | 17 | 12 | 18 | 14 |
| 4 | 16 | 11 | 19 | 16 | 15 | 14 | 20 | 16 |
| 5 | 19 | 12 | 20 | 14 | 15 | 12 | 21 | 17 |
| 6 | 18 | 15 | 21 | 15 | 16 | 13 | 17 | 13 |

## VIII. 12 Temperature field in the composite wire

The temperature field was calculated by direct integration of the equation (216) by means of the method of weighted residuals, using the following trial function:

$$
T=T_{0}+\left(R_{I}^{2}-r^{2}-z^{2}\right)\left(z \cdot \tan \alpha_{E}-r\right) \sum_{i=0}^{N} \sum_{j=1}^{M} r^{2 i} z^{j}
$$

as was explained in Section VII.8.3.

The error function arising from the use of that expression was calculated with the following numerical values, in S.I. units wherever relevant (MKS system):

| Number of error functions | 2 |
| :--- | :---: |
| Maximum index (temperature 1) | 3 |
| Maximum index (temperature 2) | 3 |
| Number of variables (temperature) | 1 |
| Initial temperature | $.2000 \mathrm{E}+02$ |
| Thermal conductivity (tube) | $.1600 \mathrm{E}+02$ |
| Thermal conductivity (core) | $.3860 \mathrm{E}+03$ |
| Constant beta - 1 | $.3600 \mathrm{E}+12$ |
| Constant beta - 2 | $.1445 \mathrm{E}+11$ |
| Weighting factor - 1 (temperature) | $.1000 \mathrm{E}+01$ |
| Weighting factor - 2 (temperature) |  |

The contours corresponding to the isothermal lines for the different extrusion ratios are presented in Figs. 64 to 67 .

The maximum temperatures predicted are of the same order as the ones obtained by R.M. Guha and B. Lengyel [47] by a finite difference approach in the case of hydrostatic extrusion of a single metal wire.

## VIIJ. 13 Pressure welding conditions

VIII.13.1 Introduction

The basic process variables involved in solid state welding are pressure, temperature and level of superficial contamination. A metallurgical variable must also be taken into account when the welding of dissimilar metals is considered. These variables, together with the physico-chemical properties of the materials to be welded, determine the course of the joint formation process [13], [14], [13]. Although the experimental parameters involved in several welding processes are well estbalished, the mechanism operating in the formation of the joint still remains unclear [1].

There are two aspects in the formation of a pressure weld:
(i) The presence of surface oxide films that prevents bonding.
(ii) The difficulty of forming a bond between metallic areas exposed by fragmentation of the oxide during the deformation.

The several reasons proposed to account for the second point can be seen in [14 and they can be briefly summarized as follows:
(i) An energy barrier has to be overcome for the formation of the bond.
(ii) Bonds do form but are broken by elastic stresses on release of the load.
(iji) The metallic surfaces become contaminated by adsorbec contaminants transferring from particles of the original surface.

These mechanisms are in a close relationship with the existence of a minimum or threshold deformation required to produce the joint, below which the welding of the surfaces does not seem to take place.

## VIIT.13.2 Surface preparation and threshold deformation

Whenever metals are to be pressure welded at room temperature the question of surface preparation arises, for it is invariably found that welding will not take place without some sort of surface treatment.

An extensive consideration of this problem has been done by L.R. Vaidyanath and D.R. Milner [1]. In their experiments it has been found that degreasing followed by scratch brushing immediately before welding gives the highest bond
strengths. It is often stated that scratch-irushing removes scale and oxide films; although this may be true, it cannot produce a surface which is free from oxide, for the scratchbrushing operation heats the surface layers, so that a further film will be rapidly reformed before welding can be carried out.

It has also been postulated that the main effect of scratch-brushing is the removal of adsorbed contaminant surface layers [1] . This finds suppori in minner's work [19] where it was shown that if scratch-brushed surfaces were exposed to the atmosphere before welding for periods exceeding about two minutes, the bond strength progressively decreased owing to the adsorption of contaminants, mainly water vapour.

In Ref. [117] there is presented an illustrative diagram showing the influence that different surface treatments have on the bond strength of aluminium roll-bonded composites. It is found that degreasing followed by scratch-brushing gave the best bonding properties. It is also established that if the procedure is reversed, with scratch-brushing followed by degreasing, the threshold deformation for bonding is higher, and lower bond strengths are obtained. Machined surfaces gave intermediate bond strengths, while electropolished surfaces and the "as received" commercial surfaces, either with or without a degreasing treatment, did not weld even with an $80 \%$ deformation.

In the same reference, [1], another series of experiments analyse the influence of heating the "as received" specimens followed by a cooling period in a dessicator, on the bond strength. It was shown that iemperature does not seem to be as effective as scratch-brushing in removing contaminants or that there must be another significant factor associated with the scratch-brushing process.

In some papers by H. Helman and C. Martinez Vidal it was experimentally studied the influence of the moisture and the specimen exposure time to this, time covering from the end of the scratch-brushing process to the bonding process, on the threshold deformation of aluninium specimens bonded by rolling [120] and by indentation [12]. In Figs. 69 and 70 can be seen how relevant to the threshold deformation is the adsorbed moisture and also the importance of avoiding delays after the scratch-brushing process is finished.

Perhaps one of the more conclusive experimental works in favour of the superficial contamination as being mainly responsible for the existence of a threshold deformation was done by W.C. Sherwood and D.R. Milner [122]. In this work the effect on pressure weldjing of reducing the level of contamination has been examined by rolling strips together immediately after machining off the contaminated surface layer. The operation
was carried out in a vacuum chamber so as to minimize the possibility of reformation of a contaminated layer. It was shown that when operating in a vacuum of $3 \times 10^{-5}$ torr the threshold deformation for aluminium, copper and cadmium was reduced to less than $1 \%$, while for stronger metals it went up to $7 \%$ for nickel and $24 \%$ for iron.

Another similar experiment has been done by D.V. Keller and T. Spalvins [123]: in an ultra-high vacuum chamber. contaminants were removed from the surfaces by argon-ion and electron bombardment, in a vacuurn of $10^{-11}$ torr. They have found that when the surfaces were brought together under light loads, many, but not all, metals and combinations of metals adhered together.

In industrial practice much more highly contaninated surfaces are welded together to give full strength, but this is accomplished by greater pressures and deformations, and sometimes also by operating at high temperatures.

Very little is known about how contaminants behave during the process of deformation. There is some information about oxides' behaviour during the rolling process [124] and also there has been proposed a mechanism for the joint formation related to such behaviour [125]. Briefly, it was stated that for surfaces prepared by degreasing and scratch-brushing,
cold pressure welding is essentially a three-stage process involving:
(i) Coherent fracture of the surface layers resulting from extension of the interface during rolling.
(ii) Extrusion of underlying surfaces through interfacial cracks from both sides of the interface under the action or normal roll pressure.
(iiii) Metallic bonding between freshly created surfaces that approach to within interatomic distances.

It also pointed out that welding is initiated at a deformation slightly below the threshold deformation, i.e. that at which the bonds formed become sufficiently strong to withstand the forces acting to separate the strips as they emerge from the roll gap. The principal effects of increasing the degree of deformation are to enlarge the interfacial area available for bonding and to increase the bonded axea of individual junctions.

Nevertheless, there still remains unclear the role played by other inhibiting factors such as moisture, trapped and adsorbed gases, etc. Since most of the research effort has been oriented towards the form of eliminating such interferences, mainly by the process of degreasing followed by scratch-brushing, there is little information about cold welding conditions for
the "as received" commercial surfaces processed by conventional methods (rolling, indentation, etc.). It is only known that the threshold deformation is very high: more than $80 \%$ for cold rolled aluminium [1] and we know that a still higher deformation did not produce bonding in aluminium deformed by indentation [12].

The basic problem to $b=$ considered, therefore, is the welding of two surfaces having a certain anount of contaminant present between them that must in sone way be dispersed by the operating variables of deformation, pressure and temperature. Such information is relevant to some cases where the scratch-brushing operation is difficult to carry out. This is the case of our specimens, which consist of small diameter tubes and a wire as core, for the process of coextrusion.

However, there exists a pressure welding method where the surfaces received no special treatment prior to the welding process, as is the case of explosive cladding. Nevertheless, in this process a jet or spray of metal is formed at the apex of the collision of both plates and is forced outward from the space between the colliding plates, at a very high velocity.

The explosion-welding process can be considered as a two-step process. Firstly, the jet breaks up and cleans the inhibiting surface layers and, secondly, the high pressure
produced forces the clean metal surfaces into such close contact that the interatomic forces can be established across the bond interface [126].

The impact pressure developed during the welding process required for the joint to be formed are 44.7 Kb for low carbon steel, 48 Kb for medium carbon steel, and 44 Kb for Ti , involving kinematic energies in the order of $150 \mathrm{Nm} / \mathrm{cm}^{2}[127]$, [128], [:29]. These values tend to increase with the yield stress of the metals to be welded.

The other parameters involved in pressure welding are less critical, as far as cold welding is concerned. Increasing pressure primarily increases the development of bonding above the threshold deformation, having little effect on the threshold deformation itself [130].

If high temperature is developed during the process of deformation it may have an important influence on the bonding: the threshold deformation decreases as temperature increases. This incidence seems to be directly related to the yield stress. With metals which dissolve their oxide films at high temperature (e.g. iron, copper, titanium, etc.) welding is greatly enhanced at these temperatures, because the oxide on the mating surfaces dissolves into the adjacent metal, thus decreasjng the area over which the bonding is inhibited. This
dissolution starts to occur at welding temperatures of about 0.5 Tm ( Tm is the absolute melting temperature) [130].
VIII. 14 Coextrusion of copper-stainless steel specimens

## VIII.14.1 Experimental preparation

The specimens to be processed are those described in Section III. 3

The superficial treatment given to the copper tube * was as follows:

1. Degreasing by means of trichlorethylene. 2. Chemical removal of oxides by means of the solution

$$
80 \% \mathrm{NO}_{3} \mathrm{H} \quad 20 \%\left(\mathrm{PO}_{3}\right)_{4} \mathrm{H}_{3}
$$

After being carefully washed with water the tubes were left in a dessicator with silica gel during at least 24 hours.

This treatment is known to have poor results because of the amount of contaminants, mainly adsorbed water, left at the end of the process on the surfaces to be welded. Unfortunately it was not possible to use, without special devices, the procedure of baking followed by scratch-brushing. The adequate temperature required for the contaminents to be baked off is too high to avoid softening the copper tube [1] (see Section III.3) and the scratch-brushing operation of the
internal surfaces of tubes of small diameters requires the use of special devices.

The stainless steel wire was heated in vacuum furnace at $600^{\circ} \mathrm{C}$ and scratch-brushed immediately before the composite specimen was assembled.

The preparation of the composite specimen takes some time since it involves several operations; in a minor degree also the assembly of the extrusion ri.g imposes a delay before the deformation process.

After all these steps have been fulfilled, the surfaces to be welded have surely been recontaminated. Consequently, as far as the bonding operation is concerned, the surfaces of the tube and core may reasonably be considered to be in a similar condition to the "as received" state.

## VIII.14.2 Pressures and temperatures at the interface

From the theoretical description obtained for the stress and temperature fields, it is possible to calculate the normal stress or pressure acting along the interface and also the temperature distribution developed on this surface.

The pressure distributions are presented in Figs. 71-75 while the temperature distributions are shown in Fig. 76.In Fig. 77 is presented the "maximum temperature-extrusion ratio"
relationship, and in Fig. 78 the "maximum pressure-extrusion ratio" relationship.
VIII.1.4.3 Conditions for cold welding and experimental resulis

The described specimens were extruded with the extrusion ratios $2.7,4.3$ and 5.6. It was intended to reach still higher extrusion ratios; however, it was not possible to obtain further reductions since even with an extrusion pressure of 110 ion/in ${ }^{2}$ the stainless steel was broken without the specimen starting to extrude, for an extrusion ratio of 7. For safety reasons the use of higher pressures was not consideced.

In all cases the minimurn speed was used: for the extrusion ratio 5.6 several specimens were obtained free extruded with an estimated velocity of $1 \mathrm{~m} / \mathrm{s}$.
IX. GENERAL CONCLUSIONS

The process of hydrostatic extrusion of bimetallic composites was analysed by the Method of Weighted Residuals. Pressure, stress and temperature distribution in the deforming zone were computed.

The metals were assumed to obey the von Mises yield criterion, a linear rule of isotropic hardening and PrandtlReuss stress-strain relationship. Avitzur's velocity field was assumed to characterise the flow of metals through the dies.

The theoretically predicted pulling stress-hydrostatic pressure relationship is in reasonable agreement with the experimental results. The maximum temperatures computed in tine deforming zone are comparable to those obtained by others.

The pressure distribution at the core/tube interface of the composite was calculated for different extrusion ratios and the influence of this parameter on the pressure welding of the two metals was discussed.

Metallurgical bonding was not achieved during the experiments. Adequate preparation of contact surfaces to ensure satisfactory welding conditions was not possible to obtain with the available equipment due to the difficult geometry of the specimen and the mechanical properties of the metals used. Neither the required pressure (60-100 KD) nor
sufficiently high temperature ( $>500^{\circ} \mathrm{C}$ ) which might have allowed pressure welding to take place without removing the contaminated layer could be reached during the experiments.

The chosen Method of Weighted Residuals has proved to be easy to handle and suitable to solve the two types of equations encountered in this work. It is also much less demanding in terms of computation and consequently less expensive in comparison with other numerical methods. About 12 seconds of processing time (CDC 6400) was required to obtain the stress and temperature distributions mentioned above, whereas the central processing time required to obtain the same information by the method of Finite Elements would probably be several orders of magnitude higher.

Whenever a solution to a system of partial differentiai equations (or tensor differential equation) is to be approximated by a polynomial to within an acceptable level of accuracy, it is usually necessary to use high order expansions. This condition could lead to high rounding errors and excessive computing time. Aiming to lessen these difficulties a new method for the numerical solution of partial differential equations based on the economization of several variables was developed [133]. This procedure combines the operational simplicity of the Method of Weighted Residuals with the high accuracy of the

Chebyshev methods, which are difficult to use in the numerical. solution of partial differential equations, as has been pointed out by several authors $[131],[132]$.
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FIGURE 41 . Jtreas-strain curve
for copper wire.



FIGURE 43: Stress distribution corresponding to $\frac{\sigma_{r}}{Y_{o}^{c}} \times 10^{3}$. Extrusion ratio 2.


FIGURE 44: Stress distribution corresponding to $\frac{\sigma_{\theta}}{\mathrm{Y}_{\mathrm{o}}^{\mathrm{c}}} \times 10^{3}$. Extrusion ratio 2.


FIGURE 45: Stress distribution corresponding to $\frac{\sigma_{Z}}{Y_{o}^{c}}$

- Extrusion ratio 2.


FIGURE 46: Stress distribution corresponding to $\frac{\tau_{r z}}{Y_{o}^{c}} \times 10^{3}$. Extrusion ratio 2.


FIGURE 47: Stress distribution corresponding to $\frac{\sigma_{r}}{Y_{O}^{c}} \times 10^{3}$. Extrusion ratio 3.


FIGURE 48: Stress distribution corresponding to $\frac{\sigma_{\theta}}{Y_{o}^{c}} \times 10^{3}$. Extrusion ratio 3 .


FIGURE 49: Stress distribution corresponding to $\frac{\sigma_{Z}}{Y_{0}^{C}}$


FIGURE 50: Stress distribution corresponding to $\frac{\tau_{r Z}}{Y_{0}^{C}} \times 10^{3}$. Extrusion ratio 3 .


FIGURE 51: Stress distribution corresponding to $\frac{\sigma_{r}}{Y_{o}^{c}} \times 10^{3}$. Extrusion ratio 4.


FIGURE 52: Stress distribution corresponding to $\frac{\sigma_{\theta}}{\mathrm{Y}_{0}^{c}} \times 10^{3}$, Extrusion ratio 4. .


FIGURE 53: Stress distribution corresponding to $\frac{\sigma_{Z}}{Y_{n}^{C}}$

- Extrusion ratio 4.


FIGURE 54: Stress distribution corresponding to $\frac{\tau_{r Z}}{Y_{0}^{c}} \times 10^{3}$. Extrusion ratio 4.


FIGURE 55: Stress distribution corresponding to $\frac{\sigma_{r}}{Y_{o}^{c}} \times 10^{3}$. Extrusion ratio 5.


FIGURE 56: Stress distribution corresponding to
$\frac{\sigma_{\theta}}{Y_{o}^{c}} \times 10^{3}$. Extrusion ratio 5 .


FIGURE 57: Stress distribution corresponding to $\frac{\sigma_{Z}}{Y_{O}^{C}} \quad$ Extrusion ratio 5 .


FIGURE 58: Stress distribution corresponding to $\frac{\tau_{r Z}}{Y_{o}^{c}} \times 10^{3}$. Extrusion ratio 5 .


FIGURE 59: Stress distribution corresponding to $\frac{\sigma_{r}}{Y_{o}^{c}} \times 10^{3}$. Extrusion ratio 6.


FIGURE 60: Stress distribution corresponding to $\frac{\sigma_{\theta}}{Y_{0}^{c}} \times 10^{3}$. Extrusion ratio 6.


FIGURE 61: Stress distribution corresponding to $\frac{\sigma_{Z}}{Y_{0}^{c}} \quad$ Extrusion ratio 6 .


FIGURE 62: Stress distribution corresponding to $\frac{\tau_{r z}}{Y_{o}^{c}} \times 10^{3}$. Extrusion ratio 6 .


FIGURE 63: Isothermal lines for extrusion ratio 2.


FIGURE 64: Isothermal lines for extrusion ratio 3.


FIGURE 65: Isothermal lines for extrusion ratio 4.


FIGURE 66: Isothermal lines for extrusion ratio 5.


FIGURE 67: Isothermal lines for extrusion ratio 6 .


PJCUSE 68 . Theoretical and experimental results for copper tubo-s.steel core spocimens (method of Noighted residuals)


FIGURE 69: Influence of humidity on the process of weldịng by indentation,


FIGURE 70: Influence of humidity on the process of welding by indentation.


FIGIJRE 71 . Pressure distribution along
the core-tube interface (didistance
from the apex ). Bxtrusion ratio 2.


FIGURE 72 . Pressure distribution slong
the core-tube interface ( d:distance
from the apex ). Extrusion ratio 3.


FIGURE 73 . Pressure distribution along
the core-tube interface (d: iistance
from the apex). Extrusion ratio 4 .


IIGURE 74 . Fressure distribution along the core-tube interface ( didistance from the apex). Betrusion ratjo 5 .


FIGURE 75 . Pressure distribution along
the core-tube interface (d:distance
from the apex ). Extrusion ratio 6 .


FIGURE 76: Temperature distributions along the core-tube interface for different extrusion ratios.


PIGURE 77. Maximum temperatures at the core-tube interface for different extrusion ratios.


FIGURE 78 . Maximum pressures at the
core-tube interface for different
extruaion ratios.

## X. 1 <br> APPENDIX A

## Geometrical conditions for uniform deformation

Uriform deformation implies that the specimen is
subjected to the same extrusion ratio at all points of a plane normal to the axis die. Consequently, both metals must deform with the same extrusion ratio.

Let us show that, in this case, the apex of the conical surface limiting the core at the deformation zone should coincide with the apex of the die conical surface. The gemm etrical situation is jllustrated in the following diagram:


The convergence of both conical surfaces was verified by observation with adequate magnification meridional sections as shown in the following picture:


The extrusion ratio of the core is:

$$
\begin{equation*}
R_{c}=\frac{\left(D_{i}^{c}\right)^{2}}{\left(D_{f}^{c}\right)^{2}} \tag{i}
\end{equation*}
$$

The extrusion ratio of the tube is:

$$
\begin{equation*}
R_{t}=\frac{\left(D_{i}^{t}\right)^{2}-\left(D_{i}^{c}\right)^{2}}{\left(D_{f}^{t}\right)^{2}-\left(D_{f}^{c}\right)^{2}} \tag{ii}
\end{equation*}
$$

From a direct proportionality between elements of the triangles $A O \hat{C}$ and $B O ̂ C$, expression

$$
\begin{equation*}
\frac{D_{i}^{t}}{D_{i}^{c}}=\frac{D_{f}^{t}}{D_{f}^{c}} \tag{iii}
\end{equation*}
$$

is obtained. In other form

$$
\begin{equation*}
D_{i}^{t}=\frac{D_{i}^{c}}{D_{f}^{c}} D_{f}^{t}=\sqrt{R_{c}} D_{f}^{t} \tag{iv}
\end{equation*}
$$

Replacing (iv) and (i) into (ii), one gets

$$
\begin{equation*}
R_{t}=\frac{R_{c}\left(D_{f}^{t}\right)^{2}-\left(D_{i}^{c}\right)^{2}}{\left(D_{f}^{t}\right)^{2} \frac{\left(D_{i}^{c}\right)^{2}}{R_{c}}}=R_{c} \tag{v}
\end{equation*}
$$

Consequently, if both materials have undergone the same extrusion ratio, both apices should coincide.

Another relationship to calculate is

$$
\begin{equation*}
r=\frac{h_{f}}{h_{i}}=\frac{D_{f}^{t}-D_{f}^{c}}{D_{i}^{t}-D_{i}^{c}} \tag{vi}
\end{equation*}
$$

By substituting (i) and (iv) into (vi), the expression

$$
r=\frac{D_{f}^{t}-D_{f}^{c}}{\sqrt{R_{c}} D_{f}^{t}-\sqrt{R_{c}} D_{f}^{c}}=\frac{1}{\sqrt{R_{c}}}=\frac{1}{\sqrt{R_{t}}}
$$

is obtained. Calling with $R=R_{c}=R_{t}$, we finally obtain

$$
\begin{equation*}
I=R^{-\frac{3}{2}} \tag{vii}
\end{equation*}
$$

Ley us finally calculate the relationship between the angles $\alpha, \beta$ and the proportion of the component metals:

$$
\begin{aligned}
& \tan \alpha=\frac{D_{i}^{t}}{C O} \\
& \tan \beta=\frac{D_{i}}{C 0}
\end{aligned}
$$

hence,

$$
\frac{\tan \alpha}{\tan \beta}=\frac{D_{i}^{t}}{D_{i}^{c}}
$$

The fraction of volume of the core is

$$
\left.\gamma_{c}=\frac{D_{i}^{c}}{D_{i}^{t}}\right)^{2}
$$

and hence,

$$
\tan \beta=\sqrt{Y_{c}} \tan \alpha
$$

or

$$
\begin{equation*}
\tan \beta=\sqrt{1-\gamma_{t}} \tan \alpha \tag{viii}
\end{equation*}
$$

## X.II APPENDIX B

## Internal power of deformation using

Avitzur's velocity field

The general expression for the internal power consumed in the plastic deformation of a volume $V$ is:

$$
\begin{equation*}
\dot{W}_{i}=\int_{V} \sigma_{i j} \dot{\varepsilon}_{i j} d V \tag{i}
\end{equation*}
$$

For a material obeying the Prandtl-Reuss's relationship it is:

$$
\sigma_{i j}=\frac{Y}{\sqrt{3}} \frac{\dot{\varepsilon}_{i j}^{P}}{\sqrt{I_{2}}}
$$

and, consequently, expression (i) rewrites as:

$$
\dot{W}_{i}=\int_{V} \frac{Y}{\sqrt{3}} \frac{\dot{\varepsilon}_{i j}^{P}}{\sqrt{I_{2}}} \dot{\varepsilon}_{i j}^{P} d V
$$

or

$$
\begin{equation*}
\dot{W}_{i}=\int_{V} \frac{2}{\sqrt{3}} Y \sqrt{I_{2}} d V \tag{ii}
\end{equation*}
$$

since $I_{2}=\frac{1}{2} \dot{\varepsilon}_{i j}^{P} \dot{\varepsilon}_{i j}^{P}$.
For a non-hardening material, the yield stress is constant throughout $V$, and hence

$$
\begin{equation*}
\dot{W}_{i}=\frac{2}{\sqrt{3}} \dot{Y} \dot{V}_{2} d V \tag{iii}
\end{equation*}
$$

The expression of $I_{2}$ in a spherical system of coordinates $(R, \varphi, \theta)$ and conditions of axial symmetry is:

$$
\begin{equation*}
I_{2}=-\left(\dot{\varepsilon}_{R R} \dot{\varepsilon}_{\theta \theta}+\dot{\varepsilon}_{\theta \theta} \dot{\varepsilon}_{\varphi \varphi}+\dot{\varepsilon}_{\varphi \varphi} \dot{\varepsilon}_{R R}\right)+\dot{\varepsilon}_{R \theta}^{2} \tag{iv}
\end{equation*}
$$

Replacing equations (6) into (iv) gives:

$$
\begin{aligned}
I_{2}= & -\left[2\left(v_{f} R_{f}^{2} \frac{\cos \theta}{R^{3}}\right)^{2}+\left(v_{f} R_{f}^{2} \frac{\cos \theta}{R^{3}}\right)^{2}-2\left(v_{f} R_{f}^{2} \frac{\cos \theta}{R^{3}}\right)^{2}\right] \\
& +\left(\frac{1}{2} v_{f} R_{f}^{2} \frac{\sin \theta}{R^{3}}\right)^{2}
\end{aligned}
$$

or

$$
I_{2}=\left(\frac{v_{f} R_{f}^{2}}{R^{3}}\right)^{2}\left[3 \cos ^{2} \theta+\frac{1}{4} \sin ^{2} \theta\right]
$$

and, consequently expression (iii) becomes

$$
\dot{W}_{i}=\frac{2}{\sqrt{3}} Y \int_{V} v_{f} \frac{R_{f}^{2}}{R^{3}} \sqrt{3 \cos ^{2} e+\frac{1}{4} \sin ^{2} \theta} d V
$$

By using suitable trigonometric transformations, the following expression is obtained:

$$
\dot{W}_{\mathrm{i}}=2 \mathrm{Y}_{\mathrm{f}} \mathrm{R}_{\mathrm{f}}^{2} \int_{\mathrm{V}} \frac{1}{\mathrm{R}^{3}} \sqrt{1-\frac{11}{12} \sin ^{2} \theta} d V
$$

where $d V=2 \pi R \sin 0 R d R d \theta$.

Equation (v) can be written as:

$$
W_{i}=4 \pi Y_{V_{f}} R_{f}^{2} \int_{0}^{\beta}\left(\sqrt{1-\frac{11}{12} \sin ^{2} \theta} \sin \theta \int_{R_{f}}^{R_{i}} \frac{d R}{R}\right) d \theta
$$

Taking into account that:

$$
\dot{r}_{f}^{c}=\frac{R_{f}}{\sin } \quad \text { and } \quad \frac{R_{i}}{R_{f}}=\frac{r_{i}^{c}}{r_{f}^{c}}
$$

after integration, the expression

$$
W_{i}=\pi Y\left(r_{\bar{f}}^{c}\right)^{2} v_{f} F(\beta) \ln R_{c}
$$

is obtained, where

$$
\begin{gathered}
F(\beta)=\frac{1}{\sin ^{2} \beta}\left[1-\cos \beta \sqrt{1-\frac{11}{12} \sin ^{2} \beta}+\frac{1}{\sqrt{11.12}}\right. \\
\left.\quad . \ln \frac{1+\sqrt{\frac{11}{12}}}{\sqrt{\frac{11}{12}} \cos \beta+\sqrt{1-\frac{11}{12} \sin ^{2} \beta}}\right]
\end{gathered}
$$

A table with values of $F(\beta)$ for different values of the angle is presented as Table I.

TABLE I

| $\alpha$ | $F(\alpha)$ | $\frac{\alpha}{\sin ^{2} \alpha}-\cot \alpha$ | $\alpha$ | $F(\alpha)$ | $\frac{\alpha}{\sin ^{2} \alpha}-\cot \alpha$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1.00001 | 0.011636 | 46 | 1.01679 | 0.58587 |
| 2 | 1.00003 | 0.024375 | 47 | 1.01772 | 0.60111 |
| 3 | 1.00006 | 0.034920 | 48 | 1.01869 | 0.61655 |
| 4 | 1.00010 | 0.046573 | 49 | 1.01970 | 0.63217 |
| 5 | 1.00016 | 0.058237 | 50 | 1.02075 | 0.64800 |
| 6 | 1.00023 | 0.069915 | 51 | 1.02185 | 0.66403 |
| 7 | 1.00031 | 0.081611 | 52 | 1.02300 | 0.68027 |
| 8 | 1.00041 | 0.093327 | 53 | 1.02420 | 0.69674 |
| 9 | 1.00052 | 0.10507 | 54 | 1.02546 | 0.71344 |
| 10 | 1.00064 | 0.11683 | 55 | 1.02677 | 0.73037 |
| 11 | 1.00078 | 0.12862 | 56 | 1.02814 | 0.74755 |
| 12 | 1.00093 | 0.14045 | 57 | 1.02958 | 0.76498 |
| 13 | 1.00109 | 0.15231 | 58 | 1.03108 | 0.78268 |
| 14 | 1.00127 | 0.16421 | 59 | 1.03265 | 0.80066 |
| 15 | 1.00146 | 0.17614 | 60 | 1.03430 | 0.81891 |
| 16 | 1.00167 | 0.18813 | 61 | 1.03603 | 0.83746 |
| 17 | 1.00189 | 0.20016 | 62 | 1.03784 | 0.85632 |
| 18 | 1.00212 | 0.21223 | 63 | 1.03974 | 0.87549 |
| 19 | 1.00237 | 0.22437 | 64 | 1.04174 | 0.89500 |
| 20 | 1.00264 | 0.23656 | 65 | 1.04384 | 0.91484 |
| 21 | 1.00292 | 0.24881 | 66 | 1.04605 | 0.93503 |
| 22 | 1.00322 | 0.26112 | 67 | 1.04838 | 0.95559 |
| 23 | 1.00354 | 0.27350 | 68 | 1.05082 | 0.97653 |
| 24 | 1.00387 | 0.28595 | 69 | 1.05340 | 0.99787 |
| 25 | 1.00422 | 0.29848 | 70 | 1.05613 | 1.01961 |
| 26 | 1.00459 | 0.31108 | 71 | 1.05900 | 1.04178 |
| 27 | 1.00498 | 0.32377 | 72 | 1.06204 | 1.06438 |
| 28 | 1.00538 | 0.33653 | 73 | 1.05526 | 1.08745 |
| 29 | 1.00581 | 0.34939 | 74 | 1.06867 | 1.11099 |
| 30 | 1.00625 | 0.36234 | 75 | 1.07228 | 1.13503 |
| 31 | 1.00672 | 0.37539 | 76 | 1.07611 | 1.15958 |
| 32 | 1.00721 | 0.38854 | 77 | 1.08018 | 1.18467 |
| 33 | 1.00772 | 0.40180 | 78 | 1.08451 | 1.21031 |
| 34 | 1.00825 | 0.41516 | 79 | 1.08912 | 1.23653 |
| 35 | 1.00881 | 0.42864 | 80 | 1.09404 | 1.26335 |
| 36 | 1.00939 | 0.44224 | 81 | 1.09928 | 1. 29080 |
| 37 | 1.01000 | 0.45596 | 82 | 1.10488 | 1. 31890 |
| 38 | 1.01063 | 0.46981 | 83 | 1.11087 | 1.34768 |
| 39 | 1.01129 | 0.48380 | 84 | 1.11727 | 1.37717 |
| 40 | 1.01198 | 0.49792 | 85 | 1.12413 | 1.40740 |
| 41 | 1.01270 | 0.51218 | 86 | 1.13148 | 1.43840 |
| 42 | 1.01345 | 0.52660 | 87 | 1.13935 | 1.47020 |
| 43 | 1.01423 | 0.54117 | 88 | 1.14780 | 1.50284 |
| 44 | 1.01505 | 0.55590 | 89 | 1.15687 | 1. 53636 |
| 45 | 1.01590 | 0.57080 | 90 | 1.16660 | 1.57080 |

## X.III APPENDIX C

## Temperature distribution in a rectangular section

Let us consider a rectangular section as described in the following diagram:


The temperature distribution in this section generated by a source of heat $\dot{\mathrm{h}}$ is governed by the elliptic partial differential equation:

$$
\frac{\partial^{2} T}{\partial y^{2}}+\frac{\partial^{2} T}{\partial z^{2}}=-\frac{\dot{h}}{k}
$$

Let us assume as boundary conditions that:
(i) Temperature is uniform all over the boundary:

$$
\begin{aligned}
& \mathrm{z}= \pm \frac{\mathrm{a}}{2} \\
& \mathrm{y}= \pm \frac{\mathrm{b}}{2} \quad \text { is } \mathrm{T}=\mathrm{T}_{\mathrm{o}}
\end{aligned}
$$

(ii) If $\dot{h}$ is constant all over the surface, conditions of symmetry are such that temperature gradients across both axes should vanish, that is:

$$
\begin{array}{ll}
y=0 & \frac{\partial T}{\partial z}=0 \\
z=0 & \frac{\partial T}{\partial y}=0
\end{array}
$$

In this condition and if for simplicity sake we choose $T_{0}=0$, the theoretical solution for the temperature distribution is given by:

$$
T=\frac{4 a^{2} h}{\pi^{3} k} \sum_{n=1,3,5} \frac{1}{n^{3}}(-1)^{\frac{n-1}{2}}\left[1-\frac{\cosh \left(n \pi \frac{y}{a}\right)}{\cosh \left(n \pi \frac{b}{2 a}\right)}\right] \cos \frac{n \pi z}{a}
$$
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