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## ABSTRACT

A desirable characteristic in a decision-making process based on any type of measurements is that all data required had been previously validated. Data validation techniques are analysed and a new algorithm is proposed for the detection in real time of bad data in a digital protection system. A simple estimation routine based on the redundancy of the measurement takes account of missing data to form a reliable relaying data base in a highvoltage substation.

Computer methods for reliability evaluation in digital protection systems are presented. The methods are, however, general and can also be used for reliability evaluation of other systems. The minimal cut-set approach to system reliability is presented and three new algorithms are proposed for the minimal cut-set generation process. All are based on the concepts of graph theory. The algorithms enumerate the set of minimal cuits and provide system reliability bounds for nonseparable, separable and acyclic directed graphs. The node failure problem is analysed and a branchnode cut-set algorithm is proposed which allows the analysis of node outage influence on the failure rates and outage durations of each node.

The random nature of component reliability data demands computation methods to take into account the uncertainty of component parameters. Two approaches for confidence limits of the probability and frequency of system failure are presented for a repairable system represented by its minimal cut-sets. The first based on a moment method gives the variance and approximate confidence limits for both reliability indices. The second approach applies Monte Carlo simulation to obtain approximate system reliability limits at any confidence level. Both approaches are also presented for the probability of failure of non-repairable systems. A sensitivity analysis of the component reliability parameters in a digital protection system is evaluated using the repairable approach.
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## Abbreviations

| CEGB | Central Electricity Generating Board, U.K. |
| :---: | :---: |
| CIGRE | Conference Internationale des Grands Reseaux Electriques a haute tension |
| Tol | Tolerance |
| Resc | Residual counter |
| $\sum \mathrm{I}$ | Summation of currents |
| Ph R | Phase red |
| Ph Y | Phase yellow |
| Ph B | Phase blue |
| S/C | Samples per cycle |
| $\mu \mathrm{s}$ | Microseconds |
| ADC | Analog to digital converter |
| $A / D$ | Analog to digital |
| c.b. | Circuit-breaker |
| N/O | Normally open |
| $\mathrm{N} / \mathrm{C}$ | Normally closed |
| IO | Input-output |
| DAP | Data acquisition processor |
| CPP | Control and protection processor |
| RDB | Relaying data base |
| DB | Data base |
| COMS | Complement and swap instruction |
| $f / \mathrm{y}$ | failures per year |
| h | Hours |
| $\mathrm{m} / \mathrm{y}$ | Maintenance per year |
| MTMF | Mean time to failure |
| MTBF | Mean time between failures |

Symbols

| $\mathrm{n}^{\text {Cm}}$ | n-combinations of m-elements |
| :---: | :---: |
| $\prod_{i=1}^{n} a_{i}$ | $\left(a_{1} \cdot a_{2} \cdot a_{3} \ldots a_{n}\right)$ |
| U | Logical union |
| $n$ | Logical intersection |
| $\oplus$ | Ring sum operation |
| $P_{s}(s, t)$ | Probability of successful communication between nodes $s$ and $t$ |
| $P_{f}(s, t)$ | Probability of failure between nodes $s$ and $t$ |
| $\mathrm{P}_{\mathrm{jd}}$ | Steady-state probability of j-component being failed |
| $\mathrm{P}_{\mathrm{f}}$ | Steady-state probability of system failure |
| $f_{f}$ | Frequency of system failure: the mean number of system failures per unit time |
| $\mathrm{E}_{\mathrm{i}}$ | ith event |
| $\operatorname{Pr}\left(\mathrm{E}_{\mathrm{i}}\right)$ | Probability of the ith event |
| $\bar{E}_{i}$ | Complement of the ith event |
| p | Probability of success for identical components |
| $\mathrm{p}_{\mathrm{i}}$ | Probability of success of the ith element |
| $\mathrm{q}_{\mathrm{i}}$ | Probability of failure of the ith element |
| Ti | ith minimal path or tie-set |
| $\bar{T}_{i}$ | Denotes failure of at least one element of $T_{i}$ |
| $c_{j}$ | $j$ th minimal cut-set |
| $\bar{c}_{j}$ | Denotes failure of all components in $C_{j}$ |
| $\mathrm{R}_{\mathrm{O}}$ | Upper bound of system reliability |
| $\mathrm{R}_{\mathrm{Ui}}$ | ith upper bound of system reliability |
| $\mathrm{R}_{\mathrm{L}}$ | Lower bound of system reliability |
| $\mathrm{R}_{\text {Li }}$ | ith lower bound of system reliability |

Symbols (Cont'd..)

| $\lambda_{j}$ | Failure rate of $j$ th component |
| :---: | :---: |
| $\mu_{j}$ | Repair rate of the $j$ th component |
| $\bar{\mu}_{i}$ | Sum of $\mu_{j}$ over all $j \in C_{i}$ |
| $\bar{\mu}_{i+k+1}$ | Sum of $\mu_{j}$ over all $j \in C_{i} \cup C_{k} \cup C_{1}$ |
| $\lambda_{\text {line }}$ | Failure rate of a transmission line |
| $\lambda_{\text {node }}$ | Failure rate of a node or busbar |
| $M C_{i}$ | ith minimal cut-set |
| $M_{i j}$ | ith minimal cut-set represented by a j-tuple, $j=1,2, \ldots, \mathrm{NE}$ |
| $\mathrm{CNV}_{i j}$ | ith cut-node vector represented by a j-tuple, $j=2,3, \ldots, \mathrm{NN}$ |
| $\mathrm{CF}_{i}$ | Cut-flag of the ith cut-set |
| $C I_{k}(i)$ | Cut index of the ith cut-set when scanning node $k$ |
| NK | Node-counter |
| FN( k ) | Flag of the kth node |
| [k] | Set of edges incident into a node |
| [p] | Set of edges incident out of a node |
| NN | Number of nodes |
| NE | Number of elements |
| NC | Number of components |
| $\mathrm{BF}_{\text {ij }}$ | Busbar-flag of the ith cut-set represented by a j-tuple, $j=2,3, \ldots, N N$. |
| INMC | Number of minimal cut-sets |
| $\sum_{i=1}^{n} a_{i}$ | $\left(a_{1}+a_{2}+a_{3} \ldots+a_{n}\right)$ |

## CHAPTER I

## INTRODUCTION


#### Abstract

Protection systems use real time system measurements for their fault detection and tripping decisions. Due to the inherent uncertainty of raw measurements, system data may not be reliable enough for immediate use because if bad data are processed incorrect or unreliable results are obtained. A significant advantage of the use of digital computers for protection functions over conventional schemes is their ability to handle discrete data and to perform some checks on the incoming crude data. A systematic treatment of the input measurements using data validation techniques enhances the reliability of the decisions taken to protect and control a power system. The results of such data-processing algorithms in a computer-operated protection system have been presented in the form of a data base having common access for all the protection strategies. Since any failure of the computer could affect one of the protections associated with every item of the substation some form of redundancy is normally envisaged for such a system. Reliability theory needs to be used for appraising each redundant configuration and a proper selection can only be made on the basis of quantitative reliability analysis. This thesis deals with the use of data validation techniques and develops reliability calculations required for computer-based protection systems.


### 1.1 Data validation

For power system protection there is a need to take decisions in the presence of gross errors. Data validation techniques may be used as a
framework to convert observations into reliable data in a computeroperated protection system so that decisions can be made to produce more secure operation of the protection system.

Data validation has been extensively used in communication systems by means of coding techniques for error detection and correction. Unfortunately these techniques are mainly related with transmission errors but do not provide checks for measurement errors. There is a growing literature about the bad data problem in electric power systems but this only applies to the steady state estimation problem. Similarly, considerable work has been done in the application of digital computers to protection function but relatively little has been done on the validation of relaying quantities.

The following tasks are part of the overall relaying data validation problem. First the raw measurement sets are processed to detect bad data. Once gross errors have been identified, the algorithm should replace any missing data and provide the best estimates for the highly corrupted measurements. Since the data acquired is to be useful for system protection, the speed of acquisition and validation must be compatible with the desired fault detection times.

### 1.2 System reliability

The reliability of the data-acquisition and data-processing system of a computer-based protection system is a very important factor since an objective of protection is to increase the reliability of the power system.

Before considering actual problems let us define the concept of reliability. In its most simple and general form, reliability is a probability of success, but an accepted definition ${ }^{(17)}$ can be stated as:
> "Reliability is the probability of a device performing its purpose adequately for the period of time intended under the operating conditions encountered"

Criteria of what is considered an "adequate performance" and how to measure it, have to be exactly specified in each case. For example, a computer-operated protection system must operate in the presence of a fault but it must not produce false operations. As long as the system performs these functions, the scheme is judged as operating satisfactorily. Measurement of adequate performance requires calculation of the probability of failure to operate and the probability of unnecessary operations. K. Conelly et al (73) refer to the former as the "system unreliability" and to the latter as the "system security" against false operations. To judge adequate performance also involves the determination of the frequency of failures and malfunctions.

Failures of digital systems are the consequences of faults which arise as a result of a step-type change in the performance of one or several of the components of the system. These failures can be properly modelled by random variables governed in many cases by an exponential law (48), (67).

The reliability calculations of even simple devices are frequently quite complicated because normally a number of components must operate properly to perform the system function. In the literature there are methods that could be used to calculate the exact reliability $(18),(26-27)$, (34)
but unfortunately they involve excessively voluminous computations for complex systems. This situation has prompted considerable research in approximate methods $(16),(18),(30-33)$ for the reliability evaluation of complex systems from known reliability indices of constituent elements. Moreover a deterministic appraisal of the performance of
the system fails in many cases to provide a true picture of the system reliability because of the uncertainties associated with component parameters. Statistical approaches ${ }^{(56-60)}$ are required to construct confidence from which the goodness of the performance can be assessed.

### 1.3 Contents of this thesis

This thesis deals with the development and testing of computer methods suitable for the on-line relaying data validation and for the reliability assessment of computer-based protection systems.

Chapter II covers the area of relaying data validation. Protection statistics are analysed and the incidence of bad data points in faultclearance equipment is discussed. The relaying data validation problem is described and a new algorithm is proposed and tested for the detection and identification of loss of data and large unexpected errors. Special consideration is given to the identification of zero data. An estimation procedure is presented which provides replacements for missing data or a best value for doubtful measurements. The feasibility of using both algorithms in one corner of a typical 400 kV mesh substation on the CEGB's network is reported. On-line results are given of the data validation algorithm tests on a laboratory substationcomputer model system.

Chapter III describes and analyses possible methods for the evaluation of the terminal-palr reliability. Two of the four main lines of attack (tie-set and cut-set) are followed because of the computational advantages of these approaches for complex systems. Consideration is given to the effect of term simplification and ordering of the partial reliability table constructed from the system success paths. A set of
rules are formulated for the selection of the evaluation method in complex systems with unreliable branches and nodes. Three different approximations and bounds from the tie-set and cut-set approaches are numerically compared in both lower and upper reliability regions.

Chapter IV deals with the minimal cut-set enumeration problem. Since much of the work reported is based on graph theory, important concepts and definitions used are summarised. A description of system modelling by reliability graphs is included and the concept of cutnode incidence matrix is introduced. Three new algorithms are presented for separable, nonseparable and acyclic directed graphs. A simple sparsity technique is proposed for the efficient storage of the minimal cut-set and cut-node incidence matrices. Several graphs were used to test the algorithms and computation times are provided in each case. The node failure problem is analysed and reference is made to the incidence of busbar faults on the reliability indices of each node in a power system. A new branch-node cut-set algorithm is presented and the results of tests on three systems reported.

Chapter $V$ presents two different approaches for the variances and confidence limits of the reliability indices derived from the minimal cut-set approach. The first technique involves the orthodox statistical procedure of characterising distributions by their low order moments and uses Chebyshev's inequality to provide probability bounds for the indices. The second approach applies Monte Carlo simulation to generate numerical distributions from where confidence limits are computed. An extensive analysis is made of the effect of component availability, parameter variances and sample size of component tests on the performance of both methods.

Chapter VI treats the problem of sensitivity analysis in reliability evaluations. A new approach is presented which calculates sensitivity coefficients of each reliability index given by the mirimal cut-set approach with respect to each component reliability parameter of the system. General considerations used for the reliability evaluation of computer-based protection systems are described. An application of the algorithms presented in this thesis on two particular protection system configurations is reported.

Chapter VII discusses the conclusions reached and suggests possible future developments.

After Chapter VII there are two appendices. Appendix 1 includes the edge-listing of all graphs used in the tests of the algorithms proposed in this thesis. Appendix 2 presents a complete discussion and the proofs developed by the author of his minimal cut-set algorithms described in chapter IV.

The contributions offered by this thesis are the following:
i. the development and testing of a data validation algorithm to carry out validation routines during the fault period (chapter II).
ii. an estimation procedure is proposed to form a reliable data base in high voltage substations (chapter II).
iii. The development and testing of three new algorithms based on graph theory for the minimal cut-set enumeration of separable, nonseparable and acyclic directed graphs (chapter IV, appendix 2).
iv. the design and testing of a branch-node cut-set algorithm particularly suitable for the evaluation of the incidence of busbar faults on the reliability of distribution and transmission systems (chapter IV).
v. the development and testing of a new formulation for the variance and confidence limits of the probability and frequency of system failure (chapter V).
vi. the development of sensitivity coefficients for the location of redundant components to improve system reliability based on the minimal cut-set approach (chapter VI).

## CHAPTER II

## RELAYING DATA VALIDATION AND ESTIMATION

### 2.1 Introduction

A computer-based relaying system uses measurements taken in real time to perform the relaying calculations to produce decisions for the different protection strategies. On-line measurements are usually corrupted by some degree of error or can be missed by malfunctioning of the data acquisition system. If some measurement has a large unexpected error or simply becomes not available, the relaying calculations might produce an unwanted operation or the system might become inoperative in the presence of a fault. The risks derived from these possibilities justify the need to use a data validation technique for the detection and identification of bad data points and a process of estimation to replace missing or erroneous data.

This chapter deals with the software problem of validation and estimation of the relaying quantities which form the relaying data base from which the protection strategies can draw the appropriate data. The possibility of using such techniques in one corner of a typical 400 kV mesh substation on the CEGB's network is also analysed.

### 2.2 Review of the literature

In spite of all the recent interest in this field, very little attention has been paid to the validation and estimation of relaying quantities for real time application in a computer-based relaying system.

The Swedish municipal power distribution system ${ }^{(1)}$ and the Hamburg-West Germany system ${ }^{(2)}$ have reported the use of coding techniques for data validation. The Swedish safeguarding of data is in the form of a combination of parity bit checks, bit length error detection and code restriction checks. The latter is used for validation of data such as switch status and command operations which are generated as defined combinations of bits, other combinations are detected as errors. In the Hamburg system the majority of measured values, indications and commands, are transmitted digitally by an electronic supervisory control system using pulse duration modulation. Commands and indications are transmitted independently of each other and protected by a special code. The decoding of the pulse trains is performed by hardware as well as by computer program. The limitation of these techniques is that it only endeavours to maintain the original data unchanged but it is powerless if the data is wrong in the first place.

Couch (3) developed a configuration analysis technique which he applied, among other, for data validation. He uses the substation internal configuration and Kirchhoff's current and voltage laws to establish zero differential current zones and equal voltage zones. If, under non-fault conditions, for any such zero differential current zone, the differential current is non-zero, then there is an inconsistency. Similarly, if in any such equal voltage zone, the measured voltages are not equal, then there is an inconsistency in the information. In both cases the inconsistency can be due to a measurement error and/or error in switch position indication. The analysis of inconsistencies once detected is less straightforward and no
systematic procedure is proposed for a real time application. Also the main type of measurement errors assumed are major ones such as those due to loss of secondary potential or current.

Another data checking procedure is included in the programs at the CEGB new national control centre ${ }^{(4-6)}$. Raw data of circuit power flow and switch positions of the complete network are taken at 1 minute intervals and organised into tables to associate them with appropriate nodes and circuits. The checking procedure begins by taking two consecutive samples which are compared to see if they are consistent within a margin of $5 \%$ of actual flow or 20 MW if flow is small. If they are, the program continues with the latest of the 1 minute samples of complete data, otherwise one sample is retrieved from the computer backing store and a decision is made on a 2 out of 3 basis. The switch indication check uses two independent pieces of datatelemetered to indicate switch position. $A(1,0)$ combination indicates the open state and a $(0,1)$ the closed state. Any other combinations are doubtful and require checking. With a doubtful switch position, the method is to assume it to be closed if current flows in the adjacent line and assume it to be open if no current flows. Alternatively a decision table constructed with the three pieces of data available can be used to make a decision on a 2 out of 3 basis. Such techniques are used to provide information for secure operation of the system.

Horne and Cory (7) propose a data validation method aimed at fulfilling its task in an interval of $625 \mu \mathrm{~s}$ i.e. sampling rate of 32 samples/power frequency cycle. The switch position check uses also two pieces of data which are logic complement of each other. If there is any inconsistency between them the switch data is given
a logic 1 to indicate an error. No other check is made during the validation to correct a doubtful switch indication. For non-zero analogue data, the status of the neighbouring switch(es) is examined. If closed, the data is assumed to be consistent, otherwise the data is tagged as doubtful. After these checks in the data acquisition processor, all data is transferred to the control and protection processor (CPP). It is the job of the CPP to choose either to disregard tagged data or to replace it by correct data calculated from other measurements. The method proposed does not have the capability of detecting and identifying a missing or erroneous data and does rot propose any corrective action to replace a doubtful data, missing or erroneous.

The research work reported in this chapter deals with the software problem of data validation during the time interval available between successive samples and specifically, the error detection and identification problem.

### 2.3 Protection statistics

The probability that a protection system might fail to operate or might produce unwanted operation in the presence of bad data can be found from protection statistics available from real systems. The results of a 1974 survey of failures in fault-clearance equipments ${ }^{(8)}$ are summerised in table $I$. Only the figures representing failure to operate and unwanted operation are presented. The results from a previous 1958 CIGRE survey ${ }^{(9)}$ are also included in this table.

The largest single cause of failure in both surveys is attributed to relay malfunction. Both reports indicate that in many instances relay failures result from wrong application or incorrect

## TABLE I

PROTECTION STATISTICS

| Cause of incident | 1974 |  | 1958 |
| :--- | :---: | :---: | :---: |
|  | Failure (to <br> operate (\%) | Urwanted <br> operation (\%) | $(\%)$ |
| Relay failure | 43.2 | 48.5 | 43.0 |
| Circuit-breaker mechanism | 9.0 | 3.6 | 7.0 |
| Circuit-breaker failed <br> to interrupt | 7.0 | 0.2 | 13.5 |
| a.c. wiring | 5.2 | 4.5 | 12.0 |
| Current transformer | 5.2 | 3.0 | 7.0 |
| d.c. supply | 5.2 | 0.2 | 1.0 |
| Trip wiring | 4.2 | 2.4 | 5.0 |
| Voltage transformer | 4.0 | 0.9 | 3.0 |
| Auxiliary switch | 2.8 | - | 3.0 |
| Circuit-breaker trip coil | 2.5 | 0.4 | 2.5 |
| Multicore cable | 1.4 | 0.4 | - |
| Miscellaneous or unknown | 10.3 | 35.9 | 3.0 |

setting. The use of a computer-based relaying system would effectively elininate problems related to these effects. Unfortunately it is not possible, from this report, to obtain a figure for the availability of the relays because they have not been analysed for all relay trip operations i.e. the figures for correct and desired operations are not reported. However, from previous utility reports (10) it has been found that conventional relays have a typical availability of $97.5 \%$ when evaluated on situations where relay action should have taken place or which took place inadvertently. By comparison, digital computer availability in excess of $99 \%$ cen be reasonably obtained. This availability is based on overall operation and not just on reliability when certain events occur; thus computer implemented relaying should result in more dependable relay functions and should reduce the number of failures attributed to the protection system. The next highest number of failures is for those resulting from some form of circuit-breaker malfunction. However, if we assume that failures in a.c. wiring, current transformers and voltage transformers produced that the measured quantities were not available or were wrong, then such conditions can be considered as bad data. The figures attributed to such causes are comparable or higher than the overall percentage of circuit-breaker failures for both types of incidents. If one considers valid the previous assumptions, the actual number of failures that can be attributed to the presence of bad data demand the use of data validation and estimation routines in a computer-based relaying system. Protection statistics of the CEGB network (11) also indicate that the second highest maloperation rate of distance protection was due to loss of voltage transformer supply for both types of relays, electromagnetic and static.

### 2.4 Relaying data validation

The relaying data validation problem can be described as the detection in real time of any bad data, missing or erroneous, which may lead to possible failure, misoperation or deterioration of the protective relaying system.

Its solution requires the use of a data processing algorithm which fits the requirements of the fault clearance time desired and form a relaying data base from which all the protection strategies can draw appropriate data.

### 2.4.1 Information from the system

The information from the system can be divided for the purpose of validation into:
(i) analogue data corresponding to system current and voltage information which are derived from the output of the current and voltage transformer.
(ii) digital data representing the information of the switch status which is usually obtained by monitoring auxiliary contacts of each switch.

In a computer-based relaying system within the substation environment, current and voltage waveforms are sampled at all selected points in the substation and are then input, together with the switch status information, into the processor which is responsible for data acquisition and validation. The processed data is assembled into the relaying data base from which all the protection strategies can draw the appropriate data. Fig. l illustrates the complete process.


Figure 1. Block diagram of a computer-based relaying scheme

### 2.4.2 Types of error

Fig. 1 shows that there are two main types of error in the input information to the data validation process namely:
(i) measurement error
(ii) switch indication error

Type (ii) errors arise normally from failure in the auxiliary contacts of the switch. Type (i) errors are due to the fact that no physical measurement is perfect being usually corrupted by some degree of error. However, the measurement errors of concern in the relaying data validation problem are not the normal randc:m errors but gross errors due to failures in the data acquisition link or in the voltage and current transducers.

To solve the bad data problem the relaying data validation process must be able to identify two possible measurement errors that might produce the worst effects from a protection point of view namely:

> (i) loss of data that might result in failure to operate in the presence of a fault
> (ii) large unexpected errors that might degrade the relaying computations and eventually produce unwanted operations

### 2.4.3 Problem formulation

Given the set of analogue and digital data from the substation the critical functions during the validation process are
(i) detection and identification of bad data
(ii) estimation of the most probable value for each single quantity in the data base

The main constraint in the design of a relaying data validation algorithm is the short time available between samples for validation assuming that the data base must be updated after each sample cycle. For instance, if the data is sampled at a rate of 32 samples per cycle corresponding to a sampling interval of $625 \mu \mathrm{~s}$ for a system of 50 Hz then during this time the processor must read in system data, perform data validation and assemble the data base.

Considering this time restriction, the design of a relaying data validation algorithm to fulfil the previous functions must be based on the following principles:
(i) the algorithm must be simple so that the speed of acquisition and validation will be compatible with the desired fault clearance tines.
(ii) the method must be flexible enough to cope with any changes with the minimum of modifications
(iii) the data base must be reliable i.e. the presence of gross errors must be detected, identified and each single quantity presented with the most probable value.

### 2.5 Data validation and estimation procedure

There is normally considerable redundancy in the information available in a substation which aids malfunction detection. In a computer-based relaying system there must be special concern for the reliability of the information because it is used to automatically control elements of the substation. The data required must be previously validated.

The checks proposed in this section are to supplement the
 that they supply means to detect and identify gross measurement errors and an estimation procedure is proposed to provide replacements for missing or erroneous data.

### 2.5.1 Digital data validation

Normally in a computer-based relaying system the information on the open and close status of each switch will be read as two bits. These two bits reflect the status of a pair of contacts operated by the opening and closure of the switch.

These two bits are logic complement to each other and the validation consists of checking if both pieces of data are complements of each other. If there is an inconsistency the switchdata is given a logic 1 as an error flag to indicate a doubtful switch indication (7). The corrective action for error in the switch position is taken during the validation of the analogue data using a sampleswitch routine. Fig. 2 shows a flow diagram for check of switchstatus information.

Whatever the structure of the switch-data word, the previous check requires one bit to be used as error flag.
2.5.2 Analoçue data validation (12)

A zero data can be associated with any of the following
conditions:
(i) the waveform can be passing through zero
(ii) the circuit is de-energized
(iii) a fault in the data acquisition link


Figure 2. Flow diagram for check of switch-status.

The third condition affects the reliability of the data base, therefore the validation process must provide the steps to discriminate between these three conditions.

Zero data recognition by software will generally take more time than that available for all the validation process due to the conversion tolerance of the $A / D$ converter. For instance in a NOVA minicomputer it takes $14 \mu \mathrm{~s} /$ phase. To avoid this time-consuning check the zero data identification, within the tolerance of the $A / D$ converter, must be done by hardware and a zero data can be given a logic 1 as a zero flag. This check by hardware takes just a few nanoseconds for each three-phase point.

With zero data recognition by hardware the analogue data validation checks the zero flag in each phase and this check over all three phases enables the identification that zero data in just one phase is due to the sample being taken when the waveform passes through zero.

If all three phases have been tagged as zero by hardware, a positive indication that the adjacent switch(es) is open is used to indicate that the circuit is de-energised; otherwise the data is given another logic 1 as error flag to indicate doubtful data. The missing data will be replaced or estimated during the estimation process.

A non-zero value in any phase of a current transformer is an indication that the circuit is energized and therefore used for validation that the adjacent switch is closed. This sample-switch routine together with the previous validation of the switch by the two complementary bits provides a 2 out of 3 decision.

The presence of a large unexpected error or the loss of data in one or two phases is detected by comparison of the residual value against a tolerance, only if the tolerance is not exceeded the data will be accepted as valid, otherwise it is given a logic 1 to indicate doubtful data which needs to be replaced or estimated. This tolerance will also be exceeded during any system abnormality and therefore a residual counter is used to discriminate between transducer error and a system abnormality. The latter will be reflected in all the active monitoring point.

The checks mentioned for analogue data require that the dataword uses two bits as zero and error flags. A detailed flow diagram of the algorithmic procedure for digital and analogue data validation is show in Fig. 3.

### 2.5.3 Relaying data base estimation

The estimation concept here is used to describe a process which can provide replacements for missiñ or erroneous data. Such a process can only be effective if there is some redundancy in the information. In the substation environment this redundancy must be provided either by additional measurements (type I) or using the relationship implicit by the Kirchhoff's current law (type II). The latter is an inherent redundancy in electrical networks and the former is very often present when two different types of protection are applied to one item of plant, e.g. first and second main line protection. The estimation process should use any type of redundancy available to provide the best replacement for missing or erroneous data or the best estimate for clean data.


Figure 3. Flow diagram for data validation

The relaying data base ( $R D B$ ) must be constructed considering the specific tasks to be performed by the protection strategies. There is no need to include any redundancy for a single quantity if this has been previously validated e.g. the line protection routines must have available three-phase line current and voltage.

Once the presence of a missing or doubtful data has been detected and identified the estimation procedure for each single quantity of the $R D B$ is based on the following principles (12):
(i) a zero data with error flag clear is transferred directly to the RDB
(ii) a zero data with error flag set is estimated from any type of redundancy aveilable
(iii) a non-zero value with error flag clear is transferred directly to the RDB if at least one of the correlated measurements has an error tag, otherwise the redundancy is used to estimate the best value
(iv) for the case of a non-zero data with an error tag, the information from the residual counter is used to discriminate between a transducer error and a system abnormality. In both cases an estimation is done for that value but in the first case the value being checked is not used in the estimation unless the redundancy available has the error flag set.

The estimation routine for each quantity to be entered in the RDB can be done considering two types of measurement-redundancy relationship:
I) Measurement with single redundancy : The estimate will be given by 1. any one of the measurements which has a clear error flag if the other is doubtful (missing or erroneous) and the residual counter limit has not been exceeded.
2. the average value, if both measurements have clear or set error flags and the residual counter limit has not been exceeded.
3. the average value, if the residual counter limit has been exceeded except in case 4.
4. the non-zero measurement if the other is zero and the residual counter is exceeded.
II) Measurement with double redundancy : The estimate will be given by 1. any of the measurements which has a clear error flag if the other is doubtful (missing or erroneous) and the residual counter limit has not been exceeded.
2. the average value of the measurement and the series redundancy (type I) if the residual counter limit has been exceeded or both data have clear error flags.
3. the redundancy type II if the other two data are doubtful (missing or erroneous) and the residual counter limit has not been exceeded.
4. the non-zero measurement between the measurement and the series redundancy if the other is zero and the residual counter limit is exceeded.

Table II summarises the possible cases considering all combinations of the zero and error flags between the measurement (first measurement)

## TABLE II

Estimate values using zero and error flags information

| Case | First measurement |  | Second measurement |  | Estimate Values |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | Single redundancy | Double redundancy |  |
|  | ZF | EF |  |  | ZF | EF | RC < $\lim$ | RC $>1 \mathrm{~lm}$ | RC < lim | $\mathrm{RC}>1 \mathrm{~lm}$ |
| 1 | 0 | 0 | 0 | 0 | 2 | 3 | 2 | 2 |
|  |  |  | 0 | 1 | 1 | 3 | 1 | 2 |
|  |  |  | 1 | 0 | 1 | 4 | 1 | 4 |
|  |  |  | 1 | 1 | 1 | 4 | 1 | 4 |
| 2 | 0 | 1 | 0 | 0 | 1 | 3 | 1 | 2 |
|  |  |  | 0 | 1 | 2 | 3 | 3 | 2 |
|  |  |  | 1 | 0 | 1 | 4 | 3 | 4 |
|  |  |  | 1 | 1 | 2 | 4 | 3 | 4 |
| 3 | 1 | 1 | 0 | 0 | 1 | 4 | 1 | 4 |
|  |  |  | 0 | 1 | 3 | 4 | 3 | 4 |
|  |  |  | 1 | 0 | 1 | 3 | 1 | 2 |
|  |  |  | 1 | 1 | 2 | 3 | 3 | 2 |

and its redundancy (second measurement). For the case of measurements with only redundancy type II, the flags from all contributions must be equal to allow estimation, otherwise the first measurement is preferred except in case 3 of table II where the estimation is based on the flags of a single contributor. The case when the measurement has been identified as a real zero data ( $2 F=1$ and $E F=0$ ) is not considered because a zero data without error flag is transferred directly to the RDB. The solutions presented in table II provide estimates more conservative than othervise and are intended to use the flag information provided by the validation algorithm of sections (2.5.1) and (2.5.2) to provide replacements for a doubtful data (missing or erroneous).

### 2.6 Substation-computer model system

For research and development purposes $(7),(13)$, the requirements for data acquisition and control of a typical 400 kV mesh substation on the CEGB's network has been chosen. As indicated in Fig. 4(a), one corner of such a station has been modelled by setting up 220 V , threephase circuits in the laboratory in which the circuit breakers and isolators have been simulated by three-phase contactors. These are slugged electronically to provide realistic operating times and the control circuitry enables them to be operated from a digital processor. In the mesh corner, full instrumentation is applied by means of voltage and current transducers, but in the remainder of the substation only the status of breakers and isolators is modelled by single phase relays so that the station configuration can be determined.

The digital system connected to the model is shown in Fig. 4(b) and consists of two processors having a common data base (DB). The


Figure 4(a). Mesh substation
> data acquisition processor (DAP) is used to scan both analogue (trans: ducer) signals and digital (c.b. and isolator position) signals from the model, to sake validation checks, estimate each single quantity of the relaying quantities and to send the data to the DB. The control and protection processor (CPP) is responsible for running all the algorithms which determine the state of the substation and surrounding system, to switch it to eliminate faults or from a manual command from the local control room.

In this section only the hardware and software which are relevant. to the data validation and estimation process in the one corner substation are described. Computer requirements in terms of memory and execution time are presented.

### 2.6.1 Data acquisition processor

In the substation-computer model system (Fig. $4(\mathrm{~b})$ ) the DAP is a NOVA 1210 mini-computer having a 12 k word core store, a $1.20 \mu \mathrm{~s}$ memory cycle time, 16 -bit length word and 4 programmable accumulators. The arithmetic instructions, with an execution time of $1.35 \mu \mathrm{~s}$, operate on fixed point binary numbers either unsigned or the equivalent signed numbers using two's complement conventions.
2.6.2 Data system hardware $(7),(13),(14)$

The interface provides $4-16$ bit digital word inputs for switchstatus information and 48 multiplexed analogue inputs for current and voltage measurement.

Each switch position is read as two bits which reflect the status of a pair of auxiliary contacts operated by the opening and closing of the switch. This data is packed into 16 bit words each


Figure 4(b). Proposed hardware configuration for mesh corner protection and control [13] .
containing 6 switch positions ( 12 bits) and 4 spare bits which can be used as error flags. Fig. 5(a) presents the switch-data word format.

Analogue signals which are monitored by the computer are currents and voltages. The current signals are measured by air cored current transformers (linear couplers). The sensitivity of the linear couplers is about 6 mv pp/amp r.m.s. The voltage, measured between phase and neutral, is obtained via a small step down transformer of $240 / 6 \mathrm{~V}$ r.m.s.

Each analogue output from the model is connected to a sample/ hold circuit controlled by a single phase locked clock synchronised to the 50 Hz supply. A clock pulse causes all sample/hold circuits to sample simultaneously with a window of l $\mu \mathrm{s}$. The sampling rate can be varied by computer control at $32,24,16,12,8,6,4$, and 2 samples per cycle and an integrator is included in the sample/hold circuit to give a measure of filtering.

The analogue/digital conversion is performed by 3-10 bit, $25 \mu s$ converters within the interface, thus enabling all 48 inputs to be converted and input in less than $525 \mu \mathrm{~s}$. For program control purposes the converters may be considered as a single peripheral device but for data input purposes each one is treated separately and 3 input instructions are required. For validation purposes a data "zero within tolerance" flag is available from each converter and is input with the converted data to bit 0 of the chosen accumulator. The flag is a logic 1 for the zero data condition. The tolerance limit is hardwired on each converter card and may be altered as required. Initial tolerance is preset to $\pm 2$ least significant bits of the converted word. Fig. 5(b) presents the analogue-data format.
(a) SWITCH - DATA wORD

(b) ANALOGUE - DATA YORD


Figure 5. Data-word formats

Each of the analogue/digital converters is served by a 16 way analogue input multiplexer which may be operated either by progran control or in an automatic mode slaved to the $A / D$ converters.

### 2.6.3 Intermediate storage

The DAP is linked to the CPP (a PDP 15 with 16 k store in this case) via a first-in, first-out (FIFO) buffer. Data output to this link is under NOVA program control and on completion of a data block the link generates a data channel request to the CPP and the block is transferred to the DB which is a portion of the FDP 15 core store. The $D B$ stores two complete 50 Hz cycles of data before being overwritten.

### 2.7 Software system

During the time interval available between samples e.g. $625 \mu \mathrm{~s}$ for a sampling rate of $32 \mathrm{~s} / \mathrm{c}$, the DAP is responsible for reading in system data (i.e. analogue to digital conversion, multiplexing and read in), performing the validation checks to identify doubtful data, labelling and storing it, performing a simple estimation and sending the data to the CPP.

With the NOVA, input and output of a single quantity takes about $2.55 \mu \mathrm{~s}$ and $3.15 \mu \mathrm{~s}$ respectively. In the model of Fig. 4(a) the total data movement time for the 4 switch-data words and 39 data words for current and voltage takes $245.10 \mu \mathrm{~s}$. Also the analogue/ digital conversion of each three-phase quantity takes $25 \mu \mathrm{~s}$ i.e. a total conversion time of $325 \mu \mathrm{~s}$ for all 13 three-phase monitored points.

So, besides the interface, specifically designed to minimise data acquisition overheads, it is also necessary that the validation be structured to optimise the overlap between input, conversion and validation procedures.

### 2.7.1 Programming considerations

The data acquisition cycle starts upon receiving a pulse from the synchronised clock which initiates a sample/hold operation and informs the computer to start an acquisition cycle.

After considering various alternatives it was decided that the validation process should read in the data and then, while the data is still in the accumulator, perform validation before storage. This process is quite attractive to the NOVA architecture which has four programmable accumulators. Also the validation checks (sections 2.5 .1 and 2.5 .2 ) were designed to treat each monitoring point individually without bothesing too much about correlated measurements through the substation switch configuration. Zero data recognition by hardware was found essential to maximise the time available for validation between samples. Priority interruption is deliberately not used because once an interrupt is requested on completion of conversion, data needs to be read in and stored. Moreover, interrupt handling, restoration of the interrupted piogram, reading and storing of the data are very time-consuming. If the processor can read data in any time at its "convenience", it can wait until validation on the current data has finished and stored before reading in another set of data. While the processor is validating a particular word, the ADC is doing its conversion for the next data and is timed such that when the processor has finished with the present data, the $A D C$ has also
completed its conversion. This arrangement allows conversion and validation to be carried out simultaneously and the processor is not idling during conversion periods.

The sequence of events at the start of data acquisition is shown in Fig. 6 and the correspording flow diagram in Fig. 7. However, testing for completion the conversion takes too much processing time so the program is constructed to repeat the section of the analogue data validation for all the monitoring points. This requires increase core storage but the program is simple and storage is not a critical problem. So, once started the validation procedure continues until all monitoring points have been validated and stored in labelled locations for data retrieval by the estimation routine. Once each single quantity of the RDB has been estimated and sent to the CPP, the DAP waits to receive the next pulse from the synchronized clock.

The validation checks of sections (2.5.1) and (2.5.2) demand data manipulation at a "bit-level". Moreover, since very little aritnmetic calculations are required, full advantage of assembly language programming can be taken.

### 2.7.2 Computer requirements

Memory size and execution times required for the validation checks of digital and analogue data are presented in table III (excluding data output). The memory requirements shown are in words (groups of 16 bits). All routines have been written in assembly language. The same requirements for the laboratory substationcomputer model described in section (2.6) are presented in table IV. The model considered in table IV includes 4 data-switch words (24 switches) and 13 threemphase monitoring points i.e. 9 three-phase
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Figure 6. Sequence of events in the data acquisition and validation cycle


Figure 7. Flow diagram for data acquisition and validation

## TABLE III

## Memory Requirements and Execution Time <br> for Data Validation

| Routine | Memory <br> Requirement <br> (Words) | Execution <br> Time <br> $(\mu s)$ |
| :--- | :---: | :---: |
| Switch Status | 8 | 15.60 |
| Three-phase Current | 43 | 59.25 |
| Three-phase Voltage | 35 | 43.65 |

TABLE IV

Computer Requirements for Laboratory
Substation-Computer Model

| Routine | Memory <br> Requirement <br> (Words) | Execution <br> Time <br> $(\mu s)$ |
| :--- | :---: | :---: |
| Data and Symbol Table | 54 | - |
| Start and Switches | 40 | 91.45 |
| Analogue Data |  |  |
| Validation | 613 | 707.85 |
| Line Estimation |  |  |
| Busbars Estimation | 132 | 136 |
| Transformer Estimation | 71.00 |  |
| Total | 1046 | 7164.40 |

currents and 4 three-phase voltages. Whilst this provides a basis for comparison, it should not be inferred that the routines have been developed to a high degree of programming efficiency.

### 2.8 Off-line tests

The aim of the tests was to check the performance of the algorithm of section (2.5). A test program written in NOVA assembly language was controlled from a teletype ard provided special codes to select the validation algorithms for switch status, analogue data or the estimation procedure. Once one of the algorithms was selected, the appropriate routine was run using the data previously stored in the NOVA and the results were written out on the teletype.

### 2.8.1 Trials 1

The objective of these trials was to evaluate the performance of the algorithm of section (2.5.1) to check the switch status information. Different simulated combinations of the substation switches (Fig.4(a)) were used for the tests.

Figure 8 presents, as an example, the results of 4 tests and each case shows the data-switch word for each corner of the meshsubstation model. The results of the first test shows that words 1 and 4 which have no inconsistency in any of the switches is given a logic "O" as error flag but words 2 and 3 have set their error flags to indicate the inconsistency of the pair of bits of the first switch in both cases. Similar results can be seen from test 3 where the error flags in words 1,3 and 4 correspond to a doubtful indication of switches 1,3 and 1 respectively. The results of test 2 , where the error flag of words 1 and 3 arise from a doubtful information for all
the switches indicate that each data-word gets the same error flag . whatever the number of wrong switch information is in the word. The result confirms the need to provide within the relayinf data validation algorithm the corrective action to clear any doubtful switch-data word i.e. all possible doubtful switches of each word. Test 4 presents a case where all 4 error flags are clear because there is no inconsistency in any one of the switches of each data-word.

### 2.8.2 Trials 2

This group of trials were performed to study the ability of the algorithm of section (2.5.2) to detect and identify gross measurement errors i.e. missing or erroneous data and to check the performance of the sample-switch routine to provide corrective action for a doubtful switch indication.

All tests start by checking the data-word for the switches of one corner. Two types of tests were performed to evaluate the algorithm for both types of data, current and voltage. Both routines are similar but for current values the presence of a non-zero value is used to correct a doubtful indication of the switch adjacent to the value being checked.

Figures 9 to 17 present the results from selected tests. The first test of Fig. 9 shows the identification of a real zero value using the zero flag of the 3 phases and the positive indication that the adjacent switch is open. All other tests detect a doubtful zero data either by the adjacent switch being closed (test 2) or having a doubtful indication (tests 3 and 4). Fig. 10 presents similar results when 2-phases are zero and the adjacent switch is closed. Similar tests were done for the current routine and selected results presented in Figs. 11 and 12.

Figure 13 illustrates the use of the sample-switch routine to correct a doubtful switch indication. Figures 14 and 15 show results from tests made to detect measurement errors when the residual value exceeds or not a pre-set tolerance (3 least significant bits for all tests). Tests were made to check the validity of such cinecks for positive and negative tolerance and some results are presented in Figures 16 and 17 respectively.

### 2.8.3 Trials 3

These trials were performed to check the ability of the estimation procedure proposed in section (2.5.3) to provide replacements for missing or erroneous data. The routine provided for the transmission line of the substation model (Fig. 4(a)) was used because it enabled a check on the procedure with measurement (voltage A or current $S$ ) having single redundancy (voltage $C$ ) or double redundancy (currents $Q$ and $T+U$ ).

Figure 18 presents the results of a case where the current and voltage estinates are provided by the duplicate measurement (redundancy type I). Fig. 19 shows similar results but the line current estimate is taken from the line measurement (current $S$ ) because the series redundancy (current $Q$ ) has been tagged as doubtful data. The results of Figs. 20 and 21 correspond to the case when the estimates are given by the average value, if both measurements have either an error flag (voltages $A$ and $C$ ) or have been accepted as valid data (currents $S$ and Q). Fig. 22 illustrates the case when the averages provide the estimates as soon as the residual counter limit is exceeded. Fig. 23 shows the use of the redundancy type II (currents $T$ and $U$ ) for the estimate when the measurement and the duplicate measurement are doubtful data.
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Figure 8．Data－switch word validation
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Figure 9．Identification of three－phase zero voltage
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Figure 10．Identification of two－phase zero voltage


Figure 1l. Identification of three-phase zero current with clear switch indication
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Figure 12．Identification of three－phase zero current with doubtful switch indication
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| $\because$ | 1 | ？ | cecerecere |
| E | E | R | 111811111 |

$\begin{array}{lcc}\text { CLCSE } & \text { CELE } & \text { ElaG } \\ 111111 & \text { CEOQEE } & Q\end{array}$
PESIEM\＆L CCUM：EE LESS THGG THPEE

Figure 13．Illustration of the sample－switch routine

```
CLCSE CPLS FLiG
111111 CEFefr e
111111 EKEEzO C
111111 E&CFEC E
111111 recece e
CT. Valilf.ticl:
\begin{tabular}{|c|c|c|c|}
\hline FYESE & 75 & E．F & IESCELTIM！ \\
\hline P & 1 & 1 & Fcereeres \\
\hline \(\because\) & E & C & Erelercel \\
\hline 1 & 1 & \(\varepsilon\) & Excrececag \\
\hline
\end{tabular}
CLCSE CEEL FLf:G
1111!1 EECERE E
FESIEUGL CGLI.TE: LEES TJAI. Tl.FE:
CT. VI:LIEf.T:C:
TICSE FE EF IE/SURELES:
    # 1 1 Eccrececer
        * l e cegeresere
        S & & 111f1:11!1
CLCEE C-E!: ELAC
```



```
CT. リf:Liこf.T!ct:
\begin{tabular}{|c|c|c|c|}
\hline Ffines & \(\bar{z}\) & \(E F\) & ミLf．STE： \\
\hline F & 7 & 1 & 111！11111！ \\
\hline Y & 1 & 2 &  \\
\hline 3 & 1 & 2 & cezeczerat \\
\hline
\end{tabular}
ClCSE (Fi: Fi&N
111111 ECなECE E
```



```
CT. VALIEf:TICL.
\begin{tabular}{|c|c|c|c|}
\hline Pinel & 75 & \(E\) &  \\
\hline F & 1 & 1 &  \\
\hline \(\because\) & c & F & cerlesecol \\
\hline E & 9 & 8 & 1111116110 \\
\hline
\end{tabular}
ClCEE (%at. F!.C
FESIEYML CCll.TLE LESE T:M.| trymL
```

Figure 14．Detection of doubtful data using the residual value and residual counter with zero data in one or two phases

| Clcsi |  | CFEL | Flfig |
| :---: | :---: | :---: | :---: |
| 111111 |  | rgereq | $\Omega$ |
| 111111 |  | cecere | Q |
| 111111 |  | cercer | $\bigcirc$ |
| 111111 |  | 「CCECZ | E |
| C-. Viditaticli |  |  |  |
| Frs: |  | EF | : : cestisl:En: |
| - | ¢ | 1 | COE1016 CER |
| Y | ¢ | E | 1111161102 |
| $E$ | $\varepsilon$ | $r$ | 1111110112 |
| CLCSE |  | Cr:I. | FLr:G |
| 111111 |  | cesece | ¢ |
|  |  |  |  |
| CT. VCLIIATICH |  |  |  |
| rices |  | ET | 1.Éstre: Ent |
| F | 1 | E | ccesersece |
| Y | e | 8 | Eecterebl |
| E | $\bigcirc$ | c | 1118111111 |
| CL.CSE |  | Crer. | FLAS |
| 111111 |  | rececc | ¢ |
|  |  |  |  |

Figure 15. Detection of doubtful data using the residual value and residual counter

| - rincs | PF | $\underline{L F}$ | I:rstinalent |
| :---: | :---: | :---: | :---: |
| $\pi$ | 2 | 6 | 111121151 |
| $\stackrel{Y}{ }$ | $\mathcal{C}$ | E | greceleler |
| 5 | Q | $\varepsilon$ | ECRCOLE.1EC |

FESILUGL CCULTET LESS TM:G: THBEE

Ct. VALIEftici:

| Pris.SE | Ej | [ | Marsumermes |
| :---: | :---: | :---: | :---: |
| 5 | $\underline{8}$ | [ | 111151115 |
| Y | $\varepsilon$ | E | EROctictes |
| $E$ | $\varepsilon$ | c | gexrclelem |



CT. URLIEf:Tict:

| Firse | $\bar{z}$ | $\overline{\mathrm{E}}$ |  |
| :---: | :---: | :---: | :---: |
| 5 | 2 | $\varepsilon$ | 1111811111 |
| $Y$ | E | $\varepsilon$ | gerocirlrg |
| E | c | ¢ | geRCCIEIE |


C:- YfLIEAT:C:

| Prase | zF | $E F$ |  |
| :---: | :---: | :---: | :---: |
| $F$ | E | 1 | 1111120rar |
| Y | \% | E | ceccelelec |
| $E$ | c | 2 | erecelzisc |

CT. UriLIEAIIC:

| Flfse | FF | $E$ | HLSECEML: |
| :---: | :---: | :---: | :---: |
| $F$. | E | 1 | 11111:551 |
| ? | 7 | $\varepsilon$ | cecesious |
| E | e | $\varepsilon$ | erasclelfe |

Figure 16. Detection of doubtful data by positive residual value exceeding tolerance

```
CT. VRIIIf.TICl
\begin{tabular}{|c|c|c|c|}
\hline \(\cdots 1: S_{3} \leq E\) & EF & \(E \bar{F}\) & :EASLTERE \\
\hline F & \% & \(\varepsilon\) & 1118rlem \\
\hline Y & \(\underline{\square}\) & \% & ¢c'sect1rsi \\
\hline E & ¢ & \(\Sigma\) & C6ECE11:Cl \\
\hline
\end{tabular}
```



```
CT. VnLIZ̈f.ticl
\begin{tabular}{|c|c|c|c|}
\hline 6.5E & \(\bar{z}\) & Er & 1:ZCSLTEI.Li:T \\
\hline 5 & 2 & E & 11118く15\%2 \\
\hline \(Y\) & C & 2 & erecrilcel \\
\hline E & E & \(\varepsilon\) & cezesl1: \\
\hline
\end{tabular}
```



```
CT. ViL!Ef:ICi
Plase zp ef : Zesstren:EnT
```



```
    \(\because \quad 2 \quad a \quad\) eckesiler
    E E \& eEciglisel
```



```
C-. UfLIEfT: 6
\begin{tabular}{|c|c|c|c|}
\hline Fhfise & \(z=\) & \(\overline{\underline{z}}\) & IEr.STTi.:T. \\
\hline \(F\). & \(\varepsilon\) & 2 & 11115: 118 \\
\hline \(\underline{\square}\) & 2 & \(\varepsilon\) & crascilcrt \\
\hline L & E & \(\varepsilon\) & Eecectlecl \\
\hline
\end{tabular}
PESILTf:L CCLT:TET LESS THES. THTAL
CT. ソhilif:TlCl.
\begin{tabular}{|c|c|c|c|}
\hline FEASE & \(7{ }^{T}\) & \(\because F\) &  \\
\hline ? & C & 1 & 1111! ! 1! \\
\hline Y & \(\Gamma\) & C & \&ececlicel \\
\hline I. & 6 & C &  \\
\hline
\end{tabular}
```



Figure 17. Detection of doubtful data by negative residual exceeding tolerance

| CLCEE |  | Crias | FLf： |
| :---: | :---: | :---: | :---: |
| 111111 |  | csecre | E |
| 111111 |  | crecer | $\varepsilon$ |
| 111111 |  | cercer | E |
| 111111 |  | cazece | E |
| UCLTAGE＂${ }^{\text {P }}$ |  |  |  |
| resse | $7 \overline{7}$ | E | MLASITEliEbT |
| F． | 1 | 1 | ceccerezec |
| $\underline{Y}$ |  | $\varepsilon$ | Cefereaccz |
| I |  | $\underline{E}$ | cegceeqegz |
| UCLTA： |  |  |  |
| F\％\％：SI | $7 \bar{\square}$ | $\bar{\square}$ |  |
| ？ |  | $t$ | Cecekterec |
| ？ | $\underline{1}$ | c． | Reeleexerl |
| $\Sigma$ |  | $r$ | 111E111111 |
| CLTEELTT＂E＂ |  |  |  |
| F：\％EE |  | $\bar{L}$ | 1．Ef．SLFESEI．T |
| F | 1 | 1 | 6CVECCSERE |
| Y | E | C | 111611E6\％ |
| $\pm$ | $\varepsilon$ | § | ccécleléc |
| Currest＂s＂ |  |  |  |
| Frise | $\bar{\chi} \bar{F}$ | $E$ | LiLfSUEESED： |
| $?$ | $\Gamma$ | E | CECE1ヶ1尤 |
| $Y$ | 2 | $\varepsilon$ | 1116116を8 |
| $\Sigma$ |  | $E$ | Cecelelate |
| LIHE UCLTCGIE ESTIEATE |  |  |  |
| F． | ® | \％ |  |
| $Y$ | E | 2 | CCO180¢Cく！ |
| $\Sigma$ | E | 0 | 111E111111 |
| LII：Cureait estilet |  |  |  |
| F | ¢ | e | ceralelecr |
| ？ | E | E | 1116110868 |
| 5 | $\varepsilon$ | C | とをCEIV1eをC |

Figure 18．Transmission line estimates by duplicate measurement

| ClCSE | CFE. |  |
| :---: | :---: | :---: |
| 111111 | cescer | ? |
| 111111 | cecrer | c |
| 111111 | recre: | 0 |
| 111111 | C6EgCe | E |


| FFCSE | $\overline{\bar{F}}$ | EF |  |
| :---: | :---: | :---: | :---: |
| - | 1 | 1 | cezecreser |
| ? | C | C | crevererel |
| $\pm$ | 1 | E | gregreerze |


| VCLTf.3土 "C" |  |  |  |
| :---: | :---: | :---: | :---: |
| Flefe | $\overline{\mathrm{r}}$ | Eit | 1.EA.SLEEME: |
| T | 1 | \& | cesecererg |
| Y | E | $\varepsilon$ | cerdececel |
| I | F | c | 1118111111 |
| CLPreija "s" |  |  |  |
| Frfse | FF | $E$ | : EfSirs. |
| 三 | f | $\varepsilon$ | ceerlelver |
| Y | 2 | $\varepsilon$ | 111E11CEE |
| E | c | \% | cerelelece |
| CLOEELT ${ }^{\text {CG" }}$ |  |  |  |
| Flase | $\bar{O}$ | $E:$ | 1.Ef: |
| - | E | 1 | cecelciece |
| $Y$ | 1 | E | ecerserece |
| $\pm$ | ¢ | C | Scredelcee |
| LITE VCLTAGE LETIMITE |  |  |  |
| ? | 2 | E | ¢recercezr |
| Y | $\varepsilon$ | 2 | 2crircearl |
| E | Q. | k | 1112111111 |
| LI:E. CuTELt: |  |  |  |
| $\Gamma$ | E | Q | Ecerirlsez |
| $\because$ | e | e | 1101106Ce |
| $\Sigma$ | E | E | cerelelaxa |

Figure 19. Line voltage estimate by duplicate measurement and line current estimate taken directly from the line measurement


VCDTEGZ "

| ClAASE | $z \bar{\square}$ | EF | 1:If.SLTEITLI:T |
| :---: | :---: | :---: | :---: |
| $\Gamma$ | $\varepsilon$ | 1 | EEE1E11812 |
| $\because$ | E | E |  |
| E | C | E | 11111EEEE |



| FYSES | 75 | $=$ | : Ef: St? Etivit |
| :---: | :---: | :---: | :---: |
| - | E | 1 | cecielesec |
| $\because$ | $F$ | E | 111111220 |
| $\pm$ | $c$ | $r$ | 111111E2ES |
| CLETEL | $\cdots$ |  |  |
| Plase | $\bar{z}$ | EF | 1.Es.SUTETiEl:T |
| $r$ | E | E |  |
| Y | $E$ | E | 11151EE15 |
| E | C | C | ECCEIEIIEC |

CUEFEL.T "G"

| PY:C.SE | $7 \bar{F}$ | E | IEfSUTEI.El.T |
| :---: | :---: | :---: | :---: |
| F | $\theta$ | $\bigcirc$ | cecelsile |
| Y | $\varepsilon$ | 5 | 11161c1168 |
| E | Q | E | ececlectis |
|  |  |  |  |
| LIET | VCLTSS | こ | ESTIlfit |
| \% | ¢ | C | cericicled |
| Y | 5 | C | 1111E1E18 |
| $\pm$ | 2 | E | 1111!1ECER |
| LIV: | cusmei |  | ESTIMATE |
| R | 8 | 8 | cecelembld |
| $\because$ | \% | C | 1110161111 |
| E | e | [ | Q6cylelect |

Figure 20. Transmission line estimates by average values

| Clest | C－L： | Fific |
| :---: | :---: | :---: |
| 111111 | reseder | e |
| 111111 | cerces | $\varepsilon$ |
| 111111 | recere | $\varepsilon$ |
| 111111 | cerces | $c$ |


| －grse | $\overline{E F}$ | $\because$ | 1：Ifstrei：il： |
| :---: | :---: | :---: | :---: |
| $\%$ | C | 1 | ccrlercila |
| － | 6 | E | 1111ccces |
| E | － | c | 111111场 |

VCLTEGE＂C＂

| F：f．SE | z | E2 | ：Es．Eurulema |
| :---: | :---: | :---: | :---: |
| ？ | 5 | 1 |  |
| $\underline{Y}$ | ［ | E | 111111ことく2 |
| $\pm$ | c | E | 1111061118 |

CUFTEI．T＂S＂

| FICSI | $\underline{i p}$ | If |  |
| :---: | :---: | :---: | :---: |
| ！ | E | E | crecterele |
| Y | C | $\varepsilon$ | 116118c！f |
| $\Sigma$ | $\because$ | $\varepsilon$ | Ercelellez |

CETEL:T "C"

| THESE | $7{ }^{\circ}$ | \＃5 | t．Ersuten：E：T |
| :---: | :---: | :---: | :---: |
| 7 | ¢ | 0 | cecelelece |
| Y | $\stackrel{\square}{\square}$ | \％ | 11101terer |
| E | C | 2 | creeselrem |

LIIS VCLTSEL EETIT！TE


LIEE CETPETT ESTIUATE

| $\square$ | F | f | tecticciel |
| :---: | :---: | :---: | :---: |
| $\because$ | \％ | C | 111： 1 16EEI |
| E | E | $\varepsilon$ | crectracte |

Figure 21．Transmission line estimates by average values

```
s'IITCH: =mi.TUT ViLIif.TICl.
\begin{tabular}{|c|c|c|}
\hline Cl.CSL & (10. & rlf.C \\
\hline 111111 & cserce & (i) \\
\hline 111111 & crerec & [ \\
\hline 111111 & creces & C \\
\hline 111111 & rccoec & [ \\
\hline
\end{tabular}
VGlofeg "i."
\begin{tabular}{|c|c|c|c|}
\hline 5:1.5\# & 75 & \(: 5\) & I:Lfstastelit \\
\hline r & \(c\) & 1 & cestelecar \\
\hline Y & \% & \(r\) & 11111Ee6e \\
\hline E & \(?\) & \(r\) & 11111c1cem \\
\hline
\end{tabular}
```

VCLTREE "C"

| 「1:8SE | $7 F$ | $E$ | :.Er.SUTIT.E.T |
| :---: | :---: | :---: | :---: |
| $\Gamma$ | ? | 1 | crevelecge |
| Y | E | $\varepsilon$ | 1111011cce |
| $\Sigma$ | C | C | 11111811¢ |

CIFFEi:T "g"

| PIf.SE | $\bar{i}$ | $\overline{\underline{E}}$ | -f SLT.El.E!: |
| :---: | :---: | :---: | :---: |
| $F$ | E | 1 | clrefllere |
| $Y$ | 8 | E | 11ccilleck |
| $E$ | 1 | 2 | creceferer |

CTFPEL.: "C"

| FMES | 75 | $\bar{E}$ | : i.f.etrelich. |
| :---: | :---: | :---: | :---: |
| ᄃ. | e | E | cirerillic |
| * | $\varepsilon$ | C | 16110cele |
| E | 1 | C | begreccere |

CTERELT: "T"

| FFFSE | 75 | $E \bar{s}$ | 1.Ersumabil.t |
| :---: | :---: | :---: | :---: |
| 5 | 8 | 1 | CC1EE11111 |
| $\boldsymbol{r}$ | $\varepsilon$ | $\square$ | 1151118cel |
| $E$ | 1 | r | crecegecz\% |

CUPEERT 'U'"

| Flif:SE | $\overline{7}$ | EF. | 1:EfEUEE:ELT |
| :---: | :---: | :---: | :---: |
| $F$ | $\bigcirc$ | 0 | cricelecec |
| $Y$ | C | 8 | 11811012¢? |
| こ | 1 | 8 | EQECQREzeg |

PESILUR CCURAEF GRESTER TIAN: THEEE

LII. CUEPEIT ECTII:TE

| ? | ? | \& |  |
| :---: | :---: | :---: | :---: |
| $\bigcirc$ | E | $\stackrel{\square}{6}$ |  |

    - \(\quad\) \& becerceres
    Figure 22. Transmission line estimates by average values when residual counter has been exceeded

SU1TCI：STATUE WRLILGTICH：

| CLCE® |  | cric． | FLfs |
| :---: | :---: | :---: | :---: |
| 11111！ |  | crecere | $\varepsilon$ |
| 111111 |  | cecere | 1 |
| 111111 |  | greres | $r$ |
| 111111 |  | cefece | 2 |
| VCLTfGE＂f．＂ |  |  |  |
| Clese |  | EF | 1．Ersuredel． |
| ？ | 8 | ¢ | crelcliE18 |
| $\because$ | c | C | 11115E1118 |
| E | \％ | $E$ | 1111211828 |
| VCLTf．GE＂C＂ |  |  |  |
| rens： |  | E | ：．\＃f．ELTEI．El．t |
| F | e | 1 | creterctic |
| Y | E | e | 1111EEE1C |
| E | C | ¢ | 1111116ER |

CLEFEI．T＂S＂

| Ff．f．SE | $\bar{F}$ | EE |  |
| :---: | :---: | :---: | :---: |
| F | $\bigcirc$ | 1 | 11161：EEEC |
| צ＇ | 1 | 2 | crcceczece |
| E | $\underline{T}$ | E | cercielecr |
|  |  |  |  |
| CITEEI | －${ }^{\text {c }}$ |  |  |
| FlfsE | $7 F$ | ธ̄ | ！．Ef－ELTEI：El： |
| r | $r$ | 1 | 111：111612 |
| $\because$ | l | $r$ | reselelice |
| E | Q | c | ecectacele |
| CLETE． | ＂ |  |  |
| F1：ASE | $\bar{i}$ | EF | d．efstriniel． |
| P． | C | $\underline{5}$ | 11111cce1？ |
| $\because$ | R | 6 | CREEEIEz18 |
| $E$ | C | $\varepsilon$ | Q2eralecre |

CET：ERT＂じ＂

| Ficise | 75 | $E F$ | ELESLELTENT |
| :---: | :---: | :---: | :---: |
| $\Gamma$ | $\varepsilon$ | 2 | 11191152を |
| $\because$ | ¢ | 8 | creeeliczi |
| E | $\square$ | $\varepsilon$ | Cecrelz1：\％ |


| IIT | UCLTCGE | Estircte |
| :---: | :---: | :---: |
| $\cdots$ | E | cecicl1ele |
| Y | 8 C | 1111801118 |
| E | C | 1111010 |

LINE CUETEEA：T ESTIIMTE

| $\Gamma$ | $Q$. | r | 1118111818 |
| :---: | :---: | :---: | :---: |
| $\because$ | 8 | $\varepsilon$ | cereleicil |
| $E$ | $E$ | $\sigma$ | ¢ecclrele\％ |

Figure 23．Line current estimate by network redundancy


#### Abstract

2.9 On-line tests

On-line data validation tests were made using the substation computer model system described in section (2.6). In this section only the hardware set-up and the software which were used for the switch and analogue data validation are described. Sone typical results of the on-line tests are presented.


### 2.9.1 Hardware arrangement

The system hardware configuration set up for data validation for on-line tests is illustrated schematically in Fig. 24. As indicated in section (2.6) the mesh substation in Fig. 4(a) is simulated in two parts, called for identification purposes, the primary and secondary circuits. The primary circuit refers to the mesh corner simulated in 3-phase form with transducers for current and voltage measurements and contactors acting as circuit breakers and isolators. Push button switches are available for manual closing and opening. The term secondary circuit refers to the rest of the substation and simulates switch positions in the adjacent mesh corners by single phase relays which are manually operated. Substation switchirg configuration for on-line tests are simulated using this manual operation facility available for each switch. An interface has been specially corstructed (14) to provide 4-16 bit digital word inputs for switch status from the four corners of a mesh substation.

One primary circuit of the substation model ${ }^{(13)}$ consisting of a contactor unit and a current and voltage transducers is connected to a 3 -phase resistive load for analogue data validation on-line tests. The load current is limited to a maximum of 10 amp r.m.s. The current signals monitored by the computer are measured by air cored current


Figure 24. Hardware configuration for on-line data validation tests.


#### Abstract

transformers (linear couplers). The linear coupler output is proportional to the rate of change of input current, such differentiation leads to the amplification of noise and high frequency components producing distortion on the output. Active low-pass filters with a 130 Hz cut-off frequency and a gain of about 50 are used for filtering and scaling the distorted waveforms of the linear coupler outputs during normal operation. The maximum voltage that can be applied to the $A / D$ converter is $\pm 10$ volt. No other precautions were taken to obtain more accurate measurements. The rest of the hardware configuration has been described in section (2.6.2).


### 2.9.2 Test program

Figure 25 shows the flowchart of the program which was used for on-line tests. The program starts by setting the synchronised clock to the sample frequency desired, the multiplexer addresses and mode of operation. Then it waits for the user to select either the switchdata validation test or the analogue data validation test. In both cases, once the proper code test is selected, the validation procedure starts reading the digital data-word for the switch status of the first mesh corner (primary circuit) and the validation is carried out using the procedure of section (2.5.1). Once validated the switch-word is stored and the process is repeated for all corners of the mesh substation. If the switch validation test was selected the program writes out on the teletype the validation results and returns to the start point.

In the case of analogue test, the program, after validating the switch-data words, continues reading, validating and storing current and voltage values up to the number of cycles previously pre-set. The hardware configuration set up for the on-line tests assigns the first


Figure 25. Flow diagram for on-line data validation
channel of the multiplexers to the monitored current values and the second one to the voltage transformer, so the analogue validation starts checking the first three-phase current sample, continues with the first three-phase voltage sample and repeats the process for the number of cycles desired. The validation is done using the procedure of section (2.5.2) so during the current sample validation the presence of a non-zero value is used to correct a possible doubtful indication of the associated switch of the mesh corner. Then after the storage of each current sample the program also stored the switch-data word used during that validation. Once the program has completed its number of cycles, the results are printed out on the teletype and returns to the clock setting.

### 2.9.3 On-line test results

The software described in section (2.9.2) was used to detect and identify doubtful indication of the switch status and to validate current and voltaテ̃e samples taken through the hardware configuration described in section (2.9.1). Many tests for different substation switching configurations and tolerance limits of the residual value were carried out.

Figures 26 to 29 show some typical results for the digital and analogue data validation algorithms.

The large unbalance present in all three-phase current and voltage samples was mainly due to:
(i) the linear coupler outputs were different for equal inputs
(ii) inequality in the turnswratios of the voltage transformers
(iii) different phase shifts produced by asymmetric assembling of the linear couplers in the model.




Figure 26. On-line substation switch status validation tests.


Figure 27. On-line analogue data validation with four bits tolerance and four samples/cycle


Figure 28. On-line analogue data validation with 6 bits tolerance and 16 samples/cycle


Figure 29. Onaline analogue data validation with 7 bits tolerance, 16 samples/cycle illustrating the use of the sample/swith validation

### 2.10 Final comments

The use of two complementary bits for each switch position and a sample-switch routine provides a simple and reliable validation for any doubtful switch indication.

Zero data detection must be considered within the hardware design to allow validation routines to be carried out during the sampling interval. The hardware identification (zero. flag) of zero data and the information of the switch adjacent to the value being checked, provide simple detection of missing data from all 3 phases. The use of the residual value and a residual counter allows the detection of missing data in one or two phases and the presence of errors bigger than a required tolerance. The self-checking criterion provided for analogue data validation gives great flexibility to the validation scheme.

The use of two data flags (zero and error) with any type of redundancy available for each measurement, enables use of a simple estimation routine to provide replacements for missing or erroneous data. The estimate values are transferred via a first-in, first-out buffer to assemble the relaying data case in the control and protection processor. The execution time obtained for the one corner meshsubstation model shows the feasibility to apply the data validation algorithm proposed in this chapter, in such model, with a sampling rate up to 16 samples per cycle. The additional memory requirements of the validation program for a computer relaying scheme are modest.

## CHAPIER III

## SYSTEM RELIABILITY ANALYSIS

### 3.1 Introduction

In system reliability analysis, the system is normally modelled by a probabilistic graph in which each node and each edge has an assigned weight which is the probability of being good. A basic measure in system reliability for relay networks ${ }^{(15)}$ and process systems ${ }^{(23)}$ is the terminal-pair reliability but for communication networks several other reliability measures based on node and edge connectivity (37) are also important.

This chapter will briefly review known procedures for the terminal-pair reliability calculation and the limitations that arise in their application. A comparison is made of the approximation techniques for the minimal cut-set approach. Only the case where the failure probabilities of the elements are statistically independent is considered.

### 3.2 Terminal-pair reliability problem

The terminal reliability with respect to a pair of nodes $s$ and $t$, here called the system reliability, is the probability that there exists at least one path from s to $t$ along which all nodes and branches are good. In performing such reliability analysis the logical approach is to decompose the system into functional entities composed of units, subsystems or components. The subdivision generates a reliability graph where the system components are replaced by single lines here called
elements, branches, edses or links and their terminals are called nodes. Models are then formulated to fit this logical structure and the calculus of probability is used to compute the system reliability in terms of component reliabilities.

When the reliability graph is series-parallel with respect to the terminal pair ( $s, t$ ) and all nodes are perfectly reliable, their reliability can be evaluated very simply $(17)$. It is obvious that the structural nature of practical systems will generally be such that neither a pure series nor a pure parallel reliability model is appropriate. The reliability analysis when all components have identical reliability and all nodes are perfectly reliable or vice versa becomes a combinatorial problem for wich some methods are available ${ }^{(15)},(38)$. For the general case of non-series parallel networks with unequal different reliabilities the problem is more complicated and more general techniques are needed. The following methods can be used for the terminal-pair reliability problem:

1. Event enumeration (18),(19),(20)
2. Factoring theorem $(21),(22)$
3. Tie-set enumeration (23), (24), (25), (26), (27)
4. Cut-set enumeration $(30),(31),(32),(33),(34)$

### 3.3 Event enumeration

In order to calculate the system reliability it is necessary to find all mutually exclusive events which result in successful system operation. The basic approach to apply the event enumeration method requires a table of all possible logical occurrences in the system, called the reliability table. The table is then separated into successful and unsuccessful events and these tables are called partial reliability
tables. If the tables are properly prepared all the events are mutually exclusive. The probability of success is then merely the sum of the occurrence probabilities of each successful event. The reliability could also be computed by first finding the probability of failure, which is given by the sum of the occurrence probabilities of the unsuccessful events.

The technique can be illustrated using the reliability graph of Fig. 1. The event-enumeration procedure consists of constructing a table ${ }^{(18)}$ with $k$ eventgroups, $k=0, n$ where $n$ is the number of elements in the system.

If elements are represented by their own designation when they work properly and by its complement if they fail, then group 0 of Table I represents no failures, and the number of terms in this group is given by ${ }_{0} \mathrm{C}_{3}$. Group 1 represents one failure and contains ${ }_{1} \mathrm{C}_{3}$ elements. The success of an event may be determined by inspecting the reliability graph as follows: the failed units in the event in question are deleted from the graph, and if the remaining structure has at least one continuous path connecting nodes $s$ and $t$, the event is successful. All the circled events in Table I are unsuccessful ones, and the uncircled ones are all successful. Thus the probability of successful communication between nodes $s$ and $t$ is given by

$$
\begin{equation*}
P_{S}(s, t)=\operatorname{Pr}\left\{E_{1}+E_{2}+E_{3}\right\} \tag{3.1}
\end{equation*}
$$

Since all these events are mutually exclusive, the probability of the union of these events is the sum of the probabilities of each event taken separately. If we assume that all units are identical, and that the units have a probability of success $p$ and a probability of failure $1-\mathrm{p}, \mathrm{Eq}$. (3.1) reduces to


Figure 1. Reliability graph

## TABLE I

Event-space for system of Fig. 1


$$
P_{S}(s, t)=p^{3}+2 p^{2}(1-p)=2 p^{2}-p^{3}
$$

Dubes ${ }^{(19)}$ presents a procedure to simplify the reliability expression when all the elements have unequal probabilities of success based on successive applications of the theorem

$$
p_{a}=p_{a} \cdot\left(1-p_{b}\right)+p_{a} \cdot p_{b}
$$

for which the partial reliability table of successful events is assumed to be available. Wing and Demetriov ${ }^{(20)}$ report a method to check automatically if there exists at least one path from every node to every other for each of the events of the complete reliability table. This method also has the advantage that when all the events have been examined, all the terminal reliabilities are obtained.

Event enumeration methods are exhaustive algorithms where the total number of events is given by $2^{n}, n$ being the number of elements in the system. This technique has great computational difficulties for large systems. Systems with more than 20 elements are very difficult to solve even with a digital computer because they have over one million events.

### 3.4 Factoring theorem

Although the series-parallel technique $(17),(21)$ is extremely useful for the reliability analysis of a large class of redundant networks, not all reliability diagrams can be reduced to the seriesparallel model. For exarple, bridge-type networks cannot be decomposed into series-parallel elements.

For redundant networks the theorem ${ }^{(22)}$ may be stated in the following form:
"A redundant network reliability function is equal to the reliability factor of any one single element of the network times the resulting
network reliability function with the terminals of the element short-circuited, plus the unreliability factor of the element times the resulting network reliability function with the terminals of the element open-circuited".

The probability of successful communication between a pair of node $s$ and $t$ can be expressed by the factoring theorem as follows:

$$
P_{S}(s, t)=p_{j}\left\{P_{S}(s, t)\right\}_{p_{j=0}}+\left(1-p_{j}\right)\left\{P_{S}(s, t)\right\}_{p_{j=l}}
$$

where $p_{j}$ is the probability that the $j$ th element of the network will not fail, $\left\{P_{S}(s, t)\right\}_{p_{j=1}}$ and $\left\{P_{S}(s, t)\right\}_{p_{j=0}}$ denote the probability of successful communication between nodes $s$ and $t$ assuming that element $j$ is replaced by an open-circuit and a short-circuit, respectively. In complex reliability calculations it is often necessary to apply the factoring theorem in several steps to break up the system into smaller units of series and parallel networks for a systematic evaluation (21) of the network reliability function. Figure 2 shows an example of the application of the factoring theorem for a non-series parallel network with adjacent interconnecting branches. Misra (21) uses different combinations of the states of the interconnecting branches to define corresponding series-parallel networks reducing the total number of combinations in networks with non-adjacent interconnecting branches.

The algorithms based on an iterative application of the factoring theorem for all non series-parallel elements are very effective for networks containing few non series-parallel elements between any pair of nodes. However, for highly interconnected graphs (non series-parallel graphs) with b-branches and n-nodes, the required computation time can be shown to grow approximately as $2^{b-n}$. The method is not applicable
(

$=$
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Figure 2. Application of the factoring theorem
when nodes as well as branches are unreliable.

### 3.5 Tie-set enumeration

One of the steps in the event enumeration technique suggests that a simplest way to find the reliability expression is to locate the successful paths at the outset. Then each successful path forms a favourable event and the union of these events gives the reliability expression.

### 3.5.1 Problem formulation

A path or tie-set is a group of branches which form a connection between input and output when traversed in a stated direction. A minimal path is a path which contains a minimum number of elements. If no node is traversed more than once in tracing a path, the path is minimal.

The probability of successful communication between nodes $s$ and $t$ is defined as the probability of successful operation of all elements in at least one tie-set and is given by

$$
\begin{align*}
P_{S}(s, t) & =\operatorname{Fr}\{\text { at least one path is good }\} \\
& =\operatorname{Pr}\left\{\bigcup_{i=1}^{m} T_{i}(s, t)\right\} \tag{3.3}
\end{align*}
$$

where $m$ is the number of tie-sets between nodes $s$ and $t$ and $U$ denotes the union.

For the oriented graph in Fig. 3 there are 5 tie-sets between nodes $s$ and $t$ given by the following combinations of elements $T_{1}=\left(e_{1} e_{4} e_{7}\right), T_{2}=\left(e_{1} e_{3} e_{5} e_{7}\right), T_{3}=\left(e_{1} e_{3} e_{6}\right), T_{4}=\left(e_{2} e_{5} e_{7}\right)$ and $T_{5}=\left(e_{2} e_{6}\right)$. Thus $P_{S}(s, t)$ is given by Eqn. (3.4) where the + indicates the logic sum or union.

$$
\begin{aligned}
P_{S}(s, t) & =\operatorname{Pr}\left\{T_{1}+T_{2}+T_{3}+T_{4}+T_{5}\right\} \\
& =\operatorname{Pr}\left\{e_{1} e_{4} e_{7}+e_{1} e_{3} e_{5} e_{7}+e_{1} e_{3} e_{6}+e_{2} e_{5} e_{7}+e_{2} e_{6}\right\}
\end{aligned}
$$

Alternatively, the probability $P_{f}(s, t)$ of failure between any pair of nodes ( $s, t$ ) is given by

$$
\begin{align*}
P_{f}(s, t) & =\operatorname{Pr}\{\text { all paths have a failure }\} \\
& =\operatorname{Pr}\left\{\bigcap_{i=1}^{m} \vec{T}_{i}(s, t)\right\} \tag{3.5}
\end{align*}
$$

where $\cap$ indicates the intersection.

### 3.5.2 Network representation

As a path is an ordered sequence of branches between the source and sink terminals, each tie-set can be associated with a subnetwork of a series arrangement of the elements of the ith tie-set. Since the communication between $s$ and $t$ is successful if and only if all of the elements in at least one tie-set work the network may be represented as a parallel arrangement of the minimal tie-sets. An example is shown in Fig. 4 for the network in Fig. 3. The probability of a failure between nodes $s$ and $t$ of Fig. 3 is given by the probability that all 5 tiemsets have a failure, that is, for each set at least one element fails.

### 3.5.3 Methods of solution

Algorithms based on direct expansion of Eqn. (3.3) involve the probability of the union of m-paths which are generally not mutually


Figure 3. An oriented graph


Figure 4. Minimal tie-sets between nodes $s$ and $t$ of Fig. 3
exclusive. Such evaluation ${ }^{(18)}$ contains $\quad 2^{m}-1$ terms. The probability of the intersection of $m$ events as given by Eqn. (3.5) is expressed as the joint product of one independent probability and (m-1) deperdent probabilities. Evaluation of dependent probabilities can become quite cumbersome; e.g., in the evaluation of Eqn. (3.3) there are $2^{m}-(m+1)$ dependent probabilities involved. Okada ${ }^{(29)}$ has shown that the number of s-t minimal paths in a connected graph may be as large as $2^{b-n+1}$. Systems of moderate complexity are very difficult to solve even with modern digital computers.

Improved methods have been developed which reduce the number of terms of the reliability expression $P_{S}(s, t)$ either using Boolean algebra (25),(26) to generate mutually exclusive events from the tie-sets or by a special term-reduction technique based on zero-valued terms of conditional probabilities ${ }^{(27)}$. A few of the more important results of these methods are now presented.

Brown ${ }^{(25)}$ solves the problem by generating the reliability expression from the Boolean algebra transmission function constructed by enumerating all the success between the input and output terminals of the system. Instead of generating the $2^{m}-1$ events required by the event-enumeration technique he generates directly only the successful events from the binary representation of the success paths. The basic principle that must not be violated when translating and combining the elementary Boolean events into the probability function is never to include a given elementary event more than once. The algorithm is easily programmed to obtain all mutually exclusive events but it has two drawbacks for large systems:

1) It assumes that the task of storage and enumeration of the various paths of system success is nominal compared to that of obtaining the reliability function. However, the 16 -element redundant system
of Fig. 5 has 55 success paths which are increased to 418 if an element is added between each pair of connected nodes. The resulting system has just 26 elements.


Figure 5. A 16 - element system

To solve the system of Fig. 5 with this algorithm requires the generation of 163840 binary numbers stored in a matrix ( $163840 \times 16$ ) which is extremely large. To overcome this problem it is advantageous before proceeding to find the success paths to combine all parallel elements between common nodes $i$ and $j$ using Boolean algebra rules and replace them by an equivalent link ${ }^{(21)}$. With this process the system of Fig. 5 is reduced to the system in Fig. 6 which has only 10 elements and 6 success paths instead of 16 and 55 respectively.


Figure 6. Equivalent to system in Fig. 5

To solve the system of Fig. 6 only 320 binary numbers are required stored in a matrix of dimension ( 320 x 10 ) compared with a matrix ( $163840 \times 16$ ) for Fig. 5. Having reduced the redundant elements the success paths can be found by any of the several path-finding algorithms now available in the literature ${ }^{(28)}$.
2) A second drawback for large systems is that each transformed term is compared with each succeeding binary number up to $2^{n}-1$ where $n$ is the number of elements. The number of binary number comparison doubles with each additional component. For instance, a lo-element system would require 1024 binary number to be generated and evaluated by the computer, whereas an ll-element system would require 2048, and a 15 -element system 32768. The problem becomes very serious for systems of 20 to 30 elements. The inefficient comparison digit by digit of each number with the succeeding numbers up to $2^{n}-1$ is overcome by generating a restricted set of numbers directly from the binary representation of each success path taking advantage of the nature of binary numbers. This procedure reduces the 1024 binary numbers required for the 10 -element system in Fig. 6 to 320 binary numbers. However an upper bound for the binary number comparisons is given by $\left(n_{b}-1\right)$ : where $n_{b}$ is the total binary numbers required by the algorithm.

Reductions greater than $60 \%$ of the number of terms are obtained using a simplification procedure based on the theorem $p_{A} \cdot q_{B}+p_{A} \cdot p_{B}=p_{A}$. In general higher reductions (up to $80 \%$ ) are obtained when an ascendent or descendent ordering is applied to the terms of the partial reliability table before applying the simplification procedure. The use of an ascendent or descendent ordering does not add significantly to the
execution time. Table II shows the results for several networks (see Appendix 1) with different number of elements and success paths. The times do not include success path generation.

Fratta and Montanari (26) use the same approach of reducing the Boolean algebra transmission function $F=\bigcup_{i=1}^{m} T_{i}$ to a sum of disjoint products by performint simple Boolean algebraic operations on the initial form obtained from the set of all tie-sets. For each term of $F$ they perform the operation $F \leftarrow \bar{T}_{i},\left(F-T_{i}\right)$ and reduce $P_{S}(s, t)$ to a sum of mutually exclusive products. The approach uses the well-known identity $\overline{e_{1} e_{2}}=\overline{e_{1}}+\overline{e_{2}}$ for computing $F$ and then uses distributivity. The method has no space limitations for its implementation but is time limited even for systems having less than 20 paths due to the large number of fundamental products of $F$ and the number of symbolic multiplications required. They recognised the deficiency mentioned in Brown's method by incorporating a series-parallel reduction procedure and a path-finding algorithm as the first and second steps in the implementation of their algorithm.

Lin et al (27) present a modification for the direct expansion of Eqn. (3.3) expressing the joint probabilities of success paths as conditional probabilities. For example, $P_{S}(s, t)$ in a probabilistic graph having only 2 paths $\left(P_{1}, P_{2}\right)$ from $s$ to $t$ is given by

$$
\begin{aligned}
P_{S}(s, t) & =p_{1}+p_{2}-p_{1,2} \\
& =p_{1}+q_{1}(2) p_{2}
\end{aligned}
$$

where $q_{1}(2)=1-p_{1}(2), p_{1}(2)$ being the probability that $p_{1}$ is good under the condition that $P_{2}$ is good and $p_{1}$ and $p_{2}$ are. the success probabilities of paths $P_{1}$ and $P_{2}$ respectively. For the general case of $m$ paths, the explicit expression for $P_{S}(s, t)$ by the present method has $2^{m-1}$ terms

## TABLE II

COMPARISONS OF DIFFERENT ORDERINGS OF THE BINARY TERMS IN THE PARTIAL RELIABILITY TABLE

| $\begin{aligned} & \text { Network } \\ & (\operatorname{App} 1) . \end{aligned}$ | Number of Success Paths | Number of elements | PARTIAL RELIABILITY TABLE |  |  | AROITRARY OMDEIRING |  |  | ASCENDENT ORDERIHG |  |  | DESCETDENT ORDERING |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | Terms | $\begin{aligned} & \text { Multipl- } \\ & \text { ications } \end{aligned}$ | $\begin{aligned} & \text { Time } \\ & (\mathrm{sec}) \end{aligned}$ | Terms | Nultiplications | $\begin{aligned} & \text { I'ime } \\ & (\mathrm{sec}) \end{aligned}$ | Terms | $\begin{gathered} \text { Nultipl- } \\ \text { ications } \end{gathered}$ | $\begin{aligned} & \text { Tine } \\ & \text { (sec) } \end{aligned}$ | Feras | Kultiplcations | $\begin{array}{\|l} \left\lvert\, \begin{array}{l} \text { Tire } \\ \text { (sec } \end{array}\right. \end{array}$ |
| 1 | 3 | 4 | 8 | 31 | 0.450 | 3 | 11 | 0.482 | 3 | 11 | 0.485 | 3 | 11 | 0.484 |
| 2 | 3 | 5 | 17 | 84 | 0.516 | 5 | 24 | 0.537 | 5 | 24 | 0.543 | 4 | 19 | 0.537 |
| 3 | 4 | 6 | 19 | 113 | 0.609 | 5 | 29 | 0.634 | 5 | 29 | 0.646 | 5 | 29 | 0.648 |
| 4 | 6 | 7 | 58 | 405 | 1.096 | 13 | 90 | 2.351 | 8 | 55 | 1.383 | 10 | 69 | 1.408 |
| 5 | 8 | 7 | 61 | 426 | 1.345 | 10 | 69 | 1.388 | 10 | 69 | 1.414 | 10 | 69 | 1.482 |
| 6 | 8 | 7 ; | 82 | 573. | 1.854 | 14 | 97 | 1.885 | 9 | 62 | 1.977 | 11 | 76 | 1.996 |

which is about half of the number from the direct expansion of Eqn. (3.3). Fortunately the q-factors usually produce zero-valued terms which do not need to be generated thus reducing the actual number of terms. The method for systems having fewer than 20 paths has shown (27) to reduce the number of terms of the reliability expression up to the order of two or three hundred instead of the $2^{20}-1$ terms given by direct expension of the probability of a union.

### 3.6 Cut-set enumeration

One way to alleviate the computational difficulties of the event enumeration method is by using a technique which requires the enumeration of a much smaller set of system states. These states are called minimal cut-sets.

### 3.6.1 Problem formulation

A cut-set of a graph can be defined as a group of elements that, when they fail, the system fails regardless of the condition of the other elements in the system. A cut-set is minimal when there is no proper sub-set of its elements whose failure alone will cause the system to fail. The elimination of any element of a minimal cut no longer makes it a cut. This is because a nonminimal cut corresponds to more elements than are required to cause system failure. The minimal cut-sets are the group of distinct cut-sets of the system containing a minimal number of elements. All system failures can be represented by the removal of at least one minimal cut-set from the graph.

Consequently, a cut-set with respect to a specific pair of nodes $s$ and $t$ in a connected network, called an $s-t$ cut is such that its removal destroys all paths between nodes $s$ and $t$. Therefore, the probability of failure between any pair of nodes $s$ and $t$ is given by the probability
that at least one minimal cut-set fails. If $C_{j}$ represents the $j$ th minimal cutset and $\bar{C}_{j}$ the failure of the $j$ th cut-set the preceding statement can be expressed as follows:

$$
\begin{align*}
P_{f}(s, t) & =\operatorname{Pr}\{\text { at least one cut-set occurs }\} \\
& =\operatorname{Pr} \bigcup_{j=1} \bar{C}_{j}(s, t) \tag{3.6}
\end{align*}
$$

where $m$ is the number of minimal cut-sets. Similar to the path-enumeration method, $P_{f}(s, t)$ is not readily calculated from Eqn. (3.6) because the $\bar{C}_{j}(s, t)$ are not mutually exclusive events. On the other hand, the terminal-pair reliability is given by

$$
\begin{equation*}
P_{S}(s, t)=1-P_{f}(s, t) \tag{3.7}
\end{equation*}
$$

or alternatively

$$
\begin{align*}
P_{S}(s, t) & =\operatorname{Pr}\left\{\begin{array}{l}
\text { all cut-sets are good, i.e. at least } \\
\text { one element of the set is working }
\end{array}\right\} \\
& =\operatorname{Pr}\left\{\bigcap_{j=1}^{m} c_{j}\right\} \tag{3.8}
\end{align*}
$$

### 3.6.2 Network representation

The system may have a large number of cuts and a particular element may be in more than one of them. An example is shown in Fig. 7. As long as any success path exists between terminals 1 and 4 of the network, the network is said to be successful. An element
failure opens the patr between the two terminals of the component. The cuts of this network are listed in Table III and the numbers of the elements describe the cuts. The failure of any one of these cuts will cause the network of Fig. 7 to fail. The minimal cut-sets between nodes 1 and 4 of Fig. 7 are listed in Table IV along with their probability of occurrence. $q_{i}$ is the probability that the ith element fails. Note


Figure 7. Bridge network


Figure 8. Parallel arrangement of elements in the minimal cut-sets of Fig. 7


Figure 9. Series arrangement of the minimal cut-sets of Fig. 7
that cut 2 of Table III is not a minimal cut since it is contained in cut 1 which is a minimal cut.

Each minimal cut-set $C_{j}$ can be associated with a subnetwork of a parailel arrangement of the elements of the jth cut-set. These subnetworks for the network of Fig. 7 are shown in Fig. 8. Since the network fails if, and only if, at least one of the minimal cut-set fails, the network of Fig. 7 may be represented as a series arrangement of the minimal cut subnetworks of Fig. 8 as is shown in Fig. 9.

### 3.6.3 Methods of solution

Direct expansior of Eqn. (3.6) involves, as in the pathmenumeration method, the probability of a union which contains $2^{m}-1$ terms. Bellmore and Jensen (33) have shown that the number of s-t minimal cut-sets in a n-node network is bounded by $2^{n-2}$. The computation for systems of moderate complexity is clearly infeasible even with large computers. This situation has led to the development of techniques either to generate mutually exclusive sets of cutting states (34) or to provide lower and upper bounds approximation to system reliability. Shooman (18) and Barlow and Proschan (35), (36) provide good mathematical background material and give many references to previous work in the area of reliability ayproximation.

Nelson et al ${ }^{(30),(31)}$ provides an algorithm for system reliability with unidirectional elements based on the concepts of success paths and cut-sets. Jensen and Bellmore $(32),(33)$ provide an algorithm for determining the reliability of a complex network with bidirectional elements. A single application of the algorithms of both papers gives the minimal cut-sets between two nodes of a network. A few of the more important results of these papers will now be presented.

## TABLE III

Cuts between nodes 1 and 4 of Fig. 7

| Cut | Elements in Cut |
| :---: | :---: |
| 1 | 1,2 |
| 2 | $1,2,3$ |
| 3 | $1,2,4$ |
| 4 | $1,2,5$ |
| 5 | $1,2,3,4$ |
| 6 | $1,2,3,5$ |
| 7 | $1,2,4,5$ |
| 8 | $1,2,3,4,5$ |
| 9 | 4,5 |
| 10 | $3,4,5$ |
| 11 | $2,4,5$ |
| 12 | $1,4,5$ |
| 13 | $2,3,4,5$ |
| 14 | $1,3,4,5$ |
| 15 | $1,3,5$ |
| 16 | $2,3,4$ |

TABLE IV
Minimal cuts between nodes 1 and 4 of Fig. 7

| Minimal <br> Cut | Elements <br> in Cut | Probability of failure <br> of minimal cut |
| :--- | :--- | :---: |
| Cl | 1,2 | $q_{1} q_{2}$ |
| C2 | 4,5 | $q_{4} q_{5}$ |
| C3 | $1,3,5$ | $q_{1} q_{3} q_{5}$ |
| C4 | $2,3,4$ | $q_{2} q_{3} q_{4}$ |

The Nelson et al ${ }^{(30)}$ approach provides bounds for system reliability based or the concepts of success paths and cut-sets. A listing of the elements of the system, their predecessors, and the probability of successful operation of each element are the inputs of the computer program ${ }^{(31)}$. The outputs are the success paths, the cut-sets, and a series of upper and lower reliability bounds; these bounds are based on the inclusion-exclusion method of section 3.9 The algorithm for determining the cuts from the success paths is based on Boolean logic which is simple to understand. The algorithm is easily implemented for computer analysis of system reliability but has two distinct drawbacks in practice. First, it needs to determine and store the success paths. As mentioned before if we add one element between each pair of connected nodes in Fig. 5, we have a system with 418 success paths instead of the original 55 by just increasing the network from 16 to 26 elements. The use of the success paths as they are determined by Nelson et al requires operation with a matrix of dimension ( 418 x 26 ). Second, to generate the cuts of order $k(k>1)$ in a network of $n$ elements it is necessary to cover all the $k$ logic sums or unions between the $n$ column vectors of the path matrix i.e., $k_{n} n^{n}$, and this is repeated until all "possible" cuts of order $1,2, \ldots, n$ have been exhausted. Thus, it is necessary to calculate

$$
S=\sum_{k=2}^{n}{ }_{k} C_{n}=2^{n}-(n+1)
$$

logic sums in this procedure. (e.g. $n=10 \mathrm{~S}=1013 ; \mathrm{n}=20 \mathrm{~S}=1,048,555$ ). Besides, after a possible cut of order $k$ is identified, it needs to be checked against all cuts of lower order using Boolean algebra for intersection (AND operation) i.e. for a network of $m$ cuts, $m(m+1) / 2$ checks must be done at the end of the minimal cut-set generation (e.g. m $=100$, 5000 checks). This is a serious problem to handle if we consider that,
depending on the configuration of the network, the number of minimal. cuts between two nodes (IN and OUT nodes) varies from $n-1$ to $2^{n-2}$. There are n-l cuts if the network is a simple chain and the IN and OUT nodes are the ends of the chain and $2^{n-2}$ cuts if there is a component between each pair of nodes. For instance a network of 12 nodes will have, in the second case, 66 elements and 1024 minimal cuts. Jensen and Bellmore ${ }^{(32)}$ provide an algorithm for determining the reliability of a complex system in which all components have two terminals and are bidirectional i.e. a path may traverse it in either direction. For a n-node network, source(s) and sink(t) nodes are numbered 1 and $n$ respectively, the numbering of all other nodes is arbitrary. They solve the problem of generating the set of minimal cuts as the problem of generating the set of two-part partitions of a set $N$ into two mutually exclusive subsets $X$ and $\bar{X}$. The subset $X$ must define a connected subnetwork that includes the source node $s$. The subset $\bar{X}$ must define a connected subnetwork that includes the sink node t. The minimal cut corresponding to a two-part partition is the set of components with one terminal in $X$ and one terminal in $\bar{X}$. The absence of an unscanned node signals texmination of the algorithm. They use a lower bound approximation (33) based on the disjoint property and their algorithm is highly efficient for networks of single input-output nodes (source and sink nodes) i.e. finding the minimal cut-sets between source and sink nodes in networks of two terminals. Hansler et al ${ }^{(34)^{\prime}}$ have developed a procedure to iteratively calculate a minimal set of mutually exclusive events containg all minimal cut-sets and summing the probabilities of these events produces the probability of service interruption $P_{f}(s, t)$ between the specified pair of nodes. The procedure starts with the minimal cut-set consisting of
the branches incident to node $t$. Subsequently, these branches are reconnected in all combinations and we then cut the minimal set of branches adjacent to those that lie on a path to node s. The branch replacements are repeated until the set of branches connected to node $s$ are reached. The procedure has been found to be particularly effective for graphs of small diameter. Furthermore, a very small amount of storage is required since each event is generated from the previous one but due to the inherent computational complexity of the problem, the computation time grows exponentially with the system size.

### 3.7 Selection of the method

The event enumeration method can be used for all systems but considering that the number of events is equal to the total number of combinations of $n$ units i.e., $2^{n}$ the method is impractical except for extremely simple systems.

Breaking down the network structure into a series of elementary ones by an iterative use of the factoring theorem is efficient and simple when the system has few bridging elements. For highly non seriesparallel networks the labour involved increases rapidly. Further the technique is not applicable when nodes as well as branches are unreliable.

For the general case of complex networks (non series-parallel) with unreliable branches and nodes the path and cut-set methods are the most practical for system reliability evaluation. A simple set of comparative rules which can help to determine whether path or cut-set enumeration should be used can be formulated as follows:

1. In any network of $b$ branches and $n$ nodes, the order of the number of $s-t$ cut-sets is $2^{n-2}$ whereas the order of the number of $s-t$ paths is $2^{b-n+1}$. For networks having nodes of
average degree (number of incident branches) greater than four, $b>2 n$ and $2^{b-n+1}>2^{n-2}$. Consequently such networks have a larger number of paths than cut-sets and the computation is simpler using cut-set enumeration.
2. In both cases the terminal reliability measure is the probability of the union of the events corresponding to the existence either of the paths or of the cut-sets. These events are not disjoint and the complete expansion of the union becomes a hopeless task. Several approximations have been suggested (see section 3.8) to provide upper and lower bounds on system reliability using the path and cut-sets methods. The bounds based on the cut-sets are best in the high reliability region, and those based on the tie-sets are best in the low reliability region.

If the path method is used, computations can be simplified if parallel elements are reduced to a single equivalent element. Series branches need not be combined. If the cut-set method is used, series branch reduction simplifies the computation and parallel links need not be combined.

### 3.8 Approximations for reliability evaluation

Exact reliability analysis using the path or cut-sets approaches involve the complete expansion of the probability of a union which contains $2^{m}-1$ terms. One way to alleviate this difficulty is to obtain approximate equations which provide bounds on the system reliability, making feasible the reliability evaluation of large networks. Two approximations which are useful in simplifying the computations of

Eqns. (3.3) and (3.6) are discussed in this section and a sample calculation is made for $P_{S}(1,4)$ in Fig. 7 assuming all components have equal reliability.

### 3.8.1 Mutually exclusive approximation

If the events are mutually exclusive, ie., possess the disjoint property, the probability of a union is greatly simplified. Messinger and Shooman (39) have shown that for any set of events $A, B, C$ the disjoint approximation gives an upper bound

$$
\operatorname{Pr}(A \cup B \cup C)<\operatorname{Pr}(A)+\operatorname{Pr}(B)+\operatorname{Pr}(c)
$$

Thus if the tie-sets are assumed to be mutually exclusive an upper bound $R_{U}$ can be written for $P_{S}(s, t)$ as

$$
\begin{align*}
P_{S}(s, t)<R_{U} & =\operatorname{Pr}\left\{\sum_{i=1}^{m} T_{i}(s, t)\right\} \\
& =\operatorname{Pr}\left\{\sum_{i=1}^{m}\left(\prod_{j \in T_{i}} p_{j}\right)\right\} \tag{3.9}
\end{align*}
$$

Similarly from Eqns. (3.6) and (3.7) of the cut-set approach
a lower bound $R_{L}$ for $P_{S}(s, t)$ is given by

$$
\begin{aligned}
P_{S}(s, t) \geqslant R_{L} & =1-\operatorname{Pr}\left\{\sum_{j=1}^{m} \bar{C}_{j}(s, t)\right\} \\
& =1-\operatorname{Pr}\left\{\sum_{j=1}^{m}\left[\prod_{i \varepsilon C_{j}}\left(1-p_{i}\right)\right]\right\}(3.10)
\end{aligned}
$$

Table $V$ shows these bounds for $P_{S}$ between nodes. 1 and 4 in Fig. 7 . The upper bound from the tie-sets becomes a good approximation in the low reliability region and the lower bound from the cut-sets is good in the high reliability region.
3.8.2 Independence approximation

Esary and Proschan (40) have shown that a computation of reliability representing the system as a set of $m$ independent minimal paths acting in parallel gives an upper bound on actual system reliability. This upper bound is given by

$$
\begin{equation*}
P_{S}(s, t)<R_{U}=1-\prod_{i=1}^{m}\left(1-\prod_{j \in \Psi_{i}} p_{j}\right) \tag{3.11}
\end{equation*}
$$

Similarly they proved that a reliability calculation considering the system as a set of $m$ independently operating minimal cuts acting in series gives a lower bound on actual system reliability. This lower bound is obtained from

$$
\begin{equation*}
P_{S}(s, t) \geqslant R_{L}=\prod_{i=1}^{m}\left\{1-\prod_{j \varepsilon C_{i}}\left(1-p_{j}\right)\right\} \tag{3.12}
\end{equation*}
$$

Table V presents these bounds for the probability of successful communication between nodes 1 and 4 in Fig. 7. Similarly to the results given by the disjoint property the bound from the tie-sets is a good approximation in the low reliability region while the bound from the cut-sets becomes good in the high reliability region. Note that the bounds calculated from the independence approximation are sharper than the ones from the mutually exclusive approximation.

### 3.9 The inclusion-exclusion method

Let $\overline{\mathrm{C}}_{j}$ describe the event that all components in minimal cutset $C_{j}$ fail. Then system failures correspond to the event $\bigcup_{j=1}^{m} \bar{C}_{j}$ if the system has m ninimal cut-sets and the system reliability is given by Eqn. (3.7).

Let

$$
\begin{equation*}
S_{k}=\sum_{1<i_{1}<i_{2} \ldots<i_{k} \ell m} \operatorname{Pr}\left\{\bar{c}_{i_{1}} \cap c_{i_{2}} \cap \ldots \cap \bar{c}_{i_{k}}\right\} \tag{3.13}
\end{equation*}
$$

TABLE $V$
COMPARISON OF BOUNDS FROM THE DISJOINT AND INDEPENDENCE APPROXIMATIONS

$$
P_{S}(1,4) \text { IN FIG. } 7
$$

| Component reliability p | Disjoint approximation |  | Independence approximation |  | $\underset{\substack{\text { Exact } \\ \text { relialility }^{P_{S}(s, t)}}}{\text { (s) }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\begin{gathered} \text { Lower bound } \\ \text { Cut-sets } \end{gathered}$ | Upper bound Tie-sets | $\begin{gathered} \text { Lower bound } \\ \text { Cut-sets } \end{gathered}$ | Upper hound Tie-sets |  |
| 0.10 | 0.00000 | 0.02200 | 0.00265 | 0.02186 | 0.02152 |
| 0.20 | 0.00000 | 0.09600 | 0.03086 | 0.09309 | 0.08864 |
| 0.30 | 0.00800 | 0.23400 | 0.11227 | 0.21601 | 0.19836 |
| 0.40 | 0.00000 | 0.44800 | 0.25176 | 0.38183 | 0.34048 |
| 0.50 | 0.25000 | 0.75000 | 0.43066 | 0.56934 | 0.50000 |
| 0.60 | 0.55200 | 2.00000 | 0.61817 | 0.74824 | 0.65952 . |
| 0.70 | 0.76600 | 1.00000 | 0.78399 | 0.88773 | 0.80164 |
| 0.80 | 0.90400 | 1.00000 | 0.90 r.91 | 0.96914 | 0.91136 |
| 0.90 | 0.97800 | 1.00000 | 0.97814 | 0.99735 | 0.97848 |
| 0.92 | 0.98618 | 1.00000 | 0.98623 | 0.99884 | 0.98637 |
| 0.94 | 0.99237 | 1.00000 | 0.99238 | 0.99961 | 0.99243 |
| 0.96 | 0.99667 | 1.00000 | 0.99667 | 0.99992 | $0.996 ¢ 8$ |
| 0.98 | 0.99918 | 1.00000 | 0.99918 | 0.99999 | 0.99919 |

By the inclusion-exclusion principle ${ }^{(41)}$ Eqn. (3.7) can be written as

$$
\begin{equation*}
P_{S}(s, t)=1-\sum_{k=1}^{m}(-1)^{k-1} S_{k} \tag{3.14}
\end{equation*}
$$

and bounds on the system reliability are expressed as

$$
\begin{align*}
& P_{S}(s, t) \geqslant R_{L 1}=1-S_{1}  \tag{3.15a}\\
& P_{S}(s, t) \geqslant R_{D 1}=1-S_{1}+S_{2}  \tag{3.15t}\\
& P_{S}(s, t) \geqslant R_{L 2}=1-S_{1}+S_{2}-S_{3}  \tag{3.15c}\\
& P_{S}(s, t) \geqslant R_{D 2}=1-S_{1}+S_{2}-S_{3}+S_{4} \tag{3.15d}
\end{align*}
$$

and so on. Thus using the minimal cut-set approach the inclusionexclusion method provides successive lower and upper bounds on system reliability which converge to the exact system reliability. Table VI shows these bounds using four terms approximation for the probability of successful communication between nodes 1 and 4 of Fig. 7. In this simple example the bounds save no computation as a four term expansion gives the exact probability of terminal-pair success. In practice it may be necessary to calculate only a few $\mathrm{S}_{\mathrm{k}}$ 's to obtain a close approximation and the computations can be stopped when the margin between two successive bounds becomes negligible. The bounds from the minimal cut-sets as show in Table VI are good in the high reliability region.

Let $T_{i}$ describe the event that all components in minimal path $T_{i}$ work. Then system success corresponds to the event $\bigcup_{i=1}^{m} T_{i}$ if the system has m minimal tie-sets and the system reliability is given by Eqn. (3.3).

Defining
$S_{k}^{\prime \prime}=\quad 1<i_{1}<i_{2}<\ldots<i_{k}<m \lim _{i_{1}} \operatorname{Pr}\left\{T_{i_{1}} \cap T_{i_{2}} \cap \cdots \cap T_{i_{k}}\right\}$
the bounds on system reliability given by the inclusior-exclusion principle are

$$
\begin{align*}
& P_{S}(s, t) \geqslant R_{U 1}^{\prime}=S_{1}^{\prime}  \tag{3.17a}\\
& P_{S}(s, t) \geqslant R_{L 1}^{\prime}=S_{1}^{\prime}-S_{2}^{\prime}  \tag{3.17b}\\
& P_{S}(s, t) \geqslant R_{U 2}^{\prime}=S_{1}^{\prime}-S_{2}^{\prime}+S_{3}^{\prime}  \tag{3.17c}\\
& P_{S}(s, t) \geqslant R_{L 2}^{\prime}=S_{1}^{\prime}-S_{2}^{\prime}+S_{3}^{\prime}-S_{4}^{\prime} \tag{3.17d}
\end{align*}
$$

and so on. Thus using the minimal tie-set approach the inclusionexclusion method provides successive upper and lower bounds on system reliability which also converge to the exact system reliability. Table VI presents these bounds for $\mathrm{P}_{\mathrm{S}}(1,4)$ in Fig . 7 using a four term expansion. These bounds are a good approximation in the low reliability region. The bounds on system reliability given by Eqns. (3.15) and (3.17) are calculated simply only if statistical independence is assumed between components. This assumption has been used for the sample calculation in Table VI.

### 3.10 System reliability indices

During the operating period of a system, components may be deemed non-repairable or repairable. The non-repairable case is much the easier, but for digital protection systems which are intended to operate for 20 years or so, it is evident that all detectable failures will be

## TABLE VI

COMPARISON OF BOUNDS USING THE INCLUSION-EXCLUSION APPROXIMATION
$P_{S}(1,4)$ IN fig. 7

| $\begin{gathered} \text { Component } \\ \text { reliability } \\ \mathrm{p} \\ \hline \end{gathered}$ | Minimal cut-sets |  | Minimal tie-sets |  | $\begin{gathered} \text { Exact } \\ \operatorname{reliability~}_{\mathrm{P}_{\mathrm{S}}(\mathrm{~s}, \mathrm{t})} \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | Lower bound | Upper bound | Lower bound | Upper bound |  |
| 0.10 | 0.00000 | 0.02152 | 0.02152 | 0.02153 | 0.02152 |
| 0.20 | 0.00000 | 0.08864 | 0.08864 | 0.08896 | 0.08864 |
| 0.30 | 0.03029 | 0.19836 | 0.19836 | 0.20079 | 0.19836 |
| 0.40 | 0.26272 | 0.34048 | 0.34048 | 0.35072 | 0.34048 |
| 0.50 | 0.46875 | 0.50000 | 0.50000 | 0.53125 | 0.50000 |
| 0.60 | 0.64928 | 0.65952 | 0.65952 | 0.73128 | 0.65952 |
| 0.70 | 0.79921 | 0.80164 | 0.80164 | 0.96971 | 0.80164 |
| 0.80 | 0.91104 | 0.91136 | 0.91136 | 1.00000 | 0.91136 |
| 0.90 | 0.97847 | 0.97848 | 0.97848 | 1.00000 | 0.97848 |
| 0.92 | 0.98637 | 0.98637 | 0.98637 | 1.00000 | 0.98637 |
| 0.94 | 0.99243 | 0.99243 | 0.99243 | 1.00000 | 0.99243 |
| 0.96 | 0.99668 | 0.99668 | 0.99668 | 1.00000 | 0.99668 |
| 0.98 | 0.99919 | 0.99919 | 0.99919 | 1.00000 | 0.99919 |

repaired. Thus, for the reliability evaluation of digital protection. systems we will assume that the system has reached a steady-state condition of failure and repair. The inherent high reliability achieved in digital hardware suggests that the use of the minimal cut-set approach will provide the best bounds on system reliability. Two key indices in system reliability evaluation are the probability that the system has failed and the frequency of system failure. The former is obtained from Eqn. (3.6) and the frequency of failure ${ }^{\text {(16) }}$ for an m-cuts system is given by

$$
\begin{align*}
f_{f}= & \operatorname{Pr}\left\{\overline{\mathrm{c}}_{1}\right\} \mu_{1}+\operatorname{Pr}\left\{\overline{\mathrm{C}}_{2}\right\} \mu_{2}+\ldots \ldots+\operatorname{Pr}\left\{\overline{\mathrm{c}}_{\mathrm{m}}\right\} \bar{\mu}_{\mathrm{m}} \\
& -\operatorname{Pr}\left\{\overline{\mathrm{c}}_{1} \cap \overline{\mathrm{c}}_{2}\right\} \bar{\mu}_{1+2}-\operatorname{Pr}\left\{\overline{\mathrm{C}}_{1} \cap \overline{\mathrm{c}}_{3}\right\} \bar{\mu}_{1+3}-\ldots \ldots \\
& \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots  \tag{3.18}\\
& +(-1)^{m-1} \operatorname{Pr}\left\{\overline{\mathrm{c}}_{1} \cap \overline{\mathrm{c}}_{2} \cap \ldots \bar{\mu}_{1+2+\ldots+m}\right.
\end{align*}
$$

where $\bar{\mu}_{j+k+l+\ldots}$ represents the sum of $\mu_{i}$ over all i $\varepsilon C_{j} \cup C_{k} \cup C_{1} \ldots$, i.e., the sum of the repair rates of the components which belong to any or all the cut-sets $C_{j}, C_{k}, C_{1}, \ldots$

If $\lambda_{j}$ and $\mu_{j}$ represent the failure and repair rates respectively of the $j$ th component then the steady-state probability of the j-component being failed is

$$
\begin{equation*}
P_{j d}=\frac{\lambda_{j}}{\lambda_{j}+\mu_{j}} \tag{3.19}
\end{equation*}
$$

and the probability of the system being in the state corresponding to the failure of the elements of the minimal cut-set $C_{i}$ is

$$
\begin{equation*}
\operatorname{Pr}\left\{\bar{C}_{i}\right\}=\prod_{j \varepsilon C_{i}} P_{j d} \tag{3.20}
\end{equation*}
$$

Once the probability $P_{f}$ that the system is failed and the frequency of system failure $f_{f}$ has been calculated other quantities of interest can be obtained as follows:

| Availability | $A=1-P_{f}$ |
| :--- | :--- |
| Mean cycle time | $T=1 / f_{f}$ |
| Mean up time | $U=\left(1-P_{f}\right) / f_{f}$ |
| Mean down time | $D=P_{f} / f_{f}$ |

### 3.11 Final comments

Since each component is assumed to be in either of two states, working or failed, the task of determining the exact system reliability is computationally unfeasible for large systems because the number of possible states in $2^{n}$ for n-element networks.

Two approximations analysed suggest lower and upper bounds to system reliability that requires the enumeration of a much smaller set of system states. The analysis is based on the concepts of minimal cut-sets and minimal paths. These terms refer to the effects of element failure or success on operation of the network.

From the analysis and the sample calculations performed it can be concluded that the minimal cut-set approach is more attractive and efficient than the tie-set method for the reliability analysis of complex networks with highly reliable components. This is the case of digital protection systems.

## CHAPTER IV

## MINIMAL CUT-SET ALGORITHMS


#### Abstract

4.1 Introduction

Digital hardware configurations are integrated by highly reliable elements. In chapter III it was shown that the minimal cut-set approximation gives bounds which are good in the high reliability region. The importance of any algorithm based on the minimal cut-set approximation is the procedure used to enumerate the set of minimal cuts. This chapter presents new algorithms for the minimal cut-set generation in networks with directed (1-way), undirected (2-way) or both types of elements. The case of both unreliable branches and nodes is considered.


### 4.2 Basic assumptions and definitions

To determine the reliability of a system, the system may be represented either by a reliability graph or by a reliability block diagram as illustrated in Figs. 1 and 2 respectively. A block in the reliability diagram will be called an element and the whole assembly will be called a network.

The reliability analysis treated in this chapter is based on the concepts of minimal cut-sets and coherent system. These terms refer to the effects of element failures on operation of the network. A coherent system ${ }^{(40)}$ is defined by the following four conditions:

1) When a group of elements in the system has failed, causing the system to be failed, the occurrence of any additional failure or failures will not return the system to a successful condition.
2) When a group of elements in the system is successful and the system is successful, the system will not fail if some of the failed components are returned to the successful condition.
3) When all the elements in the system are successful the network is successful.
4) When all the elements in the system have failed the system has failed.

Since much of the study of system reliability is based on graph theory (42) basic concepts and definitions which are relevant to the present study are summarized in the following paragraphs.


3

Figure 1. Reliability graph No. 1

A graph $G(N, E)$ consists of a set $N$ of $n$ nodes and a set $E$. of $b$ branches or edges. The number of edges incident on a node is called the degree $d\left(n_{i}\right)$ of node $n_{i}$. A node having no incident edge is called an isolated node and a node of degree one is called a pendant node or an end node. In the definition of a graph $G=(N, E)$, it is possible for the edge set E to be empty. Such a graph, without
any edges, is called a null graph. Although the set E may be empty, the node set $N$ must not be empty i.e., by definition a graph must have at least one node. A graph in which there exists an edge between every pair of nodes is called a complete graph.

A graph $g$ is called a subgraph of $G$ if all nodes and edges of $g$ are in $G$ and all the edges in $g$ have the same node terminals as in G. Two (or more) subgraphs $g_{1}$ and $g_{2}$ of a graph $G$ are edge disjoint if $g_{1}$ and $g_{2}$ do not have any edges in common. The union of two graphs $G_{1}=\left(N_{1}, E_{1}\right)$ and $G_{2}=\left(N_{2}, E_{2}\right)$ is another graph $G_{3}=\left(N_{3}, E_{3}\right)$ whose node set $N_{3}=N_{1} \cup N_{2}$ and the edge set $E_{3}=E_{1} \cup E_{2}$. The intersection $G_{1} \cap G_{2}$ of graphs $G_{1}$ and $G_{2}$ is a graph consisting only of those nodes and edges that are common to $G_{1}$ and $G_{2}$. The ring sum of two graphs $G_{1}$ and $G_{2}, G_{1} \oplus \quad G_{2}$, is a graph consisting of the node set $N_{1} \cup N_{2}$ and of edges that are either in $G_{1}$ or $G_{2}$, but not in both.

It is necessary to distinguish between two types of graphs, directed and undirected. In a directed graph some of the elements may not be able to allow flow in both directions. On the other hand, all elements in undirected graphs are two-way branches. An undirected graph is said to be connected if there is at least one path between every pair of nodes. Otherwise it is disconnected. A null graph of a single node is defined to be a connected graph. A digraph (di-rected graph) is said to be connected if its corresponding undirected graph is connected.

A cut-set in a connected graph $G$, is a set of edges whose removal from $G$ leaves $G$ disconnected. A cut-set is minimal provided no subset of the removed edges has the same property. For instance, in Fig. 1 the set of edges ( 1,2 ) is a minimal cut-set. The set of
edges $(1,2,3)$, on the other hand, is not a minimal cut-set because one of its subset $(1,2)$ is a cut-set. Removal of the edges of any cut-set in a graph $G$ always separates the graph into two connected subgraphs producing a partition of all nodes into two mutually exclusive subsets $Y$ and $\bar{Y}$. A proof of this last statement is given by Jensen and Bellmore ${ }^{(32)}$. This property of the cut-sets will be used later to introduce the concept of the cut-node incidence vector. Then a cut-set can be seen also as the minimal number of edges with one terminal in $Y$ and the other in $\bar{Y}$ whose removal from $G$ destroys all paths between these two sets of nodes.

Each cut-set of a connected graph $G$ consists of a number of edges (order of the cut-set). The smallest order of the cut-sets is defined as the edge connectivity of G. Similarly, the node connectivity (or simply connectivity) of a graph $G$ is defined as the minimum number of nodes whose removal from $G$ leaves the remaining graph disconnected. A connected graph is said to be separable if its node connectivity is one. All other connected graphs are called nonseparable. In a separable graph a node whose removal disconnects the graph is called an articulation point.

With each minimal cut-set $\mathrm{MC}_{i}$, $i=1,2, \ldots, \mathrm{NMC}$ say, may be associated a binary representation $M C_{i j}, j=1,2, \ldots$, NE whose components take the value of 1 if the ith cut contains the $j$ th element of the graph and is 0 otherwise.

The minimal cut-set matrix $\mathrm{MCM}_{i j}$ is defined as the array of all the binary numbers $\mathrm{MC}_{i j}$ where each row $i$ shows the incidence of all jth elements of the network in the ith minimal cut-set of the network. Similarly each column $j$ shows the incidence of the $j$ th element in all cut-sets of the network. The minimal cut-set matrix
for the reliability graph of Fig. 1 between nodes 1 and 4 is

$$
\operatorname{MCM}=\left[\begin{array}{ccccc}
1 & 2 & 3 & 4 & 5 \\
1 & 1 & 0 & 0 & 0 \\
0 & 1 & 1 & 1 & 0 \\
1 & 0 & 1 & 0 & 1 \\
0 & 0 & 0 & 1 & 1
\end{array}\right]
$$

The four cut-sets between nodes 1 and 4 are thus $(1,2),(2,3,4)$, $(1,3,5)$ and $(4,5)$ as indicated by the $1^{\prime \prime} s$ in the corresponding positions in rows 1 to 4.

This chapter makes the following assumptions:

1) the reliability networks are coherent networks.
2) each element has two terminals and can be in either of two states, working or failed. There is no standby or switched redundancy.
3) the states of all elements are independent i.e., the failure of one element does not affect the probability of failure of any other.

Other assumptions concerning the type of systems, repairable or nonrepairable, are introduced in the next section.

### 4.3 Modelling of complex systems by reliability graphs

A complex system will be modelled by a weighted linear graph where the weights of the elements are either the probability of success $p_{j}$ for the non-repairable component or the steady-state probability of being failed $p_{j d}$ for the repairable case defined through the failure and repair rates of the component. For the case of repairable systems it is also assumed that the system has reached
a steady state condition of failure and repair and that repaired components are as good as new.

Elements are interconnected at nodes of the network and all the inputs in the system are combined into a single node called the reference node. All other nodes are considered as output nodes. For example, in the representation of a power system, inputs correspond to electrical generators, elements to transmission lines, and nodes to busbars. Electric power flows from the generators via the network of transmission lines to the busbars. In the representation of a digital protection system components of the hardware structure are considered the elements of the graph, the electrical junctions represent the nodes and the signal transducers are the inputs. If data validation and estimation routines similar to those described in chapter II are available, missing data can be replaced or estimated from the redundant measurements. In that case it is assumed that only the simultaneous failure of all inputs could cause a system failure. Otherwise the system has to be analysed as an $r$-out-of-n configuration.

Unidirectional elements are given a direction from IN to OUT terminals. In graphs with only unidirectional elements the signal from one node will pass to other nodes just through those elements which have their IN terminals connected to that node. For graphs with both types of elements, unidirectional and bidirectional, the signal from one node can pass to the other nodes of the network either through any of the bidirectional elements connected to the node or through the unidirectional elements which have their IN terminals connected to that node. A signal from any of the inputs of the system will reach another node through a path which includes at least one of the undirected elements incident to that node or any directed element
with their OUT terminal incident to that node.

All the elements connected to the reference node are directed elements with their IN terminals joined by the reference node. In separable networks with an articulation point $n_{j}$ all edges incident to $n_{j}$ which are disconnected from the inputs when $n_{j}$ is removed are considered directed elements with their IN terminals connected to $n_{j}$.

### 4.4 Cut-node incidence matrix

The minimal cut-sets of the system are defined here as the set of distinct minimal cuts such that when they occur one or more output nodes of the network are disconnected from the reference node. The minimal cut-sets of node $j$ are a subset of the minimal cut-sets of the network such that when at least one cut occurs the node $j$ is disconnected from the reference node. Each one of these cut-sets is called a minimal cut-node $\mathrm{CN}_{\mathrm{j}}$ and the group is the minimal cut-nodeset $M_{j}{ }_{j}$. To illustrate these concepts tables $I$ and II show the minimal cut-sets and the minimal cut-nodersets of Fig. 1.

Note in table II that the minimal cut-set $(1,2)$ causes the disconnection of all the output nodes of the network. Such a minimal cut-set is called the basic minimal cut-set and contains all the elements connected to the reference node. Note also that the minimal cut-set $(1,3,4),(2,3,5)$ and $(4,5)$ cause the disconnection only of the nodes 2,3 and 4 respectively. Each one of these minimal cut-sets is called the proper minimal cut-node set and contains for each node all the elements incident to the node. The order of this cut-set is equal to the degree of the node. The basic minimal cut-set is a cut-set for all the output nodes of the network, all the other minimal cut-sets of the network will cause the disconnection of maximum of $n-1$ nodes where n is the total number of output nodes.

TABLE I
Minimal cut-sets of system in Fig. 1

| Cut | Elements |
| :---: | :---: |
| 1 | 1,2 |
| 2 | $1,3,5$ |
| 3 | $1,3,4$ |
| 4 | $2,3,4$ |
| 5 | $2,3,5$ |
| 6 | 4,5 |

TABLE II
Minimal cut-node sets of system in Fig. 1

| 2 | 3 | 4 |
| :---: | :---: | :---: |
| 1,2 | 1,2 | 1,2 |
| $1,3,5$ | $2,3,4$ | 4,5 |
| $1,3,4$ | $2,3,5$ | $1,3,5$ |
|  |  | $2,3,4$ |

Based on these concepts, with each minimal cut-set $\mathrm{MG}_{i}$ $i=1,2, \ldots$, NMC of the system, may be associated a binary number $\mathrm{CNV}_{i j}, j=2,3, \ldots, n$ called the cut-node incidence vector whose components take the value of 1 if the $i$ th cut-set causes the disconnection of the $j$ th node and is 0 otherwise.

The cut-node incidence matrix $\mathrm{CNM}_{i j}$ is defined as the array of all the binary numbers $\mathrm{CNV}_{i j}$ where each row $i$ indicates the incidence of the ith minimal cut in all the output nodes of the network, $j=2,3, \ldots n$ because reference node is numbered 1. The cut-node incidence matrix for the reliability graph of Fig. 1 is shown below. Minimal cut-sets
CNM \(=\left[\begin{array}{lll}1 \& 1 \& 1 <br>
1 \& 0 \& 1 <br>
1 \& 0 \& 0 <br>
0 \& 1 \& 1 <br>
0 \& 1 \& 0 <br>

0 \& 0 \& 1\end{array}\right]\)| 1,2 |
| :--- |
| $1,3,5$ |
| $1,3,4$ |
| $2,3,4$ |
| $2,3,5$ |
| 4,5 |

The problem of generating the minimal cut-sets for each node in a n output-node network is then the same as the problem of finding the minimal cut-sets between the reference node and each one of the output nodes and defines the incidence of each new minimal cut on all other output nodes. In other words, when we are considering the generation of the cut-sets between the reference node and node $k$ we look also for the incidence or not of each cut-set over all other output nodes in the network. The removal of the components in a minimal cut-set for node $k$ separates the network into exactly two connected subnetworks. One subnetwork includes reference node and joutput nodes of the network, the other subnetwork includes node $k$ and n -( $j+1$ ) output nodes. A minimal cut-set for node $k$ is also minimal
cut-set for the $\mathrm{n}-(\mathrm{j}+1)$ output nodes of the same connected subnetwork.

The generation of the cut-node incidence relationship simultaneously with the minimal cut-set enumeration provides an efficient and systematic method of generating the minimal cut-node sets for the ( $n-1$ ) output nodes simultaneously in a graph of $n$ nodes when the edge reliabilities are known a priori.

### 4.5 Nonseparable graphs

The contribution of this section is an algorithmic procedure that generates the set of minimal cuts for nonseparable graphs. The advantage of the algorithm compared with others described in the literature ${ }^{(33),(34)}$ is that when the generation process stops, the minimal cut-sets between the reference node and each output node have been generated all at once.

Each element or edge has two teminals identified as SB and $E B$ and the numbering of nodes is arbitrary except that reference node is numbered 1.

### 4.5.1 Description of the algorithm (43)

The algorithm is a node-scan procedure which generates the minimal cut-sets between all output nodes and the reference node when (NN - 1) nodes are scanned, NN being the total number of nodes in the network. Then the algorithm provides a node-counter NK and a nodeflag $N F(j)$ to count and identify the scanned j-nodes.

Each time a minimal cut-set is generated a binary vector $\mathrm{MC}_{i j}$ is constructed to indicate the j-elements that constitute the ith cut-set. Similarly a cut-node vector $\mathrm{CNV}_{i j}$ is generated to mark whether or not the ith cut-set is a cut-set for each one of the $j$ output nodes.

As soon as the procedure scans a new node, the proper cutset of the node is generated with all the edges incident to the new node. The ith proper cut-set is identified by a cut-flag CF(i) equal to 1 . All other cut-sets generated when scanning node $k$ are produced by the ring sum of the proper cut-set of node $k$ and each one of the i cut-sets previously generated that have at least one edge in common with the proper cut-set. The number of edges in common is called the index $\mathrm{CI}_{\mathrm{k}}(\mathrm{i})$ of the $i$ th cut-set when scanning node $k$. Each time a ring sum is made the resulting set of edges are checked to see if they are contained in one of the minimal cut-sets generated from the ring sums of the same proper cut-set. If they are contained then this set of edges is not a minimal cut-set. The ring sums of any proper cut-set and each non-zero index cut-set are made in an ordered sequence from the highest to the lowest indices.

Each time a cut-set is found the appropriate cut-node vector is generated using the cut-node vector and the cut-flag of the cutset which has been combined with the proper cut-set. If the other cut-set is a proper cut-set or has been generated from a proper cut, the new cut-node vector is equal to the old one but will also include the node being scanned. Otherwise the cut-rode vector is equal to the old one but will not include the node being scanned.

The algorithmic procedure can be described in 5 steps:
Step 1 : Generate the basic minimal cut $\mathrm{MC}_{1 m}$ with the set of edges incident to the reference node. Construct a cut-node vector $\mathrm{CNV}_{1 j}, j=2,3, \ldots N N$ with all components equal to 1 and mark reference node as scanned, $\operatorname{FN}(1)=1$. Set a nodecounter NK equal to 1 and a cut-flag CF(1) equal to zero. Calculate lower and upper reliability bounds for each node of the network. Go to step 2.

Step 2 : Check the node-counter. If it is less than NN - 1 choose the unscanned node with the lowest number and go to step 3. If it is equal to $N N=1$ the algorithm terminates and all minimal cut-node sets have been generated and bounds for each node reliability are available.

Step 3 : Let the node chosen to be denoted as node $i$ ( $i>1$ ). Find the $[k]$ elements incident to node i. Identify from the minimal cut-sets generated which contain one or more of the $\mathbf{k}$ elements and give to each an index $C I_{i}(p)$ equal to the number of $k$ elements in the p-cut. If at least one of the cut-sets already generated has a non-zero index, go to step 4. If not, advance to next unscanned node in increasing order from node $i$ and repeat step 3.

Step 4 : Generate the proper minimal cut-set of node $i$ with the $k$ elements found in step 3 and a cut-node vector with all elements equal to 0 except for the element corresponding to node $i$ which is equal to 1 . Mark the cut as a proper cut by means of a cut-flag equal to 1. From the new minimal cut-set calculate new lower and upper reliability bounds for node $i$. Go to step 5.

Step 5 : Make the ring sum between the proper cut-set of step 4 and each one of the already generated cuts with a non-zero index identified in step 3. The new set of edges is a minimal cut-set if and only if it is not contained in any of the cuts already generated when scanning node i. This procedure is applied for all cuts with non-zero index, beginning with the cuts of highest indices and continuing with cuts of decreasing index. Construct for each minimal
cut a cut-node vector equal to that of the cut-set combined with the proper cut-set except for the term of the node being scanned which must be equal to 0 or 1 if the old cut-flag is 0 or 1 respectively. Set the new cut-flag equal to the old cut-flag. Each time a minimal cut and its cut-node vector are generated, calculate lower and upper reliability bounds of the affected nodes. Mark node $i$ as scanned $F N(i)=1$, increment node-counter and go to step 2.

To illustrate this procedure, a very simple example (Fig. 1) is used to determine the minimal cut-sets for output nodes 2, 3 and 4. Reference node is numbered 1. In the example we reserve $m$ as subindex of the 5 elements $(m=1,2,3,4,5)$ and $j$ as subindex of the three output. nodes ( $j=2,3,4$ ) .

Step $1: M C_{1 m}=11000 \quad$ (first minimal cut-set)
$\mathrm{CNV}_{1 j}=111$
$F N(1)=1$
$C F(1)=0$
NK $\quad=1$

Step 2 : NK $=1$ go to step 3

Step $3: i=2$

$$
\begin{aligned}
{[k] } & =10110 \\
C I_{2}(1) & =1
\end{aligned}
$$

Step $4: \mathrm{MC}_{2 \mathrm{~m}}=10110$ (second minimal cut-set)
$\mathrm{CNV}_{2 j} \approx 100$
$C F(2)=1$

```
Step \(5: \quad \mathrm{MC}_{3 \mathrm{~m}}=01110 \quad\) (third minimal cut-set)
    \(\mathrm{CNV}_{3 j}=011\)
    \(C F(3)=0\)
    \(\mathrm{FN}(2)=1\)
    NK \(=2\)
Step 2 : NK = 2 go to step 3
Step 3 : \(i=3\)
    \([k]=01101\)
    \(\mathrm{CI}_{3}(1)=1\)
    \(\mathrm{CI}_{3}(2)=1\)
    \(C I_{3}(3)=2\)
Step 4 : \({ }^{M C}{ }_{4 \mathrm{~m}}=01101 \quad\) (fourth minimal cut-set)
    \(\mathrm{CNV}_{4 j}=010\)
    \(C F(4)=1\)
Step 5 : \(\mathrm{MC}_{5 \mathrm{~m}}=00011\) (fifth minimal cut-set)
    \(\mathrm{CNV}_{5 j}=001\)
    \(C F(5)=0\)
    \(\mathrm{MC}_{6 \mathrm{~m}}=10101\) (sixth minimal cut-set)
    \(\mathrm{CNV}_{6 j}=101\)
    \(C F(6)=0\)
    \(\mathrm{MC}_{7 \mathrm{~m}}=11011 \quad \varepsilon \quad \mathrm{MC}_{5 \mathrm{~m}}\)
    \(\mathrm{FN}(3)=1\)
    \(\mathrm{NK}=3\)
Step 2 : NK \(\quad 3=\) NN - 1 stop.

\section*{A detailed discussion and proof of the algorithm steps is} included in section A2. 2 of Appendix 2.

\subsection*{4.5.2 Programming considerations}

The algorithm is designed to generate the entire minimal cut-sets and cut-node incidence matrices and maintain them in the core memory of the computer. In the computer program implementation core memory space must be set aside to keep all the information concerning both matrices.

A very simple and efficient storage scheme is possible taking advantage of the binary nature of both matrices. The minimal cut-set matrix will be kept as a column vector whose components indicate the number of the columns with value equal to 1 for each cut-set i.e., the number of the edges of the graph that contribute to that cut-set. A second vector will be used to keep the information about the location of the cut-set information within the first vector; its dimension will be (1 \(x\) NMC), where NMC is the number of minimal cut-sets.

Example: Let \(A\) be the minimal cut-set matrix of the cut-sets between nodes 1 and 8 of the graph in Fig. 3. The number of minimal cutsets is 10.
\[
A=\left[\begin{array}{llllllllllllllll}
1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 1 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 1 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 1 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 1 & 0 & 0 & 0 & 0 & 1 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 0 & 0 & 0 & 1 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 1 & 0 & 1 & 1
\end{array}\right]
\]


Figure 2. Reliability block diagram No. 1 [32]


Figure 3. Reliability block diagram No. 2 [30]

Using the storage scheme as described above the information contained in \(A\) is kept in a column vector of dimension ( \(37 \times 1\) ) as follows:
\[
\begin{aligned}
B^{T}= & (1,2,3 / 3,4,5 / 1,2,6 / 4,5,6 / 7,8,10,14 / 9,10,14 / \\
& 11,12,13,14 / 7,8,10,15,16 / 9,10,15,16 / 11,12,13,15,16)
\end{aligned}
\]
where the cut-sets are shown separated by slashes and the elements in each cut-set separated by commas for clarity. A second column vector \(C\) will keep the information of the start point of each cut-set within vector \(B\) as follows:
\[
c^{T}=(1,4,7,10,13,17,20,24,29,33)
\]

This example shows how matrix \(A\) of dimension ( \(10 \times 16\) ) is stored in two vectors \(B(37 \times 1)\) and \(C(10 \times 1)\) which represents a \(70.6 \%\) reduction of space requirement.

A similar scheme is used to keep the cut-node incidence matrix but the equivalent vector will identify the nodes affected by each cut-set. Table III shows the percentage space-saving for storage of the minimal cut-sets and cut-node incidence matrices of 4 graphs described in Appendix 1. Graphs 5 and 6 are complete graphs with an edge between every pair of nodes. There are ( \(n-1\) ). \(2^{n-2}\) minimal cutsets, between the reference node (node 1) and all other nodes, for these graphs. Graphs 1 and 4 correspond to Figs. 2 and 3 taken from references [32] and [30] respectively.

TABLE III
CUT-SETS SPACE SAVING
\begin{tabular}{|c|c|c|c|c|c|}
\hline Graph & \begin{tabular}{c} 
Cut-set matrix \\
dimension
\end{tabular} & \begin{tabular}{c} 
Column \\
vectors
\end{tabular} & \begin{tabular}{c} 
Cut-node matrix \\
dimension
\end{tabular} & \begin{tabular}{c} 
Column \\
vectors
\end{tabular} & \begin{tabular}{c}
\(\%\) Space \\
saving
\end{tabular} \\
\hline 1 & \(28 \times 10\) & \(1 \times 114\) & \(28 \times 7\) & \(1 \times 112\) & 52.5 \\
4 & \(22 \times 16\) & \(1 \times 164\) & \(22 \times 7\) & \(1 \times 89\) & 50.0 \\
5 & \(63 \times 21\) & \(1 \times 735\) & \(63 \times 6\) & \(1 \times 255\) & 41.8 \\
6 & \(127 \times 28\) & \(1 \times 1874\) & \(127 \times 7\) & \(1 \times 575\) & 44.9 \\
\hline
\end{tabular}

With this simple modification the algorithm is limited practically only by the computer time available, while without this change the procedure is limited by the core size of the computer.

\subsection*{4.5.3 Tests}

The algorithm for the minimal cut-set generation of nonseparable graphs described in section (4.5.1) has been programmed for the CDC 6400 computer using Fortran IV:

Table IV shows the cut-node generation time for several randomly generated reliability graphs described in Appendix 1. The graph configuration index presented for each graph is defined.
by the quotient between number of nodes and number of elements. The times presented do not include the time required to calculate all node reliability bounds each time a new cut is generated. The time required by the program cannot be measured entirely in terms of the number of nodes but a rough indicator is the graph configuration index. Graphs with many edges in series (high index) will be solved more quickly than those with more grid-like configuration (low index).

Both sparse and non-sparse approaches were implemented and a comparison of the computation times is presented in table \(V\). The

COMPUTATION TIME FOR CUT-NODE GENERATION
USING SPACE SAVING MODIFICATION
\begin{tabular}{|c|c|c|c|c|c|c|}
\hline Graph & Nodes & Elements & \begin{tabular}{c} 
Configuration \\
index
\end{tabular} & \begin{tabular}{c} 
Number of \\
cut-node
\end{tabular} & \begin{tabular}{c} 
Total time \\
(secs.)
\end{tabular} & \begin{tabular}{c} 
Average \\
cut-node time \\
(msec.)
\end{tabular} \\
\hline 1 & 8 & 10 & 0.80 & 84 & 0.395 & 4.70 \\
2 & 20 & 33 & 0.61 & 1514 & 1.65 & 1.09 \\
3 & 15 & 25 & 0.60 & 875 & 1.12 & 1.28 \\
4 & 8 & 16 & 0.50 & 61 & 0.409 & 6.70 \\
5 & 7 & 21 & 0.33 & 192 & 0.672 & 3.50 \\
6 & 8 & 28 & 0.29 & 448 & 1.78 & 3.97 \\
7 & 9 & 36 & 0.25 & 1024 & 7.27 & 7.10 \\
8 & 28 & 47 & 0.60 & 4514 & 4.88 & 1.08 \\
9 & 14 & 21 & 0.67 & 856 & 1.06 & 1.24 \\
\hline
\end{tabular}

TABLE \(V\)
COMPARISON OF COMPUTATION TABLE
\begin{tabular}{|c|c|c|}
\hline Graph & \begin{tabular}{c} 
Sparse \\
Average cut-node \\
time (msec)
\end{tabular} & \begin{tabular}{c} 
Non-sparse \\
Average cut-node \\
time (msec)
\end{tabular} \\
\hline 1 & 4.70 & 5.4 \\
2 & 1.09 & 5.2 \\
3 & 1.28 & 4.7 \\
4 & 6.70 & 7.8 \\
5 & 3.50 & 6.5 \\
6 & 3.97 & 8.8 \\
7 & 7.10 & 20.5 \\
\hline
\end{tabular}

TABLE VI
COMPUTATION TIME FOR DIFFERENT ELEMENT
redundancy In figure 3

Number of minimal cut-node sets = 61
\begin{tabular}{|c|c|c|c|}
\hline Case & Elements & \begin{tabular}{c} 
Configuration \\
index
\end{tabular} & \begin{tabular}{c} 
Average \\
cut-node time \\
(msec.)
\end{tabular} \\
\hline 1 & 16 & 0.50 & 7.8 \\
2 & 26 & 0.31 & 8.7 \\
3 & 36 & 0.22 & 9.4 \\
4 & 46 & 0.17 & 9.9 \\
\hline
\end{tabular}
space saving modification increases the efficiency of the algorithm reducing both the memory and computation-time requirements of the computer program implementation of the algorithm.

Computation time is almost independent of the redundancy between each pair of connected nodes in the graph, it increases the space requirement of the program but the number of cut-node sets is the same. This is an advantage of the cut-set approach compared with methods based on success paths which need to reduce parallel edges to an equivalent edge before defining the success paths in order to decrease running time. Table VI shows the cut-node generation time for the graph of Fig. 3 for different redundancy of the element. Case 1 corresponds to Fig. 3 and cases 2, 3 and 4 represent an increase of 1,2 or 3 elements between each pair of connected nodes.

The input for the algorithm is the graph represented by its edge listing which identify each edge as a pair of unsigned nodes. Figures 4 to 6 list the minimal cut-sets and the cut-node incidence of Fig. 2 as they are output by the computer program and are examples of the node numbering independence of the algorithm.

\subsection*{4.6 Separable graphs}

Deo (42) has proved that the node connectivity of any graph \(G\) can never exceed the edge connectivity of \(G\) which at the same time cannot exceed the degree of the node with the smallest degree in \(G\). Then any graph with one or more pendant nodes (degree one) is always a separable graph but the converse is not also true, i.e., not all separable graphs have pendant nodes. This is illustrated by Figs. 7 and 8 taken from references [42] and [44] respectively. Node 6 in both figures is an articulation point but only Fig. 8 has a pendant node identified as node 7 .

\section*{Edge listing}
\begin{tabular}{rll} 
E & SB & E \\
1 & 1 & 3 \\
2 & 3 & 4 \\
3 & 4 & 7 \\
4 & 7 & 8 \\
5 & 1 & 2 \\
6 & 2 & 5 \\
7 & 5 & 6 \\
8 & 6 & 8 \\
9 & 3 & 5 \\
10 & 5 & 7
\end{tabular}
\begin{tabular}{ccc} 
Cut & Edges in the cut & Cut-node incidence \\
1 & 1,5 & \(2,3,4,5,6,7,8\) \\
2 & 5,6 & 2 \\
3 & 1,6 & \(3,4,5,6,7,8\) \\
4 & \(1,2,9\) & 3 \\
5 & \(2,5,9\) & \(2,4,5,6,7,8\) \\
6 & \(2,6,9\) & \(4,5,6,7,8\) \\
7 & 2,3 & 4 \\
8 & \(1,3,9\) & 4,5 \\
9 & \(3,5,9\) & \(5,5,6,7,8\) \\
10 & \(3,6,9\) & \(5,7,7,8\) \\
11 & \(2,7,10\) & \(4,6,7,8\) \\
12 & \(3,7,10\) & \(6,7,8\) \\
13 & \(1,7,9,10\) & 3,5 \\
14 & 7,8 & 6,10 \\
15 & \(6,8,9,10\) & \(6,6,7,8\) \\
16 & \(3,8,10\) & 5,6 \\
17 & \(5,8,10\) & \(7,7,8\) \\
18 & \(1,8,9,10\) & 2,8 \\
19 & \(3,4,10\) & \(3,4,7,8\) \\
20 & 4,7 & 7 \\
21 & \(2,4,10\) & 6,8 \\
22 & \(1,4,9,10\) & 8 \\
23 & \(4,5,9,10\) & 4,7 \\
24 & \(4,9,10\) & \(2,4,7\) \\
25 & & \(5,6,8,8\) \\
26 & 27 &
\end{tabular}

Figure 4. Minimal cut-sets and cut-node incidence for Fig. 2 First numbering of nodes

\section*{Edge listing}
\begin{tabular}{rcc} 
E & SB & E \\
& & \\
1 & 1 & 2 \\
2 & 2 & 3 \\
3 & 3 & 4 \\
4 & 4 & 5 \\
5 & 1 & 6 \\
6 & 6 & 7 \\
7 & 7 & 8 \\
8 & 8 & 5 \\
9 & 2 & 7 \\
10 & 7 & 4
\end{tabular}
\begin{tabular}{ccl} 
Cut & Edges in the cut & Cut-node incidence \\
1 & 1,5 & \(2,3,4,5,6,7,8\) \\
2 & \(1,2,9\) & 2 \\
3 & \(2,5,9\) & \(3,4,5,6,7,8\) \\
4 & 2,3 & 2,3 \\
5 & \(1,3,9\) & \(4,5,6,7,8\) \\
6 & \(3,5,9\) & 4 \\
7 & \(3,4,10\) & 4,5 \\
8 & \(2,4,10\) & \(2,3,4\) \\
9 & \(1,4,9,10\) & \(5,6,7,8\) \\
10 & \(4,5,9,10\) & 5,6 \\
11 & 4,8 & \(3,4,5\) \\
12 & \(3,8,10\) & \(6,3,4,5\) \\
13 & \(2,8,10\) & 6 \\
14 & \(1,8,9,10\) & \(2,3,4,5,7,8\) \\
15 & \(5,8,9,10\) & \(3,4,5,7,8\) \\
16 & 1,6 & \(5,5,7,8\) \\
17 & \(2,6,9\) & \(7,7,8\) \\
18 & \(3,6,9\) & 7 \\
19 & \(4,6,9,10\) & 5,8 \\
20 & \(6,8,9,10\) & 8 \\
21 & \(6,7,9,10\) & \(3,4,5,8\) \\
22 & 7,7 & \(4,5,8\) \\
23 & \(2,7,10\) & 6,7 \\
24 & \(3,7,10\) & \(2,3,4,5,8\) \\
25 & \(5,7,9,10\) &
\end{tabular}

Figure 5. Minimal cut-sets and cut-node incidence for Fig. 2 Second numbering of nodes


Figure 6. Minimal cut-sets and cut-node incidence for Fig. 2 Third numbering of nodes

If the algorithm of section (4.5) is applied to the graphs of Figs. 7 and 8 the proper cut-set of node 6 will be defined by the set of edges \((1,6)(2,6)(3,6)(6,8)(6,4)(6,5)(6,7)\) and \((4,6)(8,6)(6,7)\) respectively, where each edge has been represented by its terminal nodes. However this cut-set is not a minimal cut-set between nodes 1 and 6 because the subsets \((1,6)(2,6)(3,6)\) and \((4,6)(8,6)\) break all paths between these pairs of nodes respectively. Then the algorithm of section 4.5 cannot be applied directly for the case of separable graphs.

A slight modification to the algorithm of section 4.5 based on the concept of directed edges allow to present in this section an algorithmic procedure for the generation of the minimal cut-sets between the reference node and all other nodes of separable graphs. It can be applied in the reliability analysis of transmission and distribution systems of electric power and is the most efficient cut-set enumeration method known to the author for such application.

\subsection*{4.6.1 Definitions and basic considerations}

An undirected edge is a two-way branch represented by an unordered pair of nodes \(\left(n_{i}, n_{j}\right)\) and represented by a line segment between \(n_{i}\) and \(n_{j}\). An undirected edge \(i s\) said to be incident on nodes \(n_{i}\) and \(n_{j}\).

A directed edge is a one-way branch represented by an ordered pair of nodes \(\left(n_{i}, n_{j}\right)\) and represented by a line segment between \(n_{i}\) and \(n_{j}\) with an arrow directed from \(n_{i}\) to \(n_{j}\). This orientation indicates that a signal passing through the link \(\left(n_{i}, n_{j}\right)\) must be in at node \(n_{i}\) and out at node \(n_{j}\). A directed edge \(i s\) said to be incident out of the initial node \(n_{i}\) and incident into the terminal node \(n_{j}\).

To generate the minimal cut-sets between node 1 and all other nodes of systems with configurations similar to the ones shown in Figs. 7 and 8,


Figure 7. Separable graph without pendant nodes [42]


Figure 8. Separable graph with one pendant node [44]
both types of edges are used to represent the components. From Fig. 8 it can be seen that every node adjacent to a pendant node is an articulation point. However the algorithm proposed in this section is not designed to test the separability of a graph therefore all the articulation points are assumed to be known. The algorithm has been designed considering that all subsystems separated from the reference node by an articulation point \(n_{k}\) have tree configuration and can be represented by subgraphs with directed edges whose initial nodes are the nearest to \(n_{k}\). This limitation was imposed because separable graphs with two or more nonseparable subgraphs of mesh structure are represented by undirected edges and can be efficiently analysed by successive applications of the algorithm of section (4.5) for each nonseparable subgraph. In such an application it should be noted that the set of minimal cuts between the reference node and any articulation point are also cut-sets for all nodes of the nonseparable subgraph connected to that articulation point. When enumerating the set of minimal cuts of the subgraph the articulation point represents the reference node and all edges incident out of that node are the inputs of the subsystem.

\subsection*{4.6.2 Description of the algorithm}

The 5-step algorithm for nonseparable graphs is modified to solve the minimal cut-set enumeration of separable graphs by considering the orientation of the edges in each subgraph defined by the articulation points.

With this modification the proper cut-set generated when scanning each node is formed with the undirected edges incident on the node and the directed edges incident into that node. For example the proper cut-set of node 6 in Figs. 7 and 8 will be generated as the set of edges
\((1,6)(2,6)(3,6)\) and \((4,6)(8,6)\) respectively. In both figures 7 and 8 the set of edges \((6,8)(6,4)(6,5)(6,7)\) and \((6,7)\) respectively will be oriented incident out of node 6. All other cut-sets are generated in a similar way of section (4.5) by the ring sums of the proper cut-set of the node being scanned and all cut-sets from previous nodes which have at least one edge in common with this proper cut-set.

When scanning an articulation point the cut-node vector of the proper cut-set will indicate the incidence of such cut also in all nodes dependent of the articulation point. A node is defined to be dependent of an articulation point if all paths from the reference node to that node pass through the articulation point. It should be noted that all subgraphs dependent of an articulation point \(n_{k}\) have been assumed to be separable networks with tree configuration. A nonpendant node of this tree will be called an internal tree node. For all other cut-sets generated when scanning an articulation point the cut-node vector is generated as in the separable case but taking into account that a cut-set of the articulation point is also a cut-set for each node of the tree connected to that point. Similarly a cut-set which does not affect the articulation point it neither will affect any tree node connected to that point. As mentioned beforethe procedure assumes as known all the articulation points in the graph and also the internal tree nodes connected to a particular articulation point. The total number of nodes of the graph is designed by NN.

The algorithmic procedure can be described by 5 steps :

Step 1 : Generate the basic minimal cut-set \(M C_{1 m}\) with the set of edges incident to the reference node. Construct a cut-node vector \(\mathrm{CNV}_{1 j}, j=2,3, \ldots, N N\) with all components equal to 1 and mark reference node as scanned \(F N(1)=1\). Set a node counter

NK equal to 1 and a cut-flag \(C F(1)\) equal to zero. Calculate lower and upper reliability bounds for each node of the network.

Step 2 : Check the node-counter. If it is less than NN choose the unscanned node with the lowest number and go to step 3. If it is equal to \(N N\) the algorithm terminates and all minimal cut-node sets have been generated and bounds for each node reliability are available.

Step 3 : Let the node chosen to be denoted as node \(i(i>1)\). Find the \(k\) elements incident on (undirected edges) and/or incident into (directed edges) node \(i\). If node \(i\) is a tree-node (internal or pendant) go to step 4. If not, identify from the minimal cut-sets generated which ones contain one or more of the \(k\) elements and give to each one an index \(C I_{i}(p)\) equal to the number of \(k\) elements in the pth cut-set. If at least one of the cut-sets already generated has a non-zero index; go to step 4. If not, advance to next unscanned node in increasing order from node \(i\) and repeat step 3.

Step 4 : Generate the proper minimal cut-set of node \(i\) with the \(k\) elements found in step 3. Compare this cut with all cuts already generated, if the node is not a tree node, and discard the other cut if it is identical to the proper cut-set. The discarded cut will not be used any more in the process. Construct a cutnode vector as follows: If node \(i\) is an articulation point or a tree-node the cut-node vector is equal to node \(i\) and other nodes dependent of node i. For all other types of nodes the cut-node vector is just equal to node i. Mark the cut as a proper cut-set setting a cut-flag equal to 1 . If node i is a
tree-node or a pendant node, mark node \(i\) as scanned, increment node-counter and go to step 2. If not, go to step 5.

Step 5 : Make the ring sum between the proper cut-set of step 4 and each one of the cut-sets with a non-zero index identified in step 3 . The new set of edges is a minimal cut-set if and only if it is not contained in any of the complete set of cuts previously generated. This procedure is applied for all cuts with nonzero index, beginning with the cuts of highest indices and continuing with cuts of decreasing index. Construct for each minimal cut-set the cut-node vector equal to the one of the cut-set combined with the proper cut-set except for the terms of node \(i\) and any node dependent of node \(i\) which must be equal to 0 or 1 if the flag of the cut combined with the proper cutset is 0 or 1, respectively. Set the new cut-flag equal to the flag of the cut combined with the proper cut-set, mark node \(i\) as scanned, increment node-counter and go to step 2.

To illustrate the procedure the block reliability diagram shown in Fig. 9 is used and all cut-sets between node \(l\) and all other nodes of the diagram are determined. As defined in this section nodes 4 and 7 are articulation points, nodes 5 and 3 are tree-nodes and nodes 6, 8 and 10 are pendant nodes. It can be seen that each tree-node is also an articulation point. Table VII presents the results as they are produced when applying the algorithm step-by-step to Fig. 9. A detailed discussion and proof of the algorithm steps is included in section A2.3 of Appendix 2 .

TABLE VII
CUT-SET GENERATION FOR FIGURE 9
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|}
\hline \multirow{2}{*}{Node} & \multirow{2}{*}{Cut} & \multirow[t]{2}{*}{\[
\begin{aligned}
& \text { Elements in } \\
& \text { the cut }
\end{aligned}
\]} & \multirow[t]{2}{*}{\[
\begin{aligned}
& \text { Cut-node } \\
& \text { incidence }
\end{aligned}
\]} & \multirow[t]{2}{*}{\[
\begin{aligned}
& \text { Cut } \\
& \text { flas }
\end{aligned}
\]} & \multicolumn{4}{|r|}{Cut index} & \multirow[t]{2}{*}{} \\
\hline & & & & & 2 & 3 & 4 & 7 & \\
\hline 1 & 1 & 1,2 & 2,3,4,5,6,7,8,9,10 & 0 & 1 & 1 & & & - \\
\hline \multirow[b]{2}{*}{2} & 2 & 1,3,4 & 2 & 1 & & & 1 & 1 & - \\
\hline & 3 & 2,3,4 & 3,4,5,6,7,8,9,10 & 0 & & 1 & 1 & 1 & 1 \\
\hline \multirow{3}{*}{3} & 4 & 2,5 & 3 & 1 & & & & 1 & - \\
\hline & 5 & 1,5 & 2,4,5,6,7,8,9,10 & 0 & & & & 1 & 1 \\
\hline & 6 & 3,4,5 & 4,5,6,7,8,9,10 & 0 & & & 1 & 2 & 3 \\
\hline \multirow{4}{*}{4} & 7 & 3,6 & 4 & 1 & & & & 1 & - \\
\hline & 8 & 1,4,6 & 2,4,5,6,10 & 1 & & & & 2 & 2 \\
\hline & 9 & 2,4,6 & 3,7,8,9 & 0 & & & & 2 & 3 \\
\hline & 10 & 4,5,6 & 7,8,9 & 0 & & & & 3 & 6 \\
\hline 5 & 11 & 9 & 5,6 & 1 & & & & & - \\
\hline 6 & 12 & 8 & 6 & 1 & & & & & - \\
\hline & 13 & 4,5,6 & 7 & 1 & \multicolumn{5}{|l|}{discard cut 10} \\
\hline & 14 & 3,6 & & & \multicolumn{5}{|l|}{discarded by cut 7} \\
\hline & 15 & 1,5 & & & \multicolumn{5}{|l|}{discarded by cut 5} \\
\hline & 16 & 2,5 & & & \multicolumn{5}{|l|}{discarded by cut 4} \\
\hline 7 & 17 & 1,3,5,6 & & & \multicolumn{5}{|l|}{disjoint union of cuts 5 and 7} \\
\hline & 18 & 2,3,5,6 & & & \multicolumn{5}{|l|}{disjoint union of cuts 4 and 7} \\
\hline & 19 & 2,4,6 & & & \multicolumn{5}{|l|}{discarded by cut 9} \\
\hline & 20 & 1,4,6 & & & \multicolumn{5}{|l|}{discarded by cut 8} \\
\hline & 21 & 3,4,5 & & & \multicolumn{5}{|l|}{discarded by cut 6} \\
\hline 8 & 22 & 11 & 8 & 1 & & & & & - \\
\hline 9 & 23 & 7 & 8,9 & 1 & & & & & - \\
\hline 10 & 24 & 10 & 10 & 1 & & & & & - \\
\hline
\end{tabular}

\subsection*{4.6.3 Tests}

The computer program implementation of the algorithm uses the same storage scheme of section (4.5.2) for the information concerning the minimal cut-set and cut-node incidence matrices. The algorithm has been programmed for the CDC 6400 computer using Fortran IV.

Table VIII shows the cut-node generation time for three Eraphs described in Appendix 1. Graph 3 corresponds to the 1973 West-Venezuelan 115 kV electric power system. The time presented do not include the time required for calculation of reliability bounds for each node and are comparable to those obtained for nonseparable graphs. Graphs with tree configuration have high index configuration as shown in table VIII.

The inputs of the algorithm are the edge listing and the articulation points and pendant nodes of the graph. Each undirected edge is represented as a pair of unsigned nodes and each directed edge by a pair of signed nodes. The initial vertex of a directed edge is expressed by a negative number and the terminal node as a positive one. Each articulation point is defined with all the nodes of the tree connected to that point.

\subsection*{4.7 Acyclic directed graphs}

The nonseparable graphs considered in this chapter so far have been undirected graphs. In this section we consider again the case of nonseparable graphs but now all edges are one-way branches. The concept of directed edges of section (4.6.1) is used to represent the edges of a directed graph. Then a directed graph \(G\) consists of a set of elements called nodes and a set of ordered pairs of nodes called directed edges. A directed graph that has no directed circuits is called acyclic. All directed graphs considered in this section are assumed to be acyclic


Figure 9. Reliability block diagram No. 3

\section*{TABLE VIII}

COMPUTATION TIME FOR CUT-NODE GENERATION IN SEPARABLE GRAPHS
\begin{tabular}{|l|c|c|c|c|c|l|}
\hline Graph & Nodes & Flements & \begin{tabular}{c} 
Configuration \\
index
\end{tabular} & \begin{tabular}{l} 
Number of \\
cut-node
\end{tabular} & \begin{tabular}{c} 
Total \\
time \\
(sec.)
\end{tabular} & \begin{tabular}{l} 
Average \\
cut-node \\
time \\
(msec.)
\end{tabular} \\
\hline 10 & 10 & 12 & 0.83 & 57 & 0.557 & 9.77 \\
11 & 11 & 14 & 0.79 & 106 & 0.650 & 6.13 \\
12 & 15 & 18 & 0.83 & 449 & 1.660 & 3.70 \\
\hline
\end{tabular}
and will be called simply directed graphs or digraphs for short.
Many systems can be modelled by directed graphs: In particular digital systems with one-way components are represented by directed graphs. In digital protection systems, analogue data (current and voltages) are sampled from the transducers in the substation through sample-hold circuits. These values are converted to digital form by \(A / D\) converters before they are fed into the processor responsible for the tripping criteria. Directed graphs can be employed for the representation of such systems when analysing the terminal reliability between the input and output of the system. Acyclic digraphs have been also extensively used for the representation of the activity networks \({ }^{(45)}\) defined in the Critical Path Method (CPM) or in the Program Evaluation and Review Technique (PERT).

This section presents an algorithm for the minimal cut-set enumeration between the source node ( \(s\) ) and the sink node ( \(t\) ) of acyclic digraphs.

\subsection*{4.7.1 Basic definitions}

A directed path from node \(s\) to \(t\) is an alternating sequence of nodes and edges beginning with \(s\) and ending with \(t\) such that all nodes and edges are distinct. Each edge in the sequence is oriented from the node preceding it to the node following it. We refer to such path as s-t directed path or an s-t path for brevity. Node s have only edges incident out of it and node \(t\) have only edges incident into it. Then any s-t directed path will always include one edge incident out of \(s\) and one incident into \(t\).

A set of edges in a directed graph \(G\) is an \(s-t\) directed minimal cut-set if its removal from \(G\) breaks all directed paths from \(s\) to \(t\), and no proper subset holds the same property. Since all graphs in this section
are directed graphs we shall refer to directed paths and directed minimal cut-sets simply as paths and cut-sets. As mentioned before a digraph \(G\) is connected if its corresponding undirected graph is connected. The same concept applies for any directed subgraph of \(G\).

\subsection*{4.7.2 Description of the algorithm (43)}

The 4-step algorithm presented in this section is concerned with the enumeration of the minimal cut-sets between the origin node \(s\) (or reference node) and the terminal node \(t\) (output of the system) of . acyclic digraphs.

The algorithm is a node-oriented procedure which, starting from the origin, continues the search with the nearest nodes to the origin and ends when (NN - 1) nodes have been scanned.

Each time the algorithm scans a node the set of edges incident into and out of that node are identified. Since the origin has only edges out of it, the first cut-set produced by the process is that set of edges and the algorithm jumps to one of the nearest unscanned nodes. Each time a new node \(w\) is scanned, an index is created for each one of the cut-sets already generated. This index is equal to the number of edges incident into \(w\) that are contained in each cut-set. Each cut-set with an index not equal to zero will form a possible cut-set replacing the edges leading into \(w\) that are contained in the cut by the edges going out of \(w\). A comparison is made with the previous cut-sets generated when scanning \(w\) to see if the new cut is minimal or not. This input-output substitution and the comparisons between cut-sets is used iteratively by the algorithm to enumerate all s-t cut-sets.

The algorithmic procedure can be described in 4 steps:

Step 1 : Generate the basic minimal cut-set \(M C_{I_{m}}\) with the set of edges incident out of the reference node. Mark reference node as scanned \(\operatorname{FN}(1)=1\) and set a node-counter NK equal to 1. Calculate lower and upper bounds on system reliability. Go to step 2.

Step 2 : Check the node-counter. If it is less than NN - 1 (NN number of nodes) choose the unscanned node with the lowest number and go to step 3. If it is equal to NN - 1 the algorithm terminates and all minimal cut-sets have been generated and bounds on system reliability have been calculated.

Step 3 : Let the node chosen to be denoted as node \(i\) ( \(i>1\) ). Find the [k]and [p] elements which are incident into or going out of node i respectively. Identify from the minimal cut-sets generated which contain one or more of the \(k\) elements and give to each an index \(C I_{i(j)}\) equal to the number of \(k\) elenents in the jth cut. If at least one of the cuts already generated has index equal to \(k\) go to step 4. If not, advance to next unscanned node in increasing order from node \(i\) and repeat step 3.

Step 4 : A minimal cut with index \(x, x=1,2 \ldots, k\) generates a new cut-set substituting its \(x\) element for the \(p\) elements of node \(i\), where \(x\) are the \(k\) elements of node \(i\) contained in that cut. The new cut is a minimal cut if and only if it is not contained in anyone of the cuts already generated for the node i. This procedure is applied for all the cuts
with index, beginning with the cuts of highest indices and continuing with cuts of decreasing index. For each new minimal cut-set, calculate new lower and upper bounds for the system reliability. Mark node i as scanned, increment nodes-counter and go to step 2.

To illustrate the procedure we will use the reliability graph of Fig. 3 used by Nelson et al \({ }^{(30)}\) for illustration of their unidirectional algorithm.

Step \(1: M_{1 m}=1,2,3 \quad\) (first cut-set)
\(\operatorname{FN}(1)=1\)
WK \(=1\)

Step \(2: N K=1 \quad(<7)\)
Choose node 2, go to step 3

Step \(3: i=2\)
\([k]=1,2\)
\([p]=4,5\)
\(C I_{2}(1)=2\)

Step \(4: M C_{2 m}=3,4,5 \quad\) (second cut-set)
\(F N(2)=1\)
NK \(\quad 2\)

Step 2 : WK \(\quad 2 \quad(<7)\)
Choose node 3, 50 to step 3
```

Step 3 : $i=3$
$[k]=4,5,6$
$[\mathrm{p}]=7,8,10,14$
$\mathrm{CI}_{3}(1)=0$
$\mathrm{CI}_{3}(2)=2$
Discard node 3 and choose node 4

```
Step \(3: \quad i=4\)
        \([k]=7,8\)
        \([\mathrm{p}]=9\)
    \(\mathrm{CI}_{4}(1)=\mathrm{CI}_{4}(2)=0\)
    Discard node 4 and choose node 5

Step 4 :
        i \(=5\)
        \([k]=3\)
        \([\mathrm{p}]=6\)
    \(C I_{5}(1)=C I_{5}(2)=1\)
Step \(4: \mathrm{MC}_{3 \mathrm{~m}}=1,2,0 \quad\) (third cut-set)
    \(\mathrm{MC}_{4 \mathrm{~m}}=4,5,6 \quad\) (fourth cut-set)
    \(\mathrm{FN}(5)=1\)
    \(\mathrm{NK}=3\)
Step \(2: N K=3(<7)\)
    Choose node 3, go to step 3
\[
\text { Step } 3: \begin{aligned}
\mathrm{i} & =3 \\
{[\mathrm{k}] } & =4,5,6 \\
{[\mathrm{p}] } & =7,8,10,14 \\
\mathrm{CI}_{5}(1) & =0 \\
\mathrm{CI}_{5}(2) & =2 \\
\mathrm{CI}_{5}(3) & =1 \\
\mathrm{CI}_{5}(4) & =3
\end{aligned}
\]
```

Step $4: \mathrm{MC}_{5 \mathrm{~m}}=7,8,10,14$ (fifth cut-8et)
$\mathrm{MC}_{6 \mathrm{~m}}=3,7,8,10,14 \quad$ non minimal
$\mathrm{MC}_{7 \mathrm{~m}}=1,2,7,8,10,14$ non minimal
$\operatorname{FN}(3)=1$
$\mathrm{NK} \quad 4$

```
Step 2 : WK \(\quad 4 \quad(<7)\)
    Choose node 4, go to step 3
Step 3 :
    \(\begin{aligned} i & =4 \\ {[k] } & =7,8\end{aligned}\)
    \([\mathrm{p}]=9\)
    \(\mathrm{CI}_{4}(1)=\mathrm{CI}_{4}(2)=\mathrm{CI}_{4}(3)=\mathrm{CI}_{4}(4)=0\)
    \(\mathrm{CI}_{4}(5)=2\)
Step \(4: M_{6 m}=9,10,14\) (sixth cut-set)
    \(\mathrm{FN}(4)=1\)
    \(\mathrm{NK}=5\)
```

Step 2 : MK $=5 \quad(<7)$
Choose node 6, go to step 3
Step 3 : $i=6$
$[k]=9,10$
$[\mathrm{p}]=11,12,13$
$\mathrm{CI}_{6}(1)=\mathrm{CI}_{6}(2)=\mathrm{CI}_{6}(3)=\mathrm{CI}_{6}(4)=\mathrm{CI}_{6}(5)=0$
$\mathrm{CI}_{6}(6)=2$
Step $4: M C_{7 m}=11,12,13,14$ (seventh cut-set)
$\operatorname{FN}(6)=1$
$\mathrm{NK}=6$

```
Step 2 : NW \(\quad 6 \quad(<7)\)
    Choose node 7, go to step 3
Step 3 :
\[
\begin{aligned}
\mathrm{i} & =7 \\
{[\mathrm{k}] } & =14 \\
{[\mathrm{p}] } & =15,16 \\
\mathrm{CI}(1) & =\mathrm{CI} 7(2)=\mathrm{CI} 7(3)=\mathrm{CI}_{7}(4)=0 \\
\mathrm{CI}_{7}(5) & =\mathrm{CI}_{7}(6)=\mathrm{CI}(7)=1
\end{aligned}
\]
\[
\text { Step } 4: M C_{8 m}=7,8,10,15,16 \text { (eighth cut-set) }
\]
\[
\mathrm{MC}_{9 \mathrm{~m}}=9,10,15,16 \quad \text { (ninth cut-set) }
\]
\[
\mathrm{MC}_{10 \mathrm{~m}}=11,12,13,15,16 \quad \text { (tenth cut-set) }
\]
\[
\operatorname{FN}(7)=1
\]
\[
\mathrm{NK} .=7
\]

Step \(2=\mathrm{NK}=7\) stop.

\begin{abstract}
A detailed discussion and proof of the algorithm is included in section A2. 4 of Appendix 2.
\end{abstract}

\subsection*{4.7.3 Tests}

The minimal cut-set generation algorithm for acyclic directed graphs have been programmed for the CDC 6400 computer in Fortran IV. The space saving modification presented in section (4.5.2) is not incorporated in this algorithm in order that a more realistic comparison with the approach presented by Nelson et al \((30),(31)\) can be made.

Figure 10 shows the listing of the minimal cut-sets and system reliability bounds for the system in Fig. 3 as they are output by the computer program. Figure 3 corresponds to the system example used by Nelson et al (30). The algorithm presented here listed the 10 minimal cut-sets between IN and OUT terminals and calculated the reliability bounds using the inclusion-exclusion method (see chapter 3, section 3.9 ) with all cut-sets in 1.45 seconds. The program uses only 0.455 seconds to list the 10 cut-sets without calculating reliability bounds. A probability of success \(P\) is given to each element of Fig. 3 as shown in Fig. 10.

Table IX presents the reliability bounds and computing times using the program reported by Batts \({ }^{(31)}\) for 3 different cases. When all cut-sets are generated and used to calculate the bounds the computing time is 11.22 seconds. Even in the case of generating only the cutsets up to third order the computing time greatly exceeds the computing time of the present algorithm in generating all the cut-sets.

\section*{INPUT DATA}
\begin{tabular}{rlccc} 
E & SB & EB & \(P\) & \(Q\) \\
1 & 1 & 2 & 0.80 & 0.20 \\
2 & 1 & 2 & 0.80 & 0.20 \\
3 & 1 & 3 & 0.90 & 0.10 \\
4 & 2 & 4 & 0.85 & 0.15 \\
5 & 2 & 4 & 0.75 & 0.25 \\
6 & 3 & 4 & 0.87 & 0.13 \\
7 & 4 & 5 & 0.82 & 0.18 \\
8 & 4 & 5 & 0.82 & 0.18 \\
9 & 5 & 6 & 0.89 & 0.11 \\
10 & 4 & 6 & 0.88 & 0.12 \\
11 & 6 & 8 & 0.85 & 0.15 \\
12 & 6 & 8 & 0.85 & 0.15 \\
13 & 6 & 8 & 0.85 & 0.15 \\
14 & 4 & 7 & 0.75 & 0.25 \\
15 & 7 & 8 & 0.70 & 0.30 \\
16 & 7 & 8 & 0.70 & 0.30
\end{tabular}

\section*{MINIMAL CUT MATRIX}
\begin{tabular}{cc} 
CUT & ELEMENTS \\
1 & 1110000000000000 \\
2 & 0011100000000000 \\
3 & 110001000000000 \\
4 & 000111000000000 \\
5 & 0000001101000100 \\
6 & 0000000011000100 \\
7 & 0000000000111100 \\
8 & 0000001101000011 \\
9 & 0000000011000011 \\
10 & 0000000000111011
\end{tabular}

\section*{SYSTEM RELIABILITY BOUNDS}
\begin{tabular}{ccc} 
CUT & LOWER & UPPER \\
& .99600 & .99600 \\
1 & .996240 & .99240 \\
2 & .99872 & .98772 \\
3 &. .98351 & .98351 \\
4 & .98255 & .98255 \\
5 & .97941 & .97941 \\
6 & .97860 & .99860 \\
7 & .97834 & .97834 \\
8 & .97749 & .97749 \\
10 & .97727 & .97727
\end{tabular}

Figure 10. Minimal cut-sets and system reliability bounds (6th order approx.)for system in Fig. 3

\section*{TABLE IX}

COMPUTATION TIME USING NELSON ET AL APPROACH (30),(31)
\begin{tabular}{|c|c|c|}
\hline \begin{tabular}{c} 
Cut-sets \\
generated
\end{tabular} & \begin{tabular}{c} 
System \\
reliability
\end{tabular} & \begin{tabular}{c} 
Computation \\
time (secs.)
\end{tabular} \\
\hline All & 0.97726 & 11.22 \\
Up to 4th order & 0.97726 & 9.40 \\
Up to 3rd order & 0.98006 & 2.48 \\
\hline
\end{tabular}

The previous results show that the present algorithm is simpler than the Nelson et al \({ }^{(30)}\) approach which needs to find all the 55 success paths between nodes 1 and 8 of Fig. 3 before starting to generate the minimal cut-sets. Afterwards they need to perform all k logic sums between the 16 column vectors of that path matrix to generate a k-order cut. Besides, when they generate a cut it needs to be compared with all cuts of lover order to establish if it is minimal or not.

Table \(X\) shows the ccmputation times for the minimal cut-set enumeration of the same network of Fig. 3 but varying the redundancy of elements between each pair of connected nodes. Case 1 corresponds to Fig. 3 and cases 2, 3 and 4 represent an increase of 1, 2 or 3 elements between each pair of connected nodes. This is another advantage of the new algorithm compared with Nelson et al (30) because greater redundancy increases the number of success paths. Times in table \(X\) do not include the time to calculate the system reliability bounds.
table X
COMPUTATION TIMES FOR DIFFERENT RLEMENT REDUNDANCIES IN FIG. 3 USING THE ALGORITHM OF SECTION 4.7
\begin{tabular}{|c|c|c|c|}
\hline Case & Elements & \begin{tabular}{c} 
Configuration \\
index
\end{tabular} & \begin{tabular}{c} 
Computing \\
time (sec.)
\end{tabular} \\
\hline 1 & 16 & 0.50 & 0.455 \\
2 & 26 & 0.31 & 0.466 \\
3 & 36 & 0.22 & 0.539 \\
4 & 46 & 0.17 & 0.595 \\
\hline
\end{tabular}

\subsection*{4.8 Node failure problem}

In many practical applications, the nodes of a graph may be also unreliable elements. For example, in an electric power system, the nodes represent busbars and the branches represent transmission lines. In a power system the failure of a branch (transmission line) occurs when the branch suddenly becomes incapable of carrying power and the failure of a node (busbar) occurs when electric power cannot flow through that electrical junction.

In general a node is outaged if the node itself has failed e.g., a busbar fault, or if no path exists from the node to any of the inputs of the system through branches and nodes in the up state. Components (branches or nodes) which have failed are said to be down. After a component has been repaired and is operating normally, it is said to be up. Up and down are referred to as the states of the components. The distinction between a node failure, which would usually represent a busbar fault, and a node outage, which is caused by the failure of one or
more branch(es) and/or node(s), should be noticed. Whether or not a node is outaged is, in general, a function of the states of all branches and nodes in the system.

A sample network of an electric power system is shown in Fig. 11. In this system there are three sources, one at each of busbars 1, 7 and 8. Figure 12 presents the reliability block diagram of the same system where the inputs have been combined into a single node called the reference node. The reference can never fail and is not included when considering node failures.

The cut-set approach by Billinton and Grover \({ }^{(79)}\) assumes that generation busbars are \(100 \%\) reliable. The influence of busbar faults on node outage rates is also neglected in [79] by considering them as \(100 \%\) reliable when they are in the paths for other busbars. The equations provided in [79] can be used to determine the outage rates and durations associated with first, second and third order cut-set but they are considered only for single, double or triple line outages. It was considered that cut-sets higher than third order contribute very little to the load point reliability indices and were not included in the reliability evaluation.

Considering the third-order cut-set as the highest contingency to be evaluated, there are several combinations which can produce a nodal outage :


Figure 11. Distribution system example [79]


Figure 12. Reliability block diagram of Fig. 11

Event

1
2 . One node outage
3 Two line outages
4 Node and line outages
5 Two node outages
6 Three line outages
7 Node and two line outages
8 Two nodes and one line outage
9 Three node outages

Cut-set order

First
First
Second
Second
Second
Third
Third
Third
Third

In order to evaluate the influence of busbar faults on the reliability indices of each node, an evaluation was done of the values of the previous nine events using the equations of \([79]\), and considering that :
(i) all the lines have the same failure rates ( \(\lambda_{\text {line }}\) ) and outage duration
(ii) all the nodes have the same failure rates ( \(\lambda_{\text {node }}\) ) and outage duration with values between 1\% to 100\% of the line outage values .
(iii) line parameters are as follows:
\begin{tabular}{rrr} 
normal weather - permanent outage rate: & 0.6 & \(\mathrm{f} / \mathrm{y}\) \\
- temporary outage rate: & 1.0 & \(\mathrm{f} / \mathrm{y}\) \\
adverse weather- permanent outage rate: & 30.0 & \(\mathrm{f} / \mathrm{y}\) \\
- temporary outage rate: & 10.0 & \(\mathrm{f} / \mathrm{y}\) \\
outage duration: & 3.0 & h \\
maintenance - outage rate: & 2.0 & \(\mathrm{~m} / \mathrm{y}\) \\
- duration: & 6.0 h
\end{tabular}

The minimal cut-sets used for such evaluation is
\begin{tabular}{|c|c|c|}
\hline Event & Lines & Nodes \\
\hline 1 & 100 & 000 \\
\hline 2 & 000 & 100 \\
\hline 3 & 110 & 000 \\
\hline 4 & 100 & 100 \\
\hline 5 & 000 & 110 \\
\hline 6 & 111 & 000 \\
\hline 7 & 110 & 100 \\
\hline 8 & 100 & 110 \\
\hline 9 & 000 & 111 \\
\hline
\end{tabular}

Table XI presents the permanent outage rates for these 9 events. It is clear from this table that a first order cut set produced by a node failure has a greater contribution to the node reliability index than a second order cut-set due to a double line outage even at the minimum node failure rate considered, i.e., \(0.06 \mathrm{f} / \mathrm{y}\). A second order cut-set produced by simultaneous failures of one line and one node also makes a greater contribution than the third order cut-set of a triple line contingency which is also lower than a double node failure for a node failure rate equal to \(15 \%\) of the line failure rate i.e., one failure every 10 years. The third order cut-set caused by a double line contingency and one node failure is also comparable to the cutset of the same order constituted by a triple line contingency. The third order cut-sets produced by three node failures or two nodes and one line failures can be neglected due to the small values even for high node failure rate. Table XII presents the temporary outage rates for the same 9 events. Equivalent comparisons can be done in this case as for table XI.

Tables XI and XII show that if meaningful reliability indices are to be obtained in a cut-set approach to failure modes and effects analysis in electric power systems, then node failures must be considered in such analyses.

TABLE XI
permaikit outage rates for first, second and
THIRD ORDER CUT-GETS \({ }^{1}\)
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|}
\hline \multirow[b]{2}{*}{\[
\frac{\lambda_{\text {node }}}{\lambda_{\text {line }}}
\]} & \multicolumn{2}{|l|}{FIRST-ORDER CUT} & \multicolumn{3}{|l|}{SECO:ID-ORDER CUT} & \multicolumn{4}{|c|}{THIRD-ORDER CUF} \\
\hline & 1 Line Outage & 1 Mode Outage & 2 Lines Outage & \[
\begin{array}{|c|}
\hline 1 \text { Line } \\
\text { and } \\
1 \text { Node } \\
\text { Out. } \\
\hline
\end{array}
\] & 2 nodes Outage & \[
3 \text { Lines }
\]
Outage & \[
\begin{array}{|c}
2 \text { Lines } \\
\text { and } \\
1 \\
\text { INode } \\
\text { Out. } \\
\hline
\end{array}
\] & \[
\begin{cases}1 & \text { Line } \\ \text { and } \\ 2 & \text { Mode } \\ \text { Out. }\end{cases}
\] & 3 Nodes Outage \\
\hline . 01 & 819 & 8.2 & 2.7 & . 027 & . 0003 & . 038 & . 0004 & . 0000 & . 0000 \\
\hline . 05 & 819 & 40.9 & 2.7 & . 136 & . 0058 & . 038 & . 0019 & . 0001 & . 0000 \\
\hline . 10 & 819 & 81.9 & 2.7 & . 272 & . 0272 & . 038 & . 0038 & . 0004 & . 0000 \\
\hline . 15 & 819 & 122.8 & 2.7 & . 408 & . 0613 & . 038 & . 0056 & . 0008 & . 0001 \\
\hline . 20 & 819 & 163.8 & 2.7 & . 545 & . 1089 & . 038 & . 0075 & . 0015 & . 0003 \\
\hline . 25 & 819 & 204.7 & 2.7 & . 681 & . 1702 & . 038 & . 0094 & . 0024 & . 0006 \\
\hline . 30 & 819 & 245.7 & 2.7 & . 817 & . 2450 & . 038 & . 0113 & . 0034 & . 0010 \\
\hline . 35 & 819 & 286.6 & 2.7 & . 953 & . 3335 & . 038 & . 0132 & . 0046 & . 0016 \\
\hline . 40 & 819 & 327.5 & 2.7 & 1.09 & . 4356 & . 038 & . 0151 & . 0050 & . 0024 \\
\hline . 45 & 819 & 368.5 & 2.7 & 1.23 & . 5514 & . 038 & . 0169 & . 0076 & . 0034 \\
\hline . 50 & 819 & 409.4 & 2.7 & 1.36 & . 6807 & . 038 & . 0288 & . 0094 & . 0047 \\
\hline . 55 & 819 & 450.4 & 2.7 & 1.50 & . 8236 & . 038 & . 0207 & . 0114 & . 0063 \\
\hline . 60 & 819 & 491.3 & 2.7 & 1.63 & . 9802 & . 038 & . 0226 & . 0136 & . 0081 \\
\hline . 75 & 819 & 532.3 & 2.7 & 1.77 & 1.15 & .038 & . 0245 & . 0159 & . 0103 \\
\hline . 80 & 819 & 655.1 & 2.7 & 2.18 & 1.74 & . 038 & . 03.01 & . 0241 & . 0193 \\
\hline . 85 & 819 & 696.0 & 2.7 & 2.31 & 1.97 & . 038 & . 0320 & . \(0<72\) & . 0231 \\
\hline . 90 & 819 & 737.0 & 2.7 & 2.45 & 2.21 & . 038 & . 0339 & . 0305 & . 0274 \\
\hline . 95 & 819 & 777.9 & 2.7 & 2.59 & 2.46 & . 038 & . 0358 & . 03140 & . 0323 \\
\hline 1.00 & 819 & 819 & 2.7 & 2.7 & 2.7 & . 038 & . 038 & . 038 & . 038 \\
\hline
\end{tabular}

1 All values are multiplied by \(10^{-3}\)

\section*{TABLE XII}
tehporary outage rates for first, second and THIRJ-ORDER CUT-SETS \({ }^{1}\)
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|}
\hline & \multicolumn{2}{|l|}{FIRST-ORDER CUT} & \multicolumn{3}{|r|}{SECOMD-ORDER CUT} & \multicolumn{4}{|c|}{THIRD-ORDER CUT} \\
\hline \(\overline{\lambda_{\text {line }}}\) & \[
\left\lvert\, \begin{aligned}
& 1 \text { Line } \\
& \text { Outage }
\end{aligned}\right.
\] & 1 liode Outage & 2 Lines Outage &  & 2 irodes Outage & \[
\begin{aligned}
& 3 \text { Lines } \\
& \text { Outage }
\end{aligned}
\] &  &  & 3 Nodes Outage \\
\hline . 01 & 1067 & 10.7 & 1.36 & . 0136 & . 0001 & . 0137 & . 0001 & . 0000 & . 0000 \\
\hline . 05 & 1067 & 53.4 & 1.36 & . 0678 & . 0034 & . 0137 & . 0007 & . 0000 & . 0000 \\
\hline . 10 & 1067 & 106.7 & 1.36 & . 1356 & . 0136 & . 0137 & . 0014 & . 0001 & . 0000 \\
\hline . 15 & 1067 & 160.0 & 1.36 & . 2034 & . 0305 & . 0137 & . 0021 & . 0003 & . 0000 \\
\hline . 20 & 1067 & 213.4 & 1.36 & . 2713 & . 0543 & . 0137 & . 0027 & . 0005 & . 0001 \\
\hline . 25 & 1067 & 266.8 & 1.36 & .3391 & . 0848 & . 0137 & . 0034 & . 0009 & . 0002 \\
\hline . 30 & 1067 & 320.1 & 1.36 & . 4069 & . 1221 & . 0137 & . 0041 & . 0012 & . 0004 \\
\hline . 35 & 1067 & 373.4 & 1.36 & . 4747 & . 1661 & . 0137 & . CO 48 & . 0017 & . 0006 \\
\hline . 40 & 1067 & 426.8 & 1.36 & . 5425 & . 2170 & . 0137 & . 0055 & . 0022 & . 0009 \\
\hline . 45 & 1067 & 480.1 & 1.36 & . 6103 & . 2746 & . 0137 & . 0062 & . 0028 & . 0012 \\
\hline . 50 & 1067 & 533.5 & 1.36 & . 6781 & . 3391 & . 0137 & . 0068 & . 0034 & . 0017 \\
\hline . 55 & 1067 & 586.8 & 1.36 & . 7459 & . 4103 & . 0137 & . 0075 & . 0041 & . 0023 \\
\hline . 60 & 1067 & 640.2 & 1.36 & . 8138 & . 4883 & . 0137 & . 0082 & . 0049 & . 0030 \\
\hline . 65 & 1067 & 693.5 & 1.36 & . 8816 & . 5730 & . 0137 & . 0089 & . 0058 & . 0038 \\
\hline . 70 & 1067 & 746.9 & 1.36 & . 9494 & . 6646 & . 0137 & . 0096 & . 0067 & . 0047 \\
\hline . 75 & 1067 & 800.2 & 1.36 & 1.02 & . 7629 & . 0137 & . 0103 & . 0077 & . 0058 \\
\hline . 80 & 1067 & 853.6 & 1.36 & 1.09 & . 8680 & . 0137 & . 0109 & . 0087 & . 0070 \\
\hline . 85 & 1067 & 906.9 & 1.36 & 1.15 & . 9799 & . 0137 & . 0116 & . 0099 & . 0084 \\
\hline . 90 & 1067 & 960.3 & 1.36 & 1.22 & 1.10 & . 0137 & . 0123 & . 0111 & . 0100 \\
\hline . 95 & 1067 & 1013.6 & 2.36 & 1.29 & 2.22 & . 0137 & . 0130 & . 0123 & . 0117 \\
\hline 1.00 & 1067 & 1067 & 1.36 & 1.36 & 1.36 & . 0137 & . 0137 & . 0137 & . 0137 \\
\hline
\end{tabular}

1 All values are maltiplied by \(10^{-3}\)
4.9 A branch-node cut-set algorithm

In section (4.6) is presented an algorithm for separable graphs which was an extension of the algorithm for nonseparable graphs but introducing the concept of articulation points. The algorithm of section (4.6) can be used for both cases except that for the case of nonseparable graphs it is necessary to specify that the graph has no articulation point. The algorithm of section (4.6) is employed to develop a new procedure to list the feasible branch-node cut-sets as well as branch(es) and node (s) cut-sets.

\subsection*{4.9.1 Basic definitions and assumptions}

Previous algorithms give the minimal cut-set and the cut-node incidence matrices between the reference node and all other nodes of the system considering only edge failures. This information is used to develop a procedure which lists the minimal cut-set for a system with unreliable nodes. The concepts introduced in previous sections are still valid but new ones will bé introduced for the branch-node cut-set generation algorithm.

A busbar-flag vector is defined for each minimal cut-set determined using the algorithm of section (4.6). This vector contains the information about the terminal nodes of the edges in each cut-set. Each nonproper minimal cut-set defined by that algorithm has constructed for it a busbar-flag vector \(B F_{j}, j=2, \ldots, N N\). Table XIII shows the minimal cut-set matrix, the cut-node incidence matrix and the busbar-flag vectors for the reliability block diagram shown in Fig. I.

By definition a proper minimal cut-set is a set of edges incident on the same node that, when they fail, only the common node fails. The algorithm in section (4.6) identifies such cuts by a cut-flag equal to 1. Each proper cut-set listed when considering only edge failures will also
correspond to a cut-set including only the common node when nodes are assumed to be unreliable. This cut-set will be a first order cut-set representing a node failure. When considering separable graphs the failure of an articulation point will also disconnect all the tree nodes connected to that point.

\section*{TABLE XIII}

MINIMAL CUT-SETS, CUT-NODE INCIDENCE and Bosbar-Flag vectors of fig. l.
\begin{tabular}{|c|c|c|}
\hline \begin{tabular}{c} 
Minimal \\
cut-sets
\end{tabular} & \begin{tabular}{c} 
Cut-node \\
incidence
\end{tabular} & \begin{tabular}{c} 
Busbar-flag \\
vectors
\end{tabular} \\
\hline 1,2 & \(2,3,4\) & 110 \\
\(1,3,4\) & 2 & 311 \\
\(2,3,4\) & 3,4 & 121 \\
\(2,3,5\) & 3 & 131 \\
4,5 & 4 & 112 \\
\(1,3,5\) & 2,4 & 221 \\
\hline
\end{tabular}

Considering the results of section (4.8) for the contribution of nodes, branches or branch-node failures on the temporary and permanent outage rates of each busbar in an electric power system, the algorithm for the minimal cut-set enumeration in such systems with unreliable nodes considers cut-sets up to the third-order and includes the following events:
\begin{tabular}{lll} 
First order cut-sets & \begin{tabular}{l} 
one line failure \\
one node failure
\end{tabular} \\
Second order cut-sets & : two line failures \\
one line - one node failures
\end{tabular}

Third order cut-sets : three line failures
two line - one node failures

From the possible 9 events mentioned in section (4.8) only those including single or multiple line contingency and/or single node failure will be considered. The others due to their small influence on the values of the reliability indices, will be excluded. The branch-node cut-set algorithm as presented in this section has been specially designed for the reliability evaluation of electric power systems.

\subsection*{4.9.2 Description of the algorithm}

The information provided by the busbar-flag vector and the minimal cut-set and cut-node incidence matrices listed by the algorithm of section (4.6) allows us to extend such algorithm to include cut-sets produced by single node failure or branch-node failures.

Let us consider the results shown in table XIII to explain how this information is used to list node cut-sets and branch-node cut-sets. Once the algorithm of section (4.6) has been applied for the graph of Fig. 1 the minimal cut-set and cut-node incidence matrices listed in table XIII are available. 'I'hen the new algorithm uses each cut-set already listed to produce new combinations as follows: First the busbarflag vector is constructed for the cut-set under scan. Then all combinations are made replacing element(s) by the equivalent node using the busbar-flag vector and the edges contained in the cut-set. For example the cut-set ( 1,2 ) in table XIII has a busbar-flag vector \(\mathrm{BF}_{i j}=1,1,0, j=2,3,4\) that indicates that the cut-set has one edge incident on node 2 (edge 1) and the other incident on node 3 (edge 2). The reference node (numbered 1) assumed to be \(100 \%\) reliable is therefore not included in this approach. In the new cut-sets, nodes will be
numbered in increasing order starting from NE +1 where NE is the number of edges in the graph. The number of components NC (edges and nodes) of the graph will be NC \(=\) NE + NN. With such conventions the cut-set ( 1,2 ) will generate two new cut-sets given by the sets \((1,7)\) and \((2,6)\). As indicated in table XIII cut-set ( 1,2 ) affects nodes 2,3 and 4. Then when an edge is replaced for its node to form a branch-node cut-set, the cut-node vector is also modified excluding the node that is now in the cutaset. This procedure gives the cut-node incidence vectors \((2,4)\) and \((3,4)\) for the branch-node cut-sets \((1,7)\) and \((2,6)\) respectively. The same process is repeated for each minimal cut-sets listed by the algorithm of section (4.6).

The algorithmic procedure can be described in 5 steps:
Step 1 : Generate the minimal cut-set and cut-node incidence matricea using the 5 -setps algorithm of section \((4,6)\). Let \(i\) be the variable identifying the number of a minimal cut-set, \(i=1\), NMC where NMC is the total number of minimal cutsets already generated. Initialize a cut-counter.

Step 2 : Check the cut-counter. If it is less than or equal to NMC, take the next cut from the cut-set matrix of atep 1 , and go to step 3. If it is greater than NMC the algorithm terminates and all minimal node and branch-node cut-sets have been generated.

Step 3 : Check the cut-flag produced in step 1 for the ith cut-set. If it is 0 the cut-set is not proper, then go to step 4. If it is 1 , the i-cut is proper and must generate only one cutaset corresponding to a single failure of the common node
of all the edges in the i-cut. Construct a cut-node incidence vector equal to the same vector of the ith cut-set. Increment the cut-counter and go to step 2.

Step 4 : Construct the busbar-flag vector for the ith cut. Generate all possible combinations of events having single node failure and/or branch(es)-node failures. Go to step 5 .

Step 5 : Compare each possible new cut-set with all cut-sets already generated that have the same node failure. Only if the possible cut-set has not been already generated and is a minimal one, consider it is a branch-node cut-set. Construct its cut-node incidence vector equal to that of the ith cut-set except for the term of the node having failed and any other tree node fed from this node. Repeat step 5 for all the combinations generated in step 4. Increment cut-counter and go to step 2.

To illustrate the procedure, table XIV presents the results step-by-step when the node and branch-node cut-set of Fig. 1 are generated by the algorithm. The busbar-flag vector and steps 4 and 5 are made only for non-proper minimal cut-sets. If the same procedure is applied for the proper cut-sets of Fig. l the results obtained are presented in table XV. This table shows that each proper minimal cut-set only gener ates one minimal cut-set, different from those generated by non-proper minimal cut-sets, which corresponds to the failure of the common nodes of the edges in the cutmset. The incidence of the nodes and branch-node cut-sets on the nodes of the graph is contained in a cut-node incidence matrix

GENERATION OF MINIMAL CUT-SET INCLDDING
SINGLE NODE OUTAGE OF FIG. I
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|c|}
\hline \multicolumn{2}{|l|}{Old cut} & \multicolumn{3}{|l|}{Busbar-flag} & \multicolumn{2}{|l|}{Possible new cut} & \multicolumn{2}{|r|}{New cut} & \multirow[t]{2}{*}{Cut-node incidence} & \multirow[t]{2}{*}{Observations} \\
\hline No. & Elements & 2 & 3 & 4 & Elements & Nodes & No. & Components & & \\
\hline \multirow[b]{2}{*}{1} & \multirow[b]{2}{*}{1,2} & \multirow[b]{2}{*}{1} & \multirow[b]{2}{*}{1} & \multirow[b]{2}{*}{0} & 2 & 2 & 7 & 2,6 & 3,4 & \\
\hline & & & & & 1 & 3 & 8 & 1,7 & 2,4 & \\
\hline 2 & 1,3,4 & & & & - & 2 & 9 & 6 & 2 & Proper cut \\
\hline \multirow{3}{*}{3} & \multirow{3}{*}{2,3,4} & \multirow{3}{*}{2} & \multirow{3}{*}{2} & \multirow{3}{*}{1} & 2 & 2 & & & & See cut 7 \\
\hline & & & & & 4 & 3 & 10 & 4,7 & 4 & \\
\hline & & & & & 2,3 & 4 & 11 & 2,3,8 & 3 & \\
\hline 4 & 2,3,5 & & & & - & 3 & 12 & 7 & 3 & Proper cint \\
\hline \multirow{3}{*}{5} & \multirow{3}{*}{1,3,5} & \multirow{3}{*}{2} & \multirow{3}{*}{2} & \multirow{3}{*}{1} & 5 & 2 & 13 & 5,6 & 4 & \\
\hline & & & & & 1 & 3 & & & & See cut 8 \\
\hline & & & & & 1,3 & 4 & 14 & 1,3,8 & 2 & \\
\hline 6 & 4,5 & & & & - & 4 & 15 & 8 & 4 & Proper cut \\
\hline
\end{tabular}

TABLE XV
GENERATION OF CUT-SET FROM THE PROPER CUT-SET OF FIG. 1
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|c|}
\hline \multicolumn{2}{|r|}{Old cut} & \multicolumn{3}{|l|}{Busbar-flag} & \multicolumn{2}{|l|}{Possible new cut} & \multicolumn{2}{|r|}{New cut} & \multirow[t]{2}{*}{\begin{tabular}{l}
Cut-node \\
incidence
\end{tabular}} & \multirow[t]{2}{*}{Observations \({ }^{1}\)} \\
\hline No. & Elements & 2 & 3 & 4 & Elements & Nodes & No. & Components & & \\
\hline \multirow{3}{*}{2} & \multirow{3}{*}{1,3,4} & \multirow{3}{*}{3} & \multirow{3}{*}{1} & \multirow{3}{*}{1} & - & 2 & 16 & 6 & 2 & See cut 9 \\
\hline & & & & & 1,4 & 3 & 17 & 1,4,7 & 2,4 & Non-minimum, see cut 8 \\
\hline & & & & & 1,3 & 4 & 18 & 1,3,8 & 2 & See cut 14 \\
\hline \multirow[t]{3}{*}{4} & \multirow{3}{*}{2,3,5} & \multirow[t]{3}{*}{1} & \multirow{3}{*}{3} & \multirow[t]{3}{*}{1} & 2,5 & 2 & 19 & 2,5,6 & 3,4 & Non-minimum, see cut 7 \\
\hline & & & & & - & 3 & 20 & 7 & 3 & See cut 12 \\
\hline & & & & & 2,3 & 4 & 21 & 2,3,8 & 3 & See cut 11 \\
\hline \multirow{3}{*}{6} & \multirow{3}{*}{4,5} & \multirow{3}{*}{1} & \multirow{3}{*}{1} & \multirow{3}{*}{2} & - 5 & 2 & 22 & 5,6 & 4 & See cut 13 \\
\hline & & & & & 4 & 3 & 23 & 4,7 & 4 & See cut 10 \\
\hline & & & & & - & 4 & 24 & 8 & 4 & See cut 15 \\
\hline
\end{tabular}

1 All cuts mentioned are the new cuts in table XIV
similar to that used for the algorithm of section (4.6). It can be seen in table XIV that different cut-sets can produce similar combinations. For example the first combination produced with the old cut No. 3 is similar to the one produced by the first combination of the old cut No. 1 . Similarly a new combination can be minimal with respect to others previously generated. Therefore the previous combination must be discarded from the minimal cut-set list. Then each new combination produced by the algorithm must be compared with the previous ones to see that a cut-set will not be generated more than once or if it is minimal. However the number of comparisons is kept to a minimum because only cut-sets with the same node failure are used.

The approach presented for the node and branch-node cut-set enumeration is a combinational procedure that uses the results from the algorithm of section (4.6) to list all possible combinations of branches and nodes that can result in minimal cut-sets. It is an exhaustive procedure that generates all node and branch-node minimal cut-seta.

\subsection*{4.9.3 Tests}

The computer program implementation of the algorithm in section (4.6) has been extended to include steps 2 to 5 of the new algorithm. The extension also uses the space-saving modification of section (4.5.2) for efficient storage of the minimal cut-set and cut-node incidence matrices.

Table XVI shows the computing times for two randomly generated graphs and for the West Venezuelan 115 kV system (graph 12). The same graphs were used when testing the algorithm of section (4.6) as shown in table VIII. Table XVI indicates that the inclusion of node and branch-node cut-sets does not increase the average cut-node generation time. Figures 13 to 15 list the minimal cut-set and cut-node incidence

\section*{INPUT DATA}
\begin{tabular}{rrr} 
E & SB & EB \\
1 & 1 & 2 \\
2 & 1 & 3 \\
3 & 2 & 4 \\
4 & 2 & 7 \\
5 & 3 & 7 \\
6 & 7 & 4 \\
7 & -7 & 9 \\
8 & -7 & 9 \\
9 & -4 & 5 \\
10 & -4 & 10 \\
11 & -9 & 8 \\
12 & -5 & 6
\end{tabular}
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|c|c|c|c|}
\hline \multicolumn{4}{|l|}{MINIMAL CUT MATRIX} & \multicolumn{10}{|l|}{CUT-NODE INCIDENCE MATRIX} \\
\hline CUT & ELE & MENTS & & CUT & & & & & & & & & \\
\hline 1 & 1 & 2 & & 1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 & 9 & 10 \\
\hline 2 & 1 & 3 & 4 & 2 & 2 & & & & & & & & \\
\hline 3 & 2 & 3 & 4 & 3 & 3 & 4 & 5 & 6 & 7 & 8 & 9 & 10 & \\
\hline 4 & 2 & 5 & & 4 & 3 & & & & & & & & \\
\hline 5 & 1 & 5 & & 5 & 2 & 4 & 5 & 6 & 7 & 8 & 9 & 10 & \\
\hline 6 & 3 & 4 & 5 & 6 & 4 & 5 & 6 & 7 & 8 & 9 & 10 & & \\
\hline 7 & 3 & 6 & & 7 & 4 & 5 & 6 & 10 & & & & & \\
\hline 8 & 1 & 4 & 6 & 8 & 2 & 4 & 5 & 6 & 10 & & & & \\
\hline 9 & 2 & 4 & 6 & 9 & 3 & 7 & 8 & 9 & & & & & \\
\hline 10 & 9 & & & 10 & 5 & 6 & & & & & & & \\
\hline 11 & 12 & & & 11 & 6 & & & & & & & & \\
\hline 12 & 4 & 5 & 6 & 12 & 7 & 8 & 9 & & & & & & \\
\hline 13 & 11 & & & 13 & 8 & & & & & & & & \\
\hline 14 & 7 & 8 & & 14 & 9 & 8 & & & & & & & \\
\hline 15 & 10 & & & 15 & 10 & & & & & & & & \\
\hline 16 & 2 & 13 & & 16 & 3 & 4 & 5 & 6 & 7 & 8 & 9 & 10 & \\
\hline 17 & 1 & 14 & & 17 & 2 & 4 & 5 & 6 & 7 & 8 & 9 & 10 & \\
\hline 18 & 13 & & & 18 & 2 & & & & & & & & \\
\hline 19 & 3 & 4 & 14 & 19 & 4 & 5 & 6 & 7 & 8 & 9 & 10 & & \\
\hline 20 & 2 & 4 & 15 & 20 & 3 & 7 & 8 & 9 & & & & & \\
\hline 21 & 14 & & & 21 & 3 & & & & & & & & \\
\hline 22 & 5 & 13 & & 22 & 4 & 5 & 6 & 7 & 8 & 9 & 10 & & \\
\hline 23 & 1 & 18 & & 23 & 2 & 4 & 5 & 6 & 10 & & & & \\
\hline 24 & 4 & 5 & 15 & 24 & 7 & 8 & 9 & & & & & & \\
\hline 25 & 3 & 18 & & 25 & 4 & 5 & 6 & 10 & & & & & \\
\hline 26 & 15 & & & 26 & 4 & 5 & 6 & 10 & & & & & \\
\hline 27 & 6 & 13 & & 27 & 4 & 5 & 6 & 10 & & & & & \\
\hline 28 & 1 & 4 & 15 & 28 & 2 & & & & & & & & \\
\hline 29 & 4 & 6 & 14 & 29 & 7 & 8 & 9 & & & & & & \\
\hline 30 & 2 & 18 & & 30 & 3 & & & & & & & & \\
\hline 31 & 16 & & & 31 & 5 & 6 & & & & & & & \\
\hline 32 & 17 & & & 32 & 6 & & & & & & & & \\
\hline 33 & 18 & & & 33 & 7 & 8 & 9 & & & & & & \\
\hline 34 & 19 & & & 34 & 8 & & & & & & & & \\
\hline 35 & 20 & & & 35 & 9 & 8 & & & & & & & \\
\hline 36 & 21 & & & 36 & 10 & & & & & & & & \\
\hline
\end{tabular}

Figure 13. Output of the branch-node algorithm First numbering of nodes of graph 10.
\begin{tabular}{rrr}
\multicolumn{2}{c}{ INPUT } & DATA \\
& \\
E & SB & EB \\
1 & 1 & 10 \\
2 & 1 & 5 \\
3 & 10 & 7 \\
4 & 10 & 2 \\
5 & 5 & 2 \\
6 & 2 & 7 \\
7 & -2 & 8 \\
8 & -2 & 8 \\
9 & -7 & 9 \\
10 & -7 & 3 \\
11 & -8 & 6 \\
12 & -9 & 4
\end{tabular}
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|c|c|c|c|}
\hline \multicolumn{4}{|l|}{MINIMAL CUT MATRIX} & \multicolumn{10}{|l|}{CUT-MODE INCIDENCE MATRIX} \\
\hline CUT & \multicolumn{3}{|l|}{ELEMENTS} & & \multicolumn{5}{|l|}{NODES} & \multirow{3}{*}{7} & & \multirow[b]{3}{*}{9} & \\
\hline 1 & 1 & 2 & & 1 & 2 & 3 & 4 & 5 & 6 & & \multirow[t]{2}{*}{8} & & \multirow[t]{2}{*}{10} \\
\hline 2 & 10 & & & 2 & 3 & & & & & & & & \\
\hline 3 & 12 & & & 3 & 4 & & & & & & & & \\
\hline 4 & 2 & 5 & & 4 & 5 & & & & & & & & \\
\hline 5 & 1 & 5 & & 5 & 2 & 3 & 4 & 6 & 7 & 8 & 9 & 10 & \\
\hline 6 & 4 & 5 & 6 & 6 & 2 & 6 & 8 & & & & & & \\
\hline 7 & 2 & 4 & 6 & 7 & 5 & 2 & 6 & 8 & & & & & \\
\hline 8 & 1 & 4 & 6 & 8 & 3 & 4 & 7 & 9 & 10 & & & & \\
\hline 9 & 11 & & & 9 & 6 & & & & & & & & \\
\hline 10 & 3 & 6 & & 10 & 7 & 3 & 4 & 9 & & & & & \\
\hline 11 & 3 & 4 & 5 & 11 & 2 & 6 & 8 & 7 & 3 & 4 & 9 & & \\
\hline 12 & 2 & 3 & 4 & 12 & 5 & 2 & 6 & 8 & 7 & 3 & 4 & 9 & \\
\hline 13 & 7 & 8 & & 13 & 8 & 6 & & & & & & & \\
\hline 14 & 9 & & & 14 & 9 & 4 & & & & & & & \\
\hline 15 & 1 & 3 & 4 & 15 & 10 & & & & & & & & \\
\hline 16 & 1 & 16 & & 16 & 2 & 3 & 4 & 6 & 7 & 8 & 9 & 10 & \\
\hline 17 & 2 & 21 & & 17 & 2 & 3 & 4 & 5 & 6 & 7 & 8 & 9 & \\
\hline 18 & 14 & & & 18 & 3 & & & & & & & & \\
\hline 19 & 15 & & & 19 & 4 & & & & & & & & \\
\hline 20 & 16 & & & 20 & 5 & & & & & & & & \\
\hline 21 & 1 & 13 & & 21 & 3 & 4 & 7 & 9 & 10 & & & & \\
\hline 22 & 5 & 21 & & 22 & 2 & 3 & 4 & 6 & 7 & 8 & 9 & & \\
\hline 23 & 13 & & & 23 & 2 & 6 & 8 & & & & & & \\
\hline 24 & 2 & 13 & & 24 & 5 & & & & & & & & \\
\hline 25 & 4 & 6 & 16 & 25 & 2 & 6 & 8 & & & & & & \\
\hline 26 & 2 & 4 & 18 & 26 & 5 & 2 & 6 & 8 & & & & & \\
\hline 27 & 1 & 4 & 18 & 27 & 10 & & & & & & & & \\
\hline 28 & 6 & 21 & & 28 & 3 & 4 & 7 & 9 & & & & & \\
\hline 29 & 17 & & & 29 & 6 & & & & & & & & \\
\hline 30 & 18 & & & 30 & 7 & 3 & 4 & 9 & & & & & \\
\hline 31 & 3 & 13 & & 31 & 7 & 3 & 4 & 9 & & & & & \\
\hline 32 & 3 & 4 & 16 & 32 & 2 & 6 & 8 & 7 & 3 & 4 & 9 & & \\
\hline 33 & 4 & 5 & 18 & 33 & 2 & 6 & 8 & & & & & & \\
\hline 34 & 19 & & & 34 & 8 & 6 & & & & & & & \\
\hline 35 & 20 & & & 35 & 9 & 4 & & & & & & & \\
\hline 36 & 21 & & & 36 & 10 & & & & & & & & \\
\hline
\end{tabular}

Figure 14. Output of the branch-node algorithm Second numbering of nodes of graph 10.

\section*{INPUT DATA}
\begin{tabular}{rrr} 
E & SB & EB \\
1 & 1 & 6 \\
2 & 1 & 8 \\
3 & 6 & 10 \\
4 & 6 & 4 \\
5 & 8 & 4 \\
6 & 4 & 10 \\
7 & -4 & 3 \\
8 & -4 & 3 \\
9 & -10 & 2 \\
10 & -10 & 5 \\
11 & -3 & 9 \\
12 & -2 & 7
\end{tabular}
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|c|c|c|c|}
\hline \multicolumn{4}{|l|}{MINIMAL CUT MATRIX} & \multicolumn{10}{|l|}{CUT - NODE INCIDENCE MATRIX} \\
\hline CUT & \multicolumn{3}{|l|}{ELEMENTS} & CUT & NODES & & & & & & & & \\
\hline 1 & 1 & \multicolumn{2}{|l|}{2} & 1 & 2 & 3 & \multirow[t]{2}{*}{4} & \multirow[t]{2}{*}{5} & \multirow[t]{2}{*}{6} & \multirow[t]{2}{*}{7} & 8 & \multirow[t]{2}{*}{9} & 10 \\
\hline 2 & 9 & & & 2 & 2 & 7 & & & & & & & \\
\hline 3 & 7 & 8 & & 3 & 3 & 9 & & & & & & & \\
\hline 4 & 10 & & & 4 & 5 & & & & & & & & \\
\hline 5 & 1 & 3 & 4 & 5 & 6 & & & & & & & & \\
\hline 6 & 2 & 3 & 4 & 6 & 2 & 3 & 4 & 5 & 7 & 8 & 9 & 10 & \\
\hline 7 & 4 & 5 & 6 & 7 & 4 & 3 & 9 & & & & & & \\
\hline 8 & 12 & & & 8 & 7 & & & & & & & & \\
\hline 9 & 2 & 5 & & 9 & 8 & & & & & & & & \\
\hline 10 & 1 & 5 & & 10 & 2 & 3 & 4 & 5 & 6 & 7 & 9 & 10 & \\
\hline 11 & 3 & 4 & 5 & 11 & 2 & 3 & 4 & 5 & 7 & 9 & 10 & & \\
\hline 12 & 2 & 4 & 6 & 12 & 4 & 3 & 9 & 8 & & & & & \\
\hline 13 & 11 & & & 13 & 9 & & & & & & & & \\
\hline 14 & 3 & 6 & & 14 & 10 & 2 & 7 & 5 & & & & & \\
\hline 15 & 1 & 4 & 6 & 15 & 6 & 10 & 2 & 7 & 5 & & & & \\
\hline 16 & 2 & 17 & & 16 & 2 & 3 & 4 & 5 & 7 & 8 & 9 & 10 & \\
\hline 17 & 1 & 19 & & 17 & 2 & 3 & 4 & 5 & 6 & 7 & 9 & 10 & \\
\hline 18 & 13 & & & 18 & 2 & 7 & & & & & & & \\
\hline 19 & 14 & & & 19 & 3 & 9 & & & & & & & \\
\hline 20 & 16 & & & 20 & 5 & & & & & & & & \\
\hline 21 & 17 & & & 21 & 6 & & & & & & & & \\
\hline 22 & 3 & 4 & 19 & 22 & 2 & 3 & 4 & 5 & 7 & 9 & 10 & & \\
\hline 23 & 2 & 4 & 21 & 23 & 3 & 4 & 8 & 9 & & & & & \\
\hline 24 & 15 & & & 24 & 4 & 3 & 9 & & & & & & \\
\hline 25 & 18 & & & 25 & 7 & & & & & & & & \\
\hline 26 & 19 & & & 26 & 8 & & & & & & & & \\
\hline 27 & 1 & 15 & & 27 & 2 & 5 & 6 & 7 & 10 & & & & \\
\hline 28 & 5 & 17 & & 28 & 2 & 3 & 4 & 5 & 7 & 9 & 10 & & \\
\hline 29. & 3 & 15 & & 29 & 2 & 5 & 7 & 10 & & & & & \\
\hline 30 & 4 & 5 & 21 & 30 & 3 & 4 & 9 & & & & & & \\
\hline 31 & 2 & 15 & & 31 & 8 & & & & & & & & \\
\hline 32 & 4 & & 19 & 32 & 4 & 3 & 9 & & & & & & \\
\hline 33 & 20 & & & 33 & 9 & & & & & & & & \\
\hline 34 & 21 & & & 34 & 10 & 2 & 7 & 5 & & & & & \\
\hline 35 & 6 & 17 & & 35 & 10 & 2 & 7 & 5 & & & & & \\
\hline 36 & 1 & & 21 & 36 & 6 & & & & & & & & \\
\hline
\end{tabular}

Figure 15. Output of the branch-node algorithm Third numbering of nodes of graph 10.
matrices of graph 10 as they are output by the computer program. These figures show the node-numbering independence of the algorithm.

\section*{TABLE XVI}

COMPUTATION TIMES FOR THE ERANCH-NODE CUT-SET ALGORITHM
\begin{tabular}{|l|c|c|c|c|c|c|}
\hline Graph & Nodes & Elements & \begin{tabular}{c} 
Configura- \\
tion index
\end{tabular} & \begin{tabular}{c} 
Number of \\
cut-nodes
\end{tabular} & \begin{tabular}{c} 
Total \\
time \\
\((\mathrm{sec}\) )
\end{tabular} & \begin{tabular}{c} 
Average \\
cut-node time \\
(msec.)
\end{tabular} \\
\hline 10 & 10 & 12 & 0.83 & 128 & 0.618 & 4.82 \\
11 & 11 & 14 & 0.79 & 252 & 0.831 & 3.29 \\
12 & 15 & 18 & 0.83 & 836 & 1.85 & 2.22 \\
\hline
\end{tabular}

\subsection*{4.9.4 A practical application}

The branch-node algorithm was used to list all the minimal cut-sets and the cut-node incidence of the electric distribution system of Fig. 11 taken from [79] . The results are listed in Fig. 16 which include cutsets of all orders. Using the minimal cut-set approach to failure mode and effects analysis reported by Billinton and Grover \({ }^{(79)}\), a complete analysis of the node failure effect on the reliability indices was made for the system configuration in Fig. 11.

To evaluate the reliability of a given electric distribution system, two variables are calculated for each node in the given system: the expected frequency of service interruptions and the expected duration of an interruption. It has been assume that loss of continuity at a node is the only mode of failure for the nodes. This condition can result from component permanent or temporary outages, overlapping permanent outages, temporary outages overlapping permanent outages and temporary and permanent outages overlapping preventive-maintenance outages.
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|}
\hline \multicolumn{5}{|l|}{MITIMAL CUTS} & \multicolumn{5}{|l|}{CUT-NODE INCIDENCE} \\
\hline & \multicolumn{4}{|l|}{ELEMENTS} & \multicolumn{5}{|c|}{NODES} \\
\hline 1 & 1 & 7 & 8 & & 2 & 3 & 4 & 5 & 6 \\
\hline 2 & 1 & 2 & 3 & & 2 & & & & \\
\hline 3 & 2 & 3 & 7 & 8 & 3 & 4 & 5 & 6 & \\
\hline 4 & 2 & 3 & 4 & & 3 & & & & \\
\hline 5 & 1 & 4 & & & 2 & 3 & & & \\
\hline 6 & 4 & 7 & 8 & & 4 & 5 & 6 & & \\
\hline 7 & 4 & 5 & & & 4 & & & & \\
\hline 8 & 2 & 3 & 5 & & 3 & 4 & & & \\
\hline 9 & 1 & 5 & & & 2 & 3 & 4 & & \\
\hline 10 & 5 & 7 & 8 & & 5 & 6 & & & \\
\hline 11 & 5 & 6 & 8 & & 5 & & & & \\
\hline 12 & 6 & 7 & & & 6 & & & & \\
\hline 13 & 4 & 6 & 8 & & 4 & 5 & & & \\
\hline 14 & 2 & 3 & 6 & 8 & 3 & 4 & 5 & & \\
\hline 15 & 1 & 6 & 8 & & 2 & 3 & 4 & 5 & \\
\hline 16 & 7 & 8 & 9 & & 3 & 4 & 5 & 6 & \\
\hline 17 & 1 & 8 & 13 & & 2 & 3 & 4 & 5 & \\
\hline 18 & 9 & & & & 2 & & & & \\
\hline 19 & 7 & 8 & 10 & & 4 & 5 & 6 & & \\
\hline 20 & 2 & 3 & 8 & 13 & 3 & 4 & 5 & & \\
\hline 21 & 10 & & & & 3 & & & & \\
\hline 22 & 4 & 9 & & & 3 & & & & \\
\hline 23 & 1 & 10 & & & 2 & & & & \\
\hline 24 & 1 & 11 & & & 2 & 3 & & & \\
\hline 25 & 7 & 8 & 11 & & 5 & 6 & & & \\
\hline 26 & 4 & 8 & 13 & & 4 & 5 & & & \\
\hline 27 & 11 & & & & 4 & & & & \\
\hline 28 & 5 & 9 & & & 3 & 4 & & & \\
\hline 29 & 5 & 10 & & & 4 & & & & \\
\hline 30 & 2 & 3 & 11 & & 3 & & & & \\
\hline 31 & 2 & 3 & 12 & & 3 & 4 & & & \\
\hline 32 & 1 & 12 & & & 2 & 3 & 4 & & \\
\hline 33 & 7 & 12 & & & 6 & & & & \\
\hline 34 & 5 & 8 & 13 & & 5 & & & & \\
\hline 35 & 12 & & & & 5 & & & & \\
\hline 36 & 13 & & & & 6 & & & & \\
\hline 37 & 6 & 8 & 10 & & 4 & 5 & & & \\
\hline 38 & 6 & 8 & 11 & & 5 & & & & \\
\hline 39 & 4 & 12 & & & 4 & & & & \\
\hline 40 & 6 & 8 & 9 & & 3 & 4 & 5 & & \\
\hline
\end{tabular}

Figure 16. Minimal cut-set and cut-node for Fig. 11

The equations \({ }^{(79)}\) used incorporate a 2-state weather model and consider the following situations:
(i) no repair during adverse weather
(ii) maintenance is not started if it could not be completed before a storm struck

The analysis assumes that all lines have the same reliability parameters indicated in section (4.8). The permanent and temporary failure rates of the nodes were varied from 0.01 to 1.0 times the line failure rates in steps of 0.05 . The nodes outage durations were given the same values as line durations. All nodes were assumed to have the same reliability parameters. Figure 17 plots the resultant values of permanent and temporary node outage rates and permanent node outage duration expressed in per-unit of the respective values for perfectly reliable nodes against the node failure rate expressed as percentage of the line failure rate. These curves indicate that the error in the node reliability indices can be appreciable even for highly reliable nodes and is most serious if the node failure rates are a sizeable percentage of the line failure rates. The errors in node 5 are so high due to the fact that when assuming perfectly reliable nodes, node 5 is outaged only from occurrence of cut-sets of third order, therefore the results considering node failure have a high degree of nodal dominance.

\begin{abstract}
4.10 Conclusion

The introduction of the concept of cut-node incidence allows the development of a systematic and efficient procedure for the enumeration of the minimal cut-sets between an origin and all other nodes in separable and nonseparable graphs. Each time a cut-set is generated we compute new reliability bounds for each node affected for that cut-set. When all cut-sets have been generated all node reliability bounds are available.
\end{abstract}


Fig. 17. Analysis of the influence of node outages on the reliability indices of the system in Fig. 11.

The set of proper cuts defined for the set of edges incident on each node proves to be a fundamental set from which all other cutsets can be obtained by ring sum operations. These operations are reduced to a minimum if only those cuts with at least one edge in common are combined. In this sense the introduction of the index cut is an efficient criterion.

The cascade nature of acyclic directed graphs and the use of a breadth-first search method to fan out all edges at each node permits the listing of cut-sets in these graphs by a combinational approach that proves to be very efficient, compared with a similar technique reported in the literature.

Any physical system where the nodes are also subject to failures requires the enumeration of the feasible branch-node cut-sets for its reliability evaluation. Otherwise the results of such evaluation are meaningless. Unreliable nodes can be easily handled considering that an s-t branch-node cut-set is a minimal set of components (branches and nodes) that break all possible s-t paths. Once all branch cut-sets have been defined the use of a busbar-flag vector to indicate the terminal nodes of the branches in each cut-set expedites the generation of all possible branch-node combinations.

The efficiency of the minimal cut-set algorithms presented in this chapter cannot be measured entirely in terms of the number of nodes in the graph but rather in terms of the graph configuration index (number of nodes/number of branches). Graphs with high indices will be solved faster than those with low indices. The space requirement of the computer program implementation of the algorithms is determined by the number of cuts they may generate. A simple storage scheme based on the binary nature of the minimal cut-set and cut-node incidence matrices overcomes such restrictions.

\section*{CHAPTER V}

VARIANCE AND APPROXIMATE CONFIDENCE LIMITS FOR THE PROBABILITY AND FREQUENCY OF SYSTEM FAILURE

\subsection*{5.1 Introduction}

Reliability component data is generally obtained from two sources, the failure times of various items in a population placed on a life test \({ }^{(46)}\) or field reports \((47)\) listing operating hours of replaced components in equipment already in use. A very good way to present these data is to compute and plot either the failure density function or the failure rate as a function of time. Since both functions are continuous variables we first compute a piecewise-continuous failure density function and a failure rate from the data. Study of these piecewise-continuous functions is followed by the choice of a continuous model which fits the data satisfactorily and allows us to draw conclusions from test data on the behaviour of other similar components. Fitting a model to the data can be done either on the basis of experience, intuition and inspection of the appropriate graphs or through statistical techniques which can be used to efficiently process data and obtain "best" repeatable values for model parameters.

A point estimate of a parameter \(X\) is a single number which is our "best" estimate of the parameter. A measure of the variability of such a value is called the variance. If \(X\) varies relatively little or by a large amount, the variance will be relatively small or large respectively. If we are somewhat more realistic we may wish to quote an interval i.e., an interval estimate, into which the parameter probably falls. To be more precise we measure our sureness by the probability that the parameter falls within the interval. This probability is called the

\begin{abstract}
"confidence"or "confidence coefficient". For a single component it is accepted that a bare statement of its estimated probability of failure during the period of operation is insufficient. A standard used for component procurement, the British Standard BS 4200 or the United States MIL STD 785, makes it very clear than an accuracy measure for the failure probability estimate is also necessary. This is usually in the form of a confidence limit.

Actually in many cases the interval estimate of the component parameters is only an intermediate step in solving the real problem of formulating an interval estimate for the system reliability. This chapter will focus on the development of computational methods for the variance and approximate confidence intervals for the probability and frequency of system failure taking into account the uncertainty of the component parameters. It is assumed that early testing has been performed on components and estimates and variances of component reliabilities are available i.e., this chapter presents methods for constructing approximate confidence limits on the system reliability indices from component test results.
\end{abstract}

\subsection*{5.2 Distribution of the failure and repair models}

There exists a general agreement that the exponential distribution adequately describes the time-to-failure of most complex systems of solid state design but it is less relevant for electromechanical equipment where wear-out effects need to be considered. Hence, for a more satisfactory analysis it is necessary to consider the use of timedependent distributions such as the Weibull distribution, whose density function is
\[
\begin{equation*}
f(t)=K t^{m} e^{-K t^{m+1} / m+1} \tag{5.1}
\end{equation*}
\]

The parameter \(m\) determines the shape of the distribution and parameter \(K\) is a scale-change. When \(m=0\), the distribution becomes exponential. However, the exponential distribution, if not known to be the case, is usually a safe assumption for highly complex equipment \({ }^{(48)}\). It is also pertinent to remark that if routine maintenance is carried out sufficiently frequently then it can be assumed that defects due to time-dependent causes do not occur.

There is considerable controversy over the distribution of time-to-repair. The most commonly used are the exponential, the log-normal and the Erlang distributions. The log-normal has the serious limitation that it is very difficult to work with analytically in conjunction with another distribution. Since in many cases it is difficult, if not impossible, to distinguish between a sample from a log-normal distribution and a sample from an exponential distribution it would seem preferable to assume the exponential because it lends itself readily to an analytic approach. The Erlang family of service time distribution is defined by
\[
\begin{equation*}
f(t ; \mu, k)=\frac{\mu(\mu t)^{k-1}}{(k-1)!} e^{-\mu t} \tag{5.2}
\end{equation*}
\]
where \(k\) is the number of stages. The limiting cases for this family occur when \(k=1\) and \(k=\infty\). When \(k=1, f(t ; \mu, k)\) reduces to the exponential and when \(k=\infty, f(t ; \mu, k)\) is a straight line intersecting the t-axis at \(I / \mu\). The Gamma-distribution has a density function defined by
\[
f(x)=\left\{\begin{array}{cl}
0 & \text { for } x \geqslant 0  \tag{5.3}\\
\frac{\beta^{\alpha}}{\Gamma(\alpha)} x^{\alpha-1} e^{-\beta x} & \text { for } x>0
\end{array}\right.
\]
therefore, the exponential distribution (with \(\alpha=1\) ) and the so-called Erlang-distribution (in the case of integer \(\alpha\) ) are particular cases of a \(\Gamma\)-distribution.

Both the nonrepairable and the repairable approaches described in this chapter assume the exponential distribution for the time-tofailure and for the time-to-repair. However the repairable case is also applicable if the Weibull or Gamma distributions are used for any one of both times.

\subsection*{5.3 The exponential distribution in reliability}

The exponential-distribution plays a key role in reliability and calculations because it describes so well the behaviour of components and systems in their useful life period i.e., when they display approximately constant failure rates. Its great advantage over other any statistical distributions is the single parameter \(\lambda\), or its reciprocal \(m\), which fully and completely describes a given exponential function.

The exponential density function is given by
\[
\begin{equation*}
f(t)=\lambda e^{-\lambda t} \quad t \geqslant 0, \lambda>0 \tag{5.4}
\end{equation*}
\]
where \(\lambda\) is the constant failure rate. A further advantage of the exponential distribution is that it is independent of the age of a component or system as long as they are operated during the period of constant failure rate.

\subsection*{5.3.1 Estimate and variance of the parameter}

The fact that the exponential distribution is a single parameter distribution makes reliability testing of exponential equipment comparatively simple because all that is needed is to determine the value of \(\lambda\) by a test.

Suppose we have a sample \(X=\left(x_{1}, x_{2}, \ldots, x_{n}\right)\) of \(n\) independent observations drawn randomly from an exponential distribution with the density function of Eqn. (5.4), where \(\lambda\) is an unknown parameter and we
wish to estimate it using the sample data. Several criteria of estimation (49) have led to estimates of \(\lambda\) of the form \(d_{n} / s\), where \(S=\sum_{1}^{n} x_{i}\) is a sufficient statistic for \(\lambda\) and \(d_{n}\) is a function of \(n\). The whole topic of estimation and testing schemes are discussed in many places, e.g. [50] or [51] . The most frequently used estimators are the maximum likelihood estimator (MLE) and the minimum variance unbiased estimator (MVUE).

Lloyd and Lipow (52) summarized the methods for estimating the parameters of the gamma distribution from complete samples by the method of maximum likelihood. Epstein and Sobel \({ }^{(46)}\) derived MLE for the parameter of the exponential distribution based on censored samples. Sathe and Varde \({ }^{(53)}\) derived the MVUE for the same distributions, giving the expected value and the variance for the parameter in each case.

\subsection*{5.3.2 Reliability estimate and variance}

Let \(t_{1}, t_{2}, \ldots, t_{n}\) be identically distributed independent random variables having an exponential distribution. These random variables represent the life-lengths of \(n\) identical systems or components. Let \(\theta\) denote the expected life-length, or mean time between failures (MTBF) of the systems or components under consideration; \(0<\theta<\infty\). The reliability function of the system or component is
\[
\begin{equation*}
R(t, \theta)=\exp (-t / \theta) \quad 0<t<\infty \tag{5.5}
\end{equation*}
\]

The commonly used estimate of reliability in the exponential case is the maximum likelihood estimate \(\hat{R}\), that for a given mission time is
\[
\begin{equation*}
\hat{R}=\exp \left(-t_{n} / \hat{\theta}\right) \tag{5.6}
\end{equation*}
\]
where \(\hat{\theta}\) is the sample mean given by
\[
\begin{equation*}
\hat{\theta}=\sum_{i=1}^{n} t_{i} / n \tag{5.7}
\end{equation*}
\]

Though the estimate \(\hat{R}\) has all the properties of MLE it has one serious drawback for application in reliability: it is biased. Pugh (54) has shown that the best estimate of \(R\) is not \(\hat{R}\) but
\[
\begin{equation*}
\hat{R}^{*}=\left(1-\frac{t_{m}}{n \hat{\theta}}\right)^{n-1} \tag{5.8}
\end{equation*}
\]
where \(\widehat{R}^{*}=0\) if \(\hat{\theta} \leqslant t_{m} / n\).
The probability density function of the complete sufficient statistic \(S=\sum t_{i}\) is gamma-distributed \(g(1 / \theta, n)\). Accordingly
\[
\begin{equation*}
E\left\{\hat{R}^{*}\left(t_{m}, S\right)\right\}=\frac{1}{(n-1)!} \int_{t_{m} / \theta}^{\infty} \quad\left(1-\frac{t_{m}}{\theta x}\right)^{2 n-2} e^{-x} x^{n-1} d x \tag{5.9}
\end{equation*}
\]
and the variance of the MVU estimator \(\hat{R^{*}}\left(t_{m}, s\right)\) is obtained by subtracting \(e^{-2 t_{\text {II }} / \theta}\) from Eqn. (5.9). For numerical computations it is more convenient to apply the Gauss-Laguerre quadrature method (55) for determining the integral of Eqn. (5.9).

\subsection*{5.4 Minimal cut-set basic formulae}

In the minimal cut-set approach to system reliability the probability of system failure \({ }^{(30)}\) is expressed as
\[
\begin{equation*}
P_{f}=\operatorname{Pr}\left\{\overline{\mathrm{C}}_{1}+\overline{\mathrm{C}}_{2}+\ldots+\overline{\mathrm{C}}_{\mathrm{n}}\right\} \tag{5.10}
\end{equation*}
\]
where the + indicates the logic sum or union. The mutually exclusive approximation provides an upper bound to the probability of system failure given by
\[
\begin{equation*}
P_{f} \gtrless \sum_{i=1}^{N M C} \operatorname{Pr}\left\{\bar{c}_{i}\right\} \tag{5.11}
\end{equation*}
\]
where NMC is the total number of minimal cut-set.

Similarly, the frequency of system failure \({ }^{(16)}\) is expressed as
\[
\begin{equation*}
f_{f}=f\left\{s_{1}+s_{2}+\cdots+s_{n}\right\} \tag{5.12}
\end{equation*}
\]
where each \(S_{i}\) represents a subset of the state space \(S\) formed by all \(\bar{C}_{i}\) and
\[
f\left(S_{i}\right)=\operatorname{Pr}\left\{\overline{\mathrm{c}}_{\mathbf{i}}\right\} \cdot \sum_{j \varepsilon C_{i}} \mu_{j}
\]

The mutually exclusive approximation yields an upper found for \(f_{f}\) given by
\[
\begin{equation*}
f_{f} ₹ \sum_{i=1}^{\text {NMC }}\left\{\operatorname{Pr} \quad\left(\bar{c}_{i}\right) \cdot \mu_{i}\right\} \tag{5.13}
\end{equation*}
\]
where \(\bar{\mu}_{i}\) is the sum of \(\mu_{j}\) 's over all \(j \varepsilon C_{i}\). The disjoint approximation is preferred here because the simple relationships provided by Eqns. (5.11) and (5.13) with respect to \(\operatorname{Pr}\left\{\overline{\mathrm{C}}_{i}\right\}\) and \(f\left\{\mathrm{~S}_{i}\right\}\) respectively, ease the computation of the expected value and variance of \(P_{f}\) and \(f_{f}\). If \(\lambda_{j}\) and \(\mu_{j}\) represent the failure and repair rate of the \(j\) th element the steady state probabilities \({ }^{(54)}\) of that element being in the up state \(P_{u_{j}}\) or in the down state \(P_{d_{j}}\) are
\[
\begin{equation*}
P_{u_{j}}=\frac{\mu_{j}}{\lambda_{j}+\mu_{j}} \tag{5.14}
\end{equation*}
\]
and
\[
\begin{equation*}
P_{d_{j}}=\frac{\lambda_{j}}{\lambda_{j}+\mu_{j}} \tag{5.15}
\end{equation*}
\]
\(P_{u_{j}}\) and \(P_{d_{j}}\) can be interpreted as follows: As the operating time of the \(j\) th element approaches infinity, the fraction of time in the up state approaches \(P_{u_{j}}\) and the fraction of time in the down state approaches \(P_{d_{j}}\).

For the nonrepairable condition of an element with the exponential failure model, the probability of failure \({ }^{(17)}\) in the time interval from 0 to \(t_{m}\) is given by
\[
\begin{equation*}
Q_{j}\left(t_{m}\right)=1-e^{-\lambda_{j} t_{m}} \tag{5.16}
\end{equation*}
\]
and the probability of system failure for the same interval using the minimal cut-set approach can be obtained from
\[
\begin{equation*}
P_{f}=\sum_{i=1}^{N M C}\left\{\prod_{j \varepsilon i} Q_{j}\left(t_{m}\right)\right\} \tag{5.17}
\end{equation*}
\]

For the repairable case, the system is assumed to have reached an equilibrium (steady state) condition of failure and repair. The steady state probability and frequency of system failure given by the minimal cut-set approach are obtained from
\[
\begin{align*}
& P_{f}=\sum_{i=1}^{N M C}\left\{\prod_{j \varepsilon i} P_{d_{j}}\right\}  \tag{5.18}\\
& f_{f}=\sum_{i=1}^{N M C}\left\{\prod_{j \varepsilon i} P_{d_{j}} \cdot \sum_{j \in i} \mu_{j}\right\} \tag{5.19}
\end{align*}
\]

For both repairable and nonrepairable conditions the highest contingency to be evaluated will be the third order cut-sets. Higher orders are assumed to produce negligible effects on the reliability indices.

\subsection*{5.5 Problem statement}

We are concerned with the general problem of estimating the probability and frequency of failure that a complex system has during its operational life. The system will consist of a number of components,
logically interconnected in some fashion, with particular patterns of component failure causing system failure.

Component failure and repair rates obtained from life-tests or field reports are subject to uncertainty and may most properly be thought of as random variables. It follows from Eqns. (5.17) to (5.19) that \(P_{f}\) and \(f_{f}\) which are functions of these parameters are also subject to uncertainty and must be considered as random variables too. Presently, the expected or average values of the component parameters are used to compute the expected values of the \(P_{f}\) and \(f_{f}\) random variables. The expected values of \(P_{f}\) and \(f_{f}\) provide no information as to the range of values over which \(P_{f}\) and \(f_{f}\) might vary due to variations in component failure and repair rates. Such analysis requires a method for computing not only a point-estimate of both reliability indices but also interval estimates. The interval estimate of \(P_{f}\) and \(f_{f}\) will give upper and lower bounds such that these random variables lie between these limits with a specified probability. The exact solution of this problem requires complete information about the internal variables \(\lambda_{j}, \mu_{j}\). This means that the distribution of each \(\lambda_{j}\) and \(\mu_{j}\) must be known and how changes occur as a function of time. The amount of information required for the exact solution generally will not be available. Also as Eqns. (5.17) to (5.19) involve nonlinear operations, a solution in closed form is generally not possible. These are the reasons why the exact solution is not discussed in this thesis.

Considering that the parallel-series arrangement of components in the minimal cut-set approach adequately represent the system with statistically independent components, we now show how these interval estimates for the probability and frequency of system failure can be calculated by approximate methods.

A deterministic (nonprobabilistic) approach to this problem is first discussed. Two different types of approximation will be presented. The first technique involves the orthodox statistical procedure of characterizing distributions by their low order moments and uses the conservative Chebyshevinequality to bound the probabilities that the random variables lie within a certain range. The second technique is to apply Monte Carlo simulation based on common probability models, with which component test data may be translated into approximate system reliability limits at any confidence level.

\subsection*{5.6 Review of the literature}

Methods of obtaining confidence bounds on the reliability of nonmaintained systems are surveyed and numerical comparisons are given by Mann \({ }^{(56)}\). It is assumed that failure data have been collected from life tests performed on prototypes of the various components which make up the system, but that the system has not been tested as a whole for economic reasons or simply that it is virtually impossible to test the entire system without destroying it. This paper represents a very good summary of the state of the art and discusses methods applicable to series and/or parallel as well as more logically complex systems.

Rosenblatt (57) treats the problem of estimation of a probability \(R\) interpreted as system reliability when the estimate is to be based on data obtained from component tests. The problem is formulated in a general way leading to a widely applicable method for distribution-free estimation of \(R\) and calculation of approximate nonparametric confidence intervals. It discusses comparisons with exact and alternative approximate methods. The method is also well discussed by Mann \({ }^{(56)}\).

Murchland and Weber \({ }^{(58)}\) describe a method for the variance of the probability of failure of a complex system represented by a faulttree with independent components using a moment method when the components are not repairable. In the repairable case, a method for approximately determining the variance of the expected number of failures is indicated, for which the authors suggest the use of Chebyshev inequality rather than picking any particular assumptions concerning the distribution of the unbiased simulation estimator of system reliability. Their bounds involve the expression for the exact rather than the asymptotic variance of the estimator of the system reliability. Their procedure presents no particular computational difficulties as long as the system remains logically simple. Calculation of their variance estimate for the reliability estimator becomes very complicated, however, as the system increases in complexity.

Burnett and Wales (59) present a method for constructing statistical confidence limits for the system reliability from component test results. They suggest Monte Carlo simulation of the fiducial distribution of system reliability given the subsystem failure for the series-system model and also for other models which are logically more complex. The method developed is only for the case of components with exponentially distributed failures and assumes: (i) individual components fail independently, (ii) a mathematical expression relating system reliability and component reliabilities can be written, (iii) estimates of component reliabilities are available from earlier testing and (iv) these estimates of omponent reliabilities have known sampling distributions. The method generates the numerical sampling distributions of component reliability estimates from which is selected a value for each component that is substituted into the mathematical relationship between system-component
reliabilities to give one value for the system reliability. This process is repeated until the numerical sampling distribution of the sys tem reliability estimate is generated. Confidence limits are then computed on this numerical distribution.

Levy and Moore \({ }^{(60)}\) extended the previous Monte Carlo technique to systems whose component failures follow the normal, log-normal, gamma and Weibull probability distribution. They also assume that individual components fail independently and that failure data is available from component tests. The parameter estimates are assumed to be obtained by the method of maximum likelihood based on life tests from a complete sample or from a censored sample where the distribution of the estimator is known.

Both techniques (59),(60) based in the fiducial method are optimum for one component and approach the optimum confidence bounds as the number of failures increases for all components. They are conservative in general but provide a method for obtaining confidence limits of systems composed of components whose failure patterns are represented by different families of matheratical models. Both are designed specially for series and/or parallel combinations but complex configurations must be broken down, by application of Bayes theorem, into combinations of these types.

Kamat and Riley \({ }^{(61)}\) present a Monte Carlo simulation procedure for non-repairable systems represented by its minimal tie-sets when the components are assumed to be statistically independent. The method is a synthetic one, in that the failure times of individual components are generated and then used to determine the success or failure of the system. Each of these component failure times is converted to the Boolean state representation of success or failure by comparing it with the required operation time. The success or failure of each component
along any given minimal tie-set is checked from its state representation. If all the components along the tie-set are a success, the system is a success. If at least one of these components is a failure, another minimal tie-set is checked. This procedure is continued until either the system success has been identified or all the minimal tie-sets have been checked with each tie-set having at least one failed component. Replications of this procedure will yield \(n_{s}\) success and \(n_{f}\) failures of the system and the reliability estimate for a mission time \(t_{m}\) is given by \(R\left(t_{m}\right)=n_{s} /\left(n_{s}+n_{f}\right)\). The confidence limits are obtained using the statistical normal approximation to the binomial distribution. The confidence interval obtained is narrowed by increasing the number of replications.

\subsection*{5.7 Deterministic approach}

The simple first approach to the problem of section (5.5) is to ignore the probabilistic nature of the problem and attempt a deterministic solution. One technique is to assume that component parameters have distributions entirely concentrated between minimum and maximum values. This technique, called here the worst-case approach, makes an honest attempt to determine how much change there will be in the reliability indices if all the components are at their extremes and combine in the worst possible manner.

We restrict our analysis to the contribution to the reliability indices of minimal cut-sets up to the third order.

Let us consider the case of repairable components where the steadystate probability of the i-th component being in the down state is given by
\[
P_{d_{i}}=\frac{\lambda_{i}}{\lambda_{i}+\mu_{i}}
\]

If \(\sigma_{\lambda}\) and \(\sigma_{\mu}\) represent the standard deviations of the failure and repair rates respectively, it seems reasonable to use \(\lambda_{i} \pm \sigma_{\lambda_{i}}\) for \(\lambda_{i_{\text {Max }}}\) and \(\lambda_{i_{\text {min }}}, \mu_{i} \pm \sigma_{\mu_{i}}\) for \(\mu_{i_{M a x}}\) and \(\mu_{i_{\text {min }}}\), respectively. The minimal cutset approach to the probability and frequency of system failure are given by Eqns. (5.17) to (5.19). Table I summarises the resulting expressions for minimal cut-sets up to third order of the steady-state probability of failure. Capital letters refer to maximum values and minor ones to minimum values. Symbol ( \(\wedge\) ) refers to the expected value of the parameter.

\section*{TABLE I}

\section*{MINIMUM AND MAXIMUM VALUES FOR THE STEADY STATE PROBABILITY OF FAILURE}
\begin{tabular}{|c|c|c|c|}
\hline \begin{tabular}{c} 
Cut-set \\
order
\end{tabular} & Point-estimate & minimum & Maximum \\
\hline 1 & \(\frac{1}{1+\hat{\mu} / \hat{\lambda}}\) & \(\frac{1}{1+\hat{\mu}_{M} / \hat{\lambda}_{m}}\) & \(\frac{1}{1+\hat{\mu}_{m} / \hat{\lambda}_{M}}\) \\
\hline 2 & \(\prod_{j=1}^{2} \frac{1}{1+\hat{\mu}_{j} / \hat{\lambda}_{j}}\) & \(\prod_{j=1}^{2} \frac{1}{1+\hat{\mu}_{j_{M}} / \hat{\lambda}_{j_{m}}}\) & \(\prod_{j=1}^{2} \frac{1}{1+\hat{\mu}_{j_{m}} / \hat{\lambda}_{j_{M}}}\) \\
\hline 3 & \(\prod_{j=1}^{3} \frac{1}{1+\hat{\mu}_{j} / \hat{\lambda}_{j}}\) & \(\prod_{j=1}^{3} \frac{1}{1+\hat{\mu}_{j_{M}} / \hat{\lambda}_{j_{m}}}\) & \(\prod_{j=1}^{3} \frac{1}{1+\hat{\mu}_{j_{m}} / \hat{\lambda}_{j_{M}}}\) \\
\hline
\end{tabular}

Referring to the probability of failure of the system the idea is to combine the minimum and maximum values of the minimal cut-sets in the worst possible manner. A little thought shows that these values are given by
\[
\begin{align*}
& P_{f_{M}}=\sum_{i=1}^{N M C} \operatorname{Pr}\left\{c_{i}\right\}_{M}  \tag{5.20}\\
& P_{f_{m}}=\sum_{i=1}^{\operatorname{MMC}} \operatorname{Pr}\left\{c_{i}\right\}_{m} \tag{5.21}
\end{align*}
\]

Similarly for the probability of failure of the system in the time interval from 0 to \(t_{m}\), it seems reasonable to use, for each component, \(Q_{j}\left(t_{m}\right) \pm \sigma_{Q_{j}}\) for \(Q_{j}\left(t_{m}\right)_{M a x}\) and \(Q_{j}\left(t_{m}\right)_{\min }\) respectively. In such cases . general expressions for minimal cut-sets will be
\[
\begin{equation*}
P_{f_{M}}\left(t_{m}\right)=\sum_{i=1}^{N M C} \prod_{j \varepsilon i} Q_{j}\left(t_{m}\right)_{M} \tag{5.22}
\end{equation*}
\]
\[
\begin{equation*}
P_{f_{m}}\left(t_{m}\right)=\sum_{i=1}^{N M C} \prod_{j \varepsilon i} Q_{j}\left(t_{m}\right)_{m} \tag{5.23}
\end{equation*}
\]

However, all one can say is that \(P_{f}\) probably lies between the values \(P_{f_{M}}\) and \(P_{f_{m}}\). Since the statistics are unknown no confidence coefficient can be stated for this reliability index.

If the reliability index is a rather complicated function involving many parameters, as it is in the case for the frequency of system failure, it is hard to decide by inspection which combination of values sivesaminimun and a maximum value of the index. In such a case, approximating the reliability index by the first few terms of a Taylor series expansion simplifies the problem. For the purposes of the deterministic approach it should be sufficient to retain the constant and the first-order terms and for a function of n variables these terms are given by
\[
f\left(\Delta x_{1}, \Delta x_{2}, \ldots, \Delta x_{n}\right)=f_{b v}+\sum_{i=1}^{n}\left(\partial f / \partial x_{i}\right)_{b v} \Delta x_{i}
\]

For the minimal cut-set approach we need to evaluate the partial derivatives for cuts up to the third-order. Both the function and its partial derivatives are to be evaluated at the best value (bv) of the variables.

\section*{First-order cut-set}

A point-estimate is given by
\[
\begin{equation*}
f_{\mathrm{Cl}}=\frac{\hat{\lambda}_{1}}{\hat{\lambda}_{1}+\hat{\mu}_{1}} \cdot \hat{\mu}_{1} \tag{5.24}
\end{equation*}
\]

The coefficients from the first partial derivatives designated by \(b_{f_{1}}\) and \(b_{f_{2}}\) are
\[
\begin{align*}
& b_{f_{1}}=\left(\partial f_{C 1} / \partial \lambda_{1}\right)_{b v}=\left(\hat{\mu}_{1} / \hat{\lambda}_{1}+\hat{\mu}_{1}\right)^{2}  \tag{5.25}\\
& b_{f_{2}}=\left(\partial f_{C 1} / \partial \mu_{1}\right)_{b v}=\left(\hat{\lambda}_{1} / \hat{\lambda}_{1}+\hat{\mu}_{1}\right)^{2} \tag{5.26}
\end{align*}
\]

Using worst-case techniques the minimum and maximum values for the frequency of the first-order cut-set will be
\[
\begin{align*}
& f_{\mathrm{Cl}_{\mathrm{m}}}=\hat{f}_{\mathrm{Cl}}-\mathrm{b}_{\mathrm{f}_{1}} \Delta \lambda_{1}-\mathrm{b}_{\mathrm{f}_{2}} \Delta \mu_{1}  \tag{5.27}\\
& f_{\mathrm{Cl}}=\hat{f}_{\mathrm{Cl}}+\mathrm{b}_{\mathrm{f}_{1}} \Delta \lambda_{1}+\mathrm{b}_{\mathrm{f}_{2}} \Delta \mu_{1} \tag{5.28}
\end{align*}
\]
where \(\Delta \lambda_{1}\) and \(\Delta \mu_{1}\) are substituted as positive quantities, made equal in this case to the standard deviation of the respective parameter.

\section*{Second-order cut-set}

A single-point estimate is
\[
\begin{equation*}
\hat{f}_{C 2}=\frac{\hat{\lambda}_{1}}{\hat{\lambda}_{1}+\hat{\mu}_{1}} \cdot \frac{\hat{\lambda}_{2}}{\hat{\lambda}_{2}+\hat{\mu}_{2}} \cdot\left(\hat{\mu}_{1}+\hat{\mu}_{2}\right) \tag{5.29}
\end{equation*}
\]

The coefficients from the first partial derivatives are
\(b_{f 1}=\left(\partial f_{C 2} / \partial \lambda_{1}\right)_{b v}=\frac{\hat{\lambda}_{2}}{\hat{\lambda}_{2}+\hat{\mu}_{2}} \cdot \frac{\hat{\mu}_{1}}{\left(\hat{\lambda}_{1}+\hat{\mu}_{1}\right)^{2}} \cdot\left(\hat{\mu}_{1}+\hat{\mu}_{2}\right)\)
\({ }^{b} \mathrm{f} 2=\left(\partial f_{\mathrm{C} 2} / \partial \mu_{1}\right)_{\mathrm{bv}}=\frac{\hat{\lambda}_{2}}{\hat{\lambda}_{2}+\hat{\mu}_{2}} \cdot \frac{\hat{\lambda}_{1}}{\left(\hat{\lambda}_{1}+\hat{\mu}_{1}\right)^{2}} \cdot\left(\hat{\lambda}_{1}-\hat{\mu}_{2}\right)\)
\(b_{f 3}=\left(\partial f_{C 2} / \partial \lambda_{2}\right)_{b v}=\frac{\hat{\lambda}_{1}}{\hat{\lambda}_{1}+\hat{\mu}_{1}} \cdot \frac{\hat{\mu}_{2}}{\left(\hat{\lambda}_{2}+\hat{\mu}_{2}\right)^{2}} \cdot\left(\hat{\mu}_{1}+\hat{\mu}_{2}\right)\)
\(b_{f 4}=\left(\partial f_{C 2} / \partial \mu_{2}\right)_{b v}=\frac{\hat{\lambda}_{1}}{\hat{\lambda}_{1}+\hat{\mu}_{1}} \cdot \frac{\hat{\lambda}_{2}}{\left(\hat{\lambda}_{2}+\hat{\mu}_{2}\right)^{2}} \cdot\left(\hat{\lambda}_{2}-\hat{\mu}_{1}\right)\)

Using worst-case techniques the minimum and maximum values for the frequency of the second-order cut-set are
\[
\begin{align*}
& f_{\mathrm{C} 2_{\mathrm{m}}}=\hat{\mathrm{f}}_{\mathrm{C} 2}-\Delta \mathrm{f}_{\mathrm{C} 2}  \tag{5.34}\\
& \mathrm{f}_{\mathrm{C} 2 \mathrm{M}}=\hat{f}_{\mathrm{C} 2}+\Delta f_{\mathrm{C} 2} \tag{5.35}
\end{align*}
\]
where \(\Delta f_{C 2}\) is given by
\(\Delta f_{\mathrm{C} 2}=b_{f 1} \Delta \lambda_{1}+b_{f 2} \Delta \mu_{1}+b_{f 3} \Delta \lambda_{2}+b_{f 4} \Delta \mu_{2}\)
The basic assumption that component repair rates are much larger than failure rates would give a negative sign to coefficients \(b_{f 2}\) and \(b_{f 4}\). Therefore, \(\Delta \lambda_{j}\) and \(\Delta \mu_{j}, j=1,2\) are substituted equal
to the respective standard deviation of the parameter with the sign to combine in the worst possible manner.

\section*{Third-order cut-set}
\[
\begin{align*}
& \text { A single-point estimate is } \\
& f_{C 3}=\frac{\hat{\lambda}_{1}}{\hat{\lambda}_{1}+\hat{\mu}_{1}} \cdot \frac{\hat{\lambda}_{2}}{\hat{\lambda}_{2}+\hat{\mu}_{2}} \cdot \frac{\hat{\lambda}_{3}}{\hat{\lambda}_{3}+\hat{\mu}_{3}} \cdot\left(\hat{\mu}_{1}+\hat{\mu}_{2}+\hat{\mu}_{3}\right) \tag{5.37}
\end{align*}
\]

The coefficients from the first partial derivatives with respect to \(\lambda_{i}\) and \(\mu_{i}, i=1,2,3\) designated by \(b_{f j}\) and \(b_{f k}, j=1,3,5 ; k=2,4,6\) respectively, are
\(b_{f 1}=\frac{\hat{\lambda}_{2}}{\hat{\lambda}_{2}+\hat{\mu}_{2}} \cdot \frac{\hat{\lambda}_{3}}{\hat{\lambda}_{3}+\hat{\mu}_{3}} \cdot \frac{\hat{\mu}_{1}}{\left(\hat{\lambda}_{1}+\hat{\mu}_{1}\right)^{2}} \cdot\left(\hat{\mu}_{1}+\hat{\mu}_{2}+\hat{\mu}_{3}\right)\)
\(b_{f 2}=\frac{\hat{\lambda}_{2}}{\hat{\lambda}_{2}+\hat{\mu}_{2}} \cdot \frac{\hat{\lambda}_{3}}{\hat{\lambda}_{3}+\hat{\mu}_{3}} \cdot \frac{\hat{\lambda}_{1}}{\left(\hat{\lambda}_{1}+\hat{\mu}_{1}\right)^{2}} \cdot\left(\hat{\lambda}_{1}-\hat{\mu}_{2}-\hat{\mu}_{3}\right)\)
\(b_{f 3}=\frac{\hat{\lambda}_{1}}{\hat{\lambda}_{1}+\hat{\mu}_{1}} \cdot \frac{\hat{\lambda}_{3}}{\hat{\lambda}_{3}+\hat{\mu}_{3}} \cdot \frac{\hat{\mu}_{2}}{\left(\hat{\lambda}_{2}+\hat{\mu}_{2}\right)^{2}} \cdot\left(\hat{\mu}_{1}+\hat{\mu}_{2}+\hat{\mu}_{3}\right)\)
\(b_{f 4}=\frac{\hat{\lambda}_{1}}{\hat{\lambda}_{1}+\hat{\mu}_{1}} \cdot \frac{\hat{\lambda}_{3}}{\hat{\lambda}_{3}+\hat{\mu}_{3}} \cdot \frac{\hat{\lambda}_{2}}{\left(\hat{\lambda}_{2}+\hat{\mu}_{2}\right)^{2}} \cdot\left(\hat{\lambda}_{2}-\hat{\mu}_{1}-\hat{\mu}_{3}\right)\)
\(b_{f 5}=\frac{\hat{\lambda}_{1}}{\hat{\lambda}_{1}+\hat{\mu}_{1}} \cdot \frac{\hat{\lambda}_{2}}{\hat{\lambda}_{2}+\hat{\mu}_{2}} \cdot \frac{\hat{\mu}_{3}}{\left(\hat{\lambda}_{3}+\hat{\mu}_{3}\right)^{2}} \cdot\left(\hat{\mu}_{1}+\hat{\mu}_{2}+\hat{\mu}_{3}\right)\)
\(b_{f 6}=\frac{\hat{\lambda}_{1}}{\hat{\lambda}_{1}+\hat{\mu}_{1}} \cdot \frac{\hat{\lambda}_{2}}{\hat{\lambda}_{2}+\hat{\mu}_{2}} \cdot \frac{\hat{\lambda}_{3}}{\left(\hat{\lambda}_{3}+\hat{\mu}_{3}\right)^{2}} \cdot\left(\hat{\lambda}_{3}-\hat{\mu}_{1}-\hat{\mu}_{2}\right)\)
The minimum and maximum values for the frequency of the thirdorder minimal cut-set are
\[
\begin{align*}
& f_{\mathrm{C} 3_{\mathrm{m}}}=f_{\mathrm{C} 3}-\Delta f_{\mathrm{C} 3}  \tag{5.44}\\
& f_{\mathrm{C} 3_{\mathrm{M}}}=f_{\mathrm{C} 3}+\Delta f_{\mathrm{C} 3} \tag{5.45}
\end{align*}
\]
where
\[
\begin{equation*}
\Delta f_{C 3}=\sum_{i=1}^{3} b_{f j} \Delta \lambda_{i}+\sum_{i=1}^{3} b_{f k} \Delta \mu_{i} \tag{5.46}
\end{equation*}
\]

Again \(\Delta \lambda_{i}\) and \(\Delta \mu_{i}\) are combined to give the worst possible values.

The minimum and maximum values for the frequency of system failure are
\[
\begin{align*}
& f_{f_{m}}=\sum_{i=1}^{N M C} f_{C i_{m}}  \tag{5.47}\\
& f_{f_{M}}=\sum_{i=1}^{N M C}{ }^{N} f_{C i_{M}} \tag{5.48}
\end{align*}
\]

\subsection*{5.8 Approximate statistical approach - Moment method}

To determine ( \(1-\alpha\) ) symmetrical confidence limits on a random variable \(x\), the \(\alpha / 2\) and ( \(1-\alpha / 2\) ) percentiles of the cumulative distribution \(F(x)\) must be found by solving the equations
\[
\begin{aligned}
& F\left(x_{0}\right)-F(0)=\alpha / 2 \\
& F\left(x_{1}\right)-F(0)=1-\alpha / 2
\end{aligned}
\]
where
\(\alpha \quad\) is the level of significance
\(x_{0}\) is the \(\alpha / 2\) percentile of the \(x\) distribution
\(x_{1}\) is the \((1-\alpha / 2)\) percentile of the \(x\) distribution

Thus, a knowledge of \(F(x)\) contains all the information necessary to compute confidence limits for a random variable. One way to alleviate the difficulties of the exact solution is by using the statistical procedure of characterizing a distribution function by their low order moments.

Since the probability and frequency of system failure given by Eqns. (5.17) to (5.19) are non-linear functions in each component parameter, approximate formulae can be given for the function moments in terms of the component moments by the Taylor series approximation technique.

Considering a general function \(f\left(x_{1}, x_{2}, \ldots, x_{n}\right)\) one needs to expand the function in a Taylor series about the mean values \(\left(\gamma_{1}, \gamma_{2}, \ldots, \gamma_{n}\right)\), form the appropriate powers of \(x_{i}-\gamma_{i}\) by the multinomial theorem and to take expectations hoping that as many terms as possible will be zero because they contain a first power of \(x_{i}-\gamma_{i}\). From such an expansion we compute the first and second moment of the function which gives us the expected value and the variance for the same function. Since the distribution is unknown we bound the probabilities that the function lies within a certain range using Chebyshev's inequality (62).

\subsection*{5.8.1 Low order moments formulae}

The first- and second-order terms of the Taylor series expansion of a function \(f\left(x_{1}, x_{2}, \ldots, x_{n}\right)\) yield
\[
\begin{align*}
& f\left(\Delta x_{1}, \Delta x_{2}, \ldots, \Delta x_{n}\right)=+\sum_{i=1}^{n} b_{i} \Delta x_{i}+1 / 2 \sum_{i=1}^{n} c_{i} \Delta x_{i}^{2} \\
&+\sum_{i=1}^{n} \sum_{\substack{j=1}}^{n} d_{i j} \Delta x_{i} \Delta x_{j}  \tag{5.49}\\
& i \neq j
\end{align*}
\]
where \(\Delta x_{i}^{n}=\left(x_{i}-\gamma_{i}\right)^{n}, \gamma_{i}\) is the expected value \(E\left(x_{i}\right)\) and the constant term a is the function evaluated at the best value of the variables. The coefficients \(b_{i}, c_{i}\) and \(d_{i j}\) are the partial derivatives ( \(\left.\partial f / \partial x_{i}\right)\), \(\left(\partial^{2} f / \partial x_{i}^{2}\right)\) and \(\left(\partial^{2} f / \partial x_{i} \partial x_{j}\right)\) respectively evaluated at the best values, \(x_{i}=\gamma_{i}\).

Computing the expected value or first moment \(E(f)\) from Eqn. (5.49) yields
\[
\begin{equation*}
E(f)=a+\frac{1}{2} \sum_{i=1}^{n} c_{i} \sigma_{i}^{2}+\sum_{i=1}^{n} \sum_{\substack{j \neq j}}^{n} d_{i j} \operatorname{cov}\left(x_{i}, x_{j}\right) \tag{5.50}
\end{equation*}
\]

The computation of the variance is much more involved and is made by computing \(E\left(f^{2}\right)-E^{2}(f)\). If for any reason we agree to neglect higher than second-order moments, \(\operatorname{Var}(f)\) can be written in general as
\[
\begin{equation*}
\operatorname{Var}(f)=\sum_{i=1}^{n} b_{i}^{2} \sigma_{l}^{2}+2 \sum_{\substack{i=1 \\ i \neq j}}^{n} \sum_{j=1}^{n} b_{i} b_{j} \operatorname{cov}\left(x_{i}, x_{j}\right) \tag{5.51}
\end{equation*}
\]

Proper simplifications for the case under study will allow the use of Eqns. (5.50) and (5.51) efficiently to compute the mean and variance of a function of \(n\) random variables.

\subsection*{5.8.2 Expected value and variance}

The probability and frequency of sys tem failure given by Eqns. (5.17) to (5.19) are nor-linear functions of the failure and repair rates of the components of the system. Therefore, to compute the expected value and the variance of both indices we need to make a linearization of those equations by expanding them in a truncated Taylor series.

The assumptions made in this reliability case are :
(i) component data is available in terms of their expected values and variances,
(ii) components are statistically independent. Using the same notation of section 5.8 .1 we have
\[
\begin{aligned}
& \operatorname{cov}\left(x_{1}, x_{j}\right)=0 \\
& E\left(\Delta x_{i} \Delta x_{j}^{n}\right)=E\left(\Delta x_{i}\right) E\left(\Delta x_{j}^{n}\right)=0 \\
& E\left(\Delta x_{1}^{2} \Delta x_{j}^{2}\right)=\sigma_{1}^{2} \sigma_{j}^{2}
\end{aligned}
\]
(iii) component repair rates are much larger than their failure rates, then the \(c\) and \(d\) coefficients used in the Taylor series expansion are smaller than the b coefficients.

Under such assumptions the expected values and variances of the steady-state probability and frequency of system failure are given by \(E\left(P_{f}\right)=\left(P_{f}\right)_{b v}+\frac{1}{2} \sum_{i=1}^{n} c_{p \lambda_{i}} \sigma_{\lambda_{i}}^{2}+\frac{1}{2} \sum_{i=1}^{n} c_{p \mu_{i}} \sigma_{\mu_{i}}^{2}\)
\(\operatorname{Var}\left(P_{f}\right)=\sum_{i=1}^{n} b_{p \lambda_{i}} \sigma_{\lambda_{i}}^{2}+\sum_{i=1}^{n} b_{p \mu_{i}} \sigma_{\mu_{i}}^{2}\)
\(E\left(f_{f}\right)=\left(f_{f}\right)_{b v}+\frac{1}{2} \sum_{i=1}^{n} c_{f_{\lambda i}} \sigma_{\lambda i}^{2}+\frac{1}{2} \sum_{i=1}^{n} c_{f_{\mu i}} \sigma_{\mu i}^{2}\)
\(\operatorname{Var}\left(f_{f}\right)=\sum_{i=1}^{n} b_{f_{\lambda i}} \sigma_{\lambda_{i}}^{2}+\sum_{i=1}^{n} b_{f_{\mu i}} \sigma_{\mu_{i}}^{2}\)
The expected value and the variance of the probability of system failure in the interval time from 0 to \(t_{m}\) are given by \(E\left\{P_{f}\left(t_{m}\right)\right\}=P_{f_{b v}}\left(t_{m}\right)+\frac{1}{2} \sum_{i=1}^{n} c_{Q_{i}}\left(t_{m}\right) \sigma_{Q_{i}}^{2}\left(t_{m}\right)\)
\[
\begin{equation*}
\operatorname{Var}\left\{P_{f}\left(t_{m}\right)\right\}=\sum_{i=1}^{n} b_{Q_{i}}\left(t_{m}\right) \sigma_{Q_{i}}^{2}\left(t_{m}\right) \tag{5.57}
\end{equation*}
\]

The linearity of both reliability indices with respect to the minimal cut-set values \(\operatorname{Pr}\left\{\overline{\mathrm{C}}_{\mathrm{i}}\right\}\) and \(\mathrm{f}\left\{\mathrm{S}_{\mathrm{i}}\right\}\) in Eqns. (5.11) and (5.13) suggest a cut-oriented procedure for the computations of the \(b\) and \(c\) coefficients of Eqns. (5.52) to (5.57).

Non-repairable components ( \(t_{m}\) mission time)
First-order cut-set
Let \(i\) be the component contained in the cut set
\[
\begin{align*}
b_{Q_{i}}\left(t_{m}\right) & =1 \\
c_{Q_{i}}\left(t_{m}\right) & =0 \\
E\left\{P_{f C l}\right\} & =\hat{Q}_{i}\left(t_{m}\right)  \tag{5.58}\\
\operatorname{Var}\left\{P_{f C l}\right\} & =\operatorname{Var}\left\{\hat{Q}_{i}\left(t_{m}\right)\right\} \tag{5.59}
\end{align*}
\]

Second-order cut-set
Let \(i\) and \(j\) be the components of the cut-set
\[
\begin{align*}
b_{Q_{i}}\left(t_{m}\right) & =\hat{Q}_{j}\left(t_{m}\right) \\
b_{Q_{j}}\left(t_{m}\right) & =\hat{Q}_{i}\left(t_{m}\right) \\
c_{Q_{i}}\left(t_{m}\right) & =c_{Q_{j}}\left(t_{m}\right)=0 \\
E\left\{P_{f C 2}\right\} & =\hat{Q}_{i}\left(t_{m}\right) \hat{Q}_{j}\left(t_{m}\right)  \tag{5.60}\\
\operatorname{Var}\left\{P_{f C 2}\right\} & =\sum_{k=i, j} \hat{Q}_{k}\left(t_{m}\right) \operatorname{Var}\left\{\hat{Q}_{1}\left(t_{m}\right)\right\} \tag{5.61}
\end{align*}
\]

Third-order cut-set

Let \(i, j\) and \(k\) be the components in the cut set
\[
\begin{align*}
b_{Q_{i}}\left(t_{m}\right) & =\hat{Q}_{j}\left(t_{m}\right) \hat{Q}_{k}\left(t_{m}\right) \\
b_{Q_{j}}\left(t_{m}\right) & =\hat{Q}_{i}\left(t_{m}\right) \hat{Q}_{k}\left(t_{m}\right) \\
b_{Q_{k}}\left(t_{m}\right) & =\hat{Q}_{i}\left(t_{m}\right) \hat{Q}_{j}\left(t_{m}\right) \\
c_{Q_{i}}\left(t_{m}\right) & =c_{Q_{j}}\left(t_{m}\right)=c_{Q_{k}}\left(t_{m}\right)=0 \\
E\left\{P_{f C 3}\right\} & =\hat{Q}_{i}\left(t_{m}\right) \hat{Q}_{j}\left(t_{m}\right) \hat{Q}_{k}\left(t_{m}\right)  \tag{5.62}\\
\operatorname{Var}\left\{P_{f C 3}\right\} & =\sum_{\substack{l=j, k, i}} \hat{Q}_{m}\left(t_{m}\right) \hat{Q}_{n}\left(t_{m}\right) \operatorname{Var}\left\{\hat{Q}_{p}\left(t_{m}\right)\right\}  \tag{5.63}\\
& \begin{array}{l}
n=k, i, j \\
p=i, j, k
\end{array}
\end{align*}
\]

Repairable components
First-order cut-set
Let \(i\) be the component in the cut
\[
\begin{align*}
& b_{p \lambda_{i}}=\hat{\mu}_{i} /\left(\hat{\lambda}_{i}+\hat{\mu}_{i}\right)^{2} \\
& b_{p \mu_{i}}=-\hat{\lambda}_{i} /\left(\hat{\lambda}_{i}+\hat{\mu}_{i}\right)^{2} \\
& c_{p \lambda_{i}}=-2 \hat{\mu}_{i} /\left(\hat{\lambda}_{i}+\hat{\mu}_{i}\right)^{3} \\
& c_{p \mu_{i}}=2 \hat{\lambda}_{i} /\left(\hat{\lambda}_{i}+\hat{\mu}_{i}\right)^{3}  \tag{5.64}\\
& b_{f \lambda_{i}}=\hat{\mu}_{i}^{2} /\left(\hat{\lambda}_{i}+\hat{\mu}_{i}\right)^{2} \\
& b_{f \mu_{i}}=\hat{\lambda}_{i}^{2} /\left(\hat{\lambda}_{i}+\hat{\mu}_{i}\right)^{2} \\
& c_{f \lambda_{i}}=-2 \hat{\mu}_{i}^{2} /\left(\hat{\lambda}_{i}+\hat{\mu}_{i}\right)^{3} \\
& c_{f \mu_{i}}=-2 \hat{\lambda}_{i}^{2} /\left(\hat{\lambda}_{i}+\hat{\mu}_{i}\right)^{3}
\end{align*}
\]

Second-order cut-set .
Let \(i\) and \(j\) be the components in the cut-set
\[
\begin{align*}
& b_{p \lambda_{i}}=\left(\hat{\lambda}_{j} / \hat{\lambda}_{j}+\hat{\mu}_{j}\right) \cdot \hat{\mu}_{i} /\left(\hat{\lambda}_{i}+\hat{\mu}_{i}\right)^{2} \\
& b_{p \mu_{i}}=-\left(\hat{\lambda}_{j} / \hat{\lambda}_{j}+\hat{\mu}_{j}\right) \cdot \hat{\lambda}_{i} /\left(\hat{\lambda}_{i}+\hat{\mu}_{i}\right)^{2} \\
& c_{p \lambda_{i}}=-2 \cdot\left(\hat{\lambda}_{j} / \hat{\lambda}_{j}+\hat{\mu}_{j}\right) \cdot \hat{\mu}_{i} /\left(\hat{\lambda}_{i}+\hat{\mu}_{i}\right)^{3} \\
& c_{p \mu_{i}}=2 \cdot\left(\hat{\lambda}_{j} / \hat{\lambda}_{j}+\hat{\mu}_{j}\right) \cdot \hat{\lambda}_{i} /\left(\hat{\lambda}_{i}+\hat{\mu}_{i}\right)^{3} \\
& b_{f \lambda_{i}}=\left(\hat{\lambda}_{j} / \hat{\lambda}_{j}+\hat{\mu}_{j}\right) \cdot \hat{\mu}_{i} /\left(\hat{\lambda}_{i}+\hat{\mu}_{i}\right)^{2} \cdot\left(\hat{\mu}_{i}+\hat{\mu}_{j}\right)  \tag{5.65}\\
& b_{f \mu_{i}}=\left(\hat{\lambda}_{j} / \hat{\lambda}_{j}+\hat{\mu}_{j}\right) \cdot \hat{\lambda}_{i} /\left(\hat{\lambda}_{i}+\hat{\mu}_{i}\right)^{2} \cdot\left(\hat{\lambda}_{i}-\hat{\mu}_{j}\right) \\
& c_{f \lambda_{i}}=-2 \cdot\left(\hat{\lambda}_{j} / \hat{\lambda}_{j}+\hat{\mu}_{j}\right) \cdot \hat{\mu}_{i} /\left(\hat{\lambda}_{i}+\hat{\mu}_{i}\right)^{3} \cdot\left(\hat{\mu}_{i}+\hat{\mu}_{j}\right) \\
& c_{f \mu_{i}}=-2 \cdot\left(\hat{\lambda}_{j} / \hat{\lambda}_{j}+\hat{\mu}_{j}\right) \cdot \hat{\lambda}_{i} /\left(\hat{\lambda}_{i}+\hat{\mu}_{i}\right)^{3} \cdot\left(\hat{\lambda}_{i}-\hat{\mu}_{j}\right)
\end{align*}
\]

Similar expressions can be used for component \(j\) interchanging \(i\) by \(j\) in the above formulae.

Third-order cut-set
Let \(i, j\) and \(k\) be the components in the cut-set
\[
\begin{align*}
& b_{p \lambda_{i}}=\left(\hat{\lambda}_{j} / \hat{\lambda}_{j}+\hat{\mu}_{j}\right) \cdot\left(\hat{\lambda}_{k} / \hat{\lambda}_{k}+\hat{\mu}_{k}\right) \cdot \hat{\mu}_{i} /\left(\hat{\lambda}_{i}+\hat{\mu}_{i}\right)^{2} \\
& b_{p \mu_{i}}=-\left(\hat{\lambda}_{j} / \hat{\lambda}_{j}+\hat{\mu}_{j}\right) \cdot\left(\hat{\lambda}_{k} / \hat{\lambda}_{k}+\hat{\mu}_{k}\right) \cdot \hat{\lambda}_{i} /\left(\hat{\lambda}_{i}+\hat{\mu}_{i}\right)^{2} \\
& c_{p \lambda_{i}}=-2 \cdot\left(\hat{\lambda}_{j} / \hat{\lambda}_{j}+\hat{\mu}_{j}\right) \cdot\left(\hat{\lambda}_{k} / \hat{\lambda}_{k}+\hat{\mu}_{k}\right) \cdot \mu_{i} /\left(\hat{\lambda}_{i}+\hat{\mu}_{i}\right)^{3} \\
& c_{p \mu_{i}}=2 \cdot\left(\hat{\lambda}_{j} / \hat{\lambda}_{j}+\hat{\mu}_{j}\right) \cdot\left(\hat{\lambda}_{k} / \hat{\lambda}_{k}+\hat{\mu}_{k}\right) \cdot \hat{\lambda}_{i} /\left(\hat{\lambda}_{i}+\hat{\mu}_{i}\right)^{3} \\
& b_{f \lambda_{i}}=\left(\hat{\lambda}_{j} / \hat{\lambda}_{j}+\hat{\mu}_{j}\right) \cdot\left(\hat{\lambda}_{k} / \hat{\lambda}_{k}+\hat{\mu}_{k}\right) \cdot \hat{\mu}_{i} /\left(\hat{\lambda}_{i}+\hat{\mu}_{i}\right)^{2} \cdot\left(\hat{\mu}_{i}+\hat{\mu}_{j}+\hat{\mu}_{k}\right) \\
& b_{f \mu_{i}}=\left(\hat{\lambda}_{j} / \hat{\lambda}_{j}+\hat{\mu}_{j}\right) \cdot\left(\hat{\lambda}_{k} / \hat{\lambda}_{k}+\hat{\mu}_{k}\right) \cdot \hat{\lambda}_{i} /\left(\hat{\lambda}_{i}+\hat{\mu}_{i}\right)^{2} \cdot\left(\hat{\lambda}_{i}-\hat{\mu}_{j}+\hat{\mu}_{k}\right)  \tag{5.66}\\
& c_{f \lambda_{i}}=-2 \cdot\left(\hat{\lambda}_{j} / \hat{\lambda}_{j}+\hat{\mu}_{j}\right) \cdot\left(\hat{\lambda}_{k} / \hat{\lambda}_{k}+\hat{\mu}_{k}\right) \cdot \hat{\mu}_{i} /\left(\hat{\lambda}_{i}+\hat{\mu}_{i}\right)^{3} \cdot\left(\hat{\mu}_{i}+\hat{\mu}_{j}+\hat{\mu}_{k}\right) \\
& c_{f \mu_{i}}=-2 \cdot\left(\hat{\lambda}_{j} / \hat{\lambda}_{j}+\hat{\mu}_{j}\right) \cdot\left(\hat{\lambda}_{k} / \hat{\lambda}_{k}+\hat{\mu}_{k}\right) \cdot \hat{\lambda}_{i} /\left(\hat{\lambda}_{i}+\hat{\mu}_{i}\right)^{3}\left(\hat{\lambda}_{i}-\hat{\mu}_{j}-\hat{\mu}_{k}\right)
\end{align*}
\]

Similar expressions can be used for components \(j\) and \(k\) interchanging \(i\) by \(j\) or \(k\) respectively.

\subsection*{5.8.3 Confidence limits}

The expected value \(E(x)\) and the variance \(\operatorname{Var}(x)\) of a random variable x can be computed knowing the probability distribution of the random variable. However, the converse is not true, i.e., from a knowledge of \(\mathrm{E}(\mathrm{x})\) and \(\operatorname{Var}(\mathrm{x})\) it is not possible to reconstruct the probability distribution of \(x\) and hence quantities such as
\[
\operatorname{Pr}\{|x-E(x)|<c\}
\]
cannot be calculated. Nonetheless it is possible to give very useful bounds to such probabilities using what is known as Chebyshev's inequality.

If \(x\) is a random variable with mean \(E(x)=\gamma_{x}\) and standard deviation \(\sigma_{x}\), then Chebyshev's theorem says
\[
\begin{equation*}
\operatorname{Pr}\left\{\left|x-\gamma_{x}\right|<k \sigma_{x}\right\} \geqslant 1-1 / k^{2} \tag{5.67}
\end{equation*}
\]

This form of inequality is particularly indicative of how the variance measures the degree of concentration of probability near \(E(x)=\varepsilon_{x}\). When deriving such an inequality no distributional assumption about \(x\) is made and it is still possible to place a bound on the probability that x is within k standard deviations of its mean.

Additional information about the distribution of the random variable \(x\) will enable us to improve on the inequality presented. However probability transformations lead to considerable difficulty and complication, each particular situation depends on the details of the transformation and the distributions involved. Shooman \({ }^{(18)}\) presents a good summary for one or more models of probability distributions which transform in a simple and well-known manner when subject to addition,
reciprocation, multiplication and division. Unfortunately few models work well under certain of these transformations and fall down in one or two operations so that their use is not general. In many problems, like our reliability case, no assumptions concerning the specific distribution of the reliability indices is justified, and in such case Chebyshev's inequality can give us important information about the behaviour of the random indices. A minor nuisance is that this inequality is the wrong way round, one chooses the probability and then find the \(k\) value.

\subsection*{5.8.4 Tests}

The main purpose of the tests performed was to investigate for the minimal cut-set approach to system reliability and the performance of thedeterministic and statistical methods the effect of :
(i) component availability,
(ii) variance of component parameters,
(iii) sample size of earlier testing.

The reliability network of Fig. 1 was used to test both approaches for the repairable and non-repairable cases. The components were assumed to be all equal and estimates and variances of the components parameters were available. If the accuracy of the estimates is given in terms of a definite tolerance, table II from \([18]\) can be used to calculate an estimated value of the respective variance. Only the minimal cutsets between nodes 1 and 4 were considered.

For the steady-state case the variances of the failure and repair rate of the components were computed using the minimum variance unbiased estimator for the exponential case \({ }^{(49)}\). The minimum variance unbiased estimator of the reliability in the exponential case \({ }^{(54)}\) was used to
analyse the performance of the approaches for the probability of failure for a given mission time. The variance of this parameter was calculated using the Gauss-Laguerre quadrature method as employed for the integral of Eqn. (5.9).


Figure 1. Sample system for tests.

TABLE II
RELATIONSHIP BETWEEN TOLERANCE AND STANDARD DEVIATION
\begin{tabular}{|c|c|c|}
\hline No. & Type of component and manufacturer & Relationship \\
\hline 1 & High-quality component in mature development stage; reputable, conservative manufacturer with much experience & \[
\begin{aligned}
& E(x)=N \\
& 3 \sigma_{x}=T N
\end{aligned}
\] \\
\hline 2 & Average situation somewhere between 1 and 3 & \[
\begin{aligned}
& E(x)=N \\
& 2 \sigma_{x}=T N
\end{aligned}
\] \\
\hline 3 & Ordinary comercial component, early development stage, manufacturer little known or has poor reputation and little experience & \[
\begin{aligned}
E(x) & =N \\
\sigma_{x} & =T N
\end{aligned}
\] \\
\hline
\end{tabular}
\(N=\) nominal value, \(\sigma_{x}=\) standard deviation, \(T=\) tolerance in per unit

The assumption of the exponential case in the steady-state was needed for the purpose to calculate the variances from the MVU estimator for this probability distribution. As Singh \({ }^{(63)}\) has shown the form of the probability distribution of the up and down times do not affect the steady-state indices when the components are independent.

\section*{Test 1}

The objective of this test was to evaluate the performance of the deterministic and statistical approaches for different component availabilities which were varied by selecting failure rates between 2 and \(219 \mathrm{f} /\) year for a repair rate of 438 repairs/year. The variances of the failure and repair rate were calculated essuming a coefficient of dispersion for both of \(5 \%\).

Tables III and IV present the results for the deterministic approach for the probability and frequency of system failure respectively. It is apparent from these tables that the range defined by the dif ference between the maximum and minimum values improves as the component availability increases. It can be observed that the exact values for both indices are always inside the range but for highly unreliable components, \(\lambda=219 \mathrm{f} /\) year.

The results for the approximate statistical approach are presented in tables \(V\) to VIII. The performance of the approach compared with the single-point estimate is extremely good and has the advantage of providing information about the variance of the indices. The results of tables VII and VIII giving \(95 \%\) confidence limits for both reliability indices show that the use of Chebyshev's inequality gives lower and upper limits which always enclose the best value for the high-reliability region. In the low reliability region the inequality will give only an upper limit which in the case of the probability and frequency of system failure is all what is needed.

\subsection*{5.8.5 Test 2}

This test was performed to investigate the effect of the dispersion of component reliability data on the minimal cut-set approach to system reliability and the performance of the deterministic and statistical approaches in the steady-state case. Numerical evaluations were made for a failure rate of \(4 \mathrm{f} /\) year and repair rate of 438 repairs/ year varying the coefficient of dispersion of both rates from 1 to \(10 \%\). The results obtained from the deterministic approach are presented in tables IX and \(X\) for the probability and frequency of failure respectively. These tables show that the range defined by the maximum and minimum values increase for higher uncertainty in the component parameters. It seems that in case of maximum drift of these parameters from its best values, the solution of the single-point estimate of the minimal cut-set approach will be very far from the extreme points even for highly stable components.

Tables XI and XII show the results from the approximate statistical approach. These tables present the variance and coefficient of dispersion of both reliability indices for different dispersions of the component parameters. The results indicate that both variances increase as the uncertainty of the parameters increases, the incidence being higher on the probability of system failure. It is important to remark that such analysis is not possible from a single-point solution. Table XIII presents the proportional error of both reliability indices for different proportional errors of the component parameter. The results indicate that the minimal cut-set approach has very low sensitivity to errors on the data and do not amplify such errors.

Table XIV presents \(95 \%\) confidence limits for different coefficients of dispersion of the component data. It can be observed that the exact
value calculated using the best value of the parameters is always inside the limits. It is also clear that the interval increases as the uncertainties of the parameters increase.
5.8 .6 Test 3

The effect of the sample size of earlier testing on the performance of both approaches for the steady-state case was investigated within the high-reliability region. A failure rate of \(2 \mathrm{f} /\) year and a repair rate of 438 repairs/year were used for the tests.

The results from table XV show that the range provided by the deterministic approach improves as the sample size increases. The incidence of the sample size is greater in the frequency than in the probability of failure. For small samples the deterministic approach only provides maximum value.

The results in tables XVI and XVII indicate that the variance of both reliability indices is reduced as the sample size increases. These results are to be expected because the higher the sample size the smaller the variance of each component parameter. Table XVIII presents \(95 \%\) confidence limits for both indices. The results show that for small samples the approach provides an upper limit which is reduced as the sample size increases. The incidence of the sample size for the lower limit is greater in the probability of system failure than in the frequency of system failure.

\subsection*{5.8.7 Test 4}

The purpose of this test was to investigate the effect of the sample size on the best value of the reliability given by Eqn. (5.8) and its variance obtained by subtracting \(\exp \left(-2 t_{m} / M T T F\right)\) from Eqn. (5.9).

At the same time an evaluation was made of the performance of the deterministic and statistical approaches for the non-repairable case. The MTMF of the components used was 4380 h .

Tables XIX and XX show the minimum and maximum values obtained from the deterministic solution for two relations of the mission time to the component mean time to failure of 0.50 and 0.05 . These two cases give the possibility to analyze the performance in both reliability regions, low and high. In both cases the "best value" obtained from the exact solution is within the range defined by the minimum and maximum values of the deterministic approach. It is clear that for a given \(t_{m} / M T H F\) relationship, the greater the sample size the smaller the reliability, the effect beiñ higher for mission times greater than \(50 \%\) of the MMTF. The range provided for the deterministic solution is narrowest in the high reliability region.

Tables XXI and XXII present the same results but from the statistical approach. It is also clear that increasing the mission time reduces the system reliability for a definite MTTF of the components. It is interesting to note that the dispersion of the system reliability is extremely high for the low reliability region. This result agreed with the well-known statement that the minimal cut-set approach is good in the high reliability region. It is also observed that the dispersion of the system reliability in the high reliability region is smaller than the dispersion of a single component i.e., the minimal cut-set formulae do not ampliny the uncertainty in the component estimates. For both reliability regions increasing the sample size reduces the dispersion of the system reliability estimate.

Table XXIII shows that in the high reliability region the uncertainties in the components data do not affect significantly the
estimate i.e., the c-coefficients obtained in the Taylor series expansion are much smaller than the b-coefficients. It can be observed from table XXIV that the Chebyshev's inequality provides a lower limit to system reliability which for this index, system reliability, is all that is needed.

\subsection*{5.8.8 Test 5}

The objective of the test was to investigate the effect of different component mean time to failure and its uncertainty in the system reliability and the performance of the deterministic and statistical approaches in such conditions. The tests were performed for a mission time of \(100 \mathrm{hrs}\). , assuming a sample size of 32.

Table XXV indicates that for different component MTMF the best value obtained from the exact solution is always within the range defined from the deterministic solution. The results of Table XXVI show that the uncertainties of component data do not affect significantly the estimate of the system reliability compared with the singlepoint estimate. Such estimates improve for highly reliable components, and also the variances are reduced for an increasing component mean time to failure. Table XXVII shows that the greater the component mean time to failure the smaller the dispersion of the system reliability estimate. Table XXVIII presents a \(95 \%\) lower confidence limit for the system reliability which improves for an increasing mean time to failure.
5.8.9 Test 6

This test was performed to analyse the effect of component uncertainties in the system reliability for different relations between the mission time to the component mean time to failure using the results
given from the deterministic and statistical approaches. The parameters used were a component MTTF of 4380 h . and a sample size of 32 .

The results of table XXIX indicate that the "best valueg" given by a single-point estimation from the exact solution can have more than \(16 \%\) of deviation from the expected value when the variance of the component parameter estimates is taken into account for a mission time equal or greater than \(50 \%\) of the component mean time to failure. The solution from the statistical approach allows us to appreciate such effects because the variance of the estimate increases under such conditions. The range defined from the deterministic approach and shown in table \(X X X\) always encloses the best value when in the high reliability region. The variance of the estimate is reduced for shorter mission times and also the dispersion of the estimate as shown in table XXXI. Table XXXII shows that Chebyshev's inequality gives important information about the system reliability for the high reliability region.

TABIE III
DETERMINISTIC SOLUTION FOR DIFFERENT COMPONENT AVAILABILITY
PROBABILITY OF FAILURE
Comporent repair rate \(=438\) repairs/year Component dispersion coefficient \(=5 \%\)
\begin{tabular}{|c|l|l|l|l|}
\hline \begin{tabular}{l} 
Failure \\
rate \\
f/year
\end{tabular} & \begin{tabular}{l} 
Component \\
availability
\end{tabular} & \begin{tabular}{c} 
Single \\
point \\
estimate
\end{tabular} & \multicolumn{3}{|c|}{ Deterministic range } \\
\cline { 3 - 6 } & & \multicolumn{1}{|c|}{ Minimum } & \multicolumn{1}{|c|}{ Maximum } \\
\hline 2 & 0.995455 & \(0.415 \times 10^{-4}\) & \(0.340 \times 10^{-4}\) & \(0.507 \times 10^{-4}\) \\
4 & 0.990959 & \(0.165 \times 10^{-3}\) & \(0.135 \times 10^{-3}\) & \(0.202 \times 10^{-4}\) \\
8 & 0.982063 & \(0.654 \times 10^{-3}\) & \(0.537 \times 10^{-3}\) & \(0.799 \times 10^{-4}\) \\
16 & 0.964758 & \(0.256 \times 10^{-2}\) & \(0.211 \times 10^{-2}\) & \(0.313 \times 10^{-2}\) \\
32 & 0.931915 & \(0.980 \times 10^{-2}\) & \(0.817 \times 10^{-2}\) & \(1.20 \times 10^{-2}\) \\
219 & 0.666667 & 0.243 & 0.254 & 0.344 \\
\hline
\end{tabular}

\section*{TABLE IV}

DETERMINISTIC SOLUTI ON FOR DIFFERENT COMPONENT AVAILABILITY FREQUENCY OF FAILURE

Component repair rate \(=438\) repairs/year Component dispersion coefficient \(=5 \%\)
\begin{tabular}{|c|l|l|l|l|}
\hline \begin{tabular}{c} 
Failure \\
rate \\
f/year
\end{tabular} & \begin{tabular}{c} 
Component \\
availability
\end{tabular} & \begin{tabular}{c} 
Single \\
point \\
estimate
\end{tabular} & \multicolumn{2}{|c|}{\begin{tabular}{c} 
Deterministic range \\
\cline { 4 - 5 }
\end{tabular}} \\
\hline 2 & 0.995455 & 0.0364 & 0.031 & Minimum \\
4 & 0.990959 & 0.145 & 0.124 & 0.167 \\
8 & 0.982063 & 0.578 & 0.537 & 0.799 \\
16 & 0.964758 & 2.28 & 1.95 & 2.63 \\
32 & 0.931915 & 8.77 & 7.65 & 10.25 \\
219 & 0.666667 & 202 & 261 & 323 \\
\hline
\end{tabular}
table V
APPROXIMATE STATISTICAL STEADY-STATE SOLUTION FOR DIFFERENT COMPONENT AVAILABILITY

PROBABILITY OF FAILURE
\begin{tabular}{|c|c|c|c|c|}
\hline \multirow[t]{2}{*}{Failure rate f/year} & \multirow[t]{2}{*}{Component availability} & \multirow[t]{2}{*}{Single point estimate} & \multicolumn{2}{|l|}{Statistical solution} \\
\hline & & & Estimate & Variance \\
\hline 2 & 0.995455 & \(0.415 \times 10^{-4}\) & \(0.417 \times 10^{-4}\) & \(0.846 \times 10^{-11}\) \\
\hline 4 & 0.990959 & \(0.165 \times 10^{-3}\) & \(0.166 \times 10^{-3}\) & \(0.132 \times 10^{-9}\) \\
\hline 8 & 0.982063 & \(0.654 \times 10^{-3}\) & \(0.658 \times 10^{-3}\) & \(0.200 \times 10^{-8}\) \\
\hline 16 & 0.964758 & \(0.256 \times 10^{-2}\) & \(0.258 \times 10^{-2}\) & \(0.288 \times 10^{-7}\) \\
\hline 32 & 0.931915 & \(0.980 \times 10^{-2}\) & \(0.994 \times 10^{-2}\) & \(0.376 \times 10^{-6}\) \\
\hline 219 & 0.666667 & 0.243 & 0.297 & \(0.128 \times 10^{-3}\) \\
\hline
\end{tabular}

TABLE VI
APPROXIMATE STATISTICAL STEADY-STATE SOLUTION FOR DIFFERENT COMPONENT AVAILABILITY

FREQUENCY OF FAILURE
\begin{tabular}{|c|c|c|c|c|}
\hline \multirow[t]{2}{*}{Failure rate f/year} & \multirow[t]{2}{*}{Component availability} & \multirow[t]{2}{*}{\[
\begin{aligned}
& \text { Single } \\
& \text { point } \\
& \text { estimate }
\end{aligned}
\]} & \multicolumn{2}{|l|}{Statistical solution} \\
\hline & & & Estimate & Variance \\
\hline 2 & 0.995455 & 0.0364 & 0.0365 & \(0.405 \times 10^{-5}\) \\
\hline 4 & 0.990959 & 0.145 & 0.146 & \(0.630 \times 10^{-4}\) \\
\hline 8 & 0.982063 & 0.578 & 0.580 & \(0.952 \times 10^{-3}\) \\
\hline 16 & 0.964758 & 2.28 & 2.30 & \(0.136 \times 10^{-1}\) \\
\hline 32 & 0.931915 & 8.77 & 8.97 & 0.177 \\
\hline 219 & 0.666667 & 202 & 292 & 64.5 \\
\hline
\end{tabular}

TABLE VII
95\% CONFIDENCE LIMITS FOR THE PROBABILITY OF SYSTEM FAILURE
\begin{tabular}{|c|c|c|c|c|}
\hline \begin{tabular}{c} 
Failure \\
rate \\
f/year
\end{tabular} & \begin{tabular}{c} 
Component \\
availability
\end{tabular} & \begin{tabular}{c} 
Single \\
point \\
estimate
\end{tabular} & \multicolumn{2}{|c|}{ Confidence limits } \\
\cline { 4 - 5 } & & & Lower & Upper \\
\hline 2 & 0.995455 & \(0.415 \times 10^{-4}\) & \(0.287 \times 10^{-4}\) & \(0.547 \times 10^{-4}\) \\
4 & 0.990959 & \(0.165 \times 10^{-3}\) & \(0.115 \times 10^{-3}\) & \(0.217 \times 10^{-3}\) \\
8 & 0.982063 & \(0.654 \times 10^{-3}\) & \(0.458 \times 10^{-3}\) & \(0.858 \times 10^{-3}\) \\
16 & 0.964758 & \(0.256 \times 10^{-2}\) & \(0.182 \times 10^{-2}\) & \(0.334 \times 10^{-2}\) \\
32 & 0.931915 & \(0.980 \times 10^{-2}\) & \(0.720 \times 10^{-2}\) & \(0.127 \times 10^{-3}\) \\
219 & 0.666667 & 0.243 & - & 0.347 \\
\hline
\end{tabular}

TABLE VIII
95\% CONFIDENCE IINITS FOR THE FREQUENCY OF SYSTEM FAILURES
\begin{tabular}{|c|l|l|c|c|}
\hline \begin{tabular}{c} 
Failure \\
rate \\
f/year
\end{tabular} & \begin{tabular}{c} 
Component \\
availability
\end{tabular} & \begin{tabular}{c} 
Single \\
point \\
estimate
\end{tabular} & \multicolumn{2}{|c|}{ Confidence limits } \\
\cline { 3 - 5 } & & Lower & Upper \\
\hline 2 & 0.995455 & 0.0364 & 0.0275 & 0.0455 \\
4 & 0.990959 & 0.145 & 0.1103 & 0.1813 \\
8 & 0.982063 & 0.578 & 0.4422 & 0.7182 \\
16 & 0.964758 & 2.28 & 1.774 & 2.818 \\
32 & 0.931915 & 8.77 & 7.086 & 10.85 \\
219 & 0.666667 & 202 & & 327.8 \\
\hline
\end{tabular}

TABLE IX
DETERMINISTIC STEADY-STATE SOLUTION FOR DIFFERENT DISPERSION COEFFICIENTS OF COMPONENT PARAMETERS
\begin{tabular}{|c|c|c|}
\hline \multirow{2}{*}{\begin{tabular}{c} 
Component parameter \\
\(\%\) \\
\(\%\) coefficient \\
of dispersion
\end{tabular}} & \multicolumn{2}{|c|}{ Failures/year } \\
\cline { 2 - 3 } & Minimum & Maximum \\
\hline 1 & \(0.159 \times 10^{-3}\) & \(0.172 \times 10^{-3}\) \\
2 & \(0.153 \times 10^{-3}\) & \(0.179 \times 10^{-3}\) \\
3 & \(0.146 \times 10^{-3}\) & \(0.186 \times 10^{-3}\) \\
4 & \(0.141 \times 10^{-3}\) & \(0.194 \times 10^{-3}\) \\
5 & \(0.135 \times 10^{-3}\) & \(0.202 \times 10^{-3}\) \\
6 & \(0.130 \times 10^{-3}\) & \(0.210 \times 10^{-3}\) \\
7 & \(0.125 \times 10^{-3}\) & \(0.218 \times 10^{-3}\) \\
8 & \(0.120 \times 10^{-3}\) & \(0.227 \times 10^{-3}\) \\
9 & \(0.115 \times 10^{-3}\) & \(0.237 \times 10^{-3}\) \\
10 & \(0.111 \times 10^{-3}\) & \(0.246 \times 10^{-3}\) \\
\hline
\end{tabular}

\section*{TABLE X}

DETEIRMINISTIC STEADY-STATE SOLUTION FOR DIFFERENT DISPERSION
COEFFICIENTS OF COMPONENT PARAMETERS-FREQUENCY
OF SYSTEIM FAILURE
\begin{tabular}{|c|c|c|}
\hline \multirow{2}{*}{\begin{tabular}{c} 
Component parameter \\
\% coefficient \\
of dispersion
\end{tabular}} & Minimum & Encounters/year \\
\cline { 2 - 3 } & Maximum \\
\hline 1 & 0.141 & 0.149 \\
2 & 0.137 & 0.154 \\
3 & 0.132 & 0.158 \\
4 & 0.128 & 0.163 \\
5 & 0.124 & 0.167 \\
6 & 0.119 & 0.172 \\
7 & 0.115 & 0.176 \\
8 & 0.111 & 0.180 \\
10 & 0.106 & 0.185 \\
\hline
\end{tabular}

TABLE XI
APPROXIMATE STATISTICAL STEADY-STATE SOLUTION FOR DIFFERENT DISPERSION COEFFICIENT OF COMPONENT PARAMETERS

PROBABILITY OF SYSTEM FAILURE
Component failure rate \(=4 \mathrm{f} /\) year \(\quad\) Component repair rate \(=438\)
\begin{tabular}{|c|c|c|c|}
\hline \begin{tabular}{c} 
Parameter \\
ocoefficient \\
of dispersion
\end{tabular} & Estimate & Variance & \begin{tabular}{c} 
System \\
\% coefficient \\
of dispersion
\end{tabular} \\
\hline 1 & \(0.1653 \times 10^{-3}\) & \(0.527 \times 10^{-11}\) & 1.39 \\
2 & \(0.1654 \times 10^{-3}\) & \(0.211 \times 10^{-10}\) & 2.78 \\
3 & \(0.1656 \times 10^{-3}\) & \(0.474 \times 10^{-10}\) & 4.16 \\
4 & \(0.1658 \times 10^{-3}\) & \(0.843 \times 10^{-10}\) & 5.54 \\
5 & \(0.1660 \times 10^{-3}\) & \(0.132 \times 10^{-9}\) & 6.91 \\
6 & \(0.1664 \times 10^{-3}\) & \(0.189 \times 10^{-9}\) & 8.28 \\
7 & \(0.1669 \times 10^{-3}\) & \(0.258 \times 10^{-9}\) & 9.63 \\
8 & \(0.1674 \times 10^{-3}\) & \(0.337 \times 10^{-9}\) & 10.97 \\
9 & \(0.1679 \times 10^{-3}\) & \(0.427 \times 10^{-9}\) & 12.31 \\
10 & \(0.1685 \times 10^{-3}\) & \(0.527 \times 10^{-9}\) & 13.62 \\
\hline
\end{tabular}

TABLE XII
APPROXIMATE STATISTICAL STEADY-STATE SOLUTION FOR DIFFERENT
DISPERSION COEFFICIENT OF COMPONENT PARAMETERS
FREQUENCY OF SYSTEM FAILURE
Component failure rate \(=4 \mathrm{f} /\) year Component repair rate \(=438\) repairs/year
\begin{tabular}{|c|c|c|c|}
\hline \begin{tabular}{c} 
Parameter \\
coefficient \\
of dispersion
\end{tabular} & Estimate & Variance & \begin{tabular}{c} 
System \\
\% coefficient \\
of dispersion
\end{tabular} \\
\hline 1 & 0.1454 & \(0.25 \times 10^{-5}\) & 1.09 \\
2 & 0.1455 & \(0.10 \times 10^{-4}\) & 2.18 \\
3 & 0.1456 & \(0.23 \times 10^{-4}\) & 3.27 \\
4 & 0.1457 & \(0.40 \times 10^{-4}\) & 4.36 \\
5 & 0.1458 & \(0.63 \times 10^{-4}\) & 5.44 \\
6 & 0.1459 & \(0.91 \times 10^{-4}\) & 6.52 \\
7 & 0.1461 & \(0.12 \times 10^{-3}\) & 7.60 \\
8 & 0.1463 & \(0.16 \times 10^{-3}\) & 8.68 \\
9 & 0.1466 & \(0.20 \times 10^{-3}\) & 9.75 \\
10 & 0.1468 & \(0.25 \times 10^{-3}\) & 10.81 \\
\hline
\end{tabular}

TABLE XIII
PROPORTIONAL ERROR IN THE PROBABILITY AND FREQUENCY OF SYSTEM FAILJRE FOR DIFFERENT PROPORTIONAL ERROR IN THE COMPONENT

PAPAMETERS
\begin{tabular}{|c|c|c|}
\hline \begin{tabular}{c} 
Component \\
proportional error
\end{tabular} & \begin{tabular}{c} 
Probability of fail- \\
ure \\
proportional error
\end{tabular} & \begin{tabular}{c} 
Frequency of failure \\
\% proportional error
\end{tabular} \\
\hline 1 & 0.18 & 0.28 \\
2 & 0.24 & 0.34 \\
3 & 0.36 & 0.41 \\
4 & 0.48 & 0.48 \\
5 & 0.60 & 0.55 \\
6 & 0.84 & 0.62 \\
7 & 1.14 & 0.75 \\
8 & 1.43 & 0.89 \\
9 & 1.73 & 1.09 \\
10 & 2.08 & 1.23 \\
\hline
\end{tabular}

TABLE XIV
95\% CONFIDENCE LIMITS
PROBABILITY AND FREQUENCY OF SYSTEM FAILURE
\begin{tabular}{|c|c|c|c|c|}
\hline \multirow{2}{*}{\begin{tabular}{c} 
Parameter \\
coefficient \\
of dispersion
\end{tabular}} & \multicolumn{2}{|c|}{ Probability of system failure } & \multicolumn{2}{|c|}{\begin{tabular}{c} 
Frequency of \\
failure
\end{tabular}} \\
\cline { 2 - 5 } & Lower & Upper & Lower & Upper \\
\hline 1 & \(0.155 \times 10^{-3}\) & \(0.176 \times 10^{-3}\) & 0.138 & 0.153 \\
2 & \(0.145 \times 10^{-3}\) & \(0.185 \times 10^{-3}\) & 0.131 & 0.160 \\
3 & \(0.135 \times 10^{-3}\) & \(0.196 \times 10^{-3}\) & 0.124 & 0.167 \\
4 & \(0.125 \times 10^{-3}\) & \(0.207 \times 10^{-3}\) & 0.117 & 0.174 \\
5 & \(0.115 \times 10^{-3}\) & \(0.217 \times 10^{-3}\) & 0.110 & 0.181 \\
6 & \(0.105 \times 10^{-3}\) & \(0.228 \times 10^{-3}\) & 0.103 & 0.189 \\
7 & \(0.950 \times 10^{-4}\) & \(0.239 \times 10^{-3}\) & 0.096 & 0.196 \\
8 & \(0.852 \times 10^{-4}\) & \(0.250 \times 10^{-3}\) & 0.090 & 0.203 \\
9 & \(0.755 \times 10^{-4}\) & \(0.260 \times 10^{-3}\) & 0.083 & 0.210 \\
10 & \(0.659 \times 10^{-4}\) & \(0.271 \times 10^{-3}\) & 0.076 & 0.218 \\
\hline
\end{tabular}

\section*{TABLE XV}

DETERMINISTIC STEADY-STATE SOLUTION FOR DIFFERENT SAMPLE SIZES
Component failure rate = \(2 \mathrm{f} /\) year Component repair rate \(=438\) repairs/year
Node 4 in Fig. 1
\begin{tabular}{|c|c|c|c|c|}
\hline \multirow{2}{*}{\begin{tabular}{c} 
Sample \\
size
\end{tabular}} & \multicolumn{2}{|c|}{ Probability of failure } & \multicolumn{2}{|c|}{ Frequency of failure } \\
\cline { 2 - 5 } & Minimum & Maximum & Minimum & Maximum \\
\hline 3 & \(0.12 \times 10^{-5}\) & \(0.14 \times 10^{-2}\) & - & 0.114 \\
5 & \(0.46 \times 10^{-5}\) & \(0.37 \times 10^{-3}\) & - & 0.091 \\
9 & \(0.95 \times 10^{-5}\) & \(0.18 \times 10^{-3}\) & - & 0.075 \\
17 & \(0.15 \times 10^{-4}\) & \(0.11 \times 10^{-3}\) & 0.009 & 0.063 \\
33 & \(0.20 \times 10^{-4}\) & \(0.85 \times 10^{-4}\) & 0.017 & 0.056 \\
65 & \(0.25 \times 10^{-4}\) & \(0.68 \times 10^{-4}\) & 0.023 & 0.050 \\
129 & \(0.29 \times 10^{-4}\) & \(0.59 \times 10^{-4}\) & 0.027 & 0.046 \\
257 & \(0.32 \times 10^{-4}\) & \(0.53 \times 10^{-4}\) & 0.030 & 0.043 \\
\hline
\end{tabular}

TABLE XVI
STATISTICAL STEADY-STATE SOLUTION FOR DIFFERENT SAMPIE SIZES
Component failure rate \(=2 \mathrm{f} /\) year Component repair rate \(=438\) repairs/year
\begin{tabular}{|c|c|c|c|c|}
\hline \multirow{2}{*}{\begin{tabular}{c} 
Sample \\
size
\end{tabular}} & \begin{tabular}{c} 
Parameters \\
\% coefficient \\
of dispersion
\end{tabular} & \multicolumn{3}{|c|}{ Frobability of failure } \\
\cline { 3 - 5 } & Estimate & Variance & \(\%\) dispersion \\
\hline 3 & 70.7 & \(0.825 \times 10^{-4}\) & \(0.169 \times 10^{-8}\) & 49.8 \\
5 & 50.0 & \(0.620 \times 10^{-4}\) & \(0.847 \times 10^{-9}\) & 46.9 \\
9 & 35.3 & \(0.518 \times 10^{-4}\) & \(0.423 \times 10^{-9}\) & 39.7 \\
17 & 25.0 & \(0.466 \times 10^{-4}\) & \(0.212 \times 10^{-9}\) & 31.2 \\
33 & 17.7 & \(0.441 \times 10^{-4}\) & \(0.106 \times 10^{-9}\) & 23.3 \\
65 & 12.5 & \(0.428 \times 10^{-4}\) & \(0.529 \times 10^{-10}\) & 16.7 \\
129 & 8.8 & \(0.422 \times 10^{-4}\) & \(0.264 \times 10^{-10}\) & 12.2 \\
\hline
\end{tabular}

TABLE XVII
STATISTICAL STEADY-STATE SOLUTION FOR DIFFERENT SAMPLE SIZES
FREQUENCY OF FAILURE
Component failure rate \(=2 f /\) year Component repair rate \(=438\) repairs/year
\begin{tabular}{|c|c|c|c|c|}
\hline \multirow{2}{*}{\begin{tabular}{c} 
Sample \\
size
\end{tabular}} & \begin{tabular}{c} 
Parameters \\
o coefficient \\
of dispersion
\end{tabular} & \multicolumn{4}{|c|}{ Frequency of failures } \\
\cline { 3 - 5 } & Estimate & Variance & \(\%\) dispersion \\
\hline 3 & 70.7 & 0.0544 & \(0.810 \times 10^{-3}\) & 52.3 \\
5 & 50.0 & 0.0454 & \(0.405 \times 10^{-3}\) & 44.3 \\
9 & 35.3 & 0.0409 & \(0.203 \times 10^{-3}\) & 34.8 \\
17 & 25.0 & 0.0387 & \(0.101 \times 10^{-3}\) & 26.0 \\
33 & 17.7 & 0.0376 & \(0.506 \times 10^{-4}\) & 18.9 \\
65 & 12.5 & 0.0370 & \(0.253 \times 10^{-4}\) & 13.6 \\
129 & 8.8 & 0.0367 & \(0.127 \times 10^{-4}\) & 9.7 \\
\hline
\end{tabular}

TABLE XVIII
95\% CONFIDENCE LIMITS FOR DIFFERENT SAMPLE SIZES
Component failure rate \(=2 \mathrm{f} /\) year
Component repair rate \(=438\) repairs/year
\begin{tabular}{|l|c|c|c|c|}
\hline \multirow{2}{*}{\begin{tabular}{l} 
Sample \\
size
\end{tabular}} & \multicolumn{2}{|c|}{ Probability of failure } & Frequency of failure \\
\cline { 2 - 5 } & Lower & Upper & Lower & Upper \\
\hline 3 & - & \(0.267 \times 10^{-3}\) & - & 0.182 \\
5 & - & \(0.192 \times 10^{-3}\) & - & 0.135 \\
9 & - & \(0.144 \times 10^{-3}\) & - & 0.105 \\
33 & - & \(0.112 \times 10^{-3}\) & - & 0.0837 \\
65 & - & \(0.901 \times 10^{-4}\) & 0.0057 & 0.0694 \\
129 & \(0.103 \times 10^{-4}\) & \(0.753 \times 10^{-4}\) & 0.0145 & 0.0595 \\
& \(0.192 \times 10^{-4}\) & \(0.651 \times 10^{-4}\) & 0.0208 & 0.0526 \\
\hline
\end{tabular}

TABIE XIX
DEIERMINISTIC SOLUTION FOR THE NON-REPAIRABLE SYSTEM
\[
\begin{array}{ll}
\text { Component MTTF } & =4380.0 \mathrm{hrs} . \\
\text { Mission time } & =0.50 \mathrm{MTTF}
\end{array}
\]
\begin{tabular}{|c|c|c|c|}
\hline \multirow{2}{*}{\begin{tabular}{l} 
Sample \\
size
\end{tabular}} & \multicolumn{3}{|c|}{ System reliability } \\
\cline { 2 - 4 } & Best value & Minimum & Maximum \\
\hline 2 & 0.8613 & 0.161 & 1.0 \\
4 & 0.7617 & 0.238 & 0.943 \\
8 & 0.7143 & 0.323 & 0.845 \\
16 & 0.6915 & 0.390 & 0.765 \\
32 & 0.6804 & 0.440 & 0.707 \\
\hline
\end{tabular}

TABLE XX
DETERMINISTIC SOLUTION FOR THE NON-REPAIRABLE SYSTEM
Component MTTF \(=4380.0\)
Mission time \(=0.05 \mathrm{MTPF}\)
\begin{tabular}{|l|l|l|l|}
\hline \multirow{2}{*}{\begin{tabular}{l} 
Sample \\
size
\end{tabular}} & System & Reliability \\
\cline { 2 - 4 } & Best value & Minimum & Maximum \\
\hline 2 & 0.9987 & 0.9800 & 1.0 \\
4 & 0.9972 & 0.9897 & 0.99996 \\
8 & 0.9962 & 0.9918 & 0.9989 \\
16 & 0.9956 & 0.9928 & 0.9977 \\
32 & 0.9953 & 0.9934 & 0.9969 \\
\hline
\end{tabular}

TABLE XXI
STATISTICAL SOLUTION FOR THE NON-REPAIRABLE SYSTEM
\[
\begin{array}{ll}
\text { Component MTPF } & =4380.0 \mathrm{hr} \\
\text { Mission time } & =0.50 \mathrm{MTTF}
\end{array}
\]
\begin{tabular}{|c|c|c|c|c|c|c|}
\hline \multirow[t]{2}{*}{Sample size} & \multicolumn{3}{|l|}{Component Reliability} & \multicolumn{3}{|c|}{System Reliability} \\
\hline & Es.timate & Variance & \% dis-
persion & Estimate & Variance & \(\%\) dis persion \\
\hline 2 & 0.750 & 0.0753 & 109.8 & 0.84375 & 0.10358 & 38.1 \\
\hline 4 & 0.670 & 0.0300 & 52.5 & 0.71017 & \(0.5925 \times 10^{-1}\) & 34.3 \\
\hline 8 & 0.637 & 0.0132 & 31.6 & 0.63968 & \(0.2956 \times 10^{-1}\) & 26.9 \\
\hline 16 & 0.621 & 0.0062 & 20.7 & 0.60412 & \(0.1465 \times 10^{-1}\) & 20.0 \\
\hline 32 & 0.614 & 0.0030 & 14.1 & 0.58633 & \(0.7264 \times 10^{-1}\) & 14.5 \\
\hline
\end{tabular}

TABLE XXII
STATISTICAL SOLUTION FOR THE NON-REPAIRABIE SYSTEM
Component MTMF \(=4380.0 \mathrm{hrs}\). Mission time \(=0.05 \mathrm{MTMF}\)
\begin{tabular}{|c|c|c|c|c|c|c|}
\hline \multirow[t]{2}{*}{\begin{tabular}{l}
Sample \\
size
\end{tabular}} & \multicolumn{3}{|l|}{Component Reliability} & \multicolumn{3}{|l|}{System Reliability} \\
\hline & Estimate & Variance & \(\%\) dispersion & Estimate & Variance & \(\%\) dispersion \\
\hline 2 & 0.9750000 & \(49.7 \times 10^{-4}\) & 7.23 & 0.99872 & \(5.16 \times 10^{-4}\) & 2.27 \\
\hline 4 & 0.9629668 & \(10.4 \times 10^{-4}\) & 3.36 & 0.99716 & \(1.63 \times 10^{-4}\) & 1.28 \\
\hline 8 & 0.9570618 & \(3.70 \times 10^{-4}\) & 2.01 & 0.99615 & \(6.76 \times 10^{-5}\) & 0.83 \\
\hline 16 & 0.9541366 & \(1.60 \times 10^{-4}\) & 1.33 & 0.99560 & \(3.14 \times 10^{-5}\) & 0.56 \\
\hline 32 & 0.9526808 & \(7.51 \times 10^{-5}\) & 0.91 & 0.99530 & \(1.50 \times 10^{-5}\) & 0.39 \\
\hline
\end{tabular}

TABLE XXIII
COMPARISON OF THE BEST VALJE AND THE ESTIMATE FROM THE STATISTICAL APPROACH FOR DIFFERENT SAMPIE SIZES
\[
\begin{aligned}
\text { Component MTTF } & =4380.0 \mathrm{hrs} . \\
\text { Mission time } & =0.05 \mathrm{MTMF}
\end{aligned}
\]
\begin{tabular}{|c|c|c|}
\hline \multirow{2}{*}{\begin{tabular}{l} 
Sample \\
size
\end{tabular}} & System Reliability \\
\cline { 2 - 3 } & Best value & Estimate \\
\hline 2 & 0.99872 & 0.99872 \\
4 & 0.99716 & 0.99716 \\
8 & 0.99617 & 0.99615 \\
16 & 0.99562 & 0.99560 \\
32 & 0.99533 & 0.99530 \\
\hline
\end{tabular}

TABLE XXIV
95\% IONER CONFIDENCE IIMIT FOR DIFFERENT
SAMPIE SIZES
Component MTYF \(=4380.0 \mathrm{hrs}\).
Mission time \(=0.05 \mathrm{MLTF}\)
\begin{tabular}{|c|c|c|}
\hline \begin{tabular}{l} 
Sample \\
size
\end{tabular} & \begin{tabular}{c} 
Best \\
value
\end{tabular} & \begin{tabular}{c} 
Lower \\
confidence limit
\end{tabular} \\
\hline 2 & 0.99872 & 0.8972 \\
4 & 0.99716 & 0.9400 \\
8 & 0.99617 & 0.9594 \\
16 & 0.99562 & 0.9705 \\
32 & 0.99533 & 0.9779 \\
\hline
\end{tabular}

TABLE XXV
DETERMINISTIC SOLUTION FOR DIFFERENT MEAN TIME TO FAILURE OF COMPONENTS

Component MTMF = variable
Mission time \(\quad=100 \mathrm{hrs}\).
Sample size \(=32\)
\begin{tabular}{|c|c|c|c|}
\hline \multirow{2}{*}{\begin{tabular}{c} 
Component \\
MTPF
\end{tabular}} & \begin{tabular}{c} 
Best \\
value
\end{tabular} & \multicolumn{2}{|c|}{ Deterministic range } \\
\cline { 3 - 4 } & Minimum & Maximum \\
\hline 438 & 0.9122 & 0.8674 & 0.9356 \\
876 & 0.9762 & 0.9658 & 0.9838 \\
1095 & 0.9847 & 0.9780 & 0.9896 \\
2190 & 0.9961 & 0.9945 & 0.9974 \\
4380 & 0.9990 & 0.9986 & 0.9994 \\
17520 & 0.99994 & 0.99991 & 0.99996 \\
\hline
\end{tabular}

\section*{TABLE XXVI}

STATISTICAL SOLUTION FOR DIFFERENT MEAN TIME TO FAILURE OF NON-REPAIRABLE COMPONENTS
```

Sample size = 32
Mission time = 100 hrs.

```
\begin{tabular}{|c|l|l|c|}
\hline \multirow{2}{*}{\begin{tabular}{c} 
Component \\
MTTF
\end{tabular}} & \multicolumn{3}{|c|}{ System } \\
\cline { 2 - 4 } & Best value & Estimate & Variance \\
\hline 438 & 0.9122 & 0.90498 & \(11.2 \times 10^{-4}\) \\
876 & 0.9762 & 0.97570 & \(1.67 \times 10^{-4}\) \\
1095 & 0.9847 & 0.97570 & \(8.80 \times 10^{-5}\) \\
2190 & 0.9961 & 0.99609 & \(1.17 \times 10^{-5}\) \\
4380 & 0.9990 & 0.99902 & \(1.50 \times 10^{-6}\) \\
17520 & 0.99994 & 0.99994 & \(2.39 \times 10^{-8}\) \\
\hline
\end{tabular}

TABLE XXVII
COMPARISON OF THE DISPERSION COEFFICIENTS OF THE COMPONENT AND SYSTEM RELIABILITIES FOR DIFFERENT MEAN TIME TO FAILURE OF NON-REPAIRABLE COMPONENTS

Sample size
= 32
Mission time \(=100 \mathrm{hrs}\).
\begin{tabular}{|c|c|c|}
\hline \begin{tabular}{c} 
Component \\
MITF
\end{tabular} & \begin{tabular}{c} 
Component \\
\(\%\) coefficient \\
of dispersion
\end{tabular} & \begin{tabular}{c} 
System \\
\(\%\) coefficient \\
of dispersion
\end{tabular} \\
\hline 438 & 3.66 & 3.67 \\
876 & 1.86 & 1.30 \\
1095 & 1.46 & 0.95 \\
2190 & 0.83 & 0.34 \\
4380 & 0.42 & 0.12 \\
17520 & 0.11 & 0.015 \\
\hline
\end{tabular}

TABLE XXVIII

95\% CONFIDENCE LIMIT FOR DIFFERENT MEAN TIME TO FAILURE OF NON-REPAIRABLE COMPONENTS
Mission time \(=100 \mathrm{hrs}\).
Sample size \(=32\)
\begin{tabular}{|c|l|l|}
\hline \begin{tabular}{c} 
Component \\
MTTF
\end{tabular} & Best value & Lower limit \\
\hline 438 & 0.9122 & 0.75521 \\
876 & 0.9762 & 0.91798 \\
1095 & 0.9847 & 0.94245 \\
2190 & 0.9961 & 0.98081 \\
4380 & 0.9990 & 0.99355 \\
17520 & 0.99994 & 0.99925 \\
\hline
\end{tabular}

TABLE XXIX
EFFECTS OF COMPONENT DATA UNCERTAINTY IN THE SYSTEM RELIABILITY FOR DIFFERENT RELATION OF MISSION TIME TO MEAN TIME TO FAILURE OF NON-PEPAIRABLE COMPONENTS
\[
\begin{array}{ll}
\text { Component NTTF } & =4380.0 \mathrm{hrs} . \\
\text { Sample size } & =32
\end{array}
\]
\begin{tabular}{|c|l|l|l|}
\hline \(\mathrm{t}_{\mathrm{m}} / \mathrm{MTPF}\) & Best value & Estimate & Variance \\
\hline 0.01 & 0.99981 & 0.99981 & \(3.30 \times 10^{-6}\) \\
0.05 & 0.99533 & 0.99531 & \(7.50 \times 10^{-5}\) \\
0.10 & 0.98167 & 0.98132 & \(1.14 \times 10^{-4}\) \\
0.20 & 0.93144 & 0.92658 & \(7.89 \times 10^{-4}\) \\
0.30 & 0.85775 & 0.83927 & \(2.26 \times 10^{-3}\) \\
0.40 & 0.77147 & 0.72413 & \(4.48 \times 10^{-3}\) \\
0.50 & 0.68043 & 0.58633 & \(7.26 \times 10^{-3}\) \\
0.60 & 0.59067 & 0.43103 & \(1.03 \times 10^{-2}\) \\
0.70 & 0.50611 & 0.2631 & \(1.34 \times 10^{-2}\) \\
& & & \\
\hline
\end{tabular}

TABLE XXX

DETERMINISTIC SOLUTION FOR DIFFERENT RELATION OF MISSION TIME TO MEAN TIME TO FAILURE OF NON-REPAIRABLE COMPONENTS

Component mean time to failure \(=4380.0 \mathrm{hrs}\). Sample size = 32
\begin{tabular}{|c|c|c|c|}
\hline\(t_{\mathrm{m}} /\) MITF & Best value & Minimum & Maximum \\
\hline 0.01 & 0.99981 & 0.99973 & 0.99988 \\
0.05 & 0.99533 & 0.99338 & 0.99690 \\
0.10 & 0.98617 & 0.97368 & 0.98757 \\
0.20 & 0.93144 & 0.89728 & 0.95048 \\
0.30 & 0.85775 & 0.77728 & 0.88990 \\
0.40 & 0.77147 & 0.62197 & 0.80787 \\
0.50 & 0.68043 & 0.44001 & 0.70694 \\
0.60 & 0.59067 & 0.23952 & - \\
0.70 & 0.50611 & 0.27765 & \\
\hline
\end{tabular}

TABLE XXXI
DISPERSION COEFFICIENTS OF COMPONENT AND SYSTEM RELIABILITY OF DIFFERENT RELATIONS OF MISSION TIME AND MEAN TIME TO FAILURE
\(\begin{array}{ll}\text { Component MTTF } & =4380.0 \mathrm{hrs} \\ \text { Sample size } & =32\end{array}\)
\begin{tabular}{|c|c|c|}
\hline\(t_{m} /\) MTTF & \begin{tabular}{c} 
Component \\
\(\%\) coefficient \\
of dispersion
\end{tabular} & \begin{tabular}{c} 
System \\
\(\%\) coefficient \\
of dispersion
\end{tabular} \\
\hline 0.01 & 0.18 & 0.036 \\
0.05 & 0.91 & 0.39 \\
0.10 & 1.57 & 1.06 \\
0.20 & 3.60 & 3.03 \\
0.30 & 5.38 & 5.66 \\
0.40 & 7.14 & 9.25 \\
0.50 & 8.89 & 14.54 \\
0.60 & 10.63 & 23.58 \\
0.70 & 12.36 & 44.03 \\
\hline
\end{tabular}

TABLE XXXII
95\% CONFIDENCE LIMITS OF SYSTEM RELIABILITY FOR DIFFERENT RELATIONS OF MISSION TIME TO MEAN TIME TO FAILURE OF NONREPAIRABLE COMPONENIS
```

Component MTTF = 4380.0 hrs.
Sample size = 32

```
\begin{tabular}{|l|l|l|c|}
\hline\(t_{\mathrm{m}} / \mathrm{MPTF}\) & Best value & Lower limit & Upper limit \\
\hline 0.01 & 0.99981 & 0.99821 & 1.0 \\
0.05 & 0.99533 & 0.97786 & 1.0 \\
0.10 & 0.98167 & 0.93353 & 1.0 \\
0.20 & 0.93144 & 0.80100 & 1.0 \\
0.30 & 0.85775 & 0.62676 & 1.0 \\
0.40 & 0.77147 & 0.42466 & 1.0 \\
0.50 & 0.68043 & 0.20516 & 1.0 \\
0.60 & 0.59067 & 0.0 & 0.88559 \\
0.70 & 0.50611 & 0.0 & 0.78116 \\
1.00 & 0.30079 & 0.0 & 0.37026 \\
& & & \\
\hline
\end{tabular}

\subsection*{5.9 Approximate confidence limits using Monte Carlo simulation}

In the analytical method, the technique of combination of distribution functions is used to derive the sampling distribution of the system reliability indices from the sampling distributions of the component reliability estimates; confidence limits are then obtained from this sampling distribution.

For the Monte Carlo method, the numerical sampling distributions of component reliability estimates are generated. Sample values selected from these distributions are substituted into the mathemetical relationship between system and components. This simulation is repeated until the numerical sampling distribution of the system reliability indices are generated. Confidence limits are then computed on this numerical distribution.

\subsection*{5.9.1 Non-repairable systems}

The approach described here is similar to that of \([60]\), except that in this case the system is represented by its minimal cutsets and [60] use the series and parallel reliability formulae to obtain the system reliability.

The probability of failure \(Q\) at time \(t\) is usually expressed as
\[
Q(t)=\int_{0}^{t} f(t ; \theta) d t
\]
where \(f(t ; \theta)\) is the failure density model with parameter \(\theta\). If the parameter of the model is unknown and must be estimated from component test data, then the probability of failure must be expressed as an estimate \(\hat{Q}(t)\). Such a model parameter has been extensively estimated by the method of maximum likelihood. The results of such estimations summarized in [ 60 ] are presented here for the exponential case, where \(t_{\text {in }}\) are the \(i-t h\) order statistics from a sample of size \(n\).

If the exponential density is written as
\[
\begin{aligned}
f(t ; \theta) & =1 / \theta \exp (-t / \theta) & & \theta>0, t \geqslant 0 \\
& =0 & & \text { elsewhere }
\end{aligned}
\]

Then the maximum likelihood estimator \(\hat{\theta}\), for the mean time between failures \(\theta\), from a complete sample or censored after r failures is given by
\[
\begin{equation*}
\hat{\theta}_{r, n}=\left\{\sum_{i=1}^{r} t_{i n}+(n-r) t_{r n}\right\} / r \tag{5.68}
\end{equation*}
\]
where the numerator of Eqn. (5.58) is the total accumulated operating time \(T\) of the components under test. Further \(\hat{\theta}_{r, n}\) is unbiased and \(2 r \hat{\theta}_{r, n} / \theta\) is distributed as chi-square with \(2 r\) degrees of freedom (46). For a two-sided confidence level ( \(1-\alpha\) ) we can write confidence limits
making use of the \(\alpha / 2\) and \(1-\alpha / 2\) percentage points of the chi-square distribution


Since the parameter \(\theta\) of the exponential failure model is unknown and must be estimated from component test data, then the probability of failure must be expressed as an estimate \(\hat{Q}(t)\). By the invariant property of ML estimator of parameters \({ }^{(64)}\), if a random value is taken from the distribution of the estimator for the parameter \(\theta\) and this is substituted into the expression for \(Q\left(t_{m}\right)\) in the exponential case, one obtains a sample probability of failure given by
\[
\begin{equation*}
\hat{Q}\left(t_{m}\right)=1-\exp \left(-t_{m} \chi_{2 r}^{2} / 2 r \hat{\theta}\right) \tag{5.70}
\end{equation*}
\]

The Monte Carlo computer technique for the reliability
of a non-repairable system represented by its minimal cut-sets involves use of a digital computer to obtain a large number of sample probability of failure values for each component from which one obtains a numerical sampling distribution for the system reliability \(\mathrm{R}_{\mathrm{s}}\left(\mathrm{t}_{\mathrm{m}}\right)\) through the mathematical expression
\[
R_{s}\left(t_{m}\right)=1-\sum_{i=1}^{N M C} \operatorname{Pr}\left\{\bar{C}_{i}\right\}=1-\sum_{i=1}^{\text {NMC }} \prod_{j \in i} Q_{j}\left(t_{m}\right)(5.71)
\]

If \(m\) (Monte Carlo sample size) values are obtained for \(R_{s}\left(t_{m}\right)\) by the previous synthetic sampling and arranged in order of increasing magnitude, each value will represent a \(1 / m\) increase in the step cumulative distribution function. If \(m\) is taken as large as, say 1000 then the \(99.9 \%\) confidence limits for \(Q_{s}\left(t_{m}\right)\) will be the largest and smallest
values of the ordered numerical distribution. In general, the twosided lower confidence limit is
\[
\begin{equation*}
R_{S L}\left(t_{m}\right)=R_{S}(i) \quad i=m \cdot \alpha / 2 \tag{5.72}
\end{equation*}
\]
and the upper confidence limit is
\[
\begin{equation*}
R_{S U}\left(t_{m}\right)=R_{S}(j) \quad j=m \cdot(1-\alpha / 2) \tag{5.73}
\end{equation*}
\]
where \(m\) is the Monte Carlo sample size and \(\alpha\) is the level of significance. When it is required that the system reliability does not go below a minimum value we use the procedure of one-sided confidence limit and Eqn. (5.72) corresponds to a lower one-sided confidence limit at 100(1- \(\alpha / 2\) ) confidence level.

\subsection*{5.9.2 Algorithm and an illustrative system}

The main steps for the Monte Carlo simulation procedure can be summarised as follows:

Step 1 : Generate the minimal cut-set matrix of the system.

Step 2 : Generate component sample probability of failure values for the given mission time and sample size, using a random number generator from a chi-square distribution. Component sample values must not be ordered.

Step 3 : Simulate minimal cut-set sample values and sample system reliability values.

Step 4 : Sort the sample system reliability values in increasing order of magnitude.

Step 5 : From the ordered values of system reliability obtain system reliability limits at any specified confidence level.

To illustrate the Monte Carlo simulation technique, we shall use the reliability network shown in Fig. 1. The problem is of course a hypothetical one, but it allowed us to compare the method of moments approach with the exact analytical result and now allows us to compare the approximate lower confidence limit from the Chebyshev's inequality with the present Monte Carlo solution. Components one through five were assumed to be equals, to follow the exponential failure density and tested until all components failed.

Jsing the previous Monte Carlo technique, one thousand samples of \(Q\left(t_{m}\right)\) from Eqn. (5.70) were obtained for the components. These component-samples combined through the minimal cut-set matrix generated one thousand sample values for each minimal cut-set which were used to simulate the sample reliability values using Eqn. (5.71). The system reliability values were ordered to construct an approximate step distribution. Table XXXIII presents the results for 1000 experiments with a component mean-time-to-failure of 4380 hours, a relation of mission time to MTTF of 0.05 and a sample size of 32. Column \(l\) is the confidence level that the system reliability will fall between the given upper and lower limits of columns 2 and 3, respectively. Column 4 represents the one-sided confidence level that the system reliability is less than or equal to the values of column 2 or equal to or greater than the values of column 3.

The program was also run for 100,500 and 1000 simulations with the same data as before except that a sample size of 16 was used. Comparison of the 1000 -experiments of Tables XXXIII and XXXIV indicate that the higher the sample size the narrower the interval at any confidence level. This effect is obtained for any number of simulations used as shown in Table XXXV. This table also shows that the same effect is obtained when for the same sample size the number of trials is increased.

Table XXXVI indicates that the interval given by the Monte Carlo approach improves in the high reliability region. This effect is even more clear from Table XXXVII where the limits were obtained for different relations of the mission time to the component mean-time-tofailure.

\subsection*{5.9.3 Comparison with the moment approach}

Table XXXVIII shows that one-hundred cycles of the simulation process (Monte Carlo method) for the sample system of Fig. 1 resulted in data samples for the system reliability having mean and variance very close to those computed using the equations of the moment approach. Hence, 100 cycles of the simulation process was deemed adequate.

Table XXXIX shows that the lower limit provided by the Chebyshev's inequality is always more pessimistic than the one from the Monte Carlo technique and obviously the former improves for more stable components, i.e., components with smaller variance. One of the major drawbacks of the Monte Carlo method is the large number of trials required to give a representative numerical distribution, and the time of the present computer approach is increased as the sample size and the number of trials is increased. Table XXXIX presents the computer times (seconds of CPU) for a selected number of sample sizes between 2 and 32 for 100 , 500 and 1000 experiments. It must be emphasized that the computer time of the Chebyshev's approach is unaffected by the componert sample size and is a one-experiment solution. The average computer time for the Chebyshev's inequality approach is 2.4 seconds of CPU in a CDC-6400 digital computer.

TABLE XXXIII
CONFIDENCE LIMITS FROM TIIE MONIE CARLO TECHNIQUE FOR NON-REPAIRABLE SYSTEMS
\(\mathrm{MTTF}=4380 \mathrm{hrs} . \quad\) Sample size \(=32 \quad \mathrm{t}_{\mathrm{I}} / \mathrm{MTPF}=0.05\)
Monte Carlo size \(=1000\) experiments
\begin{tabular}{|c|c|c|c|}
\hline \begin{tabular}{c} 
Two-sided \\
confidence \\
level \\
1
\end{tabular} & \begin{tabular}{c} 
Upper \\
limit \\
2
\end{tabular} & \begin{tabular}{c} 
Lower \\
limit \\
3
\end{tabular} & \begin{tabular}{c} 
One-sided \\
confidence \\
level \\
4
\end{tabular} \\
\hline 99.0 & 0.996895 & 0.992634 & 99.5 \\
98.0 & 0.996822 & 0.992818 & 99.0 \\
97.0 & 0.996711 & 0.992902 & 98.5 \\
96.0 & 0.996521 & 0.993022 & 98.0 \\
95.0 & 0.996472 & 0.993165 & 97.5 \\
90.0 & 0.996283 & 0.993558 & 95.0 \\
80.0 & 0.996048 & 0.993938 & 90.0 \\
70.0 & 0.995869 & 0.994129 & 85.0 \\
60.0 & 0.995750 & 0.994294 & 80.0 \\
50.0 & 0.995643 & 0.994486 & 75.0 \\
\hline
\end{tabular}

TABLE XXXIV
CONFIDENCE LIITIS FROM THE MONTE CARLO TECHNIQUE FOR NONREPAIRABLE SYSTEMS WITH DIFFERENT NOMBER OF TRIALS

MTTF \(=4380 \mathrm{hrs} . \quad\) Sample size \(=16 \quad \mathrm{t}_{\mathrm{m} / \mathrm{MTMF}}=0.05\)
\begin{tabular}{|l|l|l|l|l|l|l|}
\hline \begin{tabular}{l} 
Two- \\
sided \\
confi- \\
dence \\
level
\end{tabular} & \multicolumn{2}{|c|}{ lo0-experiments } & \multicolumn{2}{|c|}{ 500-experiments } & \multicolumn{2}{|c|}{ lo00-experiments } \\
\hline 99.0 & 0.997479 & 0.991266 & 0.997325 & 0.991118 & 0.997600 & 0.991115 \\
98.0 & 0.997474 & 0.991274 & 0.997216 & 0.991349 & 0.997399 & 0.991406 \\
97.0 & 0.997161 & 0.992248 & 0.997197 & 0.991847 & 0.997269 & 0.991976 \\
96.0 & 0.997106 & 0.992488 & 0.997144 & 0.992111 & 0.997118 & 0.992109 \\
95.0 & 0.996947 & 0.992710 & 0.997032 & 0.992312 & 0.997094 & 0.992339 \\
limit & \begin{tabular}{c} 
Upper \\
limit
\end{tabular} & \begin{tabular}{l} 
Lower \\
limit
\end{tabular} & \begin{tabular}{c} 
Upper \\
limit
\end{tabular} & \begin{tabular}{l} 
Lower \\
limit
\end{tabular} \\
90.0 & 0.996457 & 0.993058 & 0.996817 & 0.992684 & 0.996826 & 0.992941 \\
80.0 & 0.996232 & 0.994099 & 0.996543 & 0.993462 & 0.996514 & 0.993486 \\
70.0 & 0.995891 & 0.994674 & 0.996363 & 0.993880 & 0.996294 & 0.993818 \\
60.0 & 0.995599 & 0.994924 & 0.996199 & 0.994182 & 0.996082 & 0.994072 \\
50.0 & 0.995308 & 0.995304 & 0.996073 & 0.994370 & 0.995903 & 0.994274 \\
\hline
\end{tabular}

TABLE XXXV
\(90 \%\) CONFIDENCE LIMITS FOR DIFFERENT SAMPIE SIZES
\(M T T F=4380 \mathrm{Hrs} . \quad t_{m} / \mathrm{MTTF}=0.05\)
\begin{tabular}{|c|c|c|c|c|c|c|}
\hline \multirow{2}{*}{\begin{tabular}{l} 
Sample \\
size
\end{tabular}} & \multicolumn{2}{|c|}{ lo0-experiments } & \multicolumn{2}{|c|}{ 500-experiments } & \multicolumn{2}{|c|}{ 1000-experiments } \\
\cline { 2 - 8 } & \begin{tabular}{c} 
Upper \\
limit
\end{tabular} & \begin{tabular}{c} 
Lower \\
limit
\end{tabular} & \begin{tabular}{c} 
Upper \\
limit
\end{tabular} & \begin{tabular}{c} 
Lower \\
limit
\end{tabular} & \begin{tabular}{c} 
Upper \\
limit
\end{tabular} & \begin{tabular}{c} 
Lower \\
limit
\end{tabular} \\
\hline 2 & 0.999337 & 0.987198 & 0.999120 & 0.988493 & 0.999082 & 0.988200 \\
4 & 0.998375 & 0.989928 & 0.998179 & 0.991117 & 0.998299 & 0.990204 \\
8 & 0.997548 & 0.991739 & 0.997584 & 0.992072 & 0.997431 & 0.991914 \\
16 & 0.996631 & 0.992710 & 0.996817 & 0.992684 & 0.996826 & 0.992941 \\
32 & 0.996602 & 0.993456 & 0.996339 & 0.993550 & 0.996283 & 0.993558 \\
\hline
\end{tabular}

TABLE XXXVI
90\% CONFIDENCE LINITS FOR DIFFERENT MEAN TIME TO FAILURE
1000-experiments Sample size \(=32 \quad t_{m}=100 \mathrm{hrs}\)
\begin{tabular}{|c|c|c|}
\hline \multirow{2}{*}{\begin{tabular}{c} 
Component \\
MTTF
\end{tabular}} & \multicolumn{2}{|c|}{ 1000-experiments } \\
\cline { 2 - 3 } & Upper limit & Lower limit \\
\hline 438 & 0.924528 & 0.874458 \\
876 & 0.980748 & 0.967168 \\
1095 & 0.987608 & 0.978845 \\
2190 & 0.996902 & 0.994619 \\
4380 & 0.999228 & 0.998650 \\
\hline
\end{tabular}

\section*{TABLE XXXVII}
\(90 \%\) CONFIDENCE LIMITS FOR DIFFERENT REIATION OF MISSION TIME TO COMPONENT MEAN TIME TO FAILURE
1000-experiments \(\quad\) Sample size \(=32 \quad \mathrm{MTTF}=4380 \mathrm{hrs}\).
\begin{tabular}{|l|l|l|}
\hline\(t_{m} /\) MTTF & Upper limit & Lower limit \\
\hline 0.01 & 0.999852 & 0.999741 \\
0.05 & 0.996283 & 0.993558 \\
0.10 & 0.985170 & 0.974729 \\
0.20 & 0.941678 & 0.902517 \\
0.30 & 0.872867 & 0.790141 \\
0.40 & 0.780800 & 0.644682 \\
0.50 & 0.670542 & 0.474584 \\
\hline
\end{tabular}

TABLE XXXVIII
ESTIMATE AND VARIANCE OBTAINED ANALYTICALLY AND BY MONTE CARLO SIMULATION FOR DIFFERENT NUMBERS OF TRIALS

Component MTTF \(=4380 \mathrm{hrs} . \quad t_{m} / \mathrm{MTTF}=0.5\)
Sample size \(=32\)
Analytical solution
Estimate \(=0.58633\)
Variance \(=0.72643 \times 10^{-2}\)
\begin{tabular}{|c|c|c|c|c|}
\hline \begin{tabular}{l} 
Monte \\
Carlo \\
size
\end{tabular} & Estimate & \(\%\) diff. & Variance & \(\%\) diff. \\
\hline 20 & 0.56197 & 4.3 & \(0.57660 \times 10^{-2}\) & 26.0 \\
30 & 0.56734 & 3.3 & \(0.59543 \times 10^{-2}\) & 22.0 \\
50 & 0.57673 & 1.7 & \(0.60500 \times 10^{-2}\) & 20.1 \\
100 & 0.58653 & 0.03 & \(0.71288 \times 10^{-2}\) & 1.9 \\
\hline
\end{tabular}

TABLE XXXIX
COMPARISON OF \(90 \%\) LOWER CONFIDENCE LIMIT FOR
DIFFERENT SAMPLE SIZES
\[
\begin{aligned}
& \text { Monte Carlo size }=100 \text { experiments } \\
& \text { MTTF }=4380 \mathrm{hrs} . \quad t_{m} \mathrm{MTPF}=0.05
\end{aligned}
\]
\begin{tabular}{|c|c|c|c|}
\hline \begin{tabular}{c} 
Sample \\
size
\end{tabular} & \begin{tabular}{c} 
Chebyshev's \\
inequality
\end{tabular} & \begin{tabular}{c} 
Monte Carlo \\
technique
\end{tabular} & \(\%\) diff. \\
\hline 2 & 0.92690 & 0.98720 & 6.1 \\
4 & 0.95675 & 0.98993 & 3.4 \\
8 & 0.97015 & 0.99174 & 2.2 \\
16 & 0.97787 & 0.99271 & 1.5 \\
32 & 0.99945 & 0.99346 & 0.6 \\
\hline
\end{tabular}

TABLE XL
COMPUTER TIME (SECONDS OF CPU) FOR DIFFERENT number of trials ard sample sizes
\begin{tabular}{|c|c|c|c|}
\hline \multirow{2}{*}{\begin{tabular}{l} 
Sample \\
size
\end{tabular}} & \multicolumn{3}{|c|}{ Number of experinents } \\
\hline & 100 & 500 & 1000 \\
\hline 2 & 1.50 & 2.20 & 4.50 \\
4 & 1.60 & 2.30 & 4.90 \\
8 & 1.80 & 3.50 & 5.60 \\
16 & 2.10 & 4.90 & 8.00 \\
32 & 2.30 & 6.30 & 12.10 \\
\hline
\end{tabular}

\subsection*{5.9.4 Repairable systems}

This section presents a new Monte Carlo technique for the probability and frequency of system failure which combines minimal cutset representation and Monte Carlo simulation. The individual components have been assumed to be statistically independent of each other, and repair of failed components is allowed. The method is a synthetic one, in that the steady-state probability that components are failed and the rate of departure from the failed state for each components are generated and then used to determine numerical distributions for the probability and frequency of system failure.

The probability that component i is failed in a steady state situation is given by
\[
P_{d_{i}}=\frac{\lambda_{i}}{\lambda_{i}+\mu_{i}}
\]
where \(\quad \lambda_{i}\) is the component failure rate
\(\mu_{i}\) is the component repair rate.
The one-to-one correspondence between \(P_{d_{i}}\) and the ratio of its repair and failure rate \(\mu_{i} / \lambda_{i}\) is obvious and will be used to define F-distributed variables from which \(\mathrm{P}_{\mathrm{d}}\)-sample values can bo generated.

The usual sample estimate of \(\mathrm{P}_{\mathrm{d}}\) is
\[
\begin{equation*}
\hat{P}_{d_{i}}=\frac{1}{1+\hat{\mu}_{i} / \hat{\lambda}_{i}} \tag{5.74}
\end{equation*}
\]

Let us assume that \(t_{1}\) (time-to-failure) and \(t_{2}\) (time-to-repair) are statistically independent random variables with exponential probability density functions
\[
\begin{align*}
& f_{1}\left(t_{1}\right)=e^{-\lambda t_{1}}  \tag{5.75}\\
& f_{2}\left(t_{2}\right)=e^{-\mu t_{2}} \tag{5.76}
\end{align*}
\]
then \(\hat{\lambda}\), the sample estimate of \(\lambda\), is obtained from
\[
\begin{equation*}
\hat{\lambda}=\frac{n_{1}}{\sum_{i=1}^{n_{1}}{ }^{t_{1}}} \tag{5.77}
\end{equation*}
\]
where \(t_{1_{i}}=\) time between the (i-1)st and the i-th failures
\(n_{1}=\) number of failures
and \(\hat{\mu}\), the sample estimate of \(\mu\), is obtained from
\[
\begin{equation*}
\mu=\frac{n_{2}}{\sum_{j=1}^{n_{2}} t_{j}} \tag{5.78}
\end{equation*}
\]
where \(t_{2 j}=\) time-to-repair associated with the j-th failure
\(n_{2}=\) number of repair actions initiated.
Consider a random sample of \(n_{1}\) times-to-failure and \(n_{2}\) times-to-repair drawn from the populations described by Eqns. (5.75) and (5.76) with sample means \(\hat{\lambda}\) and \(\hat{\mu}\) calculated from Eqns. (5.77) and (5.78) respectively. It is well known that \(2 n_{1} \lambda / \hat{\lambda}\) and \(2 n_{2} \mu / \hat{\mu}\) are chisquare distributed variables with \(2 n_{1}\) and \(2 n_{2}\) degrees of freedom respectively. Since they are independent due to the independence of the random variables \(t_{1}\) and \(t_{2}\), it is possible to define a new variable
\[
\begin{equation*}
z_{1}=\frac{\frac{2 n_{2}{ }^{\mu} / \hat{\mu}}{2 n_{2}}}{\frac{2 n_{1} \lambda / \hat{\lambda}}{2 n_{1}}}=\frac{\hat{\lambda}_{\mu}}{\hat{\mu} \lambda} \tag{5.79}
\end{equation*}
\]
which is F-distributed with \(2 n_{2}, 2 n_{1}\) degrees of freedom. Similar sample estimators for \(t_{1}\) and \(t_{2}\) of those given by Eqns. (5.77) and (5.78) can be formulated for the gamma and Weibull probability density function (60). Therefore a similar z-variable can be defined also for such distributions.

The variable \(z_{1}\) can be used to obtain a lower confidence limit for \(P_{d_{i}}\) as follows:
\[
\operatorname{Pr}\left\{\frac{\mu \hat{\lambda}}{\lambda \hat{\mu}}<F_{I-\alpha}\left(2 n_{2}, 2 n_{1}\right)\right\}=I-\alpha
\]
\[
\operatorname{Pr}\left\{\frac{\mu}{\lambda}<\frac{\hat{\mu}}{\hat{\lambda}} F_{1-\alpha}\left(2 n_{2}, 2 n_{1}\right)\right\}=1-\alpha
\]
\[
\operatorname{Pr}\left\{1+\frac{\mu}{\lambda}<1+\frac{\hat{\mu}}{\hat{\lambda}} F_{1-\alpha}\left(2 n_{2}, 2 n_{1}\right)\right\}=1-\alpha
\]
\[
\begin{equation*}
\operatorname{Pr}\left\{\frac{1}{1+\frac{\hat{\mu}}{\hat{\lambda}} F_{I}-\alpha\left(2 n_{2}, 2 n_{1}\right)}<\frac{1}{1+\mu / \lambda}\right\}=1-\alpha \tag{5.80}
\end{equation*}
\]

In most practical cases \(n_{1}=n_{2}\) and Eqn. (5.80) becomes
\[
\begin{equation*}
\operatorname{Pr}\left\{\frac{1}{1+\frac{\hat{\mu}}{\hat{\lambda}} F_{I-\alpha}(2 n, 2 n)}<P_{d}\right\}=1-\alpha \tag{5.81}
\end{equation*}
\]
and the \((1-\alpha)\) lower confidence limit is found from
\[
\begin{equation*}
P_{d_{L}}=\frac{\hat{\lambda}}{\hat{\lambda}+\hat{\mu} F_{1-\alpha}(2 n, 2 n)} \tag{5.82}
\end{equation*}
\]

Equation (5.83) is used to generate sample steady-state probability of failure values for each component
\[
\begin{equation*}
P_{d_{i}}=\frac{\hat{\lambda}_{i}}{\hat{\lambda}_{i}+\hat{\mu}_{i} F_{2 n_{i}}, 2 n_{i}} \tag{5.83}
\end{equation*}
\]
where \(F_{2 n_{i}}, 2 n_{i}\) represents random values drawn from an F-distribution with \(\left(2 n_{i}, 2 n_{i}\right)\) degrees of freedom.

As mentioned before \(2 n_{2} \mu / \hat{\mu}\) is chi-square distributed with \(2 n_{2}\) degrees of freedom. Hence, a ( \(1-\alpha\) ) lower confidence limit for \(\mu\) can be obtained as follows :
\[
\begin{aligned}
& \operatorname{Pr}\left\{\frac{2 n_{2}^{\mu}}{\hat{\mu}}<\chi_{1-\alpha, 2 n_{2}}^{2}\right\}=1-\alpha \\
& \operatorname{Pr}\left\{\mu<\frac{\hat{\mu}}{2 n_{2}} \chi_{1-\alpha, 2 n_{2}}^{2}\right\}=1-\alpha
\end{aligned}
\]
and the ( \(1-\alpha\) ) lower confidence limit for \(\mu\) with \(n_{2}=n\) is found from
\[
\begin{equation*}
\mu_{L}=\frac{\hat{\mu}}{2 n} \chi_{1-\alpha, 2 n}^{2} \tag{5.84}
\end{equation*}
\]

Equation (5.85) is used to generate sample values of the rate of departure from the failed state for each component, thus
\[
\begin{equation*}
\mu_{i}=\frac{\hat{\mu}_{i}}{2 n_{i}} \chi_{2 n_{i}}^{2} \tag{5.85}
\end{equation*}
\]
where \(\chi^{2}\) represents random values drawn from a chi-square distribution
with \(2 n_{i}{ }_{i}\) degrees of freedom.
The Monte Carlo technique involves use of a digital computer to obtain a large number of component sample values of the steadystate probability of being in the down state \(P_{d_{i}}\) and for the rate of departure from the failed state \(\mu_{i}\). These values are combined through

Eqns. (5.86) and (5.87) to obtain sample values for \(P_{f}\) and \(f_{f}\) respectively.
\[
\begin{align*}
& P_{f}=\sum_{i} \prod_{j \varepsilon i} P_{d_{j}} \quad ; i=1, N M C  \tag{5.86}\\
& f_{f}=\sum_{i} \prod_{j \in i} P_{d_{j}} \cdot \sum_{j \in i} \mu_{j} \tag{5.87}
\end{align*}
\]

Use of the same ordering procedure mentioned for the non-repairable system, allows us to form numerical distributions from which approximate confidence limits for both reliability indices at any confidence level can be obtained.

\subsection*{5.9.5 Algorithm and an illustrative system}

The main steps of the Monte Carlo technique can be summarised as follows:

Step 1 : Generate the minimal cut-set and cut-node incidence matrices of the system.

Step 2 : Generate sample values for the steady-state p:obebility of being in the down state and for the rate of departure from the failed state for each cormponent using random number generators from an F - and Chi-square distribution respectively. Sample values must not be ordered.

Step 3 : Simulate sample minimal cut-set values using the component sample values from step 2 and the minimal cut-set matrix of stepl.

Step 4 : Simulate sample values for the probability and frequency of failure of the i-th node of the system using the information from the cut-node incidence matrix.

Step 5 : Sort the probability and frequency of i-node failure arrays in increasing order of magnitude.

Step 6 : From the ordered values of step 5 obtain confidence limits for the probability and frequency of i-node failure at any specified confidence level. If reliability indices are required for all or for special nodes of the system repeat 4,5 and 6 for such nodes.

For illustrative purposes we use the reliability network of Fig. 1 to compute approximate confidence limits for the probability and frequency of failure of node 4. Components one through five were assumed to be equal, to follow the failure and repair exponential densities and were tested until all components failed.

One thousand samples of \(P_{d}\) and \(\mu\) from Eqns. (5.83) and (5.85) respectively were generated for the components. These values combined through the minimal cut-set and cut-node incidence matrices simulated loo0-samples of the probability and frequency of node 4 failure. The node samples were ordered to construct an approximate step distribution. Tables XLI and XLII present the results for 1000 experiments using a component failure rate of \(2 \mathrm{f} /\) year and a mean-time-to-repair of 20 hours for a component sample size of 10. Columns 1 to 4 in both tables have the same interpretation as given in the non-repairable case.

Results were also obtained for 80,500 and 1000 experiments with the same data as before but the sample size was assumed to be 16 .

Tables XIIII and XLIV show the results for the probability and frequency of failure respectively. Comparison of the results of the 1000 experiments for sample sizes of 10 and 16 show that the larger the sample size the narrower the reliability intervals at any confidence level. It is observed that both the sample size and the number of trials, increase the computer time.

\subsection*{5.9.6 Comparison with the Moment approach}

Table XLV shows that eighty cycles of the simulation process for the sample system of Fig. 1 resulted in data samples for the probability and frequency of system failure having mean and variance very close to those computed using the equations of the analytical approach. Hence, 80 cycles of the simulation process was deemed adequate.

Tables XLVI and XLVII compare the two-sided 80 and \(90 \%\) confidence limits, for different sample sizes, obtained from the Monte Carlo with the same results provided by the Chebyshev's inequality for the probability and frequency of failure respectively. The upper bound provided by the Chebyshev's inequality is more conservative than the limit from the Morte Carlo simulation. They approach each other when the sample size increases.

Table XLVIII presents the computer time for the Monte Carlo approach for different sample sizes and 500 experiments. It is observed that the larger the sample size i.e., the more stable is the component data, the longer the computer time for the Monte Carlo technique. Obviously the time will be even longer still if we increase the number of trials. The Chebyshev's approach, although more pessimistic, has the advantage of being a one-experiment solution and its time solution is independent of the component sample size. The average computer time of the Chebyshev's approximation for the same cases of table XLVIII was 0.625 s . As the variance of the reliability indices decrease for highly stable components (see tables XVI and XVII) the bounds from the Chebyshev's inequality will improve as the component sample size increase.

\section*{TABLE XLI}

APPROXIMATE CONFIDENCE LIMITS FROM THE MONTE CARLO TECHNIQUE FOR THE PROBABILITY OF FAILURE
```

Component failure rate =2 f/year
Component repair rate = 438 repairs/year
Component sample size = 10
Number of trials =1000

```
\begin{tabular}{|c|c|c|c|}
\hline \begin{tabular}{c} 
Two-sided \\
confidence \\
level \\
1
\end{tabular} & \begin{tabular}{c} 
Upper \\
limit \\
2
\end{tabular} & \begin{tabular}{c} 
Lower \\
limit \\
3
\end{tabular} & \begin{tabular}{c} 
One-sided \\
confidence \\
level \\
4
\end{tabular} \\
\hline 99.0 & \(0.11354 \times 10^{-3}\) & \(0.18715 \times 10^{-4}\) & 99.5 \\
98.0 & \(0.99245 \times 10^{-4}\) & \(0.21985 \times 10^{-4}\) & 99.0 \\
97.0 & \(0.89982 \times 10^{-4}\) & \(0.24545 \times 10^{-4}\) & 98.5 \\
96.0 & \(0.85320 \times 10^{-4}\) & \(0.26095 \times 10^{-4}\) & 98.0 \\
95.0 & \(0.78378 \times 10^{-4}\) & \(0.28334 \times 10^{-4}\) & 97.5 \\
90.0 & \(0.74842 \times 10^{-4}\) & \(0.29876 \times 10^{-4}\) & 95.0 \\
80.0 & \(0.68322 \times 10^{-4}\) & \(0.32120 \times 10^{-4}\) & 90.0 \\
70.0 & \(0.63162 \times 10^{-4}\) & \(0.34686 \times 10^{-4}\) & 85.0 \\
60.0 & \(0.59447 \times 10^{-4}\) & \(0.37234 \times 10^{-4}\) & 80.0 \\
50.0 & \(0.55660 \times 10^{-4}\) & \(0.39377 \times 10^{-4}\) & 75.0 \\
\hline
\end{tabular}

Computer time for tables XLI and XLII \(=14.9 \mathrm{~s}\). of CPU

\section*{TABLE XLII}

\section*{APPROXIMATE CONFIDENCE LIMITS FROM THE MONTE CARLO} TECHNIQUE FOR THE FREQUENCY OF FAILURE
```

Component failure rate = 2 f/year
Component repair rate =438 repairs/year
Number of trials =1000
Component sample size = 10

```
\begin{tabular}{|c|c|c|c|}
\hline \begin{tabular}{c} 
Two-sided \\
confidence \\
level \\
1
\end{tabular} & \begin{tabular}{c} 
Upper \\
limit \\
2
\end{tabular} & \begin{tabular}{c} 
Lower \\
limit \\
3
\end{tabular} & \begin{tabular}{c} 
One-sided \\
confidence \\
level \\
4
\end{tabular} \\
\hline 99.0 & 0.106118 & 0.015220 & 99.5 \\
98.0 & 0.091146 & 0.018642 & 9.0 \\
97.0 & 0.081142 & 0.020209 & 98.5 \\
96.0 & 0.073153 & 0.022182 & 98.0 \\
95.0 & 0.066956 & 0.025227 & 97.5 \\
90.0 & 0.060108 & 0.027326 & 95.0 \\
80.0 & 0.055070 & 0.029681 & 90.0 \\
70.0 & 0.051658 & 0.032263 & 85.0 \\
60.0 & 0.048486 & 0.034276 & 80.0 \\
50.0 & & & 75.0 \\
\hline
\end{tabular}

\section*{PROBABILITY OF FAILURE}

APPROXIMATE CONFIDENCE LIMITS FROM THE MONTE CARLO TECHNIQUE
FOR DIFFERENT NUMBER OF SIMULATIONS
\(\lambda_{i}=2 f /\) year
\(\mu_{i}=438\) repairs/year
sample size \(=16\)
\begin{tabular}{|c|c|c|c|c|c|c|}
\hline 2-sided & \multicolumn{2}{|r|}{80 - experiments} & \multicolumn{2}{|l|}{500 - experiments} & \multicolumn{2}{|l|}{1000-experiments} \\
\hline level & Upper limit & Lower limit & Upper limit & Lower limit & Opper limit & Lower limit \\
\hline 99.0 & \(0.816 \times 10^{-4}\) & \(0.233 \times 10^{-4}\) & \(0.844 \times 10^{-4}\) & \(0.221 \times 10^{-4}\) & \(0.860 \times 10^{-4}\) & \(0.225 \times 10^{-4}\) \\
\hline 98.0 & \(0.700 \times 10^{-4}\) & \(0.251 \times 10^{-4}\) & \(0.766 \times 10^{-4}\) & \(0.253 \times 10^{-4}\) & \(0.777 \times 10^{-4}\) & \(0.256 \times 10^{-4}\) \\
\hline 97.0 & \(0.659 \times 10^{-4}\) & \(0.264 \times 10^{-4}\) & \(0.711 \times 10^{-4}\) & \(0.274 \times 10^{-4}\) & \(0.722 \times 10^{-4}\) & \(0.276 \times 10^{-4}\) \\
\hline 96.0 & \(0.639 \times 10^{-4}\) & \(0.278 \times 10^{-4}\) & \(0.682 \times 10^{-4}\) & \(0.296 \times 10^{-4}\) & \(0.677 \times 10^{-4}\) & \(0.295 \times 10^{-4}\) \\
\hline 95.0 & \(0.614 \times 10^{-4}\) & \(0.286 \times 10^{-4}\) & \(0.658 \times 10^{-4}\) & \(0.311 \times 10^{-4}\) & \(0.642 \times 10^{-4}\) & \(0.311 \times 10^{-4}\) \\
\hline 90.0 & \(0.602 \times 10^{-4}\) & \(0.300 \times 10^{-4}\) & \(0.636 \times 10^{-4}\) & \(0.323 \times 10^{-4}\) & \(0.619 \times 10^{-4}\) & \(0.322 \times 10^{-4}\) \\
\hline 80.0 & \(0.559 \times 10^{-4}\) & \(0.319 \times 10^{-4}\) & \(0.605 \times 10^{-4}\) & \(0.336 \times 10^{-4}\) & \(0.577 \times 10^{-4}\) & \(0.346 \times 10^{-4}\) \\
\hline 70.0 & \(0.520 \times 10^{-4}\) & \(0.332 \times 10^{-4}\) & \(0.567 \times 10^{-4}\) & \(0.353 \times 10^{-4}\) & \(0.544 \times 10^{-4}\) & \(0.362 \times 10^{-4}\) \\
\hline 60.0 & \(0.500 \times 10^{-4}\) & \(0.352 \times 10^{-4}\) & \(0.534 \times 10^{-4}\) & \(0.365 \times 10^{-4}\) & \(0.514 \times 10^{-4}\) & \(0.379 \times 10^{-4}\) \\
\hline 60.0
50.0 & \(0.500 \times 10^{-4}\)
\(0.477 \times 10^{-4}\) & \(0.352 \times 10^{-4}\)
\(0.382 \times 10^{-4}\) & \(0.534 \times 10^{-4}\)
\(0.508 \times 10^{-4}\) & \(0.394 \times 10^{-4}\) & \(0.492 \times 10^{-4}\) & \(0.396 \times 10^{-4}\) \\
\hline Time* & & & 8.60 & & & \\
\hline
\end{tabular}
* Computer time in seconds of CPU for tables XLIII and XLIV

\section*{FREQUENCY OF FAILURE}

APPROXIMATE CONFIDENCE LIMITS FROM THE MONIE CARLO TECHNIQUE FOR DIFFERENT NUMBER SIMULATIONS
\(\lambda_{i}{ }^{\prime}=2 \mathrm{f} /\) year \(\quad \mu_{i}=438\) repairs/year \(\quad\) sample size \(=16\)
\begin{tabular}{|l|l|l|l|l|l|l|}
\hline \begin{tabular}{l} 
2-sided \\
confid. \\
level
\end{tabular} & \multicolumn{2}{|c|}{80 - experiments } & \multicolumn{2}{|c|}{500 - experiments } & \multicolumn{2}{|c|}{ lo00 - experiments } \\
\cline { 2 - 7 } & Upper limit & Lower limit & Upper limit & Lower limit & Upper limit & Lower limit \\
\hline 99.0 & 0.068789 & 0.018970 & 0.075004 & 0.018019 & 0.078305 & 0.019258 \\
98.0 & 0.059203 & 0.021769 & 0.068794 & 0.021400 & 0.068699 & 0.021614 \\
97.0 & 0.057627 & 0.023003 & 0.064587 & 0.022943 & 0.064372 & 0.023395 \\
96.0 & 0.057186 & 0.024773 & 0.061666 & 0.024746 & 0.060134 & 0.024654 \\
95.0 & 0.053620 & 0.025260 & 0.059069 & 0.026049 & 0.057546 & 0.026579 \\
90.0 & 0.051733 & 0.026061 & 0.057234 & 0.027037 & 0.055374 & 0.027761 \\
80.0 & 0.047365 & 0.027598 & 0.054259 & 0.028512 & 0.051075 & 0.030033 \\
70.0 & 0.045595 & 0.029213 & 0.050662 & 0.030060 & 0.048230 & 0.031573 \\
60.0 & 0.043263 & 0.031013 & 0.047824 & 0.031571 & 0.046354 & 0.033388 \\
50.0 & 0.039641 & 0.032914 & 0.045105 & 0.034078 & 0.043638 & 0.034634 \\
\hline
\end{tabular}

TABLE XLV
COMPARISON OF ESTIMATE AND VARIANCE OBTAINED ANALYYICALLY AND BY MONTE CARLO FOR DIFFERENT NUMBER OF TRIALS
\begin{tabular}{lrl}
\(\lambda=2 \mathrm{f} /\) year & Analytical solution \(: \mathrm{P}_{\mathrm{f}}\) & \(=0.44158 \times 10^{-4}\) \\
\(\mu=438\) repairs/year & \(\operatorname{Var}\left(\mathrm{P}_{\mathrm{f}}\right)\) & \(=0.10917 \times 10^{-9}\) \\
\(f_{f}\) & \(=0.03760\) \\
Sample size \(=32\) & \(\operatorname{Var}\left(f_{f}\right)\) & \(=0.52265 \times 10^{-4}\)
\end{tabular}
\begin{tabular}{|l|c|c|c|c|c|c|c|c|}
\hline \begin{tabular}{l} 
Monte \\
Carlo \\
size
\end{tabular} & \multicolumn{4}{|c|}{ Probability of failure } & \multicolumn{3}{|c|}{ Frequency of failure } \\
\hline & Estimate & \(\%\) Diff. & Variance & \(\%\) Diff. & Estimate & \(\%\) Diff. & Variance & \(\%\) Diff. \\
\hline 20 & \(0.40790 \times 10^{-4}\) & 8.3 & \(0.13461 \times 10^{-9}\) & 18.9 & 0.03990 & 5.8 & \(0.94401 \times 10^{-4}\) & 44.6 \\
40 & \(0.46482 \times 10^{-4}\) & 5.0 & \(0.12722 \times 10^{-9}\) & 14.2 & 0.03591 & 4.7 & \(0.80533 \times 10^{-4}\) & 35.1 \\
50 & \(0.43105 \times 10^{-4}\) & 2.4 & \(0.10225 \times 10^{-9}\) & 6.8 & 0.03703 & 1.5 & \(0.70594 \times 10^{-4}\) & 26.0 \\
80 & \(0.44241 \times 10^{-4}\) & 0.2 & \(0.11325 \times 10^{-9}\) & 5.5 & 0.03777 & 0.5 & \(0.66276 \times 10^{-4}\) & 16.6 \\
& & & & & & & \\
\hline
\end{tabular}

\section*{TABLE XLVI}

COMPARISON OF CONFIDENCE LIMITS OBTAINED FROM THE CHEBYSHEV'S INEQUALITY
AND BY MONTE CARLO SIMULATION FOR THE SAMPLE SYSTEM IN FIGURE 1
PROBABILITY OF FAILURE
\(\lambda=2\) f/year \(\quad \mu=438\) repairs \(/\) year
\begin{tabular}{|c|c|c|c|c|c|c|c|}
\hline \multirow[t]{2}{*}{Sample size} & \multirow[t]{2}{*}{Confidence level} & \multicolumn{3}{|c|}{Lower limit} & \multicolumn{3}{|l|}{Upper limit} \\
\hline & & \begin{tabular}{l}
Analytical \\
Chebyshev's App.
\end{tabular} & Monte Carlo & \% diff. & Analytical Chebyshev's App. & Monte Carlo & \% diff. \\
\hline \multirow[t]{2}{*}{2} & 80 & 0.0 & \(.24406 \times 10^{-4}\) & - & \(.25367 \times 10^{-3}\) & \(.15766 \times 10^{-3}\) & 60.9 \\
\hline & 90 & 0.0 & . \(19387 \times 10^{-4}\) & - & \(.30755 \times 10^{-3}\) & \(.17049 \times 10^{-3}\) & 80.4 \\
\hline \multirow[t]{2}{*}{4} & 80 & 0.0 & \(.28339 \times 10^{-4}\) & - & \(1.43972 \times 10^{-4}\) & \(.92113 \times 10^{-4}\) & 36.0 \\
\hline & 90 & 0.0 & \(.26578 \times 10^{-4}\) & - & \(1.75081 \times 10^{-3}\) & . \(10305 \times 10^{-3}\) & 68.4 \\
\hline \multirow[t]{2}{*}{8} & 80 & \(0.04069 \times 10^{-4}\) & \(.30804 \times 10^{-4}\) & 86.8 & \(1.02401 \times 10^{-4}\) & \(.69031 \times 10^{-4}\) & 48.3 \\
\hline & 90 & 0.0 & \(.28057 \times 10^{-4}\) & - & \(1.22766 \times 10^{-4}\) & \(.77275 \times 10^{-4}\) & 58.9 \\
\hline \multirow[t]{2}{*}{16} & 80 & \(0.13396 \times 10^{-4}\) & \(.31873 \times 10^{-4}\) & 58.0 & \(.80568 \times 10^{-4}\) & \(.55947 \times 10^{-4}\) & 44.0 \\
\hline & 90 & 0.0 & \(.30019 \times 10^{-4}\) & - & \(.94480 \times 10^{-4}\) & \(.60237 \times 10^{-4}\) & 56.8 \\
\hline \multirow[b]{2}{*}{32} & 80 & \(0.20795 \times 10^{-4}\) & \(.35286 \times 10^{-4}\) & 41.1 & \(.67521 \times 10^{-4}\) & \(.52114 \times 10^{-4}\) & 29.6 \\
\hline & 90 & \(0.11117 \times 10^{-4}\) & \(.33220 \times 10^{-4}\) & 66.5 & \(.77199 \times 10^{-4}\) & . \(54512 \times 10^{-4}\) & 41.6 \\
\hline \multirow[t]{2}{*}{64} & 80 & \(0.26424 \times 10^{-4}\) & \(.36788 \times 10^{-4}\) & 28.2 & \(.59202 \times 10^{-4}\) & \(.48297 \times 10^{-4}\) & 22.6 \\
\hline & 90 & \(0.19636 \times 10^{-4}\) & \(.36098 \times 10^{-4}\) & 45.6 & \(.65980 \times 10^{-4}\) & \(.49113 \times 10^{-4}\) & 34.4 \\
\hline \multirow[t]{2}{*}{128} & 80 & \(0.30613 \times 10^{-4}\) & \(.37017 \times 10^{-4}\) & 17.3 & \(.53699 \times 10^{-4}\) & \(.45039 \times 10^{-4}\) & 19.2 \\
\hline & 90 & \(0.25832 \times 10^{-4}\) & \(.35538 \times 10^{-4}\) & 27.3 & \(.58480 \times 10^{-4}\) & \(.46817 \times 10^{-4}\) & 24.9 \\
\hline
\end{tabular}

TABLE XLVII
COMPARISON OF CONFIDENCE LIMITS OBTAINED FROM THE CHEBYSHEV'S INEQUALITY AND BY MONTE CARLO SIMULATION FOR THE SAMPLE SYSTEM IN FIGURE 1

FREQUENCY OF FAILURE
\(\lambda \doteq 2 \mathrm{f} /\) year
\(\mu=438\) repairs \(/\) year
\begin{tabular}{|c|c|c|c|c|c|c|c|}
\hline \multirow[t]{2}{*}{\begin{tabular}{l}
Sample \\
Size
\end{tabular}} & \multirow[t]{2}{*}{Confidence level} & \multicolumn{3}{|c|}{Lower limit} & \multicolumn{3}{|c|}{Upper limit} \\
\hline & & \begin{tabular}{l}
Analytical \\
Chebyshev's ineq.
\end{tabular} & Monte Carlo & \% diff. & Analytical Chebyshev's ineq. & Monte Carlo & \% diff. \\
\hline \multirow{2}{*}{2} & 80 & 0.0 & . 0170057 & - & .162316 & .102333 & 58.6 \\
\hline & 90 & 0.0 & . 0138928 & - & . 199597 & .187130 & 6.7 \\
\hline \multirow[t]{2}{*}{4} & 80 & 0.0 & . 0242289 & - & .1003648 & . 0857474 & 17.0 \\
\hline & 90 & 0.0 & . 0215687 & - & . 1218895 & . 0942943 & 29.3 \\
\hline \multirow[t]{2}{*}{8} & 80 & .0075509 & . 0220612 & 65.8 & . 0755891 & . 0635672 & 18.9 \\
\hline & 90 & . 0065403 & . 0202890 & 67.8 & . 0896803 & . 0742623 & 20.8 \\
\hline \multirow[t]{2}{*}{16} & 80 & . 0156010 & . 0275988 & 43.5 & . 0620790 & .0473646 & 31.1 \\
\hline & 90 & . 0059751 & . 0260608 & 77.1 & .0717049 & . 0517327 & 38.6 \\
\hline \multirow{2}{*}{32} & 80 & .0214345 & . 0297346 & 27.9 & . 0537655 & .0474789 & 13.2 \\
\hline & 90 & . 0147385 & . 0282148 & 47.8 & . 0604615 & .0488776 & 23.7 \\
\hline \multirow[t]{2}{*}{64} & 80 & .024151 & . 0326170 & 26.0 & .049869 & .0418941 & 19.0 \\
\hline & 90 & .0209732 & . 0314058 & 33.2 & . 0530468 & . 0434758 & 22.0 \\
\hline \multirow[t]{2}{*}{128} & 80 & .0287431 & . 0322662 & 10.9 & .0447169 & .0397986 & 12.4 \\
\hline & 90 & . 0254349 & . 0315736 & 19.4 & .0480251 & . 0407258 & 17.9 \\
\hline
\end{tabular}

\section*{TABLE XLVIII}

COMPUTER TIME OF 500-EXPERIMENT MONTE CARLO TECHNIQUE FOR THE PROBABILITY AND FREQUENCY OF NODE FAILURE
\begin{tabular}{|c|c|}
\hline \begin{tabular}{c} 
Sample \\
size
\end{tabular} & \begin{tabular}{c} 
Computer Time \\
(seconds of CPU)
\end{tabular} \\
\hline 2 & 4.10 \\
4 & 4.50 \\
8 & 5.98 \\
16 & 8.60 \\
32 & 14.40 \\
128 & 25.90 \\
& 49.30 \\
\hline
\end{tabular}

\subsection*{5.10 Distributions of the reliability indices}

Determination of the exact distribution of the probability and frequency of system failure does not seem practicable. Firstly, the probability transformations involved in the minimal cut-set formulae with the exponential failure and repair models do not result in a tractable final distribution. Secondly, different distributional forms for the system components would seem to prevent general solutions for the required distributions.

The approach adopted here was to use the data produced by Monte Carlo simulation (section 5.9) for the sample network in Fig. 1 to discover the distributions of the probability and frequency of system failure. All components of the sample network were assumed to follow the exponential failure and repair models. The normal distribution was tested by statistical goodness-of-fit tests and by probability plotting. In both cases, repairable and nonrepairable, the normal distribution was found to provide a good fit to the data produced by the Monte Carlo simulation for the sample system when the component data had been obtained from high sample sizes i.e. when the data is more stable. Figures 2 and 3 illustrate the fit of the normal distribution to the data produced by Monte Carlo simulation for the sample system in the nonrepairable and repairable case respectively. Tables XIIX and \(L\) show the results of 4 selected tests of the Chi-square test for different sample sizes in the nonrepairable and repairable cases respectively.

Table LI to LIII compare limits for two-sided 80 and 90 per cent confidence intervals on the reliability indices when repair is or not permitted respectively. The agreement between lower and upper confidence limits obtained by the normal approximation and by Monte Carlo simulation





Fig.2. Probability plotting of the reliability of the system in Fig. 1




Fig. 3. Probability plotting of the reliability indices for the system in Fig. 1

TABLE XLIX
GOODNESS-OF-FIT TEST FOR NORMAL DISTRIBUTION
CASE OF NONREPAIRABLE COMPONENTS

Component MTIF \(=4380 \mathrm{hrs}\).
\(t_{m} / M I T F=0.5\)
No. of trials \(=100\)
\begin{tabular}{|c|c|c|c|c|}
\hline \begin{tabular}{l}
Sample \\
size
\end{tabular} & Test & \[
\begin{gathered}
\text { Degrees } \\
\text { of } \\
\text { freedom }
\end{gathered}
\] & Theoretical
\[
X_{0.90}^{2}
\] & Computed
\[
x^{2}
\] \\
\hline \multirow{4}{*}{2} & 1 & 3 & 6.25 & 22.22 \\
\hline & 2 & 2 & 4.61 & 11.87 \\
\hline & 3 & 3 & 6.25 & 14.71 \\
\hline & 4 & 4 & 7.78 & 20.85 \\
\hline \multirow{4}{*}{4} & 1 & 4 & 7.78 & 11.43 \\
\hline & 2 & 4 & 7.78 & 10.48 \\
\hline & 3 & 4 & 7.78 & 15.32 \\
\hline & 4 & 4 & 7.78 & 9,83 \\
\hline \multirow{4}{*}{8} & 1 & 5 & 9.24 & 8.94 \\
\hline & 2 & 4 & 7.78 & 4.46 \\
\hline & 3 & 4 & 7.78 & 3.97 \\
\hline & 4 & 5 & 9.24 & 4.23 \\
\hline \multirow{4}{*}{16} & 1 & 5 & 9.24 & 8.13 \\
\hline & 2 & 3 & 6.25 & 3.34 \\
\hline & 3 & 4 & 7.78 & 4.68 \\
\hline & 4 & 4 & 7.78 & 7.06 \\
\hline \multirow{4}{*}{32} & 1 & 4 & 7.78 & 5.89 \\
\hline & 2 & 4 & 7.78 & 2.12 \\
\hline & 3 & 3 & 6.25 & 2.42 \\
\hline & 4 & 4 & 7.78 & 2.37 \\
\hline \multirow{4}{*}{64} & 1 & 3 & 6.25 & 2.56 \\
\hline & 2 & 4 & 7.78 & 3.02 \\
\hline & 3 & 3 & 6.25 & 2.50 \\
\hline & 4 & 5 & 9.24 & 2.22 \\
\hline
\end{tabular}

TABLE L

GOODNESS-OF-FIT TEST FOR NORMAL DISTRIBUTION
CASE OF REPAIRABLE COMPONENTS
\(\lambda=2 \mathrm{f} /\) year
\(\mu=438\) repairs \(/\) year
No. of trials \(=80\)
\begin{tabular}{|c|c|c|c|c|}
\hline \begin{tabular}{l}
Sample \\
size
\end{tabular} & Test & \[
\begin{gathered}
\text { Degrees } \\
\text { of } \\
\text { freedom }
\end{gathered}
\] & \[
\begin{gathered}
\text { Theoretical } \\
\chi_{0.90}^{2}
\end{gathered}
\] & \[
\begin{gathered}
\text { Computed } \\
\chi^{2}
\end{gathered}
\] \\
\hline \multicolumn{3}{|r|}{PROBABILITY} & OF FAILURE & \\
\hline \multirow{4}{*}{8} & 1 & 3 & 6.25 & 13.52 \\
\hline & 2 & 4 & 7.78 & 19.09 \\
\hline & 3 & 2 & 4.61 & 14.76 \\
\hline & 4 & 4 & 7.78 & 23.15 \\
\hline \multirow{4}{*}{16} & 1 & 4 & 7.78 & 7.81 \\
\hline & 2 & 5 & 9.24 & 10.83 \\
\hline & 3 & 4 & 7.78 & 16.05 \\
\hline & 4 & 4 & 7.78 & 21.19 \\
\hline \multirow{4}{*}{64} & 1 & 4 & 7.78 & 4.35 \\
\hline & 2 & 4 & 7.78 & 3.92 \\
\hline & 3 & 4 & 7.78 & 6.80 \\
\hline & 4 & 4 & 7.78 & 2.67 \\
\hline \multicolumn{5}{|c|}{FREQUENCY OF FAILURE} \\
\hline \multirow{4}{*}{8} & 1 & 2 & 4.61 & 29.80 \\
\hline & 2 & 4 & 7.78 & 32.08 \\
\hline & 3 & 3 & 6.25 & 19.44 \\
\hline & 4 & 4 & 7.78 & 16.62 \\
\hline \multirow{4}{*}{16} & 1 & 4 & 7.78 & 9.22 \\
\hline & 2 & 5 & 9.24 & 9.71 \\
\hline & 3 & 4 & 7.78 & 10.83 \\
\hline & 4 & 4 & 7.78 & 16.18 \\
\hline \multirow{4}{*}{64} & 1 & 5 & 9.24 & 7.77 \\
\hline & 2 & 3 & 6.25 & 6.07 \\
\hline & 3 & 4 & 7.78 & 4.22 \\
\hline & 4 & 4 & 7.78 & 3.66 \\
\hline
\end{tabular}

TABLE LI
COMPARISON OF CONFIDENCE LIMITS OBTAINED FROM THE NORMAL APPROXIMATION AND BY MONTE CARLO SIMULATION
```

Component MTTT = 4380 hrs.
No. of trials = 100

```
\begin{tabular}{|c|c|c|c|c|c|c|c|}
\hline \multirow[t]{2}{*}{Sample size} & \multirow[t]{2}{*}{Confidence level} & \multicolumn{3}{|c|}{Lower limit} & \multicolumn{3}{|c|}{Upper limit} \\
\hline & & Normal approximation & Monte Carlo & \% Diff. & Normal approximation & Monte Carlo & \% Diff. \\
\hline \multirow{2}{*}{8} & 80 & 0.41921 & 0.48536 & 13.6 & 0.86015 & 0.74109 & 16.1 \\
\hline & 90 & 0.35635 & 0.40294 & 11.6 & 0.92301 & 0.76766 & 20.2 \\
\hline \multirow{2}{*}{16} & 80 & 0.44927 & 0.50163 & 10.4 & 0.75915 & 0.68755 & 10.4 \\
\hline & 90 & 0.40508 & 0.46206 & 12.3 & 0.80334 & 0.69772 & 15.1 \\
\hline \multirow{2}{*}{32} & 80 & 0.47723 & 0.51588 & 7.5 & 0.69543 & 0.65505 & 6.2 \\
\hline & 90 & 0.44613 & 0.48427 & 7.9 & 0.72653 & 0.67297 & 8.0 \\
\hline
\end{tabular}

COMPARISON OF CONFIDENCE LIMITS OF THE PROBABILITY OF FAILURE OBTAINED FROM THE NORMAL APPROXIMATION AND BY MONTE CARIO SIMULATION
\[
\begin{aligned}
\lambda & =2 \mathrm{f} / \text { year } \\
\mu & =438 \text { repairs } / \text { year }
\end{aligned}
\]

No. of trials \(=80\)
\begin{tabular}{|c|c|c|c|c|c|c|c|}
\hline \multirow[t]{2}{*}{Sample size} & \multirow[t]{2}{*}{Confidence level} & \multicolumn{3}{|c|}{Lower limit} & \multicolumn{3}{|l|}{Upper limit} \\
\hline & & \begin{tabular}{l}
Normal \\
approximation
\end{tabular} & Monte Carlo & \% Diff. & Normal approximation & Monte Carlo & \(\%\) Diff. \\
\hline \multirow[b]{2}{*}{32} & 80 & \(.30784 \times 10^{-4}\) & \(.35286 \times 10^{-4}\) & 12.8 & \(.57532 \times 10^{-4}\) & \(.5211+\times 10^{-4}\) & 10.4 \\
\hline & 90 & \(.26970 \times 10^{-4}\) & \(.33220 \times 10^{-4}\) & 18.8 & \(.61346 \times 10^{-4}\) & \(.54512 \times 10^{-4}\) & 12.5 \\
\hline \multirow[b]{2}{*}{64} & 80 & \(.33432 \times 10^{-4}\) & \(.36788 \times 10^{-4}\) & 9.1 & \(.52194 \times 10^{-4}\) & \(.48297 \times 10^{-4}\) & 8.1 \\
\hline & 90 & \(.30756 \times 10^{-4}\) & \(.36098 \times 10^{-4}\) & 14.8 & \(.54870 \times 10^{-4}\) & \(.49113 \times 10^{-4}\) & 11.7 \\
\hline \multirow[b]{2}{*}{128} & 80 & \(.35549 \times 10^{-4}\) & \(.37017 \times 10^{-4}\) & 4.0 & \(.48763 \times 10^{-4}\) & . \(45039 \times 10^{-4}\) & 8.3 \\
\hline & 90 & \(.33664 \times 10^{-4}\) & \(.35538 \times 10^{-4}\) & 5.3 & \(.50648 \times 10^{-4}\) & \(.46817 \times 10^{-4}\) & 8.2 \\
\hline
\end{tabular}

\section*{TABLE LIII}

COMPARISON OF CONFIDENCE LIMITS OF THE FREQUENCY OF FALLURE OBTAINED FROM THE NORMAL APPROXIMATION AND BY MONTE CARLO SIMULATION
\[
\begin{aligned}
\lambda & =2 \mathrm{f} / \text { year } \\
\mu & =438 \text { repairs } / \text { year }
\end{aligned}
\]

No. of trials \(=80\)
\begin{tabular}{|c|c|c|c|c|l|l|l|}
\hline \multirow{2}{*}{\begin{tabular}{c} 
Sample \\
size
\end{tabular}} & \multirow{2}{*}{\begin{tabular}{c} 
Confidence \\
level
\end{tabular}} & \multicolumn{3}{|c|}{ Lower limit } & \multicolumn{3}{c|}{ Upper limit } \\
\cline { 2 - 9 } & \begin{tabular}{c} 
Normal \\
approximation
\end{tabular} & Monte Carlo & \% Diff. & \begin{tabular}{c} 
Normal \\
approximation
\end{tabular} & Monte Carlo & \% Diff. \\
\hline \multirow{3}{*}{64} & 80 & 0.0283463 & 0.0297346 & 4.7 & 0.0468537 & 0.0474769 & 1.3 \\
\cline { 2 - 9 } & 90 & 0.0257075 & 0.0282148 & 8.9 & 0.0494925 & 0.0488776 & 1.3 \\
\hline \multirow{3}{*}{128} & 80 & 0.0305187 & 0.0322662 & 5.4 & 0.0435013 & 0.0397986 & 9.3 \\
\hline \multirow{10}{*}{} & 90 & 0.0286677 & 0.0315736 & 9.2 & 0.0453523 & 0.0407258 & 11.4 \\
\hline
\end{tabular}
is seen to be almost equal for the nonrepairable condition in table LI. The same comparison for the repairable condition in tables LII and LIII indicates that the agreement is better for the frequency of failure than for the probability of failure. In both cases for all tests made the analytical results (normal approximation) are more optimistic (lower limit) or pessimistic (upper limit) than those obtained from the simulation process. For small samples sizes (8 and 16) the upper limit of the analytical method for the nonrepairable case would appear to give differences slightly greater than the lower confidence limit. For high sample size both have almost equal deviations from the simulation results. A similar tendency was observed for the repairable condition but for both cases the agreement improves as the sample size increases.

\subsection*{5.11 Conclusion}

This chapter has presented two different approaches for taking into account the effect of uncertain component failure and repair rates on the probability of failure of nonrepairable and repairable systems and on the frequency of failure of repairable systems. This is accomplished by computing approximate confidence limits for these reliability indices. The interval estimates define upper and lower bounds such that these random variables lie between these limits with a specified probability.

The analytical approach for the computation of confidence limits is based on the low order moments of the variables and uses Chebyshev's inequality to bound the probabilities that these random variables lie within a certain interval. The formulae for the estimate and variance of minimal cut-sets up to the third order have been presented.

The Monte Carlo simulation approach presented for the repairable case uses the one-to-one correspondence between the steady state probability of an element being down and the ratio of its repair and failure rates to define \(F\)-distributed variables from which sample values can be generated. These sample values for each component are combined through the minimal cut-set relationship between system reliability and components to generate system samples. A simulation process is made to generate the numerical distribution from which confidence limits can be computed.

The results obtained have proved that the minimal cut-set approach do not amplify the uncertainty in the component data. The tests performed show that the performance of both approaches improve as the component data is more stable and bounds from the Chebyshev's inequality are more conservative than those obtained from the Monte Carlo simulation approach. A case study has indicated that the reliability indices from the minimal cut-set approach for systems with highly stable components seem to obey a normal distribution to a reasonable approximation when the components follow the exponential failure and repair models.

\section*{CHAPTER VI}

\author{
SENSITIVITY ANALYSIS AND RELIABILITY CALCULATIONS - IN DIGITAL PROTECTION SYSTEMS
}

\subsection*{6.1 Introduction}

The object of sensitivity analysis of system reliability indices is to improve the reliability of the system through knowledge of the component parameters that have a critical effect. Indeed, without performing such a study it is quite difficult to determine the effect of fractional changes in component parameters on fractional changes of the system reliability indices.

The aim of the present chapter is to present a sensitivity analysis approach based on the minimal cut-set approximation which combines data on the variation of the component reliability parameters with inform ation of the sensitivity coefficients of the system reliability indices. It also presents a practical application of the methods given in preceding chapters by examining a proposed digital hardware configuration (7) for integrated protection of one corner of a mesh type high voltage substation used typically on the 400 kV system of the C.E.G.B. General alternative configurations are investigated and a sensitivity analysis of the reliability indices is done for a particular application.

\subsection*{6.2 Sensitivity coefficients}

The sensitivity coefficient of function \(u\) with respect to parameter \(x\), designated by \(S_{x}^{u}\), is defined as the limit of the fractional change in u, also called proportional error, divided by the fractional change in \(x\) as \(\Delta x\) and \(\Delta u\) become small, i.e.
\[
\begin{equation*}
S_{x}^{u}=\lim _{\substack{\Delta x \rightarrow 0 \\ \Delta u \rightarrow 0}} \frac{\Delta u / u}{\Delta x / x}=\frac{d u / u}{d x / x}=\frac{x}{u} \frac{d u}{d x} \tag{6.1}
\end{equation*}
\]

Solving Eqn. (6.1) for the fractional change in \(u\) yields
\[
\begin{equation*}
\frac{d u}{u}=S_{x}^{u} \cdot \frac{d x}{x} \tag{6.2}
\end{equation*}
\]

If \(u\) is a function of several variables, we can write the total differential of \(u\) as
\[
d u=\frac{\partial u}{\partial x_{1}} d x_{1}+\frac{\partial u}{\partial x_{2}} d x_{2}+\ldots+\frac{\partial u}{\partial x_{n}} d x_{n}
\]

Dividing by \(u\) yields
\[
\begin{equation*}
\frac{d u}{u}=\frac{\partial u}{\partial x_{1}} \frac{d x_{1}}{u}+\frac{\partial u_{u}}{\partial x_{2}} \frac{d x_{2}}{u}+\ldots+\frac{\partial u}{\partial x_{n}} \frac{d x_{n}}{u} \tag{6.3}
\end{equation*}
\]

If we replace \(d u / d x\) with \(\partial u / \partial x\) in Eqn. (6.1) because \(u\) is a function of several variables and substitute into Eqn. (6.3), we obtain
\[
\begin{equation*}
\frac{d u}{u}=S_{x_{1}}^{u} \frac{d x_{1}}{x_{1}}+S_{x_{2}}^{u} \frac{d x_{2}}{x_{2}}+\ldots+S_{x_{n}}^{u} \frac{d x_{n}}{x_{n}} \tag{6.4}
\end{equation*}
\]

This equation is extremely useful since each sensitivity coefficient appears as a weighting factor which tells us the effect of fractional changes in \(x_{i}\) on the fractional change in \(u\). Such an equation enables the designer to evaluate his design and choice of component in terms of parameter variations, so that he will be able to identify which component improvements will result in the best system improvement.

\subsection*{6.3 Application to system reliability indices}

A general procedure for a sensitivity analysis of the system reliability indices found from the minimal cut-set approach can be summarised as follows :
1. Define the reliability network of the system.
2. Find its minimal cut-set and cut-node incidence matrices.
3. Develop an equation for the system reliability indices.
4. Obtain the first partial derivatives of the index equations with respect to each independent component reliability measure or parameter.
5. Solve the index equation for the estimated values of each component reliability measure or parameter.
6. Solve the partial derivatives for the estimated values.
7. From the values obtained in 5) and 6), determine the sensitivity coefficient matrices for the system reliability indices.

The first-partial derivatives of the indices equations with respect to each independent component parameter were used in chapter \(V\) when the variance equations of such indices were formulated. For each minimal cut-set these derivatives were identified as \(b\)-coefficients with the parameter being indicated as a subindex of the \(b / s, e . g ., b_{p \lambda_{i}}\) was the first-partial derivative of the steady-state probability of failure with respect to the failure rate of the i-th component. The total sensitivity coefficient of any one of the indices with respect to each component parameter or reliability measure will be the summation of the respective b-coefficients from all the minimal cut-sets which include the particular component.

For the steady-state probability of failure of a system with NMC minimal cut-sets, the sensitivity coefficients for node \(k\) are given by
\[
\begin{equation*}
S_{P_{f,}}^{n_{k}}=\frac{\lambda_{j}}{P_{f}} \sum_{i=1}^{N M C} b_{p \lambda_{j}}^{i, n_{k}} \tag{6.5}
\end{equation*}
\]
\[
\begin{equation*}
S_{P_{f, j}^{\mu}}^{n_{k}}=\frac{\mu_{j}}{P_{f}} \sum_{i=1}^{\text {NMC }} b_{p \mu_{j}}^{i, n_{k}} \tag{6.6}
\end{equation*}
\]
where \(b_{p \lambda_{j}}^{i, n_{k}}\) means the first-partial derivative of the steady-state probability of cut \(i\) with respect to the failure rate of component \(j\), being summated if and only if cut i is a minimal cut for node \(k\).

From Eqns. (6.5) and (6.6) it can be shown that
\[
\begin{equation*}
S_{P_{f, \lambda}}^{n_{k}}=-S_{P_{f, j}}^{n_{j}} \tag{6.7}
\end{equation*}
\]
implying that the fractional changes of the failure and repair rates of the j-component have the same weight on the fractional changes of the steady-state probability of failure of node \(k\) but that the same fractional change of each parameter produces the opposite effect on the node index.

For the steady-state frequency of failure the sensitivity coefficients for node \(k\) are
\[
\begin{align*}
& S_{f_{f, j}}^{n_{k}}=\frac{\lambda_{j}}{f_{f}} \sum_{i=1}^{\text {NMC }}{ }_{b_{f} \lambda_{j}}^{i, n_{k}}  \tag{6.8}\\
& S_{f_{f, \mu}}^{n_{k}}=\frac{\mu_{j}}{f_{f}} \sum_{i=1}^{\text {MMC }}{ }^{b_{f} \mu_{j}}{ }^{i, n_{k}} \tag{6.9}
\end{align*}
\]

Use of the minimal cut-set and cut-node incidence matrices allow us to compute efficiently sensitivity coefficients of all nodes in the system with respect to each component parameter.

The sensitivity coefficients for the probability of system failure \(Q_{S}\left(t_{m}\right)\) in the interval from 0 to \(t_{m}\) are given by
\[
\begin{equation*}
S_{Q_{j}}^{Q_{s}}=\frac{Q_{j}\left(t_{m}\right)}{Q_{s}\left(t_{m}\right)} \sum_{i=1}^{N M C} b_{Q_{j}}^{i}\left(t_{m}\right) \tag{6.10}
\end{equation*}
\]

\subsection*{6.4 Illustrative example}

Tables I. and II show examples of the sensitivity coefficient matrices for the nodes of Fig. 1 in chapter \(V\), where all elements have been assumed to be equal with a failure rate of \(2 \mathrm{f} /\) year, a mean-time-to-repair of 20 hours and a sample size of 257 . The information in both tables shows the extent to which the node reliability index is sensitive to chances in each component parameter. For example, Table I indicates that the probability of failure of node 2 is greatly reduced with a reduction of the failure rates of components 1 and 2 but is almost unaffected even for large reductions of the failure rates of all the other components. Node 3 shows the same effects as node 2 although component 2 has more influence than component 1 , being the reverse for node 2. Node 4 is equally affected by all component changes except for component 3, which has a negligible effect on its probability of failure. For all nodes, no sizable improvement of the reliability indices is obtained. from an improvenent of component 3. Similar conclusions are obtained from the upper-half of Table II concerning the effects of component failure changes on node frequency of failure changes. The lower half of the same table shows the opposite effect on the frequersy of failure from changes in the component repair rate. The example is a trivial one but illustrates the help that the designer can obtain from the sensitivity coefficients.

Tables III and IV present the effects of different component availability on the sensitivity coefficient of node 4 for its probability and frequency of failure. For all components except component 3; the higher the availability, the greater the node sensitivity to component parameter changes.

Tables \(V\) and \(V I\) present the sensitivity coefficients of node 4 for different sample sizes of a component failure rate estimate of 2
\(f /\) year and a repair rate estimate of 438 repairs/year. Both tables indicate that for all components but component 3 the more stable are the components i.e., the lower their variances, the greater the sensitivity coefficient for both reliability indices. This tendency is the same as saying that the estimates of the probability and frequency of failure are influenced by the variances of the component parameters.

\subsection*{6.5 Computer-operated protection reliability}

As power systems grow in complexity, protective relays play a more and more important role in the detection and removal of faulted equipment. Traditionally the protection functions in the power system substation has been performed by analog and wired-logic circuitry. Continuing rapid advances in digital computer technology have prompted a re-evaluation of protective devices and techniques with the result that digital processors are beginning to be used for the protection and control of high voltage systems.

Quantitative determinations of reliability allow comparison of different alternatives of protection sys tem corfigurations to evaluate the relative reliability of different schemes. For analog relays only a few groups of papers \((\epsilon 6-70)\) were found related to the subject of protective relay reliability. There is now considerable literature describing the application of digital computers to protection tasks in substations. Most papers deal with proposals for the application of digital computers to transmission line protection, busbar protection and transformer protection. The use of dī̃ital computers for protection purposes is economically more attractive if it can be applied to a number of protection and control functions simultaneously. A group of papers \((67),(71-75)\) have considered the concepts of integration of control and protection

\section*{TABLE I}

NODE PROBABILITY OF FAILURE SENSITIVITY MATRIX
\[
\begin{gathered}
\lambda=2 \mathrm{f} / \text { year } \quad \mu=438 \text { repairs /year } \\
\text { Sample size }=257
\end{gathered}
\]
\begin{tabular}{|c|c|c|c|}
\hline \multirow{2}{*}{ Node } & \multicolumn{3}{|c|}{ Failure rate sensitivities \({ }^{*}\)} \\
\cline { 2 - 4 } \begin{tabular}{c} 
Com- \\
ponent
\end{tabular} & 2 & 3 & 4 \\
\hline & & & \\
1 & 0.987808 & 0.978909 & 0.493912 \\
2 & 0.978909 & 0.987808 & 0.493912 \\
3 & 0.008899 & 0.008899 & 0.004470 \\
4 & 0.004450 & 0.004450 & 0.493912 \\
5 & 0.004450 & 0.004450 & 0.493912 \\
\hline
\end{tabular}

Repair rate sensitivities are equal with opposite sign

TABLE II
NODE FREQUENCY OF FAILURE SENSITIVITY MATRIX
\(\lambda=2 f /\) year
\(\mu=438\) repairs/year
Sample size \(=257\)


\section*{TABLE III}

PROBABILITY OF FAILURE SENSITIVITY COEFFICIENTS
FOR DIFFERENT COMPONENT FAILURE RATES
\[
\mu=438 \text { repairs } / \text { year } \quad \text { Sample size }=257
\]
\begin{tabular}{|c|c|c|c|}
\hline \multirow{2}{*}{\begin{tabular}{c} 
Failure \\
rate
\end{tabular}} & \begin{tabular}{c} 
Component \\
availability
\end{tabular} & Failure rate & sensitivity* \\
\cline { 2 - 4 } & \begin{tabular}{c} 
Component \\
\(1,2,4,5\)
\end{tabular} & \begin{tabular}{c} 
Component \\
3
\end{tabular} \\
\hline 2 & 0.995455 & 0.493912 & 0.004470 \\
4 & 0.990959 & 0.491720 & 0.008820 \\
8 & 0.982063 & 0.487394 & 0.017177 \\
16 & 0.964758 & 0.478966 & 0.032610 \\
32 & 0.931915 & 0.462953 & 0.059022 \\
219 & 0.666667 & 0.332684 & 0.166342 \\
\hline
\end{tabular}
* Repair rate sensitivities are equal with opposite sign

TABLE IV
FREQUENCY OF FAILURE SENSITIVITY COEFFICIENTS FOR DIFFERENT COMPONENT AVAILABILITY
\(\mu=438\) repairs/year \(\quad\) Sample size \(=257\)
\begin{tabular}{|c|c|c|c|c|c|}
\hline Failure \begin{tabular}{c} 
rate
\end{tabular} & \begin{tabular}{c} 
Component \\
availabi- \\
lity
\end{tabular} & \multicolumn{2}{|c|}{\begin{tabular}{c} 
Failure rate \\
\(1,2,4,5\)
\end{tabular}} & \begin{tabular}{c} 
Component \\
3
\end{tabular} & \begin{tabular}{c} 
Component \\
\(1,2,4,5\)
\end{tabular} \\
\hline 2 & 0.995455 & 0.495821 & 0.006715 & -0.247341 & -0.004467 \\
4 & 0.990959 & 0.493608 & 0.013222 & -0.245662 & -0.008774 \\
8 & 0.982063 & 0.489242 & 0.025637 & -0.242328 & -0.016935 \\
16 & 0.964758 & 0.480738 & 0.048275 & -0.235758 & -0.031595 \\
32 & 0.931915 & 0.464591 & 0.086102 & -0.223024 & -0.055304 \\
219 & 0.666667 & 0.333526 & 0.222351 & -0.111175 & -0.111175 \\
\hline
\end{tabular}

TABLE V
PROBABILITY OF FAILURE SENSITIVITY COEFFICIENTS
FOR DIFFTERENCE SAMPLE SIZES
\(\lambda=2 \mathrm{f} /\) year
\(\mu=438\) repairs/year
\begin{tabular}{|c|c|c|}
\hline \multirow{2}{*}{\begin{tabular}{l} 
Sample \\
size
\end{tabular}} & \begin{tabular}{|c|}
\(|c|\) \\
\cline { 2 - 3 }
\end{tabular} & \begin{tabular}{c} 
Components \\
\(1,2,4,5\)
\end{tabular} \\
\hline 2 & 0.250286 & \begin{tabular}{c} 
Components \\
3
\end{tabular} \\
4 & 0.333080 & 0.002265 \\
8 & 0.399089 & 0.003014 \\
16 & 0.442984 & 0.003612 \\
32 & 0.468763 & 0.004009 \\
64 & 0.482811 & 0.004242 \\
128 & 0.490156 & 0.004369 \\
& & 0.004434 \\
\hline
\end{tabular}
* Repair rate sensitivities are equal with opposite sign

TABLE VI
FREQUENCY OF FAILURE SENSITIVITY COEFFICIENTS
FOR DIFFERENT SAMPLE SIZES
\(\lambda=2 f /\) year
\(\mu=438\) repairs/year
\begin{tabular}{|c|c|c|c|c|}
\hline \multirow{2}{*}{\begin{tabular}{c} 
Sample \\
size
\end{tabular}} & \multicolumn{2}{|c|}{ Failure rate } & \multicolumn{2}{c|}{ Repair rate } \\
\cline { 2 - 5 } & \begin{tabular}{c} 
Components \\
\(1,2,4,5\)
\end{tabular} & \begin{tabular}{c} 
Components \\
3
\end{tabular} & \begin{tabular}{c} 
Components \\
\(1,2,4,5\)
\end{tabular} & \begin{tabular}{c} 
Components \\
3
\end{tabular} \\
\hline 2 & 0.333593 & 0.004518 & -0.166413 & -0.003005 \\
4 & 0.399457 & 0.005410 & -0.199270 & -0.003599 \\
8 & 0.443210 & 0.006003 & -0.221096 & -0.003993 \\
16 & 0.468890 & 0.006351 & -0.233906 & -0.004224 \\
32 & 0.482878 & 0.006540 & -0.240884 & -0.004350 \\
64 & 0.490190 & 0.006639 & -0.244532 & -0.004416 \\
128 & 0.493930 & 0.006690 & -0.246397 & -0.004450 \\
\hline
\end{tabular}
in a computer-based substation. Most of the pertinent papers present the possible benefits in terms of speed, flexibility and cost that could potentially be offered by digital computers in these applications. In general, some form of redundancy is implicit in achieving high reliability but no explicit and systematic procedure has been used for the reliability evaluation of different schemes.

In general any protection system has to satisfy two requirements: (i) it must operate in the presence of a fault and (ii) it must be selective i.e., it must not produce false operation. Existing relaying systems are dedicated devices which usually do not operate unless a fault occurs. Since faults are relatively rare, the system spends almost its entire life in a passive state. This is all right, of course, because the system needs to operate only when a fault occurs. However, it is not known if the system will operate correctly until the next faultoccurs and the system is called upon to operate. Thus the probability of failure depends upon the frequency of faults occurring within the protected zone i.e., is a function of the number of operations the relay performs and is not a function of real time. Proposed computer based protection systems or substation control systems should be continually in an active state and have a probability of failure which is independent of the frequency of fault occurrence on the protected item. This allows convenient prediction (via self-testing) of successful operation should a fault occur.

A failure in a computer system can occur either as a hardware failure or as a software failure. Whereas the former can be determined from the hardware reliability figures, software reliability is extremely difficult to predict. In this context modularity of programs and of self-checking procedures have been suggested to make software related failure arbitrarily small. The reliability measures provided by the techniques presented in this thesis are based on the steady state values
of the probability and frequency of system failure. For a computer system which is intended to operate for 20 years or so, it is evident that all hardware failures must be repaired so steady state indices can be used to measure the hardware performance. Other quantities of interest such as availability, mean down time, mean up time, etc., are easily evaluated from probability and frequency of failure indices. The sensitivity coefficients described in section (6.2) are useful when deciding where the improvements must be located. The ability of computer-based protection schemes, among others, to anticipate power system transients and swings, to change protection characteristics and to provide flexible compensation for mutual coupling effects would effectively increase the security of the protection system against false operation.

Only one of the transmission line techniques \((77-78)\) is known to have been implemented in a practical field trial in the protection of a 230 kV line. Therefore lack of service experience prevents a meaningful assessment to be made of the reliability of any form of computerbased protection and control scheme. It remains to be demonstrated that such computer schemes ensure a level of reliability equal to that achieved in conventional schemes. Nevertheless any systeil with selfchecking facilities which allows prediction of its own operation, detects faults and provides alternative solutions, modifies the reliability concept used for conventional schemes where the faults are usually detected by failure of the equipment to operate.

\subsection*{6.6 A computer-based protection scheme}

In order to study different techniques for digital protection of high voltage substations a model has been designed for one corner of a mesh substation. The details of the proposed hardware configuration including the model details were published in \([7]\).

Fig. 1 shows the proposed hardware configuration for one mesh corner with the following blocks :
(i) Data acquisition interface (DAI) : Digital signals (switch positions) and analog signals (current, voltage) will be fed through an appropriate interface from the power system (substation equipment).
(ii) Data validation processor (DVP) : A small digital processor will control data collection in digital form, perform appropriate validation checks upon it and control data output to an intermediate store.
(iii) Data intermediate storage (DIS) : At the end of each data acquisition cycle the resulting words of validated data will be transferred to the protection processor by an interface which operates in a first-in, first-out (FIFO) mode.
(iv) Control and protection processor (CPP) : The data block from the DIS is transferred to the data base (DB) which is a portion of the CPP core store. Using the contents of the DB the CPP will perform the computations necessary for control and protection functions and provide suitable control strategy to the substation equipment.

\subsection*{6.7 Alternative configurations - Reliability evaluation}

The general alternative configurations presented in Fig. 2 were investigated from a reliability point of view. Specifically excluded are current and voltage transformers and circuit breakers.

If all the component-blocks are assumed to be identical, with \(\lambda\) and \(\mu\) es the failure and repair rate respectively, table VII lists the probability and frequency of failure for each system configuration.


Figure 1. A hardware configuration for a digital protection system
\(P_{d}\) corresponds to the steady-state probability that a component is failed and is given by \(\lambda / \lambda+\mu\).

The five different availability expressions ( \(1-P_{f}\) ) derived from table VII are compared in Figure 3. Note that the duplex system with parallel operation of the processors in charge of the data validation and protection functions will offer the best solution. The two-out-ofthree system is better than the single processor-single interface as long as \(0.916<1-P_{d}<1.0\) and becomes worse than the single system for \(\left.0<1-P_{d}\right\} 0.916\), where \(\left(1-P_{d}\right)\) is the component-block availability. Table VIII presents a numerical comparison of the reliability indices of the five configurations.

Tables IX and \(X\) present the probability and frequency of failure of the duplex system for selected values of the component failure and repair rate respectively. Obviously both reliability indices increase as the component availability decrease. An increase of 20 times the MITR of the components will have greater consequences on the system reliability than an increase of 20 times of its failure rate. Hence, the duplex system with parallel operation of the processors will have greater availability if themean-time-to-repair of each corponent is kept as low as possible i.e., the system must have a self-checking and faultlocating facility. This facility should continuously monitor the ability of the hardware to function correctly and in the event of a failure alarm, enables personnel to quickly locate the trouble.

\subsection*{6.8 Reliability analysis in a digital protection system}

The lack of proper data for each single component prohibits a particular reliability evaluation, so an experimental sensitivity analysis was conducted on the system shown in Fig. 4 to obtain the
(1) Single processor - single interface

(2) Single processor - duplicate interface

(3) Duplex system-independent operation

(4) Duplex system - parallel operation of processors

(5) Two-out-of-three configuration


Figure 2. Alternative system configurations

TABLE VII

\section*{PROBABILITY AND FREQUENCY OF FAILURE FOR \\ DIFFERENT SYSTEM CONFIGURATIONS}
\begin{tabular}{|c|c|c|}
\hline \begin{tabular}{c} 
System \\
configura- \\
tion
\end{tabular} & \begin{tabular}{c} 
Probability of \\
failure
\end{tabular} & \begin{tabular}{c} 
Frequency of \\
failure
\end{tabular} \\
\hline 1 & \(4 \mathrm{P}_{\mathrm{d}}\) & \(4 \mathrm{P}_{\mathrm{d}} \mu\) \\
2 & \(2 \mathrm{P}_{\mathrm{d}}+2 \mathrm{P}_{\mathrm{d}}^{2}\) & \(\left(2 \mathrm{P}_{\mathrm{d}}+4 \mathrm{P}_{\mathrm{d}}^{2}\right) \mu\) \\
3 & \(16 \mathrm{P}_{\mathrm{d}}^{2}\) & \(32 \mathrm{P}_{\mathrm{d}}^{2} \mu\) \\
4 & \(6 \mathrm{P}_{\mathrm{d}}^{2}\) & \(12 \mathrm{P}_{\mathrm{d}}^{2} \mu\) \\
5 & \(48 \mathrm{P}_{\mathrm{d}}^{2}\) & \(96 \mathrm{P}_{\mathrm{d}}^{2} \mu\) \\
\hline
\end{tabular}

\section*{TABIE VIII}

COMPARISON OF RELIABILITY INDICES FOR DIFFERENT SYSTEM CONFIGURATIONS
\[
\lambda=2 \mathrm{f} / \text { year } \quad \mu=876 \text { repairs } / \text { year }
\]
\begin{tabular}{|c|c|c|c|c|}
\hline \begin{tabular}{l} 
System \\
config- \\
uration
\end{tabular} & \begin{tabular}{c} 
Probability of \\
failure
\end{tabular} & \begin{tabular}{c} 
Frequency \\
of failure
\end{tabular} & \begin{tabular}{c} 
Up-time \\
p/unit
\end{tabular} & \begin{tabular}{c} 
Down-time \\
(hrs)
\end{tabular} \\
\hline 1 & \(0.911 \times 10^{-2}\) & 7.98 & 0.124. & 10.00 \\
2 & \(0.457 \times 10^{-2}\) & 3.99 & 0.25 & 10.03 \\
3 & \(0.830 \times 10^{-4}\) & 0.145 & 6.9 & 5.0 \\
4 & \(0.311 \times 10^{-4}\) & 0.055 & 18.2 & 4.95 \\
5 & \(0.249 \times 10^{-3}\) & 0.436 & 2.2 & 5.0 \\
\hline
\end{tabular}


Fig. 3 : Availability comparison of five system configurations.

TABLE IX
RELIABILITY INDICES OF THE DUPLEX SYSTEM FOR
DIFFERENT FAILURE RATES
Component MTTR = 5 hrs
\begin{tabular}{|l|c|c|c|}
\hline \begin{tabular}{c} 
Failure \\
rate \\
f/year
\end{tabular} & \begin{tabular}{c} 
Component \\
availability
\end{tabular} & \begin{tabular}{c} 
Probability \\
of failure
\end{tabular} & \begin{tabular}{c} 
Frequency of \\
failure
\end{tabular} \\
\hline 0.1 & 0.999943 & \(0.194 \times 10^{-7}\) & \(0.680 \times 10^{-4}\) \\
0.2 & 0.999886 & \(0.779 \times 10^{-7}\) & \(0.273 \times 10^{-3}\) \\
0.3 & 0.999829 & \(0.175 \times 10^{-6}\) & \(0.613 \times 10^{-3}\) \\
0.4 & 0.999772 & \(0.313 \times 10^{-6}\) & \(0.109 \times 10^{-2}\) \\
0.5 & 0.999715 & \(0.487 \times 10^{-6}\) & \(0.171 \times 10^{-2}\) \\
0.6 & 0.999658 & \(0.702 \times 10^{-6}\) & \(0.246 \times 10^{-2}\) \\
0.7 & 0.999601 & \(0.955 \times 10^{-6}\) & \(0.335 \times 10^{-2}\) \\
0.8 & 0.999544 & \(0.125 \times 10^{-5}\) & \(0.438 \times 10^{-2}\) \\
0.9 & 0.999487 & \(0.158 \times 10^{-5}\) & \(0.554 \times 10^{-2}\) \\
1.0 & 0.999430 & \(0.195 \times 10^{-5}\) & \(0.683 \times 10^{-2}\) \\
1.5 & 0.999145 & \(0.439 \times 10^{-5}\) & \(0.154 \times 10^{-1}\) \\
2.0 & 0.998860 & \(0.780 \times 10^{-5}\) & \(0.273 \times 10^{-1}\) \\
& & &
\end{tabular}

TABLE X
RELIABILITY INDICES OF THE DUPLEX SYSTEM FOR DIFFERENT REPAIR TIMES

Component failure rate \(=2 \mathrm{f} /\) year
\begin{tabular}{|c|c|c|c|}
\hline \begin{tabular}{c} 
MTPR \\
\((\mathrm{hrs})\)
\end{tabular} & \begin{tabular}{c} 
Component \\
avaịlability
\end{tabular} & \begin{tabular}{c} 
Probability \\
of failure
\end{tabular} & \begin{tabular}{c} 
Frequency of \\
failure
\end{tabular} \\
\hline 1 & 0.999772 & \(0.313 \times 10^{-6}\) & 0.00546 \\
2 & 0.999544 & \(0.125 \times 10^{-5}\) & 0.01093 \\
4 & 0.999086 & \(0.501 \times 10^{-5}\) & 0.02195 \\
8 & 0.998177 & \(0.199 \times 10^{-4}\) & 0.04367 \\
10 & 0.988713 & \(0.764 \times 10^{-3}\) & 1.34 \\
20 & 0.977679 & \(0.299 \times 10^{-2}\) & 2.62 \\
\hline
\end{tabular}
variation of the probability and frequency of system failure from a wide range of the reliability component parameters, taking into account different grades of data dispersion.

Regardless of which system configuration is chosen for a particular system, it will be quite important to determine :
(i) how the estimate and variance of the reliability indices would be affected by the failure and repair rate of the components and for the dispersion of the component data,
(ii) what will be the approximate confidence limits of the probability and frequency of failure and how the uncertainty of the data will affect these confidence limits
(iii) what component improvement will result in the maximum improvement of the system reliability indices. A sensitivity analysis of this nature will indicate the accuracy of the estimates and will show which components have a critical effect. Indeed, without performing such a study it is quite difficult to determine how data uncertainty will affect the estimate and variance of the reliability indices and how much confidence should be placed in the estimates.

The present sensitivity analysis was also done to see how the reliability indices were affected when components of lower availabilities such as current transformers, are included in the reliability evaluation of the scheme.

The system configuration selected is a simple representation of the digital equivalent of an overcurrent scheme for a distribution feeder. The three-phase currents are fed into the system by different channels and a programmed device (element 10) acts as main protection. Simultaneously a back-up facility (element ll) incorporated in the system to prepare a data base through which the decision logic (element 12)


1-3 Current transformers
4-6 Sample-hold circuits

7-9 Analog/digital converters

10 Programmed device

11 Back-up processor

12 Decision logic

Figure 4. A simplified digital overcurrent protection scheme
provides an additionalcheck on the correct operation of the main protection. The scheme in Fig. 4 is a simple application of the dedicated and integrated concepts introduced in \([76]\) and is used to illustrate the reliability analysis that can be done with the methods presented in this thesis. The minimal cut-set algorithm of section (4.7) was used to find the 29 minimal cut-sets between nodes 1 and 10 of Fig. 4. The system considered has twelve components which are identified as digital (components 4 to 12) and non-digital (components 1 to 3) in the next sections.

\subsection*{6.8.1 Failure rate}

The failure rate of each type of component was given selected values between 0.1 to \(2 \mathrm{f} /\) year for the digital components and between 0.5 and \(10 \mathrm{f} /\) year for the non-digital elements. In both cases the relation between minimum and maximum values assigned was 20.

The sensivitivy analysis assumed an average failure rate of \(4 \mathrm{f} /\) year for the non-digital components. This is an average calculated from [8] . The MTTF of digital components is approximately 8000 hours i.e., an average failure rate of \(1 \mathrm{f} /\) year.

The estimates and variances for both reliability indices for different failure rates of the digital components are listed in table XI. It is observed that an increase of 20 times the failure rate of the digital components would cause an increase of 2 and 20 times of the probability and frequency of failure estimates respectively. A similar analysis for the failure rate of the nor-digital components gave almost constant values for the estimate and variance of both reliability indices. These values were equal to the ones presented in table XI for a failure rate of \(1 \mathrm{f} /\) year. The higher effect of the digital components, despite
its smaller failure rate, is due to the greater influence of the firstorder cut-set produced by component 12. Similar results were found when the failure rate of both types of components were varied simultaneously.

\subsection*{6.8.2 Repair rate}

In a test similar to that for failure rate, the mean time to repair of the components were given selected values between 1 and 20 hours. The average values are the same as used in the previous test.

The estimates and variances are presented in table XII. In this test the repair rate of both digital and non-digital components were varied simultaneously. It is observed that an increase of 20 times the repair time causes an increase in the probability of failure but has no influence in the frequency of failure. This index presents almost a constant value of approximately 1 encounters/year with a standard deviation of 0.07 encounters/year.

Tables XI and XII indicate that a variation of the mean time to repair of the components has greater effect on the probability of failure than a similar variation of its failure rate, the effect being reversed on the frequency of failure.

\subsection*{6.8.3 Coefficient of dispersion}

This parameter refers to the quotient of the standard deviation and the estimate of the reliability indices. The test was performed to see what influence different grades of data uncertainty has on the dispersion of the reliability indices. The variable parameter was the sample size from which the component data has been obtained. Selected values between 4 and 32 were used for this parameter.

Table XIII shows the coefficient of dispersion of the estimates
of both reliability indices for different sample sizes of both components. For both indices, the more stable the component data the smaller the dispersion of the estimates, the effect being greater for the frequency of failure.

\subsection*{6.8.4 Confidence limit}

An upper confidence limit was found for both reliability indices using the technique presented in section (5.8). The sample size of the components was varied between 4 and 32 for both types of components.

Table XIV presents a \(90 \%\) upper confidence limit for the probability and frequency of failure for different sample size of the digital and non-digital components. Both results indicate that the greater the sample size the smaller the upper limit defined by Chebyshev's inequality.

\subsection*{6.8.5 Sensitivity coefficients}

The results presented in tables XI to XIV give estimate, variance and an upper confidence limit for both reliability indices but they do not give clear information about the effect of an impavement in component rates on system reliability indices.

Table XV lists the sensitivity coefficients of each reliability index with respect to each component parameter of the system. These coefficients were calculated using the technique presented in section 6.3. It is observed in table XV that both reliability indices are increased if the failure rate of any one of the components is increased, the effect being greater from component 12. The probability of failure is reduced by increasing the repair rate i.e., reducing the mean-time-torepair of any one of the components, especially 10 to 12 . The frequency
of system failure is reduced by increasing the repair rate of components 1 to 11 but is increased if component, 12 increases its repair rate.

\subsection*{6.9 Conclusion}

From the different general configurations considered here as alternatives to the single processor-single interface proposed in \([7]\) for the hardware of an integrated digital protection of one corner mesh substation, the duplex system with both processors operating in parallel offers the best solution based on a reliability criterion. A selfchecking and fault-locating facility must be incorporated for maximum availability of the system.

A complete reliability and sensitivity analysis can be done for any proposed configuration using the techniques presented in this thesis. Such analysis should examine the incidence of data uncertainty in the estimates and variances of the indices and find how much confidence should be placed in these estimates. Similarly, it will identify what component improvements result in the best system reliability improvement. .

\section*{TABLE XI}

ESTIMATES AND VARIANCES OF THE SYSTEM RELIABILITY FOR dIFFERENT FAILURE RATES OF THE DIGITAL COMPONENTS
\[
\begin{aligned}
& \lambda_{\mathrm{nd}}=4 \mathrm{f} / \text { year } \quad \text { Sample size }=16 \\
& r_{\mathrm{d}}=r_{n d}=5 \mathrm{hrs}
\end{aligned}
\]
\begin{tabular}{|c|l|l|l|l|l|}
\hline \begin{tabular}{c} 
Failure \\
rate \\
f/year
\end{tabular} & \begin{tabular}{c} 
Component \\
availabil- \\
ity
\end{tabular} & \multicolumn{2}{|c|}{\begin{tabular}{c} 
Probability of \\
failure
\end{tabular}} & \multicolumn{2}{|c|}{\begin{tabular}{c} 
Frequency of \\
failure
\end{tabular}} \\
\cline { 3 - 7 } & & Estimate & Variance & Estimate & Variance \\
\hline 0.1 & 0.999943 & \(0.609 \times 10^{-4}\) & \(0.434 \times 10^{-9}\) & 0.10009 & \(0.667 \times 10^{-3}\) \\
0.2 & 0.999886 & \(0.122 \times 10^{-3}\) & \(0.174 \times 10^{-8}\) & 0.20012 & \(0.267 \times 10^{-2}\) \\
0.3 & 0.999829 & \(0.183 \times 10^{-3}\) & \(0.391 \times 10^{-8}\) & 0.30016 & \(0.600 \times 10^{-2}\) \\
0.4 & 0.999772 & \(0.244 \times 10^{-3}\) & \(0.694 \times 10^{-8}\) & 0.40021 & \(0.107 \times 10^{-1}\) \\
0.5 & 0.999715 & \(0.304 \times 10^{-3}\) & \(0.109 \times 10^{-7}\) & 0.50028 & \(0.167 \times 10^{-1}\) \\
0.6 & 0.999658 & \(0.365 \times 10^{-3}\) & \(0.156 \times 10^{-7}\) & 0.60036 & \(0.240 \times 10^{-1}\) \\
0.7 & 0.999601 & \(0.426 \times 10^{-3}\) & \(0.213 \times 10^{-7}\) & 0.70045 & \(0.326 \times 10^{-1}\) \\
0.8 & 0.999544 & \(0.487 \times 10^{-3}\) & \(0.278 \times 10^{-7}\) & 0.80056 & \(0.426 \times 10^{-1}\) \\
0.9 & 0.999487 & \(0.548 \times 10^{-3}\) & \(0.351 \times 10^{-7}\) & 0.90068 & \(0.539 \times 10^{-1}\) \\
1.0 & 0.999430 & \(0.609 \times 10^{-3}\) & \(0.433 \times 10^{-7}\) & 1.00081 & \(0.665 \times 10^{-1}\) \\
1.5 & 0.999145 & \(0.913 \times 10^{-3}\) & \(0.974 \times 10^{-7}\) & 1.50166 & 0.150 \\
2.0 & 0.998860 & \(0.122 \times 10^{-3}\) & \(0.173 \times 10^{-6}\) & 2.00284 & 0.265 \\
\hline
\end{tabular}

TABLE XII
ESTIMATE AND VARIANCE OF THE SYSTEM RELIABILITY FOR DIFFERENT MEAN TIME TO REPAIR OF THE COMPONENTS
\[
\begin{array}{ll}
\lambda_{\mathrm{nd}}=4 \mathrm{f} / \text { year } & r_{\mathrm{nd}}=5 \mathrm{hrs} \\
\lambda_{\mathrm{d}}=1 \mathrm{f} / \text { year } & \\
\text { sample size }=16
\end{array}
\]
\begin{tabular}{|c|l|l|l|c|}
\hline \multirow{2}{*}{\begin{tabular}{c} 
Component \\
MTITR \\
(hrs)
\end{tabular}} & \multicolumn{2}{|l|}{ Probability of failure } & \multicolumn{1}{l|}{ Frequency of failure } \\
\cline { 2 - 5 } & Estimate & Variance & Estimate & Variance \\
\hline 1 & \(0.122 \times 10^{-3}\) & \(0.174 \times 10^{-8}\) & 1.00024 & \(0.666 \times 10^{-1}\) \\
2 & \(0.244 \times 10^{-3}\) & \(0.694 \times 10^{-8}\) & 1.00038 & \(0.666 \times 10^{-1}\) \\
5 & \(0.609 \times 10^{-3}\) & \(0.433 \times 10^{-7}\) & 1.00081 & \(0.665 \times 10^{-1}\) \\
10 & \(0.122 \times 10^{-2}\) & \(0.173 \times 10^{-6}\) & 1.00156 & \(0.664 \times 10^{-1}\) \\
20 & \(0.244 \times 10^{-2}\) & \(0.689 \times 10^{-6}\) & 1.00321 & \(0.661 \times 10^{-1}\) \\
\hline
\end{tabular}

TABLE XIII
COEFFICIENT OF DISPERSION OF SYSTEM RELIABILITY INDICES
FOR DIFFERENT SAMPLE SIZES OF THE COMPONENT DATA
\[
\begin{aligned}
& \lambda_{\mathrm{d}}=4 \mathrm{f} / \text { year } \quad r_{\mathrm{nd}}=r_{\mathrm{d}}=5 \mathrm{hrs} \\
& \lambda_{\mathrm{nd}}=1 \mathrm{f} / \text { year }
\end{aligned}
\]
\begin{tabular}{|c|c|c|}
\hline \begin{tabular}{c} 
Sample \\
size
\end{tabular} & \begin{tabular}{c} 
Probability \\
of failure \\
\(\%\) c.d.
\end{tabular} & \begin{tabular}{c} 
Frequency \\
of failure \\
\(\%\) c.d.
\end{tabular} \\
\hline 4 & 61.2 & 57.7 \\
8 & 46.7 & 37.7 \\
16 & 34.2 & 25.8 \\
32 & 24.6 & 17.9 \\
\hline
\end{tabular}

TABLE XIV

90\% UPPER CONFIDENCE LIMIT OF RELIABILITY INDICES FOR DIFFERENT SAMPIE SIZES
\[
\begin{aligned}
& \lambda_{\mathrm{nd}}=4 \mathrm{f} / \text { year } \quad \lambda_{\mathrm{d}}=1 \mathrm{f} / \text { year } \\
& r_{\mathrm{nd}}=r_{\mathrm{d}}=5 \mathrm{hrs}
\end{aligned}
\]
\begin{tabular}{|c|c|c|}
\hline \begin{tabular}{c} 
Sample \\
size
\end{tabular} & \begin{tabular}{l} 
Probability \\
of failure
\end{tabular} & \begin{tabular}{c} 
Frequency \\
of failure
\end{tabular} \\
\hline 4 & \(0.284 \times 10^{-2}\) & 3.580 \\
8 & \(0.202 \times 10^{-2}\) & 2.689 \\
16 & \(0.154 \times 10^{-2}\) & 2.154 \\
32 & \(0.124 \times 10^{-2}\) & 1.803 \\
\hline
\end{tabular}

TABLE XV
SENSITIVITY COEFFICIENIS FOR THE PROBABILITY AND FREQUENCY OF FAILURE FOR THE SYSTEM IN FIG. 4
\[
\begin{array}{ll}
\lambda_{\mathrm{nd}}=4 \mathrm{f} / \text { year } & \lambda_{\mathrm{d}}=1 \mathrm{f} / \text { year } \\
r_{\mathrm{nd}}=r_{\mathrm{d}}=5 \mathrm{hrs} & \text { sample size }=16
\end{array}
\]
\begin{tabular}{|c|c|c|c|c|}
\hline \multirow{2}{*}{ Component } & \multicolumn{2}{|c|}{\begin{tabular}{c} 
Probability of failure
\end{tabular}} & \multicolumn{2}{|c|}{\begin{tabular}{c} 
Frequency of failure
\end{tabular}} \\
\cline { 2 - 5 } & \begin{tabular}{c} 
Failure \\
rate
\end{tabular} & \begin{tabular}{c} 
Repair \\
rate
\end{tabular} & \begin{tabular}{c} 
Failure \\
rate
\end{tabular} & \begin{tabular}{c} 
Repair \\
rate
\end{tabular} \\
\hline \(1-3\) & 0.000044 & -0.000044 & 0.000140 & -0.000093 \\
\(4-9\) & 0.000011 & -0.000011 & 0.000035 & -0.000023 \\
\(10-11\) \\
12 & 0.000534 & -0.000534 & 0.001139 & -0.000569 \\
& 0.936424 & -0.936424 & 0.998054 & 0.000570 \\
\hline
\end{tabular}

\section*{CHAPTER VII}

CONCLUSIONS AND SCOPE FOR FUTUPE RESEARCH

\begin{abstract}
7.1 Use of data validation techniques in digital relaying systems

Power system protection with on-line digital computers requires a maximum availability of the data used for protection decisions. Protection statistics have shown that the second highest cause of faultclearance equipment can be attributed to the presence of bad data. Data validation techniques possess the ability to detect and identify missing data and large unexpected errors in data points. These properties can easily be achieved by checking the measurements themselves, their differences against chosen bounds and cross-checks between analogue (current or voltage) and digital (switch position) values. Once errors have been detected and identified, a simple estimation routine based on any type of available redundancy can be used to improve the reliability of the relaying data base.
\end{abstract}

\subsection*{7.1.1 Zero data detection}

Loss of data is a critical factor on the reliability of the relay ing data base. Zero data detection by software requires consideration of the conversion tolerance of the analog-digital converters. The time taken by such checks will consume most of the time interval available between successive samples. Zero data detection by hardware is shown to be essential in the practical implementation of a relaying data validation algorithm.

\subsection*{7.1.2 Doubtful data identification}

The use of a logic 1 as zero and error flags incorporated in the data-word structure was found to be extremely useful in the validation
procedure to optimise the time spent in data identification. Such a facility adds one and two extra bits to the word structure of switch and analogue data respectively. These flag informations ease the development of a systematic estimation procedure for the best use of the redundancy available in the measurement set.

\subsection*{7.1.3 Application to one-corner of a mesh substation}

The critical factor in the design of a relaying data validation algorithm is the short time available between samples. If high sampling rates e.g. 32 samples per cycle, are required in a scheme similar to the computer-substation model described in chapter II, no valuable checks can be implemented and missing data may deteriorate the performance of the protection scheme. Howevex the data validation algorithm and the estimation procedure proposed in the same chapter can be successfully applied in such a scheme using a maximum sampling rate of 16 samples/cycle. Other problems such as core storage is not critical. Use of assembly language was found to be essential for the practical implementation of any relaying data validation algorithm.

Special care must be taken in the design of the interface structure (sample-hold circuits, \(A / D\) converters and multiplexers) to minimize the input and conversion time, maximizing the time available for validation. Packaging group of switch positions in one data-word also contributes to this objective.

Off-line and on-line test results indicate that the check on two complementary bits representing each switch position provide a reliable method for the detection of any doubtful switch indication. The use of a sample-switch routine proved to allow correction of such doubtful indications. On-line results confirmed the reliable performance of the
zero data detection by hardware. Test results also showed that the use of a residual value and a residual counter work satisfactorily in the detection of missing data. The tolerance limit to be used requires special consideration of any unbalance present either in the power system or in each data acquisition link.

\subsection*{7.2 Reliability evaluation of complex system}

The reliability evaluation of complex systems with unreliable branches and nodes is only feasible using the tie-set or cut-set approaches described in chapter III. For systems with an average node degree (elements incident on the node) greater than four and/or components of high reliability the cut-set approach is more efficient than the tie-set technique. Bounds obtained using the inclusion-exclusion principle have smaller errors than those obtained from the disjoint or independence approximation for both tie-set and cut-set methods.

\subsection*{7.3 Minimal cut-set enumeration}

The enumeration of the minimal cut-sets of all nodes in a separable, nonseparable or acyclic directed graph can be solved with one application of the appropriate algorithm described in chapter IV. The combination of the novel concept of the cut-node incidence matrix and sparsity techniques produces very efficient algorithms (fast and small storage requirements) for complex systems.

\subsection*{7.4 Node failure problem in power systems}

Unreliable nodes were shown to have considerable influence on the reliability indices of each load point in an electric power system, even for highly reliable nodes. The branch-node cut-set algorithm
described in chapter IV is computationally efficient and combined with the minimal cut-set formulae developed by Billinton and Grover (79) provides a sequential method for performing complete reliability calculations in distribution and transmission systems.

\subsection*{7.5 Probability and frequency of system failure}

The new statistical formulation of the probability and frequency of system failure provides extra information (variances and confidence limits) which enables the system designer to evaluate the goodness of his design. The variance equations developed in chapter \(V\) can be an aid to the designer in determining the causes of excessive reliability index variance since he can study these equations and determine which \(\left(\partial u / \partial x_{i}\right)^{2} \quad \sigma_{x_{i}}^{2}\) terms are contributing most heavily to index variance. He can decide whether to reduce the large terms by using more stable components (reduction of \(\sigma_{x_{i}}{ }^{2}\) ) or by modifying the system configuration in such a way that the sensitivity of the reliability index to a particular component parameter is reduced (reduction of \(\partial u / \partial x_{i}\) ). Similarly the sensitivity coefficients presented in chapter VI provide useful information about where to locate redundancy for the greatest increase of the system reliability.

The moment approach and the use of Chebyshev's inequality presented in Chapter \(V\) always give more conservative results than the Monte Carlo technique but the agreement improves for highly stable components. The advantage of the former method is in a one-experiment constant-time solution whilst the computation time of the simulation procedure increases with the component sample size and the number of trials.

\subsection*{7.6 Reliability considerations in the design of digital protection systems The double nature of protection functions requires the evaluation of two performance indices, the probability of failure to operate in the}
presence of a fault and the security of the system against false operation. Moreover a proper evaluation also involves the determination of the frequency of such incidents. At the moment it appears that the only meaningful approach for the reliability assessment of any computer-based protection scheme is on the average value of failure and repair rates available for different types of digital components. In this sense the methods presented in this thesis represent a systematic approach for the comparative evaluation of the reliability of different alternatives. The same techniques are applicable if failure and repair rates are available for each type of incident and the analysis is based on the steady state values of the indices. However it remains to be demonstrated that the solution adopted for the hardware and software structure of a computer-based protection scheme will have a level of reliability and security better or worse than that achieved in conventional schemes.

\subsection*{7.7 Future work}
1. Data validation

Research is required on the feasibility of a data validation structure in a digital micro-processor based relay.
2. Minimal cut-set enumeration

An algorithmic procedure is required for the enumeration of the minimal cut-sets of complex systems with an r-out-of-n configuration.
3. Variance and confidence limits

Further investigations into the Moment method approach is needed for the case of component data obtaired from small sample sizes.
4. Sensitivity coefficients

Research on the extension of the method is needed so that when the system reliability indices are at a certain level the overall system cost is minimized.

\section*{5. Digital protection reliability}

Further investigation is required on the determination of the resultant reliability of a computer-based protection system taking into account both the reliability of the operation in the presence of a fault and the reliability of the system against false operations.

\subsection*{7.8 Original contributions}
i. the development of a data validation algorithm for the detection and identification of gross errors (missing or erroneous data) and the on-line testing of its performance using a laboratory computer-based substation model.
ii. design of an estimation procedure to provide replacements for loss data based on the results of the data validation algorithm and using either the inherent redundancy of electrical networks or redundant measurements.
iii. development and testing of algorithms for the enumeration of the set of minimal cuts of separable, nonseparable and acyclic directed graphs based on graph theory concepts.
iv. inclusion of the node failure problem in the reliability evaluation of distribution and transmission systems using a new tested branch-node minimal cut-set algorithm.
v. development and testing of two new approaches for the variance and confidence limits of the probability and frequency of failure of repairable systems using a Moment method or Monte Carlo simulation.
vi. formulation of the sensitivity of the probability and frequency of system failure to component failure and repair rates by means of sensitivity coefficients to be used in the redundancy location problem.

APPERDIX 1
1.0 Minimal path examples of table II - Chapter III : All sets of paths have been randomly generated.
\begin{tabular}{|c|c|c|}
\hline \multirow{2}{*}{Network} & \multicolumn{2}{|l|}{Minimal paths} \\
\hline & Binary representation & Base 10 \\
\hline 1 & \(\begin{array}{lllll}0 & 1 & 0 & 1 \\ 0 & 1 & 1 & 0 \\ 1 & 0 & 1 & 0\end{array}\) & \[
\begin{array}{r}
5 \\
6 \\
10
\end{array}
\] \\
\hline 2 & \(\begin{array}{lllll}0 & 0 & 1 & 0 & 1 \\ 0 & 1 & 0 & 1 & 0 \\ 1 & 0 & 0 & 1 & 0\end{array}\) & \[
\begin{array}{r}
5 \\
10 \\
18
\end{array}
\] \\
\hline 3 & \(\begin{array}{llllll}1 & 1 & 0 & 1 & 0 & 0 \\ 1 & 1 & 0 & 0 & 1 & 0 \\ 1 & 0 & 1 & 0 & 1 & 0 \\ 1 & 0 & 1 & 0 & 0 & 1\end{array}\) & \[
\begin{aligned}
& 52 \\
& 50 \\
& 42 \\
& 41
\end{aligned}
\] \\
\hline 4 & \[
\begin{array}{lllllll}
1 & 0 & 1 & 0 & 0 & 0 & 1 \\
1 & 0 & 0 & 1 & 1 & 0 & 1 \\
1 & 0 & 0 & 1 & 0 & 1 & 0 \\
0 & 1 & 1 & 1 & 0 & 0 & 1 \\
0 & 1 & 0 & 0 & 1 & 0 & 1 \\
0 & 1 & 0 & 0 & 0 & 1 & 0
\end{array}
\] & \[
\begin{aligned}
& 81 \\
& 77 \\
& 74 \\
& 57 \\
& 37 \\
& 34
\end{aligned}
\] \\
\hline 5 &  & \[
\begin{array}{r}
20 \\
85 \\
25 \\
35 \\
106 \\
14 \\
113 \\
19
\end{array}
\] \\
\hline 6 & \[
\begin{array}{lllllll}
1 & 0 & 0 & 1 & 0 & 0 & 0 \\
1 & 0 & 1 & 0 & 1 & 0 & 0 \\
1 & 0 & 1 & 0 & 0 & 1 & 0 \\
1 & 0 & 1 & 0 & 0 & 0 & 1 \\
0 & 1 & 1 & 1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 1 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 1
\end{array}
\] & \[
\begin{aligned}
& 72 \\
& 84 \\
& 82 \\
& 81 \\
& 56 \\
& 36 \\
& 34 \\
& 33
\end{aligned}
\] \\
\hline
\end{tabular}

\subsection*{2.0 Edge listings of graphs in Table IV - Chapter IV}

Graphs 1 and 4 have been taken from \([32]\) and \([30]\)
respectively. Graphs 5, 6 and 7 are complete graphs. Graph 9 corresponds to the AEP 14 busbar test-system. All other graphs have been randomly generated.
\begin{tabular}{|c|c|c|c|c|c|}
\hline \multicolumn{3}{|c|}{Graph 1} & \multicolumn{3}{|c|}{Graph 2} \\
\hline E & SB & EB & E & SB & EB \\
\hline 1 & 1 & 3 & 1 & 1 & 2 \\
\hline 2 & 3 & 4 & 2 & 1 & 2 \\
\hline 3 & 4 & 7 & 4 & 2 & 4 \\
\hline 4 & 7 & 8 & 5 & 2 & 4 \\
\hline 5 & 1 & 2 & 7 & 4 & 5 \\
\hline 6 & 2 & 5 & 8 & 4 & 5 \\
\hline 7 & 5 & 6 & 10 & 4 & 7 \\
\hline 8 & 6 & 8 & 11 & 4 & 6 \\
\hline 9 & 3 & 5 & 13 & 6 & 8 \\
\hline \multirow[t]{20}{*}{10} & & & 14 & 6 & 8 \\
\hline & 5 & 7 & 15 & 7 & 9 \\
\hline & & & 16 & 7 & 9 \\
\hline & & & 17 & 8 & 10 \\
\hline & & & 18 & 8 & 11 \\
\hline & & & 19 & 9 & 12 \\
\hline & & & 20 & 9 & 13 \\
\hline & & & 21 & 10 & 13 \\
\hline & & & 22 & 11 & 14 \\
\hline & & & 23 & 12 & 15 \\
\hline & & & 24 & 13 & 15 \\
\hline & & & 25 & 14 & 15 \\
\hline & & & 26 & 15 & 16 \\
\hline & & & 27 & 16 & 20 \\
\hline & . & & 28 & 15 & 17 \\
\hline & & & 29 & 17 & 20 \\
\hline & & & 30 & 15 & 18 \\
\hline & & & 31 & 18 & 20 \\
\hline & & & 32 & 15 & 19 \\
\hline & & & 33 & 19 & 20 \\
\hline
\end{tabular}


Graph 5
\begin{tabular}{rrr} 
E & SB & EB \\
1 & 1 & 2 \\
2 & 1 & 3 \\
3 & 1 & 4 \\
4 & 1 & 5 \\
5 & 1 & 6 \\
6 & 1 & 7 \\
7 & 2 & 3 \\
8 & 2 & 4 \\
9 & 2 & 5 \\
10 & 2 & 6 \\
11 & 2 & 7 \\
12 & 3 & 4 \\
13 & 3 & 5 \\
14 & 3 & 6 \\
15 & 3 & 7 \\
16 & 4 & 5 \\
17 & 4 & 6 \\
18 & 4 & 7 \\
19 & 5 & 6 \\
20 & 5 & 7 \\
21 & 6 & 7
\end{tabular}

Graph 6
\begin{tabular}{rrr} 
E & SB & EB \\
1 & 1 & 2 \\
2 & 1 & 3 \\
3 & 1 & 4 \\
4 & 1 & 5 \\
5 & 1 & 6 \\
6 & 1 & 7 \\
3 & 2 & 3 \\
8 & 2 & 4 \\
9 & 2 & 5 \\
10 & 2 & 6 \\
11 & 2 & 7 \\
12 & 3 & 4 \\
13 & 3 & 5 \\
14 & 3 & 6 \\
15 & 3 & 7 \\
16 & 4 & 5 \\
17 & 4 & 6 \\
18 & 4 & 7 \\
19 & 5 & 6 \\
20 & 5 & 7 \\
21 & 6 & 7 \\
22 & 1 & 8 \\
23 & 2 & 8 \\
24 & 3 & 8 \\
25 & 4 & 8 \\
26 & 5 & 8 \\
27 & 6 & 8 \\
28 & 7 & 8
\end{tabular}
\begin{tabular}{|c|c|c|c|c|c|}
\hline \multicolumn{3}{|c|}{Graph 7} & \multicolumn{3}{|c|}{Graph 8} \\
\hline E & SB \({ }^{\text {. }}\) & EB & E & SB & EB \\
\hline 1 & 1 & 2 & 1 & 1 & 2 \\
\hline 2 & 1 & 3 & 2 & & 2 \\
\hline 3 & 1 & 4 & 3 & 1 & 3 \\
\hline 4 & 1 & 5 & 4 & 2 & 4 \\
\hline 5 & 1 & 6 & 5 & 2 & 4 \\
\hline 6 & 1 & 7 & 6 & 3 & 4 \\
\hline 7 & 2 & 3 & 7 & 4 & 5 \\
\hline 8 & 2 & 4 & 8 & 4 & 5 \\
\hline 9 & 2 & 5 & 9 & 5 & 7 \\
\hline 10 & 2 & 6 & 10 & 4 & 7 \\
\hline 11 & 2 & 7 & 11 & 4 & 6 \\
\hline 12 & 3 & 4 & 12 & 4 & 8 \\
\hline 13 & 3 & 5 & 13 & 6 & 8 \\
\hline 14 & 3 & 6. & 14 & 6 & 8 \\
\hline 15 & 3 & 7 & 15 & 7 & 9 \\
\hline 16 & 4 & 5 & 16 & 7 & 9 \\
\hline 17 & 4 & 6 & 17 & 8 & 10 \\
\hline 18 & 4 & 7 & 18 & 8 & 11 \\
\hline 19 & 5 & 6 & 19 & 9 & 12 \\
\hline 20 & 5 & 7 & 20 & 9 & 13 \\
\hline 21 & 6 & 7 & 21 & 10 & 13 \\
\hline 22 & 1 & 8 & 22 & 11 & 14 \\
\hline 23 & 2 & 8 & 23 & 12 & 15 \\
\hline 24 & 3 & 8 & 24 & 13 & 15 \\
\hline 25 & 4 & 8 & 25 & 14 & 15 \\
\hline 26 & 5 & 8 & 26 & 15 & 16 \\
\hline 27 & 6 & 8 & 27 & 16 & 20 \\
\hline 28 & & 8 & 28 & 15 & 17 \\
\hline 29 & 1 & 9 & 29 & 17 & 20 \\
\hline 30 & 2 & 9 & 30 & 15 & 18 \\
\hline 31 & 3 & 9 & 31 & 18 & 20 \\
\hline 32 & 4 & 9 & 32 & 15 & 19 \\
\hline 33 & 5 & 9 & 33 & 19 & 20 \\
\hline 34 & 6 & 9 & 34 & 20 & 21 \\
\hline 35 & 7 & 9 & 35 & 20 & 22 \\
\hline 36 & 8 & 9 & 36 & 20 & 22 \\
\hline & & & 37 & 20 & 24 \\
\hline & & & 38 & 20 & 24 \\
\hline & & & 39 & 20 & 25 \\
\hline & & & 40 & 21 & 28 \\
\hline & & & 41 & 22 & 23 \\
\hline & & & 42 & 23 & 28 \\
\hline & & & 43 & 24 & 28 \\
\hline & & & 44 & 25 & 26 \\
\hline & & & 45 & 25 & 27 \\
\hline & & & 46 & 26 & 28 \\
\hline & & & 47 & 27 & 28 \\
\hline
\end{tabular}
\begin{tabular}{rrr} 
& \multicolumn{2}{c}{ Graph 9 } \\
E & SB & EB \\
1 & 1 & 2 \\
2 & 1 & 3 \\
3 & 2 & 3 \\
4 & 2 & 6 \\
5 & 3 & 4 \\
6 & 3 & 5 \\
7 & 3 & 6 \\
8 & 4 & 5 \\
9 & 5 & 6 \\
10 & 5 & 8 \\
11 & 5 & 9 \\
12 & 6 & 7 \\
13 & 7 & 11 \\
14 & 7 & 12 \\
15 & 7 & 13 \\
16 & 8 & 9 \\
17 & 9 & 10 \\
18 & 9 & 14 \\
19 & 10 & 11 \\
20 & 12 & 13 \\
21 & 13 & 14
\end{tabular}
3.0 Edge listing of graphs in table VIII and XVI - Chapter IV

Graphs 10 and 11 have been randomly generated. Graph 12 corresponds to the West-Venezuelan 115 kV system.

Graph 10
\begin{tabular}{rrr} 
E & SB & EB \\
1 & 1 & 10 \\
2 & 1 & 5 \\
3 & 10 & 7 \\
4 & 10 & 2 \\
5 & 5 & 2 \\
6 & 2 & 7 \\
7 & -2 & 8 \\
8 & -2 & 8 \\
9 & -7 & 9 \\
10 & -7 & 3 \\
11 & -8 & 6 \\
12 & -9 & 4
\end{tabular}

Graph 12
\begin{tabular}{rrr} 
E & SB & EB \\
1 & 1 & 2 \\
2 & 1 & 4 \\
3 & 1 & 5 \\
4 & 1 & 7 \\
5 & 1 & 13 \\
6 & 2 & 3 \\
7 & 3 & 4 \\
8 & 4 & 5 \\
9 & 5 & 6 \\
10 & 6 & 7 \\
11 & 2 & 8 \\
12 & 8 & 9 \\
13 & -9 & 10 \\
14 & 9 & 11 \\
15 & -11 & 12 \\
16 & 11 & 13 \\
17 & -2 & 14 \\
18 & -14 & 15
\end{tabular}

\section*{Graph 11}
\begin{tabular}{rrr}
E & SB & EB \\
1 & 1 & 2 \\
2 & 1 & 3 \\
3 & 2 & 4 \\
4 & 2 & 10 \\
5 & 3 & 10 \\
6 & 10 & 4 \\
7 & 10 & 9 \\
8 & 10 & 9 \\
9 & -4 & 5 \\
10 & 4 & 7 \\
11 & 9 & 7 \\
12 & -5 & 6 \\
13 & -7 & 8 \\
14 & -8 & 11
\end{tabular}

\section*{APPENDIX 2}

This appendix includes the detailed discussion and proof of each algorithm preseñted in chapter IV. First two general theorems are introduced whose proofs can be found in the reference quoted in each case. Then it follows the proofs specially developed by the author for the new minimal cut-set generation algorithms presented in sections \(4.5,4.6\) and 4.7 of chapter IV.

\section*{A2.1 General theorems}

Theorem \(1^{(32)}:\) The removal of the components in a minimal cutset between nodes \(s\) and \(t\) separates the graph into exactly two connected subgraphs \(G_{s}\) and \(G_{t}\) where \(G_{s}\) contains node \(s\) and \(G_{t}\) contains node \(t\).

Theorem 2 \(\mathbf{2}^{(42)}:\) The ring sum of any two cut-sets in a connected graph is either a third cut-set or an edge disjoint union of cut-sets.

\section*{A2.2 Discussion and proof of the algorithm for non-separable graphs of section 4.5}

This section justifies the steps of the algorithm and proves that it generates the complete set of minimal cuts between the reference node and all other nodes of a nonseparable graph.

The procedure begins generating the basic minimal cut-set with the set of edges incident to the reference node. Each time a new node is scanned the algorithm automatically generates a minimal cut-set with the set of edges incident to the node being scanned. Steps 1 and 4 of the algorithm are justified by :

Theorem 3 : In a nonseparable graph \(G\) the set of edges incident on each node of \(G\) is a minimal cut-set.

Proof : To prove this lemma one should note that the removal of all edges incident to node \(i\) breaks all paths from the reference node \(r\) to node \(i\). Then this removal separates the graph into at least two connected subgraphs, one contains node \(i\) and the other containsnode \(r\). Now we prove, by contradiction, that the removal of the edges incident to node \(i\) separates \(G\) into exactly two connected subgraphs \(G_{1}\) and \(G_{2}\) where \(G_{1}\) contains only node \(i\) and \(G_{2}\) contains all other nodes. Assume that there are more than two connected subgraphs. Then there must be a connected subgraphs \(G_{3}\) that includes neither i nor \(r\). As \(G\) is connected there must be at least one path in \(G\) between \(r\) and each node in \(G_{3}\). Since the only edges removed are the ones incident to node i, if \(G_{3}\) is disconnected from \(G_{2}\) all paths from \(G_{2}\) to \(G_{3}\) must contain one of the removed edges. Then the original graph is separable because all paths from the reference node to any node in \(G_{3}\) pass through node \(i\) i.e., graph \(G\) has node cornectivity one. But this is contrary to the original assumption that \(G\) is nonseparable. Then the set of edges incident to node i separates the graph into exactly two connected subgraphs \(G_{1}\) and \(G_{2}\). Hence by Theorem 1 the Theorem is proved.

Corollary 1 : The minimal cut-set formed by the set of edges incident to node \(i\) is a minimal cut-set only for node \(i\).

Corollary 2 : The minimal cut-set formed by the set of edges incident to the reference node is a minimal cut-set for all other nodes of the graph.

Corollary 1 and 2 justify the construction of the cut-node vectors generated by steps 4 and 1 of the algorithm respectively.

So far we have generated only a set of minimal cuts constituted by the proper minimal cuts of all nodes of the graph including the reference node. Step 5 suggests additional cut-sets are obtained from the ring sum operations between two or more of these cut-sets. Theorem 2 indicates that the ring sum of any two cut-sets in a graph is either a third cut-set or an edge-disjoint union of cut-sets. However we need to prove that the set of proper cuts is a fundamental set of minimal cuts from where all other cut-sets of a graph can be obtained.

Theorem 4 : The set of minimal cuts corresponding to the set of ( \(n-1\) ) proper minimal cuts of a graph of \(n\) nodes forms a fundamental set for the generation of the complete set of minimal cuts between the reference node and all other nodes of the graph. This set includes the proper cut of the reference node.

Proof: By Theorem 1 the problem of generating the set of minimal cuts between the reference node \(r\) and all other nodes of a graph is the same problem that generates all the partitions of the set \(N\) of nodes into the subsets \(Y\) and \(\bar{Y}\). The set \(Y\) must define a connected subgraph that includes node \(r\). The set \(\bar{Y}\) must define a connected subgraph that includes at least one of the other nodes of the graph. There are \(2^{n}\) ways to partition \(N\) into two mutually exclusive subsets \(Y\) and \(\bar{Y}\) in \(a\) connected graph. Since ris restricted to be a member of \(Y\) the number of partitions is reduced to \(2^{n-1}\). Every such partition of a complete graph is a minimal cut-set. Then we shall prove that the set of ( \(n-1\) ) proper cut-sets is a basis for the complete set of minimal cuts of a graph by showing that every partition of the set \(N\) in which node \(r\) and at least one of the other nodes are separated can be obtained from the set of subgraphs representing ( \(n-1\) ) proper cut-sets of the graph.

By Corollary 1 of Theorem 3 each proper cut-set \(j\) is a subgraph \(g_{j}\) which can be represented by an n-tuple(an ordered array of \(n\) elements)
\[
x_{j}=\left(x_{1}, x_{2}, \ldots, x_{n}\right)
\]
such that
\[
\begin{array}{ll}
x_{i}=1 & \text { if node } i \text { is in } g_{j} \text { and } \\
x_{i}=0 & \text { if node } i \text { is not in } g_{j}
\end{array}
\]

Then the set of subgraphs representing the proper cut-sets of a connected graph of \(n\) nodes are
\[
\begin{aligned}
& x_{1}=100 \ldots n \cdot 0 \\
& x_{2}=010 \ldots n \cdot 0 \\
& \cdots \cdots \cdots \\
& x_{n}=000 \ldots!1
\end{aligned}
\]

Consider an arbitrary partition \(N_{1}\) of the set \(N\) such that
\[
N_{1}=0_{1} 1_{2} \ldots 0_{j} 1_{k} o_{l} \quad I_{m} o_{n}
\]
where nodes 2, \(k\) and \(m\) form the subset \(Y\) of \(N\) and all other nodes form subset \(\bar{Y}\). The \(n\)-tuple representing \(N_{1}\) can be seen to correspond to the ring sum of the \(n\)-tuples \(X_{2}, X_{k}\) and \(X_{m}\). Then any of the \(2^{n-1}\) partitions which define subsets \(Y\) and \(\bar{Y}\) can be octained by the ring sum of the n-tuples representing the proper cut-sets of the nodes in subset Y. Besides the n-tuple \(X_{n}\) define a partition equivalent to the one given by the ring sum of all other ( \(n-1\) ) n-tuples therefore only ( \(n-1\) ) proper cut-sets are necessary to generate the complete set of \(2^{n-1}\) partitions. Hence the theorem is proved and justifies step 2 of the algorithm.

Obviously only for a complete graph is it necessary to enumerate the \(2^{\text {n-l }}\) partitions because each one corresponds to a minimal cut-set. Then an efficient algorithm will not enumerate \(2^{\text {n-1 }}\) cases unless, of course, there are \(2^{\mathrm{n}-1}\) minimal cuts.

From the definitions of ring sum operation of two graphs and edgedisjoint events the ring sum of two cut-sets with no edges in comnon is always an edge-disjoint union of cut-sets. This property can be used to discard all the ring sum operations which positively produce an edge-disjoint union of cut sets. This reduction is achieved if only the ring sums between two cuts that have at least one edge in common are considered during the cut-set generation procedure. It has been provided in step 3 of the algorithm by the index \(\mathrm{CI}_{\mathrm{k}}(\mathrm{i})\) associated with the \(i\) th cut-set when scanning node \(k\).
- However when scanning node \(k\) the ring sum of the proper cut-set with any of the cut-sets with non-zero index may also give, by Theorem 2, an edge-disjoint union of cut-sets. The algorithm must provide the steps to identify these edge-disjoint events.

Lemma l : The possible edge-disjoint union of cut-sets generated by the algorithmic procedure when scanning node \(k\) is always contained in one of the minimal cut-sets generated during the same scan.

Proof: Note that the search of the nodes is made starting by the reference node \(r\) and once the basic minimal cut-set is generated we move to an adjacent node \(v\). At \(v\) we form the proper cut-set of \(v\) and make the ring sums with all previous cut-sets which have at least one edge in common. Once we do all ring sums we move then to one of the unscanned nodes closest to \(r\). This process is continued till ( \(n-1\) ) nodes in the graph are considered. This method of searching is the one responsible that only
( \(n-1\) ) nodes need to be scanned because the proper cut-set of the nth node has been automatically generated from the ring sum of the ( \(n-1\) ) proper cuts. At the same time this way of searching guarantees that each time a ring sum of the \(k\) th proper cut is made with a cut-set of non-zero index, the resulting set of edges (cut-set or edge-disjoint union of cut-sets) have at least one edge in common with the kth proper cut-set which is not contained in any of the minimal cut-sets generated when scanning the previous ( \(k-1\) ) nodes. Then an edge-disjoint union of cut-sets generated from the ring sums of the kth proper cut contain one or more edges in common with this cut-set which are not present in any of the cut-sets generated before the scan of node \(k\). Since by definition any edge-disjoint union of cut-sets can be decomposed into two mutually exclusive cut-sets, the one which includes the edges in common with the kth proper cut must correspond to one of the minimal cut-sets generated during the scan of node \(k\). Hence the lemma.

This check is provided by step 5 of the algorithm and reduces the number of comparisons to a minimum, increasing the efficiency (by reducing the computation time) of the algorithm.

So far, only the incidence of the basic minimal cut-set and the proper cut-sets on the nodes of the graph have been defined. By definition the cut-node vector associated with each cut-set tells us which nodes are affected for that cut i.e., it contains the nodes that we have associated with subset \(\bar{Y}\). The cut-node vector for all other cut-sets is generated as follows:

Lemma 2 : A cut-set generated from the ring sum of the basic minimal cut-set and the \(j\) th proper cut-set is not a cut-set for node \(j\).

Proof: From Corollary 2 of Theorem 3 the subsets \(Y\) and \(\bar{Y}\) from the basic cut-set are \(Y_{1}=1\) and \(\bar{Y}\) contain all other nodes. Now, the basic
cut-set and the \(j\) th proper cut-set are combined (ring sum) only if they have at least one edge in common. Since the ring sum operation discard all the edges in common the resulting set of edges cannot be anymore a minimal cut-set for node \(j\) because the edge(s) discarded provide a path(s) from the reference node to node \(j\). For the new set of edges \(Y=1, j\) and \(\bar{Y}\) all other nodes.

Lemma 3 : A cut-set generated from the ring sum of two proper cut-sets is a cut-set for both nodes.

Proof: From Corollary 1 of Theorem 3 the \(j\) th and kth proper cut-sets are cuts only for nodes \(j\) and \(k\) respectively i.e., \(\bar{Y}_{j}=j\) and \(\bar{Y}_{k}=k\). In the procedure they are combined only if they have at least one edge in common. Since each edge has only 2 terminals, any edge in common between the two cut-sets must have \(j\) and \(k\) as terminal nodes. Then the set of edges from their ring sum still breaks all paths from the reference node to nodes \(j\) and \(k\). For the new set of edges \(\bar{Y}=j\) and \(k\) and \(Y\) contain all other nodes.

Therefore the algorithmic procedure presented in this section does represent an efficient and systematic way to generate the complete set of minimal cuts between the reference node and all other nodes of a nonseparable graph.

\section*{A2.3 Discussion and proof of the algorithm for separable graphs of Section 4.6}

The algorithm for separable graphs with some of its subgraphs with tree configuration results from slight modifications introduced to the algorithm presented for nonseparable graphs. However some of the Theorems and Lemmas presented in section (A2.2) are not directly applicable
for separable graphs. This section will justify the steps of the algorithm and prove that it does generate the complete set of minimal cuts between the reference node and all other nodes of separable graphs as defined in section (4.6.1).

As before the process starts generating the basic minimal cut-set with the set of edges incident to the reference node. Since the systems analysed by the algorithm are considered to be connected, the reference node as defined in this thesis cannot be an articulation point. Then the removal of the edges incident on the reference node \(r\) must separate the graph into two connected subgraphs, onecontains \(r\) and the second all other nodes of the system. Otherwise node \(r\) is an articulation point. Hence by Theorem 1 the set of edges incident to node \(r\) is a minimal cut-set and affects all other nodes of the graph. Hence step 1 of the algorithm is justified. All other proper cut-sets enumerated in step4. of the process are justified below.

Theorem 5 : In a separable graph the complete set of edges on an articulation point are not a minimal cut-set.

Proof: To prove the Theorem let \(A\) be the set of all edges incident on the articulation point \(v\) of graph \(G\). If \(A\) is a minimal cut-set then by Theorem 1 of Appendix 2 the removal of A from \(G\) must separate the graph into exactly two connected subgraphs \(G_{1}\) and \(G_{2}\). Since \(A\) contains all edges incident on \(v\), if subgraph \(G_{1}\) contains only node \(v\) then \(G_{2}\) must contain all other nodes. Now, by definition a connected graph is said to be separable if there exists a subgraph \(g\) in \(G\) such that \(\bar{g}\) (the complement of \(g\) in \(G\) ) and \(g\) have only one node in common. Then all paths between any node in \(g\) and a node in \(\bar{g}\) must pass through
this common node. Such common node is what is called an articulation point. Since \(G_{1}\) contains only node \(v\), if \(\nabla\) is an articulation point the removal of \(A\) must define a third subgraph \(G_{3}\) such that all paths from \(G_{2}\) to \(G_{3}\) pass through \(V\). Then by Theorem \(l\), the set \(A\) is not \(a\) minimal cut and the Theorem is proved.

From Theorem 5 it can be concluded that only a subset of the edges incident to en articulation point will be a minimal cut-set between that point and the reference node.

Let \(G_{1}\) and \(G_{2}\) the two subgraphs of \(G\) defined by an articulation point \(v\). If subgraph \(G_{1}\) contains the reference node then we have assumed that \(G_{2}\) has a tree configuration where the set of edges with \(v\) as terminal will form the root of the tree. Then all cut-sets between the tree nodes (internals or pendants) and the reference node will also be cut-sets between the articulation point and the tree nodes. Since there is one and only one path between every pair of nodes in a tree, there is only one path (see Theorem 6) between the articulation point and each one of the other nodes of the tree. This one-to-one correspondence suggests to solve the cut-set enumeration problem by representing each subgraph \(G_{2}\) by a directed subgraph whose edges are oriented moving away from the articulation point. With this convention the subset of edges in the tree connected to the articulation point will be oriented incident out of the articulation point. Then only the set of undirected edges incident on the articulation point will form a cut-set for that point. Similarly only the set of edges incident into a tree node will separate the node from the articulation point dividing the subgraph into two connected subgraphs. Then this set of edges is a minimal cuteset for the node tree. This explains the generation of the proper cut-sets by step 4 of the algorithm. Moreover all cut-sets
of this tree will be disjoint events respective of any other cut-set of the graph, then there is no need to make the ring sums with the previous cut-sets as indicated in step 4. This disjoint property also justifies step 2. However if one restricts that the last unscanned node will never be a tree node, only NN - 1 nodes need to be scanned by the procedure:

The subgraph which includes all nodes between the reference point and each articulation point is a nonseparable graph therefore for all these nodes the algorithms steps were justified in section (A2.2). The only difference is when constructing the cut-node vectors of the cut-sets between the reference node \(r\) and an articulation point \(w\). In this case, as mentioned before, each cut-set will separate the graph into two connected subgraphs. One subgraph will include the reference node and the other will always include \(w\) and all nodes whose paths from \(r\) pass through w. Then the cut-node vector generation follows from Lemmas 2 and 3 if we note that the presence or absence of a path between \(x\) and \(w\) implies also the connection or disconnection respectively of all tree nodes connected to the articulation point.

Theorem 6 : In a tree every node with degree greater than one is an articulation point.

Proof: A node with a degree greater than one will have at least two incident edges. Then these two incident edges will have one common node and two non-adjacent nodes. A tree by definition is a connected graph without circuits. The union of two different paths between two nodes will always form a circuit. Then there is one and only one path between every pair of nodes in a tree. Therefore the removal of a node tree with degree greater than one will disconnect every pair of non-
adjacent nodes of the edges incident to that node and therefore will disconnect the tree. Hence the theorem is proved.

By Theorem 6 the construction of the cut-node incidence vector for each internal node of a tree is justified as mentioned for the case of an articulation point. Clearly the proper cut-set of a pendant node will affect only that node.

The fundamental set of minimal cuts used by the algorithm is the group of proper cut-sets of the nodes of the graph. Then by Theorem 4 the set of ( \(n-1\) ) proper cut-sets in an n-nodes graph does generate the complete set of minimal cuts. As mentioned before this fundamental set must include all proper cut-sets of any tree node in the graph.

\section*{A2.4 Discussion and proof of the algorithm for directed acyclic graphs of section 4.7}

The method is based on a combinational approach to the problem of enumerating mininal cut-sets rather than a purely mathematical one. The requirement for a combination of edges to be identified as an s-t directed cut-set is that this set of edges must break all directed paths between \(s\) and \(t\). However the procedure instead of enumerating all directed paths and after solving the problem by a combinational approach \({ }^{(30)}\), it searches directly for all the edges combinations that break the s-t paths as it moves from node to node.

It is evident that if we must satisfy that each combination of edges break all s-t paths, one needs to start the combination procedure with one set that holds that property. Since all directed paths between an origin node \(s\) and a terminal node \(t\) must include at least one edge incident out of \(s\) and one edge incident into \(t\), the set of edges incident out of \(s\) is an s-t minimal cut-set. Step 1 of the algorithm constructs this cut-set and uses it as the basis to generate all other
combinations as follows. Once this cut-set is formed the procedure moves to an unscanned node \(w\) adjacent to the origin. This is achieved by step 3 that uses an index cut to search for adjacent nodes. Once a node w we scan all edges incident on w. Each cut-set already in the list will form a new cut-set replacing the edges incident into \(w\) that are contained in the cut by the set of edges going out of w. To be sure that all nodes nearest than \(w\) to the origin have been scanned all the edges incident into \(w\) must be already scanned by the algorithm and therefore contained in at least one of the cut-sets previously generated. This also ensures that all possible directed paths passing through w have been implicitly constructed by the algorithm so any combination with the edges leaving w will break all s-t paths. Once all combinations have been made with the edges incident out of \(w\), we move to an adjacent node \(v\). At \(v\) we scan again all edges connected to \(v\) and make new combinations with the edges going out of \(v\). This process is continued until all edges incident out of any node in the graph are scanned. Since node \(t\) has only edges leading into \(t\) the procedure stops when ( \(n-1\) ) nodes of a graph of \(n\) nodes have been searched (step 2).

Each new combination of edges is a cut-set because starting from a cut-set all that it does is to replace edges for those that generate the directed paths that pass through the node under scan. Unfortunately no all cuts generated by the procedure need to be minimal therefore if a new combination of edges is contained or contains one of the previous cut-sets, only the combination with minimum number of elements is kept as a cut-set. Note that each new combination contains all the edges incident out of the node under scan and none of these edges can be present in any one of the cuts present in the list before the actual scan is started. Otherwise it is incident out from two different nodes.

This reduces the comparisons at minimum because each new combination of edges needs to be compared only with the cut-sets generated when scanning the same node (step 4).
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