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"Each venture 

Is a new beginning, a raid on the inarticulate 

With shabby equipment always deteriorating." 

T.S. Eliot 

"East Coker" 
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With the increasing use of digital computers in the control of 

electric power systems a need arises for a means of testing and evaluat.rg 

different control algorithms before implementing them in the real system. 

An electronic simulator has been built in the Power Systems Laboratory 

at Imperial College which is suitable for this purpose. 

This simulator consists of two main sections: the actual representation 

of the power system, and a digital computer to which this representation 

is interfaced. The dynamic equations of the generating plant are solved 

using analog circuitry and the network is represented by a scaled model, 

the whole system being similar to a conventicnal network analyser. 

This thesis is concerned mainly with the analog section of the 

simulator. A generator unit has been designed on a modular basis, 

and includes simulations of the synchronous machine, its voltage regulator, 

and of a steam or hydro turbine. The synchronous machine model is based 

on an electronic 2 axis representation which gives good results under both 

steady-state and transient conditions. 

Electronically controllable current sinks have been designed and 

analysed, acting as system loads in which both the real and reactive 

components of current may be controlled. Interconnections have been 

specially designed for the network elements and for interfacing the 

simulator with the computer. 

Finally, the whole system has been used in experiments designed to 

investigate its suitability for diverse purposes. A digital boiler model 

operating in conjunction with the analog turbine simulation was tested, 

and the whole model has been used as a test bed for implementing a simple 

load-frequency control scheme. The analog section has also been used alone 

to investigate the measurement of system parameters using correlation 

methods. The success achieved in all of these experiments demonstrates 

the feasibility of using a simulator of the type described. 
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CHAPTER 1 	 INTRODUCTION 

1.1 Why Real-Time Control? 

The fact that electrical energy cannot be directly stored in any 

appreciable quantity plays an important part in the control of an 

electric power system. There must, therefore, be an exact match at all 

times between the mechanical power generated and that consumed by the 

various loads attached to the system. The control problem is increased 

by the large number and varied nature of these consumers, whose behaviour 

exhibits random characteristics, and by the fact that the power is 

generated by many separate plants. 

The shortfall between generation and consumption must be constantly 

monitored in order to adjust the level of generation to meet the load. 

The generation deficit manifests itself initially as a change of system 

frequency, since the machine shafts slow down, and this is detected by 

the speed governors. The governor constitutes the primary form of 

generation control, since it is a fast acting device which alters the 

steam or water flow in such a way as to change the power output of the 

prime mover to maintain near-constant speed. A governor is characterized 

both by its dynamic performance and also by its Static gain which gives 

the familiar "droop" characteristic. 

In order to change the pattern of generation, or to alter the system 

frequency, the governor set-point must be changed by actuating the 

speeder gear. The problem of maintaining frequency and of deciding on the 

loading levels of different sets is one which is usually solved at a 

central control centre in a power system, since there are many factors 

which must be taken into account before a decision can be made. The control 

problem is further complicated by the interconnection of many smaller 

systems into one large system using comparatively weak tie lines. This 

interconnection is performed so that in the event of a fault, mutual 
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assistance can be given, thus lowering the total spinning reserve 

requirement. Economic advantages can also be obtainc:i if there is a 

varied plant mix over the constituent sub-systems, such as one area 

being predominantly hydro, while another night consist of base-load 

thermal plant. Finally, the effects of random loading can be more easily 

compensated in a highly interconnected system. The whole interconnection 

concept is not without its difficulties, however, as it requires good 

frequency control over the whole system, together with control of tie 

line flows, in order to avoid possible tie line tripping and consequent 

system islanding. 

Since system interconnection on a large scale became a reality during 

the 19301 s, analog equipment has been employed for the regulation of 

tie line power flows, and has proved quite adequate for the purpose. 

However, over the past 15 years many changes have occurred, owing to 

the increasing size and centralization of power systems. Conventional 

analog controllers and metering systems are no longer able to conveniently 

cope with the size of systems, and the advent of the digital computer 

has allowed a revolution in the concepts of system control and monitoring 

to occur. 

The objectives of an electricity supply system may be listed as: 

- the provision of a reliable supply 

- the operation of the system in an economic way. 

These two requirements naturally conflict, especially if economies 

are to be made where they can be most effective,. namely at the planning 

stage. The benefits which can be reaped from economic operation, while 

tangible, are harder to gain, since once a system has been constructed, 

there is not a great deal of operational flexibility left, especially 

during periods of peak loading. 

It is worth noting some. of the factors which must be taken into 

account in just the day-to-day operation of a power system, for the 
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advantages of installing a computer to assist with these different tasks 

become apparent immediately: 

(i) Protection of generating plant and transmission system 

(ii) Run-up and shutdown of generating plant 

(iii) Generator scheduling according to plant availability and 

economic considerations 

(iv) Control of frequency and synchronous time 

(v) Mainte nance of adequate spinning reserve 

(vi) Planning of unit commitment on the basis of load forecasting 

and scheduled mainte nance 

(vii) Control of interconnection flows 

(viii) Ensuring both transient and dynamic stability of the system 

(ix) Voltage control 

(x) Monitoring of the system configuration 

(xi) Formulation of load shedding strategies 

(xii) Minimization of reactive power flow by compensation and 

voltage control 

(xiii) Security assessment and line outage studies 

(xiv) Scheduling and accounting interconnection flows 

(xv) Fault calculations 

Although this is a long list, it is by no means complete, and it serves 

to show the complexity of the whole system operation problem. Indeed, 

one of the major problems is not the control of the system per se, 

but merely knowing what the state.of the system is at any particular 

moment. 

The first major application of on-line computers in power systems was 

in the realms of data gathering and display1'2. The number of measurements 

which are made on a system is so large that some kind of digital display 

system has become necessary merely to present the information to the 
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operator. As soon as a computer is used for driving such displays, there 

are many other functions which it can usefully perform, such as initial 

validation of the raw data measurements and the construction of a validated 

data base. Such a validation process can take a large number of different 

forms, some of which are mutually compatible. The problem is basically 

to determine the state of the system from measurements of line flows, 

nodal injections and circuit breaker status indications. The simplest 

methods are logical checks on the data, such as ensuring that there 

is no power flow in a line whose breakers are supposed to be open. or 

by ensuring that the sum of all the measured flows into a node is nearly 

zero.At the other extreme, in a system where there are redundant 

measurements it is possible to use a full state-estimation algorithm3, 

where the vector of differences between the measured and estimated values 

is minimized. Although such algorithms are claimed to be able to detect 

bad data, the best system is probably a combination of these two methods, 

where gross errors could be detected by logical checks, the bad values 

discarded, and a state estimator then used on the remaining data. 

Once the computer is used for this data acquisition and display 

function, it is a natural progression to use it for more of the functions 

listed above, especially as the computer has access to the data base 

which contains all the required information about the system state, and 

may also contain details of plant availability, load forecasts and 

interconnection schedules. The availability of all this information puts 

the computer in an unrivaled position to control the system in a reliable 

and secure manner. 

The main areas in which a digital computer can assist in the control 

of the whole system are load-frequency control4, on-line security 

assessments and economic dispatch6'7 All these subjects have received 

great 'attention over the past 10 years, and many algorithms have been 

developed. However, the evaluation of the merits of alternative schemes 

„- - 
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is very difficult, as the results presented are usually obtained from 

off-line studies, using reliable data, and while this may demonstrate 

that a method works, it does not show how sensitive it might be to data 

errors, or how long it will take to execute in a real-time system. These 

problems can only be answered by testing the algorithms either on a real 

system, or by using a simulation of the system. 

1.2 The Need for a Power System Simulator. 

For many years in the design of conventional control systems, a 

simulation of the system which is to be controlled has been used to 

evaluate and tune the performance of the controller. Such a simulation is 

most conveniently performed using an analog computer, a device which is 

capable of fast parallel integration, and is suitable for the modelling 

of a dynamic system. Using analog equipment also gives the user a much 

better feel for the problem than can be achieved when the differential 

equations are solved numerically. For investigations of power systems 

problems, the order of the dynamic systems involved is so large that 

only very small systems can be studied on conventional analog computers. 

It therefore seems that a purpose built analog model, interfaced to 

a digital computer, would be useful for studying power system control 

problems. The construction of such a model, and an examination of its 

capabilities has been the main aim of this project. 

There are other aspects of power systems studies in which such a 

model might be of use, namely in the fields of operator training and 

student teaching. Training simulators for complex equipment find 

widespread use, since despite their often high capital cost, they can 

offer advantages over training based on a "hands-on" approach with the real 

equipment. First, it might be cheaper to operate the simulator than the real 

plant, a good example being the aircraft simulators now in widespread 

use. With the ever-increasing cost of aviation fuel, it has become 

much cheaper to purchase and operate a simulator than to use a real 

aircraft for the training of pilots. Secondly, it is possible to give 
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a much wider range of experience to the trainee through the use of a 

simulator, for unstable operating conditions can be set up without risk 

and the operator can then try and restore the system to the normal 

operating state. This is a point which is particularly valid in the case 

of a power system operator, for the chance of an operator gaining experience 

of operating a system which is in danger of breaking up, is very slim 

through his everyday experience. However, with a simulator such events can 

be set up with impunity, and the operator trained to respond in the 

most effective way to the particular contingency. 

The teaching of power systems at an elementary level is considerably 

simplified if devonstrations of the dependence of power flow on angular 

differences, and of reactive power flow on voltage magnitude differences 

can be performed. The use of a simulator, which would demonstrate not 

only the static lehaviour of a power system, but also the dynamic 

charactistics would be a great advantage, since the effects of governor 

droop and voltage regulator performance can easily be seen. 

The objectives of the project, therefore, may be summarised as 

producing a total power system simulator, consisting of an analog 

simulation of the plant equations, which is interfaced to a digital 

computer. This simulator should be suitable not only for control studies, 

but should also fulfil a training and teaching role. The educational 

use of the system demands that comprehensive instrumentation and 

facilities for mmual control are included, so that the analog section 

of the equipment may be used independently of the digital computer. 

A subsidiary part of the project was the prep•Iration of a feasibility 

study by Dr. S. Miniesey and the present writer8. This report was further 

edited by Dr. M.J. Short before being passed to a commercial organization. 

This report examined the possibility of commercial production of a power 

system simulator, based on the experience gained in this project, for 
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educational purposes. The proposal was warmly received by the company 

concerned, but any further action has been delayed until details of the 

funding of the production prototype have been r€solved. 

1.3 Organization of the Thesis. 

This thesis describes the work carried out by the writer on the 

construction of the analog hardware, and on the use of the whole simulator 

for various tasks, in order to demonstrate its complete operation and 

capabilities. 

Chapter 2 deals with the actual structure of the whole simulator, 

and discusses which items of plant need to he represented. The actual 

hardware of a generator unit is described in chapters 3 and 4, of which 

the latter deals at length with the simulation of the synchronous machine, 

while the former is concerned with the rest of—the of the generator unit. 

Chapters 5 and 6 deal respectively with the load units and the network 

representation. Also included in chapter 6 are details of the various 

signal interconnections between the various units. 

Chapter 7 deals with a novel method of system representation, in which 

a high-frequency network signal is employed, instead of the 50 Hz which. 

is used in the conventional model. Chapter 8 describes briefly the computer 

system, the interfacing arrangements and the basic software which is 

provided for users of the model. 

The penultimate chapter, chapter 9, describes some work which has 

been carried out using the simulator, and this demonstrates the potential 

of the whole system. Finally, the conclusions summarize the whole development 

work which has been carried out, in particular the original contributions 

of the present writer, and discusses in which directions further work 

might most profitably be pursued. 
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CHAPTER 2 	 THE STRUCTURE OF THE roDEL 

2.1 Introduction. 

The simulation of electric power systems is a subject which has been 

of great interest for the past 50 years, but although the actual problems 

have been well defined for many years, it is the computational aspects 

which have placed limitations on the ability to solve many problems. 

The first stage in any simulation is to define the problem, and to 

examine the plant under consideration? For an electric power system, 

the main items of plant may be listed as: 

(i) The prime mover and governing mechanism 

(ii) The boiler plant 

(iii) The synchronous machine 

(iv) The voltage regulating system 

(v) The transmission network 

(vi) The protection 

(vii) The system loads 

(viii) The data acquisition system 

(ix) The control systems 

For any particular simulation, only certain of these items need to 

be included, and the selection of which items are to be included is 

dependent on their dominant tine constants. There are five main areas 

of interest, and these may be defined as: 

(i) Travelling wave phenomena - such as lightning and 

switching overvoltages 

(ii) Subsynchronous resonance phenomena 

(iii) Transient and dynamic stability 

(iv) Plant response to controls 

(v) Total system response 
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The first two of these areas are concerned principally with electrical 

phenomena associated with the transmission system, and consequently 

fall outside the score of the present work. The requirements of plant 

representation for the last three kinds of problem are all fairly 

similar, and the basic problem is illustrated in Fig. 2.1. Following 

some change in the systeir,such as 

(a) A change in network topology 

(b) A change of load 

(c) A change in the pattern of generation 

the problem is to solve for the behaviour of each group of plant, as in 

Fig. 2.1, and for the real and reactive power flows in the network. For 

a large system, this is evidently a very considerable problem, and there 

are three main ways in which it can be simplified, either 

(a) By dynamic system reduction - the omission of insignificant 

time constants 

or 	(b) By the use of dynamic equivalents12  grouping together 

plant which is at some distance from the point of 

interest in the network, and which under dynamic 

conditions tends to behave in an aggregated fashion. 

The plant thus aggregated is replaced by a fictitious 

equivalent. 

or 	(c).  By the use of very simple models - such as ignoring all 

voltage effects in a total system model, and only 

considering the active power balance between generation,  

and load
11'12'

13 

The total problem which is posed, therefore, is the solution of a large 

number of differential equations, both linear and non-linear, which 

describe the behaviour of the plant, and a large set. of non-linear 

simultaneous equations which describe the real and reactive power flows 

in the network. 
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2.2 Methods of Solution. 

Prior to 1929, calculations made on power systems were all performed 

by hand, and it was only possible to try and solve the simplest of 

problems. The first AC network analyser permitted solution not only 

of the load flow problem, but also step by step solution of transient 

stability problems, albeit in a very cumbersome way. Continuous solution 

of differential equations became a reality with the construction by Bush
14 

of the first mechanical differential analyser. This used Kelvin's wheel-

and-disk integrators with torque amplifiers, and was employed by Lyon
15 

to solve single machine - infinite bus problems. 

During the 1930's and 1940's, the scarcity of differential analysers 

led to much work being done on AC network analysers, and also by hand, 

with no major advances in solution methods being achieved until after the 

Second World Tar. The great developments in electronic technology which 

occured during this war enabled all-electronic analog computation 

equipment to be constructed. Simulators for fault and critical clearing 

7 
time studies were constructed by Boast,16  and Kaneff,

1  and Adamson18. Two 

of the major problems were the measurement of electrical power and the 

integration of the equation of motion, and electromechanical solutions, 

using dynamometers and velodynes, were frequently adopted. 

In 1957, Adamson
19produced an electronic 2 axis model of a synchronous 

machine which was suitable for short-circuit studies,  and this was a 

great advance in the accurate representation of the machine. The next 

major step foward was the inclusion by Miles
20 and Aldred

21 of governor 

and voltage regulator action. A large power system model was constructed 

in 1966 for the Central Electricity Research Laboratories and is 

described by Bain
22  . This included 40 generators and over 100 transmission 

lines. Recent work on analog modelling of power systems has been 

concentrated on high speed transient analysers, working at over 100 times 
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real time
23. 

The digital computer has provided a means of solving by numerical 

methods any problem which can be formulated in mathematical terms, and 

it has found many applications in the power system field. For the study 

of power system dynamics, many large-scale transient stability programs 

have been produced, and solution methods are well established. More 

recently, the digital differential analyser, an all-digital analog ccmruter, 

24 
has been applied to a simple problem, but the great cost of the machine 

seems to preclude its widespread use. However, with the advent of cheap 

microprocessors, it is possible that a fast and inexpensive digital 

solution to the problem might be found. 

For a fast solution of the network equations, an AC network analyser 

cannot be bettered, for as soon as the voltages are applied to the network 

and the initial transients have died away, a steady state solution is 

present. This suggests that it is worthwhile to consider using a direct 

representation of the network in a power system mcdel. Fig. 2.2 shows 

a typical generator unit from a network analyser, comprising a magslip 

and an auto-transformer. The phase of the generator is determined by the 

shaft position of the magslip, and the amplitude of the terminal voltage 

is adjusted using the auto-transformer. During the early 1960's work 

was done using an existing 50 Hz network analyser, the two shafts being 

driven by servo motors25. These servos were controlled by analog equipment 

which simulated the dynamics of the governing and voltage regulating 

plant, and thus a dynamic simulation could be performed. 

Although this equipment functioned satisfactorily, the whole system 

was very large, the servo motors and their amplifiers require high voltages 

and currents, and as with any mechanical system, problems occur with the 

moving parts. Replacement of the mechanical parts with electronic circuitry 

offers many advantages, and this was the starting point of the whole project. 
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During the late 1960's part of the CERL model, mentioned above, was given 

to Imperial College, and in 1969 work was started on it by Sheldrake26'27. 

The original equipment used motor-resolvers for changing the shaft position, 

and initially Sheldrake continued to use these parts. However,after 

many mechanical problems,an electronic alternative was sought, and this is 

shown in Fig. 2.3. The heart of the new system is a voltage-controlled 

oscillator. This produces a sinusoidal output, in the range 45 - 55 Hz, 

whose frequency is proportional to a d.c. control signal. There are 

several ways in which such a system can be implemented, and the two main 

methods will be outlined in Chapter 3. 

The advantage of using a voltage-controlled oscillator is that the 

frequency is variable over a wide range, and a model of a power system 

can work at different frequencies, rather than only being able to study 

relative angular swin;:s between machines. However, in a multi-machine 

system the stability of the oscillators, and their accuracies, must be 

excellent, since an error in frequency is integrated to give an error in 

phase angle. 

The structure of a whole generator unit
28,29,30  for the model is 

shown in Fig. 2.4, and the basic items of plant identified. The voltage 

regulator and the turbine/governcr system are represented using standard 

analog circuitry, since well-established transfer function models exist 

which are easily implemented. The representation of.the synchronous 

machine is more complex, and this is discussed in greater detail in 

Chapter 4. The electrical and mechanical power signals, derived respectively 

from the machine and turbine analogs, are fed into the equation of motion 

integrator, which drives the voltage-controlled oscillator. The 

sinusoidal oscillator output is fed to the machine analog, whose other 

input is the excitation signal derived from the voltage regulator. The 

simulation of the boiler is a more difficult problem, since it involves 

■-•■ W. • 1,-T r 
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both lorz tine constants, for the boiler storage effects, and also pure 

delays, which occur in the fuel feed system. It was therefore decided to 

simulate the boiler digitally. The sheer size of the dynamic system for 

a complete power system precludes the use of an analog computer, and 

deman(30 that special purTcse analcg circuitry is constructed. 

	

Loads on a power system have 	Lain characteristics
31-35, thich are 

of importance in a dynamic simulation, and t:.ese are: 

(1) Voltage dependence 

(ii) Frequency dependenc::: 

(iii) Long-term trends 

(iv) 2andom fluctutions 

(v) :lock cl arges 

(vi) Dynamic characteristics 

Since the inertia of the aggregate load at any given point on a 

power system is small, the dynamic charactistics are gnore(1.. All the other 

characteristics could be simulated using analog components, but it was 

decided that it is simpler to perform these tasks digitally, and to have 

controllable sinks of real and reactive power attached to the system. The 

computer then controls the load at a given point acording to the voltage 

and frequency, the load trend and its random features. This gives a good 

deal of flexibility coupled with comparatively simple hardware. 

The transmission lines are represented by nominal pi lumped models, and 

facilities are provided for switching the lines, generators and loads. 

Since all connections are made with a patching system, any configuration 

within the capacity of the model may be set up. The whole model comprises: 

(i) 6 generator units 

(ii) 5 load units 

(iii) 10 transmission lines 

(iv) 16 network switches 
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Provision is made for measuring both real and reactive power flows at 

both ends of the lines, and for indicating to the computer the status of 

each network switch. 

No representation is included of the system protection, as this lies 

outside the scope of this model. However, it is possible to simulate 

such devices as low-frequency relays using the digital computer. Since 

the model uses a direct representation of the system network, it is 

quite feasible to construct electronic circuitry to simulate any type 

of protective relay, if this is necessary for any particular study. 

The per-unit values which have been chosen are the same as those used 

in the original CERL model, which were: 

1 p.u. voltage = 20 V rms 

1 p.u. current = 30 mA rms 

1 p.u. impedance = 667 Ohms 

This gives a per-unit inductance of 2.12 H, and a per-unit capacitance of 

4.7711F. In retrospect, the use of a lower voltage would be a great advantage, 

and the consequent reduction in base impedance would allow the use of 

smaller inductors to represent the transmission lines. 

In a system which is designed to evaluate different kinds of control 

algorithm, it is essential to include simulation of the problems associated 

with data acquisition and with the actual control of the'plant. The typical 

stages in the "data gathering to control" process are: 

U) 
	

Transducer delays 

(ii) Telemetry system delays 

(iii) Initial processing of the data 

(iv) Construction of a validated data base 

Execution of the algorithm 

Telemetry system delays 
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(vii) Control actuator operation delays 

All of these must be borne in mind when devising control strategies, since 

in a large system the whole chain might take tens of seconds to operate. 

The delays associated with the transducers and the control actuators are 

easily included in the analog hardware of a generator unit, whereas all the 

other processes must be simulated in the computer. The initial processing 

of the data might consist of parity checking and digital filtering, in 

the case of a digital telemetry system, and these.are performed in the 

system model. The construction of a validated data base might take the 

form of either a complete state estimation routine, or it might only 

be a system of logical checks, such as ascertaining that there is no 

current flowing through an open circuit breaker. 

The advantages of testing algorithms in a real-time system is that 

they have to deal with real data, and severe constraints are placed on 

their execution time and their length, since they must run in a control 

type of computer, rather than asa job in a specialized batch processing 

computer which is designed for scientific computation. Additionally, 

redundancy.re:luirements can be assessed, and any fail-safe features checked. 

The control requirements for one generator unit are shown in Fig. 2.5, 

and it can be seen that there is a bidirectional transfer of analog data, 

and digital status indications are provided to indicate whether a particular 

unit is under manual or computer control. The computer must therefore 

be fitted with analog to digital and digital to analog converters, 

together with a digital input/output unit. 

2.3 Conclusion. 

The structure of the whole simulator has been explained, and *e 

the methods of simulation which are used fulfil the objectives which 

were set in the first chapter. The requirements of an accurate simulation 

can be met, provided that sufficient care is taken in the electronic design, 

and the adoption of analog simulation and a direct representation of the 
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network facilitate understanding of the operation of an electric power 

system. This is particularly suitable for meeting the training and 

teaching objectives, since the changes in phase angle, voltage magnitude 

and power flow can instantly be seen. 
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CHAPTER 3 	 THE GENERATOR UNIT 

3.1 Introduction. 

In the previous chapter it was explained that the sections of the 

generating plant to be simulated using analog equipment are the synchronous 

machine, its voltage regulator, and the governor and turbine. Despite 

the varied nature of power system plant, it is apparent that certain 

sections of the analog equipment are common to all simulations, and so 

it was realized that if a generator unit were to be built on a modular 

basis, it would be a simple matter to assess different models and different 

types of plant. The generator unit has been broken down into four sections, 

each of which represents a section of the actual plant. These are: 

(i) The main chassis unit - comprising all the circuits 

common to any simulation 

(ii) The synchronous machine analog 

(iii) The automatic voltage regulator 

(iv) The turbine and governor model 

The modular system utilises a 24 way bus, to which each of the above 

sections is connected. This bus carries power supplies and all the 

necessary interconnecting signals between the sections. Provision is also 

made for the bus to be connected to external, equipment, such as an analog 

computer, which can be used to test simulations easily without having to 

build special prototype equipment. Each section will be described in 

turn,its circuit will be explained, and calibration details will be given. 

3.2 The Main Chassis Unit. 

The following circuits are included in the main chassis unit, as they 

are common to all the proposed simulations: 

(i) The power amplifier 

(ii) The voltage-controlled oscillator 

(iii) The supply regulators 
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(iv) Terminal current measuring circuit 

(v) Terminal voltage measuring circuit 

(vi) Reactive power measuring circuit 

(vii) Rotor angle meter 

Each of these circuits will now be described, and calibration details 

given where necessary. 

3.2.1 The Power Amplifier. 

The amplifier is required to provide the alternating voltage which 

drives the network, and this places certain rather unusual requirements 

on the amplifier. It must have good regulation, a low output impedance 

and must also be capable of operating with a load of any power factor. 

There were financial constraints on the design, and these necessitated 

the use of the output transformer and power supply form the original 

CERL model. Depending on the type of representation usedfor the synchronous 

machine, the amplifier must also be able to provide up to 80 V rms at the 

terminals, at full load current. The circuit diagram is shown in Fig. 3.1. 

The design is based on one by Sheldrake and Giles, with subsequent 

modification by Tan36. 

The output stage consists of a transformer-coupled push-pull transistor 

pair, Tr 3 and Tr 4, and these in turn are biassed and driven by a pair 

of emitter followers, Tr 1 and Tr 2. The complementary dri've to these 

transistors comes from OA 3 and OA 4, with the first of these combining 

the input signal and the feedback derived from the output, while OA 4 

provides a phase reversal to give the balanced drive. The amplifier 

proper is preceeded by a 2 pole low-pass filter, OA 1, and a phase 

correction circuit, OA 2. This is included to remove any distortion which 

might be present in the 50 Hz waveform, and is arranged to have two 

coincident poles, with a cut-off frequency of 80 Hz. The actual power 

amplifier has a flat frequency response from 25 Hz to 1 kHz, with a phase 
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error of less than 2 degrees. The overall gain of this section is adjusted 

to be 10, and Fig. 3.2 shows the regulation for different load currents 

at unity power factor, and it can be seen that the regulation for 1 p.u. 

current is better than 2%. The gain is also constant for output voltages 

up to 75 V rms, and the maximum voltage attainable is 83 V rms. 

3.2.2 The Voltage Controlled Oscillator. 

The voltage-controlled oscillator (vco) is the most important part 

of the simulator, for the ultimate accuracy of the whole simulation 

depends on it. There are two main approaches to the problem, one of 

which depends upon varying the feedback gain of a second order system. 

This is shown in Fig. 3.3. The frequency is given by K, where K is 

the loop gain, and thus if a voltage-controlled attenuator is inserted 

in the loop, such that Koc.V2. where V is the controlling voltage, then 

the frequency will be proportional to this controlling voltage. The 

magnitude of the oscillation, however, is determined by the integrator 

initial conditions;  in the case of ideal integrators, but in practice 

a limit cycle oscillation will occur, giving a non-sinusoidal output. 

This approach was adopted by Ehsan, who managed to produce a working 

circuit, but it required careful adjustment,and was considered 

unsuitable for general use. 

The other technique does not produce a sine wave directly, but 

rather a triangular wave. The principle is shown in Fig. 3.4. A capacitor 

is charged from a voltage-controlled current source, VCCS 1, with a 

current I, and it can be discharged by connecting a second current 

source, VCCS 2, across it. This second source is connected by a comparator 

when the capacitor voltage reaches a certain value, and is then disconnected 

when the voltage is reduced to zero. The rate of change of voltage is 

proportional to the current, and hence the frequency is proportional to 

the controlling voltage, provided the switching thresholds remain constant., 
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The triangular wave can be fed into a diode function generator, to give 

a good approximation to a sine wave. An oscillator based on this 

technique is manufactured in integrated circuit form by Intersil39, and 

one of these devices was tested in the circuit shown in Fig. 3.5. The 

frequency of oscillation is given by 

f = 3 V
68 	where V

68 is the voltage between 

pins 6 and 8, and V6 11  is the power supply voltage. The first of these 

is the controlling voltage, and the switching thresholds are determined 

by the supply voltage. Thus the frequency is very dependent on the power 

supply voltage, and for this purpose a precision voltage regulator was 

built. This comprises OA 8, Tr 5 and Tr 6. The reference element, Tr 5, 

is a reversed-biased base-emitter junction of a planar transistor, which 

has a sharper cut-off and is thermally more stable than a zener diode. 

OA 8 acts as a comparator, and drives Tr 6 which is the series regulating 

transistor. The voltage is adjusted to be exactly -12 V, and this has been 

found to be accurately maintained in use. The controlling voltage is 

passed through a limiting circuit, consisting of OA 5, OA 6 and OA 7, 

and this prevents the oscillator from operating at abnormally low or 

high frequencies. The limits are set to give a frequency range of 45 - 55 Hz. 

The actual frequency of oscillation is adjusted by changing the RC 

combination associate's with the oscillator, and is set to give 50 Hz 

for an input of +5 V, with a sensitivity of 0.1V/Hz..The output of the 

oscillator is capacitively coupled to an amplifier, OA 9, whose gain is 

adjusted to give a sinusoidal output of 10 V p-p. A calibration curve 

showing the frequency of the output against the control voltage is given 

in Fig. 3.6. 

3.2.3 The Voltage Regulators. 

Two voltage regulators are included in the main chassis, for supplying 

those circuits which require a stable voltage, and also for use as 

manual reference control signals. One positive and one negative regulator 

were built, using a circuit similar to that employed in the voltage- 
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controlled oscillator. The outputs were adjusted to 1. 12 volts, and the 

regulation for a load current of 150 mA was found to be better than 

3.2.4 Current and Voltage Measurment. 

The terminal current of a generator unit is measured by a resistive 

shunt which is included in the secondary of the amplifier output 

transformer. The circuit is shown in Pig. 3.7. The gain of the amplifier 

is adjusted such that 1 p.u. current gives 8 V p-p at the output. The 

circuit to measure the terminal voltage is shown in Fig. 3.8, and it 

consists of two stages. The first, OA 11, is a buffer stage with a gain 

of -0.25, and its output is used to drive the VAr meter and the rotor 

angle meter. The next stage, OA 12 and OA 13, is a "perfect" rectifier 

circuit, which produces a full-wave rectified version of the terminal 

voltage. Each of these two amplifiers acts as a perfect half-wave 

rectifier on alternate half-cycles, and the output is the sum of the 

two amplifier outputs, as shown in Fig. 3.8(b). This connection gives 

complete compensation for the diode voltage drops, and consequently 

is very linear. 

3.2.5 Reactive Power Y.easurement. 

While there are different methods of measuring the real power produced 

by a generator unit, depending on the machine representation employed, 

the most satisfactory method of measuring reactive power is from the 

product of the voltage and current at the terminals. If the voltage 

signal is shifted in phase by 90 degrees, and multiplied with the current, 

the average value of the product is the reactive power. Thus 

1

11 T 

V sin(( t+90 ) . I sin(W t+ ) = VI sing) 
0 	 2 

Reactive power 

The circuit employed is shown in Fig. 3.9. The current and voltage 

are derived from the measurement circuits already described, and the 

• 
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voltage is phase-shifted by 90 degrees using OA 14. The multiplication 

is then performed using an analog multiplier, M 1 and OA 15; further details 

of the multipliers are given in appendix A. The product is then passed 

through a low-pass filter, whose time constant is adjusted to reduce the 

ripple component of the signal to less than 57 of its original value. The 

measured reactive power is then displayed on a front panel meter. 

3.2.6 Rotor Angle Measurement. 

This circuit measures the angle between a pair of sinusoidal voltages, 

and the principle of operation is shown in Fig. 3.10(a). The two 

sinusoids are first converted into TTL compatible square waves by comparators 

OA 17 and OA 18, and these square waves are then exclusive-ORed together. 

The output of the exclusive-OR is a series of pulses whose width is 

proportional to the time between the zero-crossings of the two waveforms, 

and thus the average value of this waveform is proportional to the phase 

angle between them. The variation of the output with phase angle is 

shown in Fig. 3.10(c), and in the actual circuit, the signal is scaled 

and filtered by OA 19 and OA 20. One disadvantage of this kind of circuit 

is that it gives no indication of which voltage leads which, but under 

steady state conditions, it is known that the rotor angle will lie in 

the range 0 to 90 degrees. 

3.2.7 Interconnection and Layout. 

The whole generator unit is arranged to fit in standard 19" racks, 

and the front panel, shown in Fig. 3.11, carries all the metering and 

manual controls. The electrical interconnection of the units which make 

up the main chassis is shown in Fig. 3.12, and the function of the unit 

bus is shown in Table 3.1, which also gives the magnitudes of the various 

signals. 

In addition to those circuits already described, there are two 

additional parts of the main chassis unit. The first of these is the selection 
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The Unit Bus and its Connections. 

Pin No. Function Signal Level 
1 Earth 

2 +15 v Supply From Regulators 

3 +12 v Supply in Unit 

4 -12 v Supply 

5 -15 v Supply 

6 -20 v Supply 

7 Reference Power Setting 1 -5 v = Full Load 
8 AReference Power Setting _1 
9 Electrical Power 5 v = 1 p.u. 

10 Reference Voltage Setting -5 v = 1 p.u. 

11 A Reference Voltage Setting 

12 Terminal Voltage Magnitude 5 v = 1 p.u. 

13 Amplifier Input 

14 Machine Terminal 20 v = 1 p.u. 

15 Current Signal 8 v pk-pk for 1 p.u. 

16 Oscillator Output 10 v pk-pk 

17 Frequency Signal 5 v = 50 Hz 

18 AVR Output 	' 1 v gives rated voltage 

on open-circuit 
19 Amplifier Output 

20 

21 

22 Spare 

23 . 

24 — 
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of the voltage reference and the speeder gear setting, which can be 

supplied either manually or as an output from the computer, and there is 

a corresponding status signal which indicates to the computer whether or 

not a particular control signal is provided manually. The second additional 

circuit is the inclusion of an inductor, XT, which represents the generator 

transformer reactance, and also a tap-changing transformer whose ratio 

goes from 0.85 to 1.15 in steps of 0.02. The output of this transformer 

is the point which connects the generator unit to the rest of the network, 

and this point is taken to the generator patching panel. 

3.3 The Automatic Voltage Regulator. 

A typical voltage regulating system is shown in Fig. 3.13(a), and the 

section of it which is simulated in the AVR unit comprises the comparator, 

the amplifiers, the exciter and the stabilizing transformer. There have been 

many proposals for representing voltage regulators40 - 43, but the 

method adopted here is that suggested by the IEEE Working Group of the 

Excitation Systems Subcommittee as their Type 1 mode140. This is shown 

in Fig. 3.13(b), and typical parameters are given in Table 3.2. This 

representation is designed for simulating continuously acting systems, 

with rotating exciters, but by a suitable choice of parameters, it can 

be made to represent almost any type of excitation scheme. 

The conversion of the block diagram of Fig. 3.13(b) into an electronic 

circuit presents no great difficulty, except for the-process of rectifying 

the terminal voltage waveform. The high loop gain and the number of poles 

in the system demand that the time constants associated with the 

rectification and filtering of the terminal voltage waveform should be 

as small as possible. 

3.3.1 Filtering the Rectified Waveform. 

In a real system, the terminal voltage is measured using a three 

phase full-wave bridge rectifier, whose output can be expressed as 
oo • 

A 
V
r 
 = 3V - 6V 	 t( -1)V ] cos (U) Vt ) 

IC N,=6,12 Y 
\J2 
 -1 
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Table 3.2 	Typical AVR Parameters. 

KA 	 50- 600 

TA 	 0.0 2 - 0.2 sec 

TE 	 0.25 1.5 sec 

KF 	 0.01- 0.08 

TF 	 0.35-1.0 sec 

TR 	 0.0- 0.6 sec 

Ceiling Limits 	3-7 x Rated 
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oo 

Vr 2V - 
V/1 

TC 	TL 
V .2,4, v2  -1 
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where V is the peak value of the waveform. The first harmonic is at 300 Hz, 

and its magnitude relative to the dc component is 0.057. In the model, 

a single phase representation is used, and the rectified version of the 

cos (WVt ) 

The first harmonic here is at only 100 Hz, and its magnitude relative 

to the dc component is 0.66. 

Thus it can be seen that the problem of removing the harmonics from 

the measurement of the terminal voltage is much more severe in the case 

of the single phase model. The reason why the harmonics must be removed 

is that the output from the amplifier stage, Vk, must be reasonably 

free from ripple. If a 10 ripple is permissible, then with an amplifier 

gain of 400, the ripple on the input signal must be less than 1/4000 

of the do component of the input. If the excitation limits are set to 

± 5 x rated field voltage, then if the ripple is greater than 1.2:/o of 

the dc component, the output of the amplifier will be driven between the 

two saturation levels. A simple filtering scheme to remove the harmonics 

rendered the whole AV1 system unstable, and the method finally adopted 

is shown in Fig. 3.14. A pair of twin-tee notch filters remove respectively 

the 100 and 300 Hz components, and an extra pole is also included. The effect 

of this pole is then cancelled out by the inclusion of a coincident 

zero as part of the exciter transfer function. This is quite satisfactory 

provided that one of the amplifier limits is not reached, but even in 

that eventuality the errors were found to be quite tolerable. 

The circuit diagram is shown in Fig. 3.15; the rectified terminal 

voltage VT  is applied to OA 21, which represents the filter and rectifier 

time constants, and is then filtered by the pair of twin-tee filters. These 

eliminate the 100 and 300 Hz components, and are buffered by OA 22. The 

next amplifier, OA 23, acts as the comparator, and also serves to produce 
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the extra pole which is required for the filtering. The gain, Kk, is 

divided between this stage and the next, OA 24, which includes the limits 

and the amplifier time constant. OA 25 represents the exciter, and also 

the additional zero, while the signal is finally inverted by the unity 

gain OA 26; this signal is the synchronous machine field voltage. The 

stabilization signal is produced by OA 27 and fed back to OA 23. The 

relationship between component values ani the system parameters is given 

by the following equations: 

T
R 
 = C

1R1 sec 	R2/R3  

Extra pole = C2R4  = Extra zero = R704  sec 

KA  = ( R4R6  )/( R3  R5 	TA  = R,oC, sec 

TE  = R7C5  sec 

KF . R9 
/ R8 
	TF R8C6 sec 

As constructed, the AVR had the following parameters: 

TR  = 0.01 sec 

KA  . 400 	T
A 
 = 0.04 sec 

TE = 1.0 	sec 

KF  . 0.04 	TF  = 1.0 sec -  

Fig. 3.16 shows the response of the system to .a 25 change in reference 

voltage, with the synchronous machine on open circuit, with a time 

constant T'do  6.0 sec. The predicted value is also shown, and the 

agreement between the two is good. Steady-state tests showed that the 

AVR behaves in a linear fashion over the working range. 

3.4 Governor and Turbine Simulation. 

The prime movers employed in generation plant are almost exclusively 

hydro or steam turbines, and electronic representations of both these 

types of plant have been developed. The system devised for modelling the 

hydro turbine and governor will be discussed first, although practical 
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experience has shown that the simulation of a hydro turbine in this way 

leaves much to be desired. 

3.4.1 The Hydro Turbine and Governor. 

The speed sensing device in the governor may be a pair of flyballs, 

as in the mechanical-hydraulic governor44,45, or an ac tachometer may 

be used, as in the electro-hydraulic type°. The speed of response of 

the latter kind of governor is better, but a satisfactory representation 

involves a complicated transfer function. In consequence, and because 

they are fitted to the majority of hydro turbines, it was decided to 

simulate a governor of the mechanical-hydraulic type; the basic layout 

is shown in Fig. 3.1747 The shaft speed of the machine is measured by 

the height of the flyballs, and the displacement of the link, ns, is 

fed to the top floating lever. The left end of this goes to the lower 

floating lever, whose left-hand end is connected to the pilot valve and 

servo. The right-hand end of this lower lever is connected to the 

follow-up linkage from the speed adjuster, and the linkage from the 

main servo actuator. The right-hand end of the uppur lever is connected 

via the transient droop dashpot to the servo actuator. The following 

equations can be written: 

a= nr 	z - 	- 

For the dashpot, it can be shown that 

c = 	s 6Tr .z 

1 + sTr 

While for the pilot servo and the main servo respectively: 

b= K1 
.a 	z K2 

1 4- sT 

Which gives 

z = 	a 
T s(1+sT

p
) 

Tg  is equal to the time in seconds for a 1 p.u. change in shaft speed 
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to produce a 1 p.u. change in gate position, and is related to the gate 

closing time T
c 
by T =

c
, where T

c 
is the closing time in seconds, 

and p is the per-unit speed deviation required to saturate the pilot 
valve. Additionally, limits are placed on the maximum rate of travel of 

the gate by the saturation of the distributing valve. 

However, the displacement of the top link, ns, is not only due to the 

speed, as the flyball position is also determined by the speeder gear setting, 

which operates on the lower end of the spring, such that ns  = V - 

where V is the shaft speed and Prey  is the speeder gear setting. This 

can all be reduced to block diagram form, as shown in Fig. 3.18. This can 

be simulated in a straight-foward manner using analog equipment, and the 

circuit diagram is shown in Pig. 3.19. 

The first amplifier, OA 28, produces a signal proportional to the 

speed deviation, V - nr, and this signal is then inverted by OA 29. The 

next amplifier, OA 30, represents the pilot valve, summing the speed error, 

the speeder gear setting and the two droop signals; it also includes the 

gate velocity limits. This velocity is integrated by OA 31 to give the 

gate position, which is limited between fully open and fully closed. The 

output of this amplifier is then fed to OA 32 and 0.1i 33, which produce 

the permanent and transient droop signals respectively. 

Given that the signal levels are: 

• Speeder gear setting: 	-5 V = 1 p.u. 

Maximum gate velocity: ±2 V 

Gate position: 	0 to 10 V 

The component values to produce the desired parameters can be obtained as: 

Permanent droop,0 , 	( R
1
R
5 
 )/( R

2
R
3 ) 	

when R
4 

2R
5 

Pilot valve time constant, T , = %CI  sec 

Transient droop / permanent droop = R10/ R9  = 0 

Washout time constant, Tr, 	R9C
3 

sec 
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The chosen values were 

T = 0.25 sec T = 0.03 sec 0 = 0.04 	6 = 0.30 Q 

Tr =, 5 sec 	T
c 
. 5 sec. 

Fig. 3.20(a) shows the steady state calibration of the governor, for 

values of 0'. 0.04 and U = 0.08, and Fig. 3.20(b) shows the dynamic 

performance, with zero initial gate opening, and with a speed change of 

0.5 Hz. The performance, both static and dynamic, is quite accurate 

enough for the intended purpose. 

The requirement for a model of a hydro turbine for the simulator is 

that it should operate over the whole range of power output, without 

parameters having to be changed. The great problem is that a hydraulic 

turbine is very non-linear48'49, and any model which purports to be 

accurate must take into account the fact that all the parameters are 

a function of the operating conditions, such as the head, the gate position 

and the blade angle. Several compromise solutions have been developed 

for use in analog computations, but these all employ several multipliers 

and square-rooters, and such an implementation is not suitable for a 

low-cost model. It was decided, therefore to use the classic water starting 

time model50, which is frequently employed in transient stability studies. 

This relates the output torque Tm 
to the gate position according to 

the transfer function 

Tm 	1 -Ts 	. Z 
17  

1 + 0.5 Tws 

where T
w 

is called the water starting time constant, and is a function 

of the flow conditions in the conduit; it is given by 

T
w 
 = lv 	where 	1 = length of the conduit 

hrg v = water velocity 

h
r 

= rated head of turbine 

g . acceleration due to gravity. 

Under steady flow conditions, the water velocity is proportional to 

the gate opening, so that v can be written as KZ and the expression for 



AGate 
0.5— Position 

(flu.) 

Fig. 3.20 (a) Governor Droop Characteristics. 

.......... 

Gate 
Position Torque 

 

'Frequency 
(Hz) 

 

50 _ 

4% droop 

48- 

8 %  droop 

  

0 	0.2 0.4
1  

0.6 	0.8 
46 Gate Position 

to ( P.u.) 

••• 
•••• •••• 

I 	I 	i 	I 
0 	4 	8 	12 	16 

	
20 

Fig. 3.20 (b) Governor Step Response. 

Fig. 3.21 Hydro Turbine Model. 

I 

0 	 
Time 
(sec3 

Fig. 3.22 Equation of Motion Integrator. 



50 

torque as 

T
m 	

1 -  sK1 Z 	.Z 	where K' 	Tw 
1 f 0.5sKIZ 

This can be expanded as 

Tm 
= Z - ( K'Z ).sZ - ( 10Z/2).sTm 

and can be organized in block form as shown in Fig. 3.21. This includes 

the use of a differentiator, which is rather undesirable, but as the 

changes in sate position are limited by the maximum gate velocity, the 

differentator can be made to have a small bandwidth, and this overcomes 

the main objection. 

The turbine model must also represent the mechanical dynamics of 

the shaft, to produce a signal proportional to the shaft speed V. 

Writing an equation for the motion of the shaft, we have 

V = 1 ( Tm - Pe 
- DV) where T

m 
is the mechanical torque 

hi 	
V 	P

e is the electrical power 

DVis the frictional loss 

and 11 is the moment of inertia 

This can be integrated as shown in Fig. 3.22, which assumes that the 

shaft speed changes are sufficiently small to be neglected when calculating 

the electrical torque term. 

The circuit diagram of the whole turbine simulation is shown in 

Fig. 3.23. The summation of the gate position and torque signals and 

their differentiation is performel by OA 34 and 0A 35 respectively, and 

this signal is then multiplied by a filtered gate position signal. An 

RC network is included to filter the gate position signal to enable the 

constant Tw 
to change only slowly, and not to follow rapid fluctuations 

of the gate position. The multiplier output is added to the position signal 

by 0t 37, whose output is the torque signal. This is inverted by OA 38, 

and then fed to the equation of motion integrator OA 39. This sums 

the mechanical and electrical torque signals, which are of opposite 

polarities, and also includes the effect of frictional damping. The 
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inertia constant, H, is given by RiCi, and the damping coefficient, D, by 

2 
R1  /R2. Fig. 3.24 shows the effect of a step input in gate position, from 

0.4 to 0.5 p.u., and the agreement with the predicted response is shown 

to be good, except for the initial edge, where the diCferentiator roll-off 

produces an error. However, in the whole simulation, the rate of change 

of gate position is limited by its maximum velocity, and can never be 

discontinuous. 

3.4.2 The Steam Turbine and Governor. 

In many respects, a simple representation of a steam turbine is much 

easier to implement, for there are many possible models51,52,53 which 

have been proven, of varying degrees of complexity. Additionally, a linear 

model has applicability over a wide range of operating conditions. As has 

been explained previously, the bolier plant is simulated digitally, and 

provision must be made for the interfacing of such a digital model with 

the analog representation of the turbine. The way in which this is 

accomplished will be explained here, but the details of the actual boiler 

simulation will be given in Chapter 9. 

A block diagram of the governor representation is shown in Fig. 3.25, 

and it can be seen that it is much simpler than the one used for the 

hydro turbine. By ignoring the velocity limits, it is possible to eliminate 

the droop feedback, and to produce an open Mop system. A speed error 

signal is produced, and multiplied by 1 /R, where R is the droop, and it 

is then limited, to represent the limits of the flyball sleeve movement. 

This is then added to the speeder gear setting,Pref'  and a low pass 

filter is included to represent the dynamics of the hydraulic relays and 

valves. The output signal is then limited, to represent the fully open 

and fully shut positions of the main throttle valve. 

A simple model for a re-heat turbine is shown in Fig. 3.26(a); a single 

delay represents the h.p. cylinder, and another the i.p. and 1.p. 

cylinders, while the coefficients Kh  and Kil  represent respectively the 

proportion of the power from the h.p. and the other two cylinders, this 
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can be reduced, for ease of simulation to the system of Fig. 3.26(b), 

where T' is given by T1  = Kh.Ta. The input of the turbine model is a 

signal representing steam flow, while the governor produces a signal 

proportional to valve position, so it is assumed that 

Steam flow = Valve position x Boiler pressure. 

In the cases when no boiler simulation is used, the per-unit values of 

valve position are the same, but if a boiler simulation is required, a 

multiplier must be included at this point. The solution of the mechanical 

equation of motion is the same as in the case of the hydro turbine. 

The complete circuit diagram is shown in Fig. 3.27. The speed error 

signal is produced by OA 40, and is inverted and limited by OA 41. The next 

amplifier, OA 42, sums the speeder gear setting and the speed error, 

simulates the governor delay and also includes the limits on the valve 

position. Between OA 42 and OA 43, the boiler pressure multiplier must 

be included, if a boiler simulation is to be used, for OA 43 represents 

the h.p. stage of the turbine. OA 44 represents the i.p. and l.p. stages, 

and sums the power contributions from the various stages. The power 

signal is inverted by OA 45, while OA 46 is the equation of motion 

integrator. The component values are related to the parameters by the 

following expressions: 

Droop, R, 	( R1R4)/( R2R3) 

Governor time constant, T , = C1
R
5  sec• 

H.p. time constant, Th, = C2R6  sec 

I.p. and l.p. time constant, Til, = C4R7  sec 

H.p. power fraction, Kh, = C3  /C4  

I.p. and l.p. power fraction, Kia, .1 - Kh  

Inertia constant, H, = R
9
C
5
/2 

Damping constant, D, = R
11/(R10+R11) 
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The chosen values were 

R = 0.04 
	

Tg  = 0.25 sec 	T
h 

0.5 sec 	Til = 10.0 sec 

Kh  = 0.28 	Kil 
= 0.72 
	

H 4 	D = 0.05 

Fig. 3.28 shows the valve position for different speed errors and speeder 

gear settings, while Fig. 3.29 shows the transient response of the turbine 

section of the simulation to a 10;. change in steam flow. The static 

accuracy of the governor is good, as is the dynamic response of the 

turbine section, although the latter could be improved by using better 

feedback capacitors. 

3.5 Conclusion. 

This chapter has described some of the models which have been produced 

for use in the modular generator unit, and some of the problems involved 

have been discussed. bile the transformation from block diagrams of 

transfer functions to circuit representation may look simple, it is 

by far the most complex part of the operation, when, as in this case low 

grade components are.  used. However, satisfactory models have been developed 

and have proved to be reliable in use. 
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CHAPTER 4 	 THE SYNCHRONOUS MACHINE ANALOG 

4.1 Introduction. 

Although the purpose of this simulator is not to study the fast 

electrical transients which occur in a power system, the model which 

is used to represent the synchronous machine proves to be a very important 

factor in the performance of the whole system, The nature of an analog 

simulation demands that the representation of a generator includes 

sufficient damping as to ensure stability in the presence of noise; such 

problems do not affect the designers of transient analysers, for in 

that instance the duration of the simulation is only a few seconds. This 

means that if it is to work satisfactorily, the machine model must give 

a closer approximation to the real behaviour of the machine than is really 

required. The work done by Sheldrake
27 

employed a simple model of a 

voltage behind a synchronous reactance, and the problems associated with 

this will be discussed. As a result of these difficulties, it was decided 

to build a model employing a 2 axis representation of the machine, this 

beiritePfirstge of such a model in a continuous real-time simulation. 

The dynamic and static characteristics of this machine representation 

will be examined. and its superiority over previous models established. 

4.2 The Reactance I.Todel. 

The simplest method of representing the static eledtrical behaviour 

of a synchronous machine is to use the model of a constant voltage behind 

the synchronous reactance of the machine54. The way in which this can be 

included in the power system model is shown in Fig. 4.1. The sinusoidal 

output of the VCO is taken to be in-phase with the internal voltage Ei, 

whose magnitude is proportional to the current in the field winding. If 

the VCO output is multiplied by a dc signal proportional to 	the the field 

current, then it can be taken to represent Ei. This signal is then passed 
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through a power amplifier, and a large choke is used to represent the 

synchronous reactance X. The effect of the inductance of the field winding 

may be taken into account by passing the signal which represents the field 

voltage of  through a simple lag circuit to give the field current if. 

The electrical power is measured by averaging the product of the terminal 

voltage and current. 

This simple model will work adequately in a single machine - infinite 

bus system, but will not do so in a two machine arrangement. This .has 

been found to be due to a lack of damping in the aachine model, and the only 

reason why it works in a single machine system is because the terminal 

voltage is held constant, and the limitations of the electronics for 

some reason prevent instability. A linearized model of a machine model of 

this type. with its terminal voltage held constant, is shown in Fig. 4.2. 

It is arranged as a disturbance model, to examine the damping of the system 

when a small change in rotor angle occurs. 

This change in rotor angles 	produces a corresponding change in 

the actual electrical rower, AP, given byL,P = Km, where K .i)P , = E.V coso
o. 

''5o 	Xs  

The measurement of this change of power introduces a lag term, represented 

by the time constant T; this is due to a combination of the filters 

associated with the electronic wattmeter, and also to the fact that in a 

single-phase system, the instantaneous power is not invariant, as it is 

in a 3 phase system, and this. introduces an inherent delay into the 

measurement of electrical power. This measured signal is then introduced 

into the mechanical equation of motion, producing a change in shaft speed. 

The effect of the voltage-controlled oscillator is to integrate changes of 

frequency to give a change in angle relative to the infinite bus,05 

which will be in such a direction as to oppose the disturbance of the initial 

angleM 
o' 

The stability of this system can be examined using the Routh-Hurwitz 
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criterion, and this shows that for the system to be stable, 

T 	KMT 
D - D

2 

Typical values are 

M = 8 
	

D = 0.02 	K= 1 

which means that for stability, T T. 0.02 seconds; the root locus is shown 

in Fig. 4.3. 

This shows that. for the loop to be stable, the time constant associated 

with the electrical power measurement must be less than one period of the 

system frequency. This is difficult to achieve, and to ensure stability 

additional damping must be included. Sheldrake
27 provided this extra 

damping by including an additional term in the equation of motion which 

was proportional to the rate of change of rotor angle. This is shown 

dotted in Fig. 4.2. Suitable choice of the coefficient KD  provides an 

adequate representation of the effects of the interaction of the positive-

sequence air-gap field with the rotor damper circuits. However, this 

coefficient is very dependent on the operating condition of the machine 

and it was found in practice that this caused problems of small amplitude 

oscillations. The effect of this damping term is to introduce two additional 

zeros into the system, and their loci for different values of KD  is 

shown in Fig. 4.4(a), while for a typical value of KD, the root locus of 

the system is shown in Fig. 4.4(b). The location of the zeros ensures 

stability, and this has been found in practice to be true for a wide 

range of values of KD. 

Although this simple model of the machine can be made to work, there 

are several other objections to its use. The use of a fixed reactance 

introduces a number of problems, for in a real machine the reactance is 

a function of the dynamic state of the fluxes and currents. For the 

investigation of the short term transients, which involve voltage effects, 

the reactance which is used. should be the transient reactance, while for 

; ' 	, 
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the steady state conditicn, the synchronous reactance is required, so that 

the field voltage is the correct value. The choice of the synchronous 

reactance by Sheldrake
27

means that under changing conditions, the model 

moves from one steady state to another, while what happens in between 

is uncertain. In this model, a change of load produces a large instantaneous 

change in the terminal voltage, and hence in the measured electrical 

power, while in a real machine the voltage changes occur with lags of 

the transient and sub-transient time cinstants. The problem of changing 

time constants occurs in the lag term associated with the field circuit, 

for on open circuit this should be the open circuit transient time constant 

while as the loading increases, it should tend towards the short circuit 

transient time constant. 

These are the main technical disadvantages of the model, the lack 

of damping and the need for changing reactance and time constant with 

operating condition, but there are also two practical objections to this 

method. First, a large high-a iron cored choke is required to represent 

this synchronous reactance, and secondly the power amplifier must be 

able to supply several times the base voltage of the'system, for when the 

generator is supplying lagging load, the internal voltage is much greater 

than the terminal voltage.. A suggested method for overcoming these two 

problems is shown in Fig.4.5. An inductive shunt X, is included in the 

terminal current path, and the voltage developed across it, 
jIXl' 

is 

amplified and subtracted from the signal representing the internal voltage 

E.. However, this involves the effective differentiation of the current 
1 

by the inductive shunt, which produces noise which in turn distorts the 

terminal voltage. 

Thus it can be seen that this simple model which at first sight offers 

many advantages due to its simplicity, in fact presents severe difficulties 

for a sucessful practical implementation, which is why it was decided to 

construct a more complex 2 axis model of the synchronous machine. 
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4.3 The Two Axis Model. 

The representation of a synchronous machine using an analog 2 axis 

model is well established for use in transient stability studies55,56  

but such a model does not appear to have been used in a continuous 

frequency simulation. The problem can be broken down into three main 

sections, which are: 

(i) Transform the terminal currents into the axis currents 

(ii) Solve for the fictitious axis coil voltages 

(iii) Produce the terminal voltage by inverse transformation 

from these coil voltages. 

The first and third stages of this operation present no great difficulty, 

but it is the middle stage which gives scope for different methods of 

solution. A basic review of 2 axis theory is necessary to understand 

the operation of the adopted model. 

4.3.1 Basic 2 Axis Theory. 

All the results stated here are derived in Ref. 57, but they are given 

here to facilitate the derivation of the model equations. Fig. 4.6 shows 

the arrangement of the axis coils, and for these the flux linkage equations 

may be written as: 

Lmd  if  + Lmd  ikd  + ( Lmd  + la  ) id  

of  = ( rf  + s( Lmd  + if  )) if  + sLmd  ikd  + amd  id  

0 . sLmd  if  +( 	ikd sLmd id rkd s( Lmd lkd )) 

qjg  = Lmq  ikq+ ( Lmq  + lq  ) iq  

0 	( rkq  + 8( Lmq  + lkq  )) ikq  + sLmq  iq  

and the voltage equations for the axis coils as 

ed  = slVd  +vtliq  + raid  

eq Wd +s% + raiq  

(4.3) 

(4.4) 

(4.5) 

(4.6) 

(4.7) 
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The main problem is to solve for the axis fluxes in terms of the axis 

currents and the applied field voltage. The simplest solution in many 

respects is to use the operational impedances, which give the fluxes 

directly as 

xd(s) id 	G(s) of 	(4.0) 

q  = 

where 

xd(s) 

00 
Xn (S) iq  

1 

w 

( 

( 1 

G(s) 
( 1 

x (s) ( 1 

( 1 

+ sT'd  )( 1 + sT(!il ) 	xd  

+ sT01 + sTo  ) 

( 1 + sTkd
) 	xmd 

+ sT' )( 1 + sT"--T 	r
f do 	do 

+ sT1') xq  

+ sTq1
') 
o 

(4.9) 

(4.10) 

(4.11) 

(4.12) 

This method of solution has several disadvantages, however, for an 

analog representation, since the time constants are complex functions of 

the basic machine parameters. Thus if it is desired to change one value, 

say the quadrature axis reactance, then several coefficients must be 

altered. Also the use of this technique means that the only outputs are 

the total flux linkages of the coils, and no information is available 

about, for example, the damper winding currents. An alternative method 

of solution, which is particularly suitable for digital computation work, 

is based on the use of the axis equivalent circuits, which are shown in Fig. 

4.7. If these networks are fed with the axis currents and the field 

voltage, then solutions for the differentials of the fluxes are given 

at the terminals, and the other currents may be measured in the network. 

However, straight modelling of these circuits is not practicable, as 

they demand the use of pure inductors, and of ideal integrators to integrate 

the derivatives of the fluxes. By suitable manipulation of—the circuits, 
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it is possible to arrive at a system which is very suitable for analog 

modelling. 

4,3.2 Yaninulation of the Eauivalent Circuits. 

Consider the simple circuits shown in Fig. 4.8; for each of them the 

voltage equations can be written 

(a) va 	i.Ra + s i.La 

(b) vb = i./(s Cb) + i.Rb  

Now if Ra  = 1/Cb  and La 
 = Rb, then it is evident that va 

 = s.vb. Thus it 

can be seen that by changing the inductors in a circuit into resistors, and 

the resistors into capacitors, the voltages in the second circuit will 

be the integral of those in the initial circuit. This can be applied to 

the original axis equivalent circuits, to yield a system which gives 

the fluxes directly. First, however, the applied field voltage must be 

converted into an equivalent current source, using Norton's theorem, as 

shown in Fig. 4.9. Equation (4.2) may be rewritten as 

0 . (rf + s( Lmd  + if  )) if  + sLind 1kd 
 + sLmd  id  - If  rf  (4.13) 

where I
f 

is the equivalent injected current, equal to of/rf. The two axis 

circuits may now be converted to the resistive-capacitive form, as shown 

in Fig. 4.10. It can be shown that these networks satisfy equations (4.1) 

and (4.4) as well as equations (4.3),(4.5)and (4.13) when they have been 

integrated. 

The circuits shown in Fig. 4.10 are suitable for modelling as they 

stand, but further simplification can be achieved by making use of the 

relationships 

= and la id 

and 
	

Wq = vjmq la iq 

By solving for qJ md 
and 4I

mq 
it is possible to eliminate two of the 

constant current sources, and the first stage is shown in Fig. 4.11 

for the direct axis. This involves eliminating the resistor which represents 
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the armature leakage reactance, and it js then possible to change the 

current source and the shunt resistance Lrd into a voltage source and a 

series resistance. This is shown in Fig. 4.12 for both axes, and these are 

the networks which are employed in the model. 

This method of representation was used by several people19,50,59,60,61 

during the late 19501 s, but only for transient machine problems; this 

is the first use of this technique in a continuous simulation. It offers 

several advantages, including a clear insight into the effect of the 

damper windings, and also illustrates the build-up of current in the field 

windings. Furthermore, with no excitation applied, the model becomes that 

of a simple induction machine, with the inductances correctly represented, 

and the effect of slip on the rotor circuit resistances accounted for. 

Practice has shown that the model will run as an induction generator,with 

a reactive po:•rer demand of the right order of magnitude. 

The total system required for a machine representation is shown in 

block form in Fig. 4.13, and consists of four sections: 

(i) Current Resolvers 

(ii) Equivalent Circuits 

(iii) Component Modulators 

(iv) Electrical Power Measurement 

Each of these blocks will be considered in turn, and its performance 

examined. The model will be shown to perform accurately under both 

steady state and transient conditions, and to be suitable for inclusion 

in the whole s7stem model. 

4.4 Realization of the 2 Axis Model. 

The synchronous machine model which has been built is designed to 

work with the rets of the modular generator unit, and consequently all 

. the signal levels have been made compatible with those used in the unit 

bus. 
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4.4.1 The Current Resolvers.  

The phasor diagram for a synchronous machine oper:Aing under steady 

conditions is shown in Fig. 4.14. The reference phasor is the voltage Eo, 

whose magnitude is proportional to the field current. For resolving the 

terminal current I
a 

into its two components Id  and I , it is only 

necessary to know the phase of Eo. This is therefore taken as being the 

sinusoidal output of the voltage-controlled oscillator, and it is with 

respect to this voltage that the direct and quadrature components of the 

various signals are established. The conventional method of electronic 

signal resolution is to use synchronous switching in a phase-sensitive 

detector, but with this method, the output signal contains many harmonics, 

and the filtering required to obtain a dc signal introduces unacceptable 

delays into the system. 

The technique employed is based on a sampling system, and may be 

understood by referring to the phasor diagram, fig. 4.14, and the waveforms 

shown in Fig. 4.15. When the projection of Eo  on the direct axis is zero, 

then the instantaneous value of I
a 
will be Id' which may be sampled and 

held at this instant. The measurement may then be updated when the projection 

of E
o 
again passes through zero in the same direction. From Fig. 4.15, 

it can be seen that when E
o 
goes through zero from negative to positive,I , 

then the value of Ia sampled is Id' 
but if it passes through zero in 

a negative'direction,1 then the sampled value would be -Id. A system 

shown in Fig. 4.16 enables two measurements of the components to be made 

per cycle, by arranging to sample either Ia or -Ia,-depending on whether 

E
o 

passes through zero I ori . 

By determining the sampling instants from the zero crossings of a 

waveform in quadrature with E
o
, the sampled values will be Iq  instead 

of Id. 

The sampling switches are FET analog switches, and they- are closed for 

10 microseconds, which is sufficient time for the capacitor C to charge 

up to the required voltage. A complete circuit diagram is given in Fig. 4.17. 
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The input voltage Eo  is phase-shifted through 90 degrees by 0A1, and this 

is then converted into a square wave by OA 3, while OA 2 squares Eo. These 

square waves are used to trigger the monostables Q 1 and 3 when there 

is a positive transition, and 0.  2 and Q 4 when there is a negative 

transition. These monostables generate sample pulses of 1011s duration, 

and these close the respective paths in the dual analog switches, S 1 

and S 2, and thus charge up the two capacitors C 1 and C 2 which hold the 

two signals, Id  and I . These analog switches are buffered by dual FETs, 

Tr 1 and Tr 2, which are connected as source followers. These FETs 

themselves are buffered by voltage followers OA 5 and OA 6, and the outputs 

of these amplifiers drive the equipment directly. 

During the sampling period of 1011s, the 50 Hz sinusoid changes by 

less than 0.3g., and the total offset introduced by the analog switch and 

the source followers is less than 10 mV. The range of the measured signal 

is 4 volts, and so the accuracy of the whole measuring system is of the 

order of 0.5g, which has been verified by test measurements. 

4.4.2 The Esuivalent Circuits. 

•This section of the machine model comprises three main sections, which 

are: 

(i) 	Field voltage to equivalent current conversion 

(il). 	The networks themselves 

(iii) The scaling of the network outputs to give the coil 

voltages and flux linkages. 

The scaling of the voltage signals and of the component values in 

the equivalent circuits require a per-unit system to be devised. There is 

only one constraint, and that is that time constants must remain unchanged 

in the transformation from the conventional axis circuits to the new 

equivalent circuits. Choosing a value to represent 1 p.u. reactance, and 
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a voltage to represent the magnetizing flux* fixes all the values to be used. 

In this model, it was decided that 

1 p.u. reactance 	: 200 kc.? 

and 	Magnetizing flux = 2 volts 

This gives 1 p.u. (1/ Resistance) = 1/(2.105.314) p, F = 0.01592p.F 

From a knowledge of these parameters, it is simple to compute the 

equivalent field current If, 
and the applied voltages idxmd and  iqxmq 

once the machine parameters are known. They are given by the expressions: 

If (rated) = 10/xmd
p, A 

	

dxmd = 2. i a.). xmd 	volts 

iqxmq  = 2. i 	
xmq 	

volts 

The machine to be represented had the following parameters,and the 

model equivalents are also given: 

xmd 

x mq 
x
a 

xkd 

xkci  

rkd 

r
kq 

rf 

xf 

2.0 p.u. 

1.33 p.u. 

0.14 p.u. 

0.04 p.u. 

0.04 p.u. 

0.0125 p.u. 

0.0125 p.u. 

0.00107 p.u. 

0.14 p.u. 

400 k Q 

266 k S.? 

8 kS7 

8 kQ  

1.213p,F 

1.28p..F. 

15.011.11  

28 kc) 

The resultant equivalent circuits are shown in Fig. 4.18, and it can be 

shown that for the chosen parameters the voltage sources on the direct 

and quadrature axes have values of 4 V and 2.66 V respectively, for 1 p.u. 

current on that axis. The measured voltages which represent the flux 

linkages are buffered using the same high-impedance circuits which are 

used in the current resolvers. 

* The term magnetizing flux is given to that flux which on the direct axis 

will produce rated voltage on open circuit. This equals 1 p.u. flux/314. 
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The equivalent field current source rust produce 5I A to Give rated 

voltage on open circuit, and the circuit which is used is shown in Fig. 

4.19. This is a voltage to current converter, which produces 5I1A output 

for 2 V input. With the resistor ratios shown, the current is given by 

i = -v/R2  , and when tested the circuit was found to perform linearly, 

and it was not possible to measure its output impedance. The current was 

measured using a moving spot galvanometer, and within the accuracy of 

the instrument, about 15 1  the circuit was linear, even when worl-.ing into 

an active load of complex impedance. 

The equivalent circuits provide signals to representtilmd  andI1Jmq 1  but 

it is necessary to producetild  andql , as well as the two axis coil 

voltages, ed  and e . These are related by simple equations 

= 	laid 

= Wmq  laiq  

and 	ed  = sold  +1/111q  + raid.  

eq l,(Jd + 	raiq
q  

The resistance of the armature windings, ra, is neglected, and the shaft 

speed,V, is assumed to be constant. To include these terms would greatly 

increase the complexity of the circuitry, involving the use of another 

two multipliers. These equations may easily be solved, and the circuit 

employed for this purpose is shown in Fig. 4.20. The amplifiers OA 10 

and OA 11 produce respectively theWd  and 	signals, the armature leakage 

reactance 1a being determined by the ratio of the input resistors. The 

next amplifiers produce the coil voltages, including the derivative 

terms; the resistors Rx  are to provide high frequency roll-off for this 

signal, to reduce noise. 

This concludes the section of the synchronous machine model which solves 

the dynamic equations for the fluxes and coil voltages, and it can be 

seen that it provides insight into the behaviour of the machine by being 

able to observe the damper winding currents and other internal effects of 

the machine. 
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4.4.3 The Component Modulators. 

The two coil voltages ea  and e must be converted into a sinusoidal 
q 

voltage which is the terminal voltage of the machine. The phase voltage is 

related to these coil voltages by the expression 

e
a 

e
d 
cosOOt + eq  sinWt. 

This can be accomplished by using the signals e
d and eq  to amplitude 

modulate a pair of orthogonal sine waves, one of which is in phase with 

E. These waveforms are already available from the current resolving 

circuit, and need not be duplicated. The diagram of the system is shown 

in Fig. 4.21, where the outputs of the two low-cost multipliers are summed 

to give a signrl proportional to the terminal voltage of the machine. 

4.4.4 Power Measurement. 

There are two main ways in which the electrical power of the machine 

can be measured, and each method has certain advantages. If the power is 

measured at the terminals of the machine, by averaging the product of 

the voltage and current signals, this does not take into account the effect 

of damping power flows, and consequently supplementary damping signals 

must be included. This system, however, only requires the use of one 

multiplier. The alternative method is to sum the products of axis currents 

and flux linkages, according to the relation 

Pe  = V 2 (14  iqq id)  E 
lf the power is measured in this way, the effect of the damper windings 

is included, and thus a better representation of the machine is achieved, 

but at a greater expense in hardware. By neglecting changes in shaft speed, 

it is possible to implement this scheme with only two multipliers, but 

the power signal is the difference of two other signals. 

It was decided to adopt this latter scheme, using better quality 

multipliers than those used in the component modulators. The arrangement 

used is shown in Fig. 4.22, and with the multipliers used, the accuracy 

is of the order of TA. 
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Fig. 4.22 	Electrical Power Measurement. 
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4.5 Testing of the Synchronous Machine  Analog. 

The tests performed on the analog fall into two groups, those associated 

with the static characteristics, and those concerned with the dynamic 

aspects of the operational impedances. 

4.5.1 Static Characteristics. 

These tests are concerned with the linearity of the various circuits 

when they are interconnected to form the whole analog. The first test 

is the measurement of the open circuit terminal voltage aguinst the applied 

field voltage, and the results are shown in Fig. 4.23. The analog was 

operated at fixed frequency, with the power amplifier connected, and this 

test examined the linearity of the voltage-to-current converter, the 

scaling circuits and the quadrature voltage component modulator. The results 

show good linearity, within 1-7,,;ro, and this error can be ascribed to the 

multiplier used in the modulator. A similar test was also performed on 

the other modulator, by injecting a signal to represent quadrature current, 

and this was found to have an accuracy similar to that of the quadrature 

voltage multiplier. 

The second static test was. one performed oz_ the wattmeters, under 

conditions of both fixed terminal voltage and also fixed excitation. The 

results shown in Fig. 4.24 are for the constant terminal voltage test, 

using a variable resistance load. The graph is plotted for wattmeter 

output against the reciprocal of the load resistance, and it can be seen 

that the accuracy is of the order of 1. of full-scale reading. The other 

tests performed on the wattmeter were the measurement of the power/angle 

curve, and these tests were done with the steam turbine simulation, 

connected, and were obtained by connecting the generator unit to the 

infinite bus, and by then adjusting the excitation and the electrical 

power. This also enables the limit of stability to be found. The results 

are shown in Fig. 4.25, and show that the unit performs as required. The 
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decrease in accuracy as the limit of stability is reached is due to the 

difficulty in waking measurements at this point because of the oscillatory 

nature of the operating point. The salient structure of the machine means 

that with no excitation, the machine should run on reluctance torque, and 

this is clearly shown. 

4.5.2 Dynamic Tests. 

Three main sets of tests were performed on the synchronous machine 

model in order to assess its dynamic performance. The first set of tests 

were to measure the operational impedances xd(jw) and x (jW) as functions 

of frequency. The measurements were made with the aid of a transfer 

function analyser, which was synthesised on an EAL analog computer. For 

constant amplitude sinusoidal signals introduced into the id  and iq  amplifiers, 

the resulting axis fluxes were measured, both in amplitude and phase. 

The measurements, together with the predicted response, are given in 

the Ilyquist plots of Figs. 4.26 and 4.27. The agreement is good, except 

at low frequencies, and this can be ascribed to the problem of measuring 

the two components of the output signal, together with the drift in the 

analyser oscillator. 

The second dynamic'test was done with the machine running with no 

excitation, as an induction Lenerator, connected to the infinite bus. 

The axis currents and fluxes both have sinusoidal variations, and 

measurement of their respective magnitudes and phase angles enables 

measurements to be made of the impedances under these operating conditions. 

The trace is shown in Fig. 4.28, and the points are plotted on the main 

operational impedanCe graphs. The agreement is shown to be good. The ability 

of the machine to run asynchronously is also a useful validation of its 

performance. Such phenomena as pole-slipping can also be demonstrated, 

but limitations of the power amplifier preclude short-circuit tests being 

performed. 

The final test is that of voltage response, following removal of an 
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inductive load, with fixed excitation. The terminal voltage response is 

shown in Fig. 4.29,and from this can be estimated the sul-transient 

reactance, x", and the of en-circuit transient time constant, T . 
o
. The 

*d 

measured values and the calculated ones are: 

r:easured 	Calculated 

0.19 p.u. 	0,17 2.n, 

r'.55 sec 

This shows reasonable agroeent for the voltaL;e 

quad. attire 	flu:!:, and other tests have shown that with the rejection 

of resistive load, the response also agrees with the predicted values. 

4.6 Conclusion.  

The synchronous machine analog has been described, and it has been 

demonstrated that both its static and dynamic characteristics are in 

agreement with theoretical predictions. It has been found to work well 

under all.conditions of operation, except that it will not simulate 

adequately a short-circuit, due to limitations of the power amplifier. 

Since it is a single phase model, it only represents balanced operation 

of the machine, but there is no reason why a 3 phase version could not be 

built, to investigate unbalanced operation, and with a good power amplifier 

it would be possible to study unbalanced short-circuits. In conclusion, 

therefore, it has been shown that this analog is a good representation 

of -a real machine, and thus it provides a degree of insight into what 

is happening inside the machine, in terms of fluxes and currents. 

Tree 	
7.0 sec 

*do  
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817APTE,i 5 	 THE LCAD UE1TS. 

5.1 Introduction. 

For maximum simulator flexibility,the representation used for loads 

on the system must allow the load at a given node to be infinitely 

variable,both in magnitude and porter factor,and the load should also 

be controllable either manually or by the computer. This precludes 

the use of switched resistances, inductors and capacitors, such as 

are employed in network analysers, and indicates that electronic 

representation is required. The original. CERT., model used such a representation, 

where a load unit acted as a programmable power sink, and as a source 

or sink of reactive power. This representation was initially employed, 

but was found to be unsatisfactory for use in small systems and had 

to be abandoned. However, a similar scheme has been developed using the 

load as a constant current sink, rather than a power sink, and this 

has been found to be satisfactory for all conditions of operation with 

the rest of the simulator.  

In this chapter,the two approaches to load unit design are examined 

and their stabilities are analysed. Calibration and dynamic response 

data are also provided for the load unit which has been finally adopted 

for use in the simulator. 

5.2 Fundamental Concept.  

The concept underlying the design of both types of load unit is 

illustrated in Fig.5.1(a), and by its companion phasor diagram Fig.5.1(b). 

The resistor,R, is connected between the load busbar of voltageV, and the 

electronic load unit, which produces a voltage E. Clearly, by changing 

the magnitude and phase of this voltage E, the current I can be made 

to have any magnitude and phase with respect to the load busbar voltage V. 

The internal voltage, E, can be resolved into two components, e and eq; 
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similarly the load current can be resolved into components I and I . 

From the phasor diagram it can be seen that 

V - e 	R. I 
p 	p 

and 
	

R. I 
q 	 q 

Thus it is possible to control independently the in-phase and quadrature 

components of the current, I and I , by varying the two components of 

the internally generated voltage, e and eq  with respect to the load 

. busbar voltage V. 

In the constant power and reactive power model, it is desired to 

maintain the products V.I
P 
 and V.I

q 
 constant, whereas in the constant 

current unit, only the magnitudes of I
P 
 and I

q 
 must be held to the 

required value. This can be achieved as shown in Fig.5.2. The internal 

voltage E is produced by summating its two components e and e , which 

themselves are derived from two amplitude modulators. These modulators 

have as their respective inputs voltages in-phase and in quadrature 

with the terminal voltage V and these are amplitude modulated by d.c. 

signals derived from integrators which integrate 
(factual 

- Pref) and 

(Qactual - Q ref'  ) the two error signals. This description applies to the 

constant power model, but if the power and reactive power signals art 

replaced by signals representing the two components of current, then 

the unit becomes a constant current load. 

Since the two control loops operate on signals 90 out of phase, they 

are completely independent provided that the terminal voltage does not 

change. Additionally, if the terminal voltage remains constant then the 

behaviour of the constant current model will be exactly the same as 

that of the constant power model. 

5.3. . The Constant Power Load Unit. 

A constant power and reactive power load unit was constructed as described 

in the previous section, and when connected to a low impedence source 
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its performance was stable, but when connected to a generator unit of 

the type designed by Sheldrake , it proved to be unstable for large 

values of absorbed power. Analysis showed that this instability was 

caused by the large series reactance used in the synchronous machine 

representation. For a series combination of inductance X, and resistance 

R, the maximum power is dissipated in the resistance when X.R. Now 

consider the system shown in Fig.5.3: Z is the controlling voltage from 

the output of the integrator and the internal voltage E is then V.Z. 

The following equations can be written : 

I = V(1-Z)/R 

P = V2(1-Z)/R 

also V2. V2  - 12X2  and 12. V2s/(R ci  X2) 

where Req is the equivalent resistance of the load unit. 

Req 	
R/(1-Z) 

Thus P .(1-Z) E
2 E2X2 

R 	 2 2 R +Xeq  

=E2  1-Z 	R2 

R  RF X2(1-Z) 

For the system to be controllable P must be negative, for otherwise 

the integral control will act in the wrong direction as it tries to 

maintain the current at the desired value. The limit of stability can 

be found by considering the turning points of the function P(Z). If this 

function is differentiated, then it can be shown to have roots 

Z = 1 ± R2/X2  

whence X = R/(1-Z) = R
eq 

This shows that the limit of power transfer in the steady state is 

reached when the equivalent resistance of the load unit equals that 

of the reactance through which it is fed. In the case of a machine 

represented by its synchronous reactance, which may be 2 p.u.,this 
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means that a load unit will not work above 0.5 p.u. power, which reduces 

its usefulness. 

Clearly, in the original CERL model, the system was of such a size 

that the network reactance seen by a given load unit was small enough 

for the unit to work satisfactorily, and it is only in small systems that 

this problem manifests itself. It was thought, however, that the presence 

of a voltage regulator on the machine might tend to improve the stability, 

for as the terminal voltage dropped, as the load unit took more power, 

the voltage regulator would tend to increase this voltage. To examine 

the dynamic interaction of a load unit with a voltage regulator, the system 

shown in Pig. 5.4 was considered. 

The equations describing the system have been linearized, and the 

effect of the reactance has been reduced to two parameters KIpv  and 

KEv  , which describe the way in which the terminal voltage V changes with 

alterations in the in-phase load current and the synchronous machine 

internal voltage E., respectively. The equations for the system can be 

written: 

K 	)1T IPV I 
P 

K.Ev  = a v 
E. 1 

AP = v. Ai + 1.P v 

A I = (A e
P 
 + (1-e 

P
)AV) 

AV .K 	+1(  A E. IPV.  p 'EV•  a 

 

A E = KA 
AV 	1 + sTE  AP 	1 + sT 

These can be arranged in state variable form as 

A ; P 	= 	0 	-K 

A Px 
	K1 	-1/Tp K2 A Px 

A.1 	K3 	
0 	

K4 	
A E. 

P 	
0 	—A e- 	4. 

1 

K 

0 

0 

[Pref] 

The parameters K
1-4 

are given in Appendix B, as are the coefficients K IPV 

and KEv  

The roots of this system were then determined by Tinding the eigenvalues 

of the above matrix, for different values of load unit gain, K , reactance 
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and voltage regulator gain. Some of these results are shown in Fig. 5.5, 

for a terminal voltage of 1 p.u., and a power absorbtion of 0.7 p.u., giving 

an equivalent load resistance of 1.43 p.u.. Root loci are plotted for 

the following three cases: 

(a) No voltage regulator 	Tp  = 0.02 sec 	Kp  = 1.0 

Kp 	sec 

(c) With AVR KA  = 400 K .0.001 	T = 0.02 sec 	TE = 5.0 sec 

In the first case, A, the stability limit should be X = Req 
 = 1.43 p.u. 

and this can be seen to be the case. If, however, a high speed voltage 

regulator is included, then the critical reactance decreases, B, and 

even if the dynamics of the load unit are slowed right down, C, then although 

the magnitude of the poles decreases, the reactance for instability remains 

the same as that for case B. Further studies showed that the stability 

becomes worse as the AVR gain falls over the normal range of such gains, 

only to rise to the calculated reactance value as the gain tends to zero. 

The poor performance of this type of load unit led to its being abandoned 

in favour of a constant current type, which is described below. 

5.4 The Constant Current Load Unit. 

Once the problems of the constant power load unit had been ascribed 

to voltage instability, it was realized that a constant current load unit 

would not suffer from the same problems, and it was decided to construct 

a prototype. The block diagram is shown in Fig. 5.6. Several of the circuits 

employed have already been described in connection with the generator unit 

and will only be briefly mentioned here. Each section of the unit will 

be considered in turn, and finally the performance of the whole system 

will be considered. 

5.4.1 The Current Resolvers. 

It is necessary to measure the two components of the current at the 

terminals of the unit, and it is on the accuracy of these measurements that 

the whole unit depends. It would be possible to use resolving circuits of 
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the sampling type, such as are employed in the generator unit, but in 

this case it was decided to use phase-sensitive detectors. These produce 

a signal whose average value is proportional. to the magnitude of the 

component of the input signal which is in-phase with a switching waveform. 

Since an electronic watt and var meter had been built for the constant 

power load, this was modified as shown in Fig. 5.7 to work as a pair of 

phase-sensitive detectors. The principle of operation is that the current 

signal is fed to both multipliers, and in one case it is multiplied by a 

squared version of the terminal voltage, while in the other it is multiplied 

by a square wave in quadrature with the terminal voltage. If there is an 

angle between the terminal voltage and current waveforms, then the 

average output over half a cycle is 

27 I cos() 
TL 

and for the square wave shifted by 90
o 

2V I sin() 
TI 

Since the signals are fed into integrators, only a small amount of filtering 

is necessary, and this allows the use of this type of detector. The circuit 

diagram of this section of the unit is shown in Fig. 5.8. 

The amplifier OA 1'takes the current signal, derived from a resistive 

shunt in the power amplifier output, and amplifies it to a suitable level 

to be fed to the two multipliers 1)E 1 and lq 2. These are the low-cost 

/E 1495 type. The terminal voltage is fed through a high resistance 

potential divider, and is then buffered by a voltage follower OA 2. It is 

then fed to the first multiplier via a squaring circuit, OA 3, while it 

is fed to the second multiplier via a phase-shifter, OA 4, and another 

squarer, OA 5. The two multiplier outputs are then fed to two low-pass 

filters, OA 6 and OA 7 respectively, each with a time constant of 0.02 sec. 

This removes the highest harmonic components, and these signals are then 

used to provide the integrators with the measured currents, and also to 

drive the front panel meters. Further filtering is done on'these signals 
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by OA 8 and OA 9, to reduce the ripple to less than 1%, so that these 

signals are suitable for direct AID conversion by the computer. The 

outputs are calibrated to give the following signals: 

1 p.u. I = -10 volts 

1 p.u. Iq  lagging = -10 volts 

leading = +10 volts 

To determine the accuracy of this section of the load, on which everything 

else depends, a test was carried out using an RC series network to act as 

a load of 0.85 power factor, and the current components were measured when 

this was fed from an ac source. The results are shown in Fig. 5.10. The 

worst error ocurs in the middle of the range, where it is of the order of 

2. This error is produced entirely by the multipliers, and the only 

remedy is to use more expensive multipliers. This was not done since 

twenty multipliers are required for all the load units. 

5.4.2  The Intec.rators. 

The integrators are the main elements in the feedback loops, and 

they provide the principal control of the loop gains, which determine the 

system performance. The circuit is shown in Fig. 5.9. The demand signal 

and the measured signal have opposite signs, and the integrator is driven 

in such a direction as to reduce the sum of these two signals to zero. 

Since these integrators are used in feedback loops, they may be constructed 

using low cost operational amplifiers, as any offset or drift is 

automatically cancelled. The feedback capacitors are chosen to give the 

desired value of loop gain. 

5.4.3 The Amplitude Modulators. 

The circuit employed here is identical to th6A used in the synchronous 

machine analog, and will not be discussed further. 
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5.4.4 The Filters and Power Amplifier. 

If the voltage applied to the load unit by the network is a pure 

sinusoid, and the internal voltage, 	contains harmonics, then the 

resultant current will also contain harmonics. For the whole simulator to 

operate accurately, it is important that all the voltages and currents 

should be sinusoidal, and for this reason, great care must be taken to 

ensure that the units which comprise the simulator should introduce the 

smallest amount of harmonic distortion. In the amplitude' modulators; 

distortion is produced in the waveforms. owing to imperfections in the 

multipliers, and a filter, shown in Fig. 5.11, is included before the 

power amplifier. 

The first stage, OA 10, sums the two components, e and eq, and drives 

a two pole filter, OA 11. This is arranged to have both poles coincident, 

with a cut-off frequency of 80 Hz, and its phase-shift at 50 Hz is 

compensated by the phase adjusting circuit, OA 12. It is important that 

there is no overall phase-shift between the multiplier outputs and the 

power amplifier output, for this ensures that there will be minimal 

interaction between the real and reactive current loOps. This is 

adjusted when the amplifier is operating under zero load conditions. 

The amplifier itself has the unusual requirement that it must be able 

to absorb power at its output terminals, as well as being able to operate 

at any power factor. The power amplifier used in the generator unit was 

. found to be unsatisfactory, and.required redesigning. Financial considerations 

led to the retention of the existing output transformer, power transistors 

and heavy duty power supply, but these all introduced constraints into 

the design. The circuit finally adopted is shown in Fig. 5.12. 

The push-pull transformer coupled output stage has output transistors 

Tr 3 and Tr 4 resistively biased,- and they are driven by the phase-splitter 

Tr 2. This in turn is driven by the preamplifier, comprising OA 13, OA 14 

and Tr 1, and there is a feedback path from the secondary of the transformer 

to both of the operational amplifiers. Regulation tests showed that the 

amplifier could absorb up to 1 p.u. current with a change of less than 

• I ' 



100k 	 G1p,F 

47k Input 47k 
0A13 0A14 

1 00k 

100k 	6.8k 33k 

0.1p. F 33k 

Fig. 5.11 	The Filters. 

I---- 0.1 p. F 
150k 	—V\Ar--100k 

33k > 7470k 	270k > 33k 

-20 v 

2 	
330 

20 

Tr 4 . 
100p,F 

Tr 2 	 11110±. 
Tr3 

220 
33 

= 	C= 4700 p, F 

15 k 

2 270 1 

Output 

Current 
Signal 

560 	1.5k 

—Il- i  0.05 F 

Li 	 
Tr1 100p,F 

To 
Amplifier 

101 

4.7k 

0.41i 

Fig. 5.12 	The Power Amplifier.  



102 

in the secondary voltage. Currents of up to 5 p.u. could be absorbed, 

but then the regulation fell to 15. However, the amplifier gain is not 

critical, since the integral feedback reduces the steady-state error to 

zero. 

5.4.5 Control and Auxiliary Circuits. 

In addition to those parts of the load unit which have already been 

described, there are additional circuits for control and measurement. 

These comprise: 

(i) Voltage regulators 

(ii) Terminal voltage measurement 

(iii) Control signal routing 

The voltage regulators, shown in Fig. 5.13, are used to provide 

stabilized voltages for the phase-sensitive detectors, and also for 

certain zero adjusting circuits. The zener diode acts as the reference 

element, and the series regulation is done by a Darlington pair, with 

a single transistor acting as a comparator. 

The terminal voltage is measured using the circuit of Fig. 5.14, which 

provides two outputs. The first drives the front panel meter, with an 

absolute measurement of the voltage, while the second provides the computer 

with a signal which indicates the voltage deviation from 1 p.u.. The input 

signal is fed through a potential divider, and buffered by a voltage 

follower, OA 15. The next pair of operational amplifiers, OA 16 and OA 17, 

form a perfect full-wave rectifier, and the final stage subtracts the 

measured value from a reference, to provide a signal proportional to the 

voltage deviation; this stage also includes a low-pass filter to remove 

the harmonic components from the waveform. 

The control signals come either from potentiometers mounted on the 

front panel, or from the computer, and a manual change-over switch is 

provided. This switch also provides a status signal to the computer, to 

indicate whether control is manual or from the computer. An additional 
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Signal 	. 	Min. Value 
	Max.Value 

Ip meas. 

1q 	meas. 

-10 v 

-10 v 

1p.u. 

1 p. u. lag 

0 v 

+10v 

0 p.u. 

1 p.u. 	lead 

V meas. -10 v 0.8 p.u. +10 v 1.2p.u. 

IP 	cont. -1 0 v 1p. u. Ov Op.u. 

1 9 	cont. -10 v 1 p. u• lag +10v 1p.u. lead 

Table 5.1 
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status switch is also incorporated, and this can be used in conjunction 

with the computer to provide control over a load simulation program. 

Details of the signal levels, for both measurement and control, are given 

in Table 5.1. 

5.5 Choice of Loop Gain. 

When a unit had been constructed and tested, its dynamics were analysed 

in order to select the best value of loop gain for both real and reactive 

current loops. A linearized model of the unit was derived, and is shown 

in Fig. 5.15. The effect of the transmission line is represented by the 

two parameters KIpv  and Kiav, which give the change in receiving-end 

voltage for a change in the two components of current at the receiving-

end.' These parameters are derived in Appendix B. The following state 

equations can be derived, and the coefficients ZA_D  are also given in 

Appendix B. 

0 -Kp  0 0 

ZD/Tp  -1/T
P  Z

o/T
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 0 
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O 0 

O Kq  

O 0 

:
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As can be seen from the figure the only coupling between the two loops is 

that due to changes in terminal voltage, and an examination of the 

eigenvalues of the matrix for various lengths showed that even for large 

reactances, the coupling effect is small, and that the two loops are 

nearly independent, and can be regarded as second order systems. 

To avoid the possibility of hunting phenomena, it was decided to make 

the response of the in-phase current loop twice as fast as that of the 

other loop, and convenient values of gain are K = 12.0, Kq  = 6.0. This 

gives real current loop poles at ±25 ± j13, and the reactive current 
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loop poles at -40, -10. This should give a damped response to changes in 

Igref
, and a slightly oscillatory response to a change in Ipref.  Two test 

responses are shown in Fig. 5.16, one for a change in Ipref,  the other for 

a change in Igref. 
 The results show that the response is of the form 

indicated by the equations, and that the unit has an acceptable transient 

response. Coupling between the loops through changes in terminal voltage 

manifests itself as a change in the other component when one reference 

signal is changed. 

5.6 Conclusion. 

The final version of the load unit has been shown to have good linearity 

and an acceptable transient response. Five of these units have been 

constructed, and their performance is similar in standard to that of the 

prototype. The present design is satisfactory, but it would be beneficial 

to redesign the power amplifier and to improve the quality of the multipliers 

used in the phase-sensitive detectors. 
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CHAPTER 6 	 NETWORK MODEL AND I.7.LASUREIMITS 

6.1 Introduction. 

The major sections of the power system model, namely the generator and 

load units, have been described, and this chapter will deal with the 

interconnections of these units by the network, and also with the connection 

of the model to the computer interface. The network section of the model 

comprises the lines, the grid tap-change transformers, and circuit breakers 

to connect the various items of plant together. Both the lines and the 

transformers are fitted with current transducers, to enable measurements 

of the line flows to be made, and there is also provision for measureing 

nodal voltages. The network interconnections are made in a patching area, 

and a patching scheme is also used for the routing of control signals and 

measurements between the model and the interface. Fig. 6.1 shows the 

basic arrangement of the whole system, and each section will be described 

in turn, in three main groups: (1) Network and network patching, (2) AC 

signal processing, and (3) signal patching and the general operation of 

the interface. 

6.2 The Network and Network. Patching. 

The elements which comprise this part of the model have already been 

listed, and their physical layout is shown in Fig. 6.2. A system has been 

adopted whereby the network configuration can be easily changed. The original 

system proposed by Sheldrake26 employed a system of busbars, to which any 

item of plant could be connected, and hence the whole network set up, but 

this method used a very large matrix of several hundred switches. While 

this gave complete flexibility, without the use of patching leads, it is not 

a simple task to produce programs for the digital computer to convert a change 

in switch status to a change in, say, the nodal admittance matrix. The 

method which has been adopted employs a small number of switches to act 

as circuit breakers, and these are then connected in known places in the 



Generators AC Signal 
Processing 

Measurements?  

Lines 
and 

Transformers 

Network 
Patching 

Controls Signal 
Patching 

Loads I Interface 
	 A-  - AC Signals 

To Computer 
Fig. 6.1 Arrangement of the Simulator Patching_ 

Actual 	Line 
Elements 
Circuit 

Breakers 
Line 	Terminals 
and 	C. T.'s. 

Bus bars 

Terminals 

Tap Changers 

Infinite 
Bus 

Fig. 6.2 Network Rack Layout. 

103 



109 

network. By examining the status of a given switch, which is known to be in 

series with a particular line, it is an easy matter to determine the exact 

configuration. Additionally, these switches may also be operated either 

manually at the front panel, or by the computer. The system has the capability 

of being expanded indefinitely, but the present capacity is 16 circuit 

breakers, 10 transmission lines and 4 tap-change transformers. 

6.2.1 The Lines and Transformers. 

Once the system per-unit values have been decided, the line parameters 

for the model are fixed. With the inherited base impedance of 667Q, it was 

decided to take the lines as being 132 kV single circuit
62

, and to select 

the line lengths according to the available inductors. For a line with a 

cross-sectional area of 0.4 in
2  , the model parameters are 

X series inductance 
	

0.00341 p.u./ mile 100 MVA base 

R series resistance 
	

0.00072 p.u./ mile 

B shunt susceptance 
	

0.0008 p.u./ mile 

To achieve the necessary linearity, iron-cored inductors are used 

throughout, and these exhibit less than W. change in inductance at a current 

of 270 mA, which is 9 p.u. current. A nominal pi representation is used, 

and the line lengths provided are 12, 12, 24, 24, 30, 38, 42, 63, 120 and 

126 miles respectively, the lengths being determined by the available 

inductors. 

The tap-change transformers were specially wound for the original model, 

and are auto transformers with ratios from 0.85 to 1.15 in steps of 0.02. 

The magnetizing current of these transformers is less than 	of the base 

current, and the transformer may therefore be considered as an ideal one. 

In order to measure line flows in the network it is necessary to have 

a means of measuring line currents, both in phase and magnitude. There are 

two main ways in which this can be done, the first of which is to use a 

small resistive shunt in the line, and to measure the voltage drop across it. 
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If this is to be done electronically, it means measuring a small differential 

voltage in the presence of a large common-mode one, and this calls for 

the use of an accurate differential amplifier, built using precision 

resistors. The main alternative is to use a current transformer, but the 

use of a real current transformer is precluded on grounds of cost. It was 

discovered that for currents up to 500 m11 a small Radiospares transistor 

amplifier output transformer, type T/T 763, worked excellently. Using the 

speech coil as the primary winding, with a 10Qburden across the whole of 

the secondary winding, this was very linear, and performed most satisfactorily. 

In particular, the phase angle error was only about 1°over a wide current 

range, which is superior to many commercial C.T.'s. This transformer has 

a ratio of 9.2:1, so the referred primary resistance is 0.118Qplus the 

transformer resistance of 0.8. The voltage appearing across the burden 

when per-unit current flows through the primary winding is therefore 32.6 mV. 

This is then amplified as shown in Fig. 6.3(a), and the current signal is 

sent to the signal patching panel. Additionally, a voltage signal is also 

sent to this patch panel. 

The arrangement of the terminals, the current transformers and the tap-

change transformers is shown in Fig. 6.3(b), and it can be seen that the line 

unit can be changed without disturbing the current measuring arrangements. 

The units all fit in 19" racks, and are interconnected using multi-way 

plugs and sockets. 

6.2.2 The Circuit Breakers. 

Small electromechanical relays are used to represent the circuit breakers, 

and they may be operated either manually or by the computer. The circuit 

arrangement is shown in Fig. 6.4 for one relay, RI& This relay may be 

operated either by the manual switch or by the transistor, depending on 

the state of RLB. This is a 16 way change-over relay which determines 

whether conrol comes from the computer or from the local switches. A lamp 

is provided to show the status, and a digital indication is also produced 

using an auxiliary set of contacts to indicate to the computer whether the 
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breaker is open or closed. The large capacitor is connected across the 

relay coil to prevent the relay from operating when the control relay RLB 

operates. 

Although this unit functions satisfactorily, it has given more trouble 

than any other part of the model, owing to the electromechanical components. 

An alternative system using a high frequency transistor switch has been 

tested, and will probably be fitted in the near future. Its only disadvantage 

is that the high frequency switching waveform will penetrate into the network, 

but on the other hand, it operates in a few microseconds, and could be 

used in studying transient problems, where the switching instant is important. 

6.2.3 The Infinite Bus and The Busbars. 

For certain tests it is desirable to have a source which will function 

as an infinite busbar, and a unit of this type has been included. It 

consists of two step-down transformers whose outputs are connected in series, , 

while the primary of one of these transformers is fed from a Variac. This 

allows fine control of the voltage, and a rectifier meter is included to 

measure the terminal voltage. This source has a very low output impedance, 

giving good regulation, but at certain times of the day, notably in the 

early evening, frequency variations of the mains can interfere with the 

generator unit governors, and produce spurious results. It is recommended 

that a stable oscillator driving a power amplifier should4used in place of 

the present arrangement. 

The terminals of each generator and load unit are brought out in the 

patching area, and to assist with the interconnections 16 busbars are 

provided, each one consisting of 6 sockets connected together. All the 

network connections are made using standard 4 mm plugs and sockets. 

6.3 AC Sinnal Processing. 

From the AC measurements of voltage and current at various points in the 

•••-•,, 	• 
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network, it is necessary to produce steady DC signals which correspond to 

such variables as real and reactive power flow, voltage and line angle, 

which may be sampled and converted to digital data by the computer. Circuits 

have been produced for all of these functions, and each will be described 

in turn. 

6.3.1 The Watt/Var Meter. 

The measurement of the line currents using the current transformers has 

already been describel, and it is this current signal together with a voltage . 

signal from the same point in the network which are used to measure the line 

flow. The block diagram of this unit is shown in Fig. 6.5, and it can be 

seen that the Var measurement section is the same as that used in the 

generator unit. The unit is calibrated such that 1 p.u. flow will give an 

output signal of 5 V dc, and the cut-off of the filters is arranged so that 

the output ripple is less than 1% of the maximum signal. Twenty of these 

units have been built, and their accuracy has been found to be dependent 

on the particular batch of multipliers used. The prototype had an accuracy 

of the order of 	but later versions have not met this specification, and 

an assessment of their errors is being undertaken
64
. 

6.3.2 Angle Measurement. 

A circuit for the measurement of angles has already been described in 

connection with the generator unit, but it only provides information as to 

the magnitude of the angle, and not as to which voltage leads which. This 

can be overcome using a modification of the system of Fig. 3.10, and this 

is shown in Fig. 6.6. The two input stages, consisting of the RC divider 

networks
65, give a combined phase-shift of 90°, irrespective of frequency, 

at their mid-points. By thus effectively adding a phase shift of 90 to one 

of the input signals, the range of a 0°  to 180°  angle meter is changed to 

that of a -90°  to +90 meter, thus giving a lead or lag indication. 

7' 
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These respective charactkstics are shown in Fig. 6.7. The output of the 

exclusive-OR gate is a pulse train with a fundamental frequency of 100 Hz, 

and to eliminate the harmonics while providing a fast response, two twin-teo 

filters, centered respectively on 100 and 300 Hz, are cascaded. A final 

stage provides level shifting and filters the higher harmonics. The output 

ripple is less than Y, and the accuracy, when compared with a digital 

phase meter, is better than 1°. 

6.3.3 Voltage Measurement. 

Ten circuits are provided for the measurement of the voltage at chosen 

points in the network. The output is proportional to the voltage deviation 

from 1 p.u., and is heavily filtered to remove the ripple. The circuit is 

shown in Fig. 6.8, and as can be seen it is most economical on components. 

The amplifier OA 1 is a buffer, connected to a high resistance potential 

divider, while amplifiers OA 2 and OA 3 comprise a perfect rectifier, with 

a gain given by R1/R3. This alone would give an output proportional to the 

actual voltage, but a variable source connected via R2  is used to null the 

output for an input of 20V rms. The gain is adjusted to give +10 V output 

for 1.2 p.u. inuut, and -10 V for 0.8 p.u.. when set up, the circuit is 

very linear, but the high gain and the nulling of the output give a coupling 

between the various controls, and as a result the circuit is very difficult 

to set up. It is recommended that future circuits of this kind are constructed 

to the design used in the load units. 

6.3.4 Period and Frequency Measurement. 

One of the most important quantities to be measured is frequency, and 

this poses a number of problems. The method used at high frequencies is to 

count the number of zero crossings of the waveform under examination in an 

interval of time, this interval being determined by a crystal oscillator. 

At low frequencies this method is useless if a fast measurement is required, 

since the measurement of a 50 Hz signal to an accuracy of 0.1 Hz requires 

an interval of 10 seconds. The main alternative is to measure the period of 

a waveform; by counting the number of clock pulses which occur between 
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successive zero crossings. Using this method, the digital period count can 

e fed to the digital computer, and the frequency determined by taking the 

reciprocal of the period. This method does not give an analog indication 

and this would be a useful facility for the operator of the model. A system 

has been devised which provides a digital output of period, and an analog 

output which is a non-linear function of frequency. The block diagram is 

shown in Fig. 6.9. 

The period meter consists of a crystal oscillator, at 5 rliz, and a 

divide-by-48 chain. This divided output is counted by a 12 bit counter, the 

counting period being determined by zero crossings of the input waveform, 

which is itself divided by 2 in order to remove the effects of any distortion 

in the waveform. Then the count has been completed, the output is strobed 

into a latch, this number being the binary measurement of period. The timing 

arrangement is shown in Fig. 6.10. The clock frequency used gives a 

resolution of 0.025 Hz, and the measurement of period is made 25 times 

per second. 

The relation P .K/F can be written, where P is the period count, F the 

waveform frequency and K is a constant dependent on the clock frequency.  

For small changes,AF = -FtP, and by assuming that for very small changes 

the term ( F2  ) does not change, a method of measuring small changes in 
K 

frequency is available. A base frequency, 48 Hz in this case, is chosen 

and the period count for this frequency is subtracted from the actual 

period count. The resultant binary number is a measure of the frequency 

deviation from the base frequency. Thus ( P 	K1 
act ua1- base 

- P 	). 	(F 	-F 	) 
actualbase' 

and the resultant number may be fed into a digital to analog converter to 

give an analog signal which is proportional to, but a non-linear function 

of, the frequency deviation. 

Since an 8 bit digital to analog converter (DAC) was available only an 

8 bit version was built; the least significant bits of the period count 

are added to the two's complement of the number which represents the count 

at 48 Hz, using a binary adder. The adder output is fed to the DAC, and 

K 
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the output of this is scaled to give the characteristic shown in Fig. 6.11. 

There is an inherent non linearity in the system, since the term F2/K 

changes with frequency, and the error is of the order of 2;:, of the range 

of interest, in this case of 4 Hz, giving a direct accuracy of 0.1 Hz. 

This is, however, a constant non-]inearity, and a moving coil meter has 

been specially calibrated to give a time reading. It can also be adjusted 

such that the error lies at the ends of the range, or at the centre. 

The choice of the former region of error was chosen, since most of the 

time the frequency lies in the region of 50 Hz. 

6.4 Signal  Patching. 

The actual hardware which constitutes the model has all been described, 

as has the auxiliary circuitry which processes the AC signals of the 

network. It remains only to describe briefly the wiring which connects the 

signal inputs and outputs of the interface to the measurement outputs 

and control inputs of the model. There are four basic types of signal which 

flow betiTeen the model and the interface, and these are: 

(1) Analog inputs measurements on load and generator units 

Outputs of the AC signal Processing circuits 

(2) Analog outputs control signals to load and generator units. 

(3) Digital inputs status signals from circuit breakers and 

load and generator units. 

(4) Digital outputs control signals to circuit breakers 

computer acknowledgement of status 

The terms input and output are relative, and hereafter will 'be used as those 

employed by an observer on the computer side of the interface. 

Each load and generator unit is provided with four analog input lines and 

four analog output lines, together with two digital input lines. In a load 

unit, the inputs will be the two current signals, and the voltage deviation, 

and the digital input will be the computer/manual status, while the control 

outputs will be the two current reference signals. In a generator unit 
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the analog inputs can be chosen from many variables, such as power output, 

valve position, voltage, reactive power, governor sleeve position, or 

speeder gear setting, while the controls may be the reference voltage and 

the raise/lower control for the governor. The status signals will be 

whether the AVR has its reference supplied locally or from the computer, 

and whether the speeder gear is similarly controlled. All this wiring is 

permanently connected from the rear of the units to the signal patch panel. 

This patch panel is shown in Fig. 6.12, together with the analog inputs 

and outputs to the interface. The model connections are in three groups, 

comprising the measurements on the loads and the generators, the controls 

for the same, and the AC signals from the lines and transformers. The inputs 

and outputs of the signal processing circuits can be seen. In addition, 

there are six variable voltage sources which may be used to provide accurate 

voltages for testing and control purposes, and twelve centre-zero meters 

are also included for general indication purposes. All the connections are 

made with 1 mm plugs and sockets, which have proved most reliable in use. 

All the digital inputs and outputs are hard-wired to their respective 

units, to reduce the patching complexity, and they are organized as four 

16 bit words. In order that the computer can identify when a digital status 

has changed, a status discrepancy feature is included. This is initialized 

by the computer reading all the digital inputs and then transferring these 

inputs into the output latches. These latches contain the status as the 

computer believes it to be. The output of the latch and its corresponding 

status input are fed into exclusive-OR gates, which will produce an output 

when one input differs from the other. Thus if the actual status changes, 

the output of the corresponding exclusive-OR will change. If the outputs 

of all the exclusive-OR gates are then logically ORed together, a signal 

can be produced if any status changes from that which the computer believes 

it to be. This can then cause an interrupt, to notify the computer of a 
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status change. This is shown diagrammatically in Fig. 6.13. If the use of 

interrupts is to be avoided, the status discrepancy bit is also included as 

a digital input, so that the computer only has to check one bit to see 

if any status change has occurred. 

6.5 Conclusion. 

The interconnection of the various parts of the model itself have been 

described, as has the connection of the model to the interface, which is 

necessary when the model is to be used in conjunction with the digital 

computer. Circuits for the processing of the AC signals encountered in the 

network have also been described, and these are available for such functions 

as line flow, voltage, angle and frequency measurement. The system which 

has been adopted is very flexible, and enables any configuration within 

the capacity of the model to be set up. Similarly, there is a wide choice 

available of the measurements which can be made on the system, and in the 

way in which these measurements may be fed into the interface. 
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CHAPMIZ 7 	 IIIGI. FPECHT.:11.. ICY s r.x111.11' 

7.1 Introduction. 

It has long been realized by the designers of AC network analysers
66 

that it is advantageous to operate with a system frequency higher than 50 Hz. 

The principle reason for this is that to achieve a given per-unit reactance, 

smaller, and thus cheaper, components may be used as the frequency increases. 

The advantages of using a higher frequency in the Imperial College model 

may be summarised as: 

(1) Smaller network components 

(2) Simplification of the actual electronics 

(3) Simplification of the signal processing 

In particular, it is the last advantage which gives the greatest incentive 

to increasing the frequency, for if the ratio of 

Yodel Freauencyx Solution Time 
Real Frequency 	Problem Time 

can be increased, then the difficulties associated with filtering various 

waveforms in the Avr and the power measuring circuit will become less acute. 

This can be done either by increasing the model frequency, or by retaining 

the 50 Hz network signal and increasing the solution time. Both of these 

methods are used in the design of transient analysers, and while the latter 

has been employed in dynamic simulators, it means that the simulator no 

longer works in real time. 

The main problem which occurs in a continuous simulation. is that it is 

the actual frequency deviation which is of importance, not the percentage 

deviation from a nominal value. This can be easily grasped by considering 

the problem of synchronising two generators, with a speed difference of Tr,. 

At 50 Hz, this corresponds to a 0.5 Hz difference, which would be possible, 

whereas at 1 kHz it is a 10 Hz difference, which is not leasable. Thus it 

can be seen intuitavely that it is the actual frequency deviation which is 
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of interest. This problem is not encountered by the designers of transient 

analysers, for they are only interested in fixed frequency operation, where 

relative swings between the rotors of the various machines occur. 

The implication is that for a continuous simulation it is necessary 

to have a voltage-controlled oscillator whose output frequency changes 

from the nominal value by, say, ± 5 Hz. At 50 Hz this represents a total 

frequency change of ± 10, while at 1 kHz it is only ± 0.5r0. Using 

elementary techniques it is not possible to build a VCO with stability and 

linearity of this order of magnitude, and the only solution to the problem 

would seem to be to synthesise the high frequency signal. 

7.2 The Sim_;le-Sideband Approach. 

Consider the products of two pairs of signals: 

x = A sin(Wst -1-kpa) 	y = B sin(W st +tiot) 
z = C sin(wct +L.pc) 	z = C sin(Wct +kpc) 

x.z = AC [ cos((W c-Ws)t +tp c  -(pa) - cos((W c-I-W s)t +(P c  +TA 
2 • 

y.z = 132 	cos((W c-Wdt +(pc  -q) b) - cos( ( Wc+ Ws  )t +t p. +cp.b)1 
2 

• These expressions can be recognised as resulting from the balanced modulation 

of carrier z by signals x and y respectively. Considering the two upper 

sidebands, it can be seen that there is a phase difference between them 

of (qtba Pb' which is the same as that which existed between the original 

modulating signals. Fig. 7.1 shows the system as originally conceived, 

where the outputs from existing voltage-controlled oscillators are fed 

into single-sideband modulators, all of which use the same carrier signal. 

The upper sideband is then used to feed the remainder of each generator 

unit; this is the basic principleb_ehind.the work which has been done in 

this area. 

7.2.1 Methods of SSB Generation. 

There are three conventional methods of producing a single-sideband 



USB 	 Output 1 VC O 1 

	> Output 2 USB VCO 2 

Common 
Carrier 

125 

Fig. 71 	Principle of High Frequency Method.  

G(jw) 

Fig. 7.2 SSB Generation — Method 1. 

we  +ws 

W e 

90°  

wc- o° 

We  +Ws+0°  

+90 
	

We  -ws  -180°  

Fig. 7.3 	SSB Generation — Method 2. 

2(wc+ws) 



126 

signal, and these are: 

(1) Use a balanced modulator, and filter the product to give the 

67 
desired sideband. 

(2) Use two modulators, with 90°  phase shift in the carrier and the 

signal to one of the modulators, and sum the two outputs. 

(3) Use four modulators in a double conversion scheme, with two 

carriers, each with phase and quadrature components. 

The last method is just too complex, and this leaves the first two 

techniques as possibilities. 

7.2.2 Yethod 1. 

This is shown in Fig. 7.2, and employs a balanced modulator of some kind, 

followed by a filter, which either (a) accepts only the desired sideband, 

or (b) rejects the unwanted one. The better solution is to use filter (b), 

as its phase characteristic, )(P, can be made nearly zero in the region of 
6W 

interest, which will ensure fast response to changes in the signal. Tith 

certain types of modulator, such as the Cowan, the output signal contains 

many harmonics and inteimodulation products and in that case a bandpass 

filter, of type (a) must be used. 

7.2.3 rethod 2. 

Two modulators are used, as shown in Fig. 7.3, and phase shifts of 90°  

are introduced into the signals which are fed to one of the modulators. 

Then the two outputs are summed, the two lower sidebands cancel out, leaving 

only the upper sideband. The problem with this system is to design the 90° 

phase-shifter for the input signal, as it must have exactly 90°  shift, and 

no change in amplitude over the range 45-55 Hz. Considering all the factors 

involved, it was decided to construct a system using method 1. 

7,3 Experimental Work. 

The system used to test this new idea is shown in Fig. 7.4, and is based 
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on an existing generator unit and an infinite bus, whose frequency is 

manually controlled. This requires two single-sideband generators, a 

carrier oscillator and a 50 Hz oscillator; the carrier frequency was 

chosen to be 1542 Hz, which gives an operating frequency of 1592 Hz, or 

. 10,000 rad/ses. Each section will be described in turn, and the overall 

static performance examined. 

7.3.1 The 17odulators and Filters. 

The first element to be considered is the modulator itself, and a 

variety of types were tried. The Cowan modulator was quickly rejected, 

owing to its numerous intermodulation products. The most promising device 

appeared to be an i.c. balanced modulator, T50 1496, but its performance 

was not up to its data sheet specification in several respects, and this 

was probably due to the low frequency at which it was used, as it is an 

r.f. device. Eventually a low-cost analog multiplier was used and found to 

be the best solution, as it produced the output with the lowest harmonic 

content. However, in addition to the two sidebands, various other frequencies 

were found to be present in the output, and this influenced the design of 

the subsequent filtering system. 

Many different types of filters were tried, and it was decided that the 

use of notch filters to reject the unwanted sideband would be the most 

satisfactory solution, for the use of band-pass filters alone would give: 

(1) Large variations of gain in the regfon of interest 

(2) A large group delay, tending to reduce the stability 

of the system. 

The simplest form of notch filter is a high-Q LC series combination, 

and this can be included in an active network68  as shown in Fig. 7.5. At 

resonance, Z = 0, and if R1/B2  = r1/R then the circuit is a differential 

amplifier with a common input signal, and there will be zero output. 

However, at other frequencies, as Z-0o, the circuit becomes a follower, with 
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a gain of 1. The resonant frequency is 1/ LC, and the Q isCOL/R. To 

obtain a sufficiently high Q at 1.5 kHz would require a special choke, and. 

to avoid this, the circuit of Fig. 7.6 was used. The effective impedance 

looking into the input is given by
69 	R jR2C , which is the same as 

4 
that of a grounded inductor with inductance L = R

2
C and resistance R. Thus 

4 
the filter can be realized with two amplifiers, as shown in Fig. 7.7, with 

a resonant frequency given by = 1/J ( 112  C1  C2) and with a Q of 	c1 . 
4 

Two of these filters are cascaded, one centered on 1489 Hz, the other 

on 1494 Hz. This combination provides adequate rejection of the unwanted 

sideband, but does nothing to reduce carrier feed-through, and the inter- 

modulation products. To reduce these spurious frequencies, a band-pass 

filter70of the type shown in Fig. 7.8 is included. The parameters were 

chosen to give a Q of 40, and the resonant frequency was chosen to be just 

over 1598 Hz. This means that the gain of the filter. isincreasing over 

the range of operation, and this can be adjusted to give an approximation 

to the change of electrical machine output voltage with a change in shaft 

speed. Care must be taken however that the phase shift introduced by this 

band-pass filter is small, otherwise undesirable interactions with the 

machine analog will occur. 

The overall response of the filter system is shown in Fig. 7.9, where 

log( response) is plotted against the frequency. The rejection of the unwanted 

sideband, and the sharp discrimination in the region of interest can be 

seen clearly. 

It was found necessary to introduce an extra low-Q bandpass filter after 

the synchronous machine analog, to remove the slight distortion caused by 

the component modulators. Measurements of the harmonics of the waveforms 

were made at points in the system shown in Fig. 7.10, and the results are 

shown in Fig. 7.11(a)-(e). As can be seen, the upper sideband signal is 

48 dB above the carrier, with the lower sideband suppressed by more than 60 dB. 

2 
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The synchronous machine analog introduces some distortion, which is then 

largely filtered out, but harmonics appear in the terminal voltage due to 

the amplifier distortion. This could be corrected in a new design, since the 

amplifier is not really suitable for operation at 1.6 kHz. 

7.4 Performance. 

When set up and tested, the system was found to work excellently, and 

the performance was no different to that at 50 Hz. The synchronous machine 

analog exhibited better damping characteristics, and the whole operation 

was more stable; this can be ascribed to the faster measurement of 

electrical power. However, to try and understand the influence of the modulators 

and filters on the unit performance some analysis was performed, and the 

results indicate that the dynamics of this section of the equipment have 

no real effect on the system. 

7.4.1 Transient Performance of the Modulator and Filters. 

The process of balanced modulationis essentially a linear one, in that 

if the modulating signal can be resolved into components of a given 

frequency, then the output will have components at the appropriate 

frequencies. Thus the influence on the transient performance of the system 

comes from the filtering section, and two cases are considered: 

(1) Small oscillations in the modulating signal, perhaps due to 

• synchronising oscillations, about a steady operating point. 

(2) A sudden change in modulating signal frequency. 

7.4.1.1 Small Oscillations in the Input Signal. 

In any simulation of power system dynamics, there occur small oscillations 

in the rotor angles of all the machines, and the form of these oscillations 

is nearly sinusoidal. If the maximum deviation from the steady stateb o  

isC(, then the oscillation of the angle may be written as 
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6 = bo 	sinCOxt 	
wheroW is the oscillation frequency. 

The output of the voltage-controlled oscillator ray then be written as 

v = V cos(W t a b  ) = v c0s(w mt +5 0  a Sill(Wxt)) 

This last expression can be recognised as that chv.racterising an angle 

modulated carrier, and can be expanded71 using Bessel functions. For this 

system, however, a is sufficiently small for all the terns J
n to be 

ignored, for n 2. Thus it can be written as 

v = V Fos (W mt +6o ) + (cos(w mt +6 o +wxt) -cos(w mt +6 o -w t)) 

This is the signal which is the input to the modulator, whose output 

will contain three frequencies in both the upper and lower sidebands, since 

the input contains three frequencies. Under steady-state conditions, the 

filters will give a steady response to each of the components, and 

assuming that („Ox,5..0J m, then all of the lower sideband components will be 

eliminated, while those of the upper side-band will be passed. If the 

filter has only a small change in phase angle in the range We  +COm  tWx, 

then the upper sideband group of signals will pass undistorted, and 

the oscillations which were present in the output of the VCO will appear 

in the high frequency output. 

In the practical system the phase changes associated with the filters 

are sufficiently small to allow such oscillations as these to pass 

unchanged through the system. 

7A 1.2 Men Chanr,o in Input Freau env. 

To study the effect of rapidly changing input signals, the case of a 

step change in frequency was considered, as this is the simplest case to 

study analytically. The response of a notch filter to a suddenly applied 

sine wave can easily be determined using Laplace Transforms. The transfer 

s2 +W2 function of a notch filter is G(s) 
2 

e
2 
+ o +W0  
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where ujo  ds the notch frequency. The response to the sullenly applied 

sine wave can be obtained as 

v(t) = W e
-Ct

tcos pt + X e
-CX  tsinpt Y cos00t Z sinoj t 

2 
where a. 2C00, and p OL) -la 2, and W,X,Y and Z are functions of u) o, 

x 
and a. The first two terms are the damped response of the filter's 

own modes of oscillation, and the second two terms give the steady-state 

response to the input signal. 

The sudden change in input frequency can be produced by considering  the 

removal of a sine wave of one frequency, and its replacement by one of another 

frequency. The response of the filter will show-a transient output, 

caused by the modes of oscillation of the filter, and also the final 

steady-state response to the input. 

Consider the case with a carrier of 1542 Hz, and a change in modulating  

signal from 50 to 51 Hz. The lower sidebands do not contribute to the 

steady-state output, as the filter is tuned to reject 1492 Hz, but it 

does produce a contribution to the transient response. The transient 

response has been calculated for two filters, one with a Q of 20, the 

other with a q of 100. For a unit amplitude sine wave input, the responses 

were: 	Q = 20: V = 0.018 e-25Iptcos00t 
0 

Q = 100: V = 0.098 e-50tcosWot 

It can be seen that the contribution to the total response is dependent 

on the Q of the filter, both in magnitude and also in duration. Even with 

a Q of 100, the transient dies away with a time constant of 0.02 seconds, 

which for a severe change such as this is quite adequate. 

7.5 Conclusion. 

Although the additional complexity of this arrangement to operate at 

a higher frequency may at first seem to be undesirable, experience  has 

shown otherwise. In return for the inclusion-of a balanced modulator 

and a filtering  system, it is possible to simplify the rest of the 
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generator unit. Smoothing requirements of the waveforms associated with 

measurements are greatly eased, and this would also enable the computer 

to measure signals which are not as heavily filtered as at present. 

Once the equipment was set up, it was found to be perfectly stable, 

and operated satisfactorily for four months without adjustment. Greater 

attention must be paid to the layout of the AC parts of the generator unit 

at this frequency than is necessary at 50 Hz, but there is no reason wlay 

the frequency should not be increased still further. The only parts of 

the generator unit which are affected by the higher frequency are the 

power amplifier and the synchronous machine analog; the former was not 

really suitable for use at the new frequency, and lack of time prevented 

a new design being produced. The machine analog only encounters the AC 

signal in the current resolvers and the component modulators, and both 

of these parts will operate up to a frequency of several kilohertz 

without modification; all the other sections of the analog use only DC 

signals, and at the higher frequency it means that the current signals 

are updated more frequently. This gives a faster response to electrical 

power measurement, and consequently this accounts for the slightly 

improved damping performance of the machine analog at this higher 

frequency. 

In conclusion, it can be said that this new methol of operating 

a continuous simulation at a higher frequency is a useful one, and despite 

the apparent complexity it offers great simplification in signal filtering, 

and also enables smaller elements to be used in the representation of the 

transmission system. 
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CHAPTER 8 	 THE CMTUTER AND THE INTERFACE 

8.1 Introduction. 

In order to understand how the whole power system model is used, it 

is necessary to have a knowledge of the way in which the analog section 

is connected to the digital computer, and also how various computer programs 

may be run in order to monitor and control the model. Examples of some 

actual uses of the model will be given in the next chapter, and the space 

here will be devoted to a discussion of the actual computer and the 

interface, together with a brief explanation of the Real Time Executive 

used in the machine. The basic software which is used to acquire data 

and to dispatch control signals will also be described; this software has 

been written by two other research students
72'73, and the present writer 

claims no credit for the detail of it, but it is felt that a short 

discussion of it will clarify the operation of the digital section of the 

model. The chapter will be divided into two main sections, one of which 

will deal with the actual hardware, while the other section will concentrate 

on the software aspects and the particular features of the model and the 

computer which influence the approach which has been adopted. 

8.2 The  Computer and the Interfacing Hardware. 

The digital computer which is used with the model is a Digital Equipment 

Corporation PDP-15, a medium sized machine intended for scientific use. 

Developed during the late 19601 s, it is very large by modern standards 

and the method of construction reduces its reliability below that of 

present-day mini-computers. However, it is equwed with many useful 

peripherals and was available for use in conjunction with the power system 

model. It is located on Level 5 of the Electrical Engineering Department. 

The PDP-15 is a single accumulator machine, using an 18 bit word length 
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and is presently equirped with 24 K of core store. Mass storage is provided 

by two fixed-head disk units, each with 256 X words of storage, and by 

a dual DECtape drive. Four of these small DECtapes are required to save 

an image of the whole disk system. The central processor unit is fitted 

with a hardware multiply and divide unit, but a floating point processor 

is not included. The implication of this is that any operations performed 

which use floating point arithmetic tend to be slow, and this is of 

considerable importance in the execution of mathematically complex programs. 

The peripherals which are attached to the computer comprise: 

(1) A local teletype, parallelled by a Tektronix storage 

type visual display unit. 

(2) A teletype controller, type LT 19, which can control 

up to 5 remote teletypes. 

(3) A high-speed paper tape reader. 

(4) A high-speed paper tape punch. 

(5) A serial printer. 

(6) An X-Y plotter. 

(7) A 4 channel. D to A converter, with a 10 bit word length. 

(6) 	An A to D converter with a selectable word length of 

between 6 and 12 bits, together with a 16 channel 

local multiplexer. 

.(9) 	A digital input/output unit. 

(10) 	A real-time clock. 

The input/output processor in the computer is also fitted with the 

Automatic Priority Interrupt (API) option, which considerably increases 

the speed of interrupt handling. Full details of most of these peripherals 

are given in the relevant DEC manual74, and they will not be discussed further 

here. The main items of importance to the use of the PDP-15 with the model 

are the A/D converter, the D/A converter and the digital I/O unit, since 

these provide for the transfer of both analog and digital data between the two. 
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As was explained in the previous chapter, the whole system requires 

bidirectional transfer of both analog and digital data between the computer 

and the model, and to achieve this end the digital I/O unit and the Level 8 

interface were designed and constructed by M.J.P. Bolton75,76. There are 

two main cables which run between Levels 5 and 8, one of which is a 50 way 

screened lead used for the analog signals, and the other is a 50 pair 

twisted cable used for the digital signals. The interface on Level 8 provides 

for the multiplexing of both analog and digital signals, to give sufficient 

signal inputs and outputs. It would be more convenient to have the interface 

adjacent to the computer and its other peripherals, but the cabling cost 

for this scheme would be very large. The whole system is shown in Fig. 8.1. 

A block diagram of the interface is shown in Fig. 8.2, where its facilities 

may be seen. These include: 

96 analog inputs 

64 analog outputs 

64 bits of digital input and output 

A phase-locked loop 

Period measurement 

An interrupt facility. 

The various modes of operation are selected by a digital input word, 

which may be supplied either by the computer or by a local switch panel. 

This word may be either an instruction (bit 0 .0) or digital data ( bit 0 .1), 

so once it has been clocked into a register it is decoded to decide on 

its function. If it is an instruction, it operates the appropriate section 

of the interface, whereas if it is data it. is clocked into an output latch. 

The instruction format is shown in Fig. 8.3. 

The analog multiplexer is connected to six of the inputs of the Level 5 

multiplexer, and each line is multiplexed 16 ways, to give a total of 96 

analog inputs. The conversion range of the A/D converter is ±10 V, so 

all the input signals must lie within this range. The channel address for 

the multiplexer is held in its own register, and if bit 1 is set the data 
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word will update this address, which is given by bits 2-5. 

The analog demultiplexer uses all four channels of the D/A converter, 

each channel being demultiplexed 16 ways. The address of the appropriate 

channel is determined in the same way as that of the multiplexer, but the 

actual analog switches are only closed for 201s following an updating of 

the channel address. Since the analog output is required for use as a control 

signal, the demultiplexer is followed by zero-order hold circuits, consisting 

of capacitors which are charged up to the D/A output voltage during the 

201J.s period when the switches are closed. The capacitors are connected to 

high impedance buffer amplifiers, and the whole holding system has a droop 

of about 10 mV per second. 

The phase-locked loop is a voltage-controlled oscillator running at 

256 times the AC line frequency and locked in phase to it. The output of the 

oscillator is divided doWn and fed to the phase comparator with the line 

voltage. From the frequency division chain various multiples of the input 

frequency are available, the multiple being determined by bits 6-8. The 

whole phase-locked loop system is enabled by bit 9. The main use of the 

loop is to permit sampling of a periodic waveform to be synchronized with 

that waveform, and since there is no necessity to look at the sinusoidal voltages 

in the model. this facility is not usually required. 

The digital I/O unit is connected to the API system and a line to the 

interrupt input is brought up to Level 8 to permit interrupts to be 

generated from the model. The interrupts are enabled by bit 10, and also 

as a further precaution by a front panel switch, which may be operated to 

prevent spurious interrupts. The main use .of this facility is in conjunction 

with the status discrepancy system which was described in the last chapter. 

Digital data may be input and output from the computer and this data 

is organised as four 16 bit words. Bit 0 cannot be used as it determines 

whether a given word is an instruction or data, and bit 17 is also not 

used. There are, therefore, four channel multiplexers and demultiplexers, 

the address being determined by bits 13 and 14. The 'digital inputs go 
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srtaight into the multiplexers, with no double-buffering, while the digital 

outputs are held in data latches. The system is akin to that used for 

the analog signals. 

The cable connecting Levels 5 and 8 have already been mentioned, and 

they carry the following signals: 

Digital _Cable 	Analog Cable 

18 digital inputs 	6 analog inputs 

1 interrupt line 

18 digital outputs 	4 analog outputs 

1 timing pulse 	Teletype cable 

Intercom 

The digital cable is fitted at both ends with conventional balanced 

line drivers and receivers, and no trouble has been experienced with this 

arrangement. The analog cable, however, presented several problems, owing 

to the capacitive nature of the screened lead. Special driving amplifiers 

were designed to counteract ringing on the line, and the problem was 

then overcome. This analog cable also carries the teletype lines from the 

teletype controller to the second Tektronix VDU which is situated alongside 

the model, and the lines of the intercom, which is used to facilitate 

communication between the model and the computer operators. 

It can be seen that the whole computer and .interface system is well 

adapted for use with the model, providing as it does the capability of 

digital and analog data transfer. The VDU situated adjacent to the model 

is used for both the display of measured data and for the control of 

programs running in the computer. 

8.3 ReQuirements of the_Computer. 

There are three main areas in which the computer plays an important 

role as part of the whole simulator, and these may be listed as: 

(1) Monitoring 

(2) Simulation 

(3) Control 
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The monitoring section of the problem is concerned with the acquisition 

of data from the model through the interface, and the preliminary 

processing of this data. This data must also be displayed to the operator 

in a convenient form, and also be logged to give a permanent record-of the 

system state. The simulation to be performed by the aigital computer is of 

those sections of the power system which cannot be conveniently simulatel 

using analog equipment for one reason or another. Two simple examples are 

the simulation of load characteristics, both voltage and frequency 

dependence and the effects of trends and random fluctuations in demand, 

and the simulation of boiler plant. The former task poses problems as it 

requires extra multipliers if it is to bs done using analog circuits, and 

the latter involves both very long time constants and also pure delays. 

The control algorithms are likely to be very varied, since it is for the 

purpose of investigating different control strategies that the whole system 

has been developed. Typical tasks might be load-frequency control, economic 

dispatch or security assessment. 

It can be seen that when the simulator is operating fully, all the 

computer programs which perform these tasks must be rua at the correct 

time without intervention from the operator. The data must be acquired, say, 

every second, and the simulation programs must run at regular intervals. 

This is not an easy job to arrange, since certain programs must have 

priority over others, and the running of all programs on a regular basis 
• 

must be scheduled by interrupts from the real-time clock. Given the complexity 

of the problem, it was decided to use the Real Time .Executive supplied 

by DEC which is known as '_USX phase 1. 

8.4 The Real Time Executive. 

The usual operating system used with the Electrical Engineering 

Department's PDP-15 is the Disk Operating System (DOS)77, and this is a 

single-user system with a comprehensive range of system software. Facilities 

include a text editor, a file handling system, an assembler for the MACRO 

assembly language, a Fortran 4 compiler and a linking loader. All user- 
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generated interrupts must be handled by programs written in MACRO. The loader 

only executes one program at a time, and if this operating system were to 

be used in conjunction with the simulator, all the routines for scheduling 

the running of the separate programs and handling the interrupts would 

have to be written in !:11CRO. This would be a complex job, ani the problem 

can be overcome by using the Real Time Executive. 

A Real Time Executive is an operating system which enables many programs 

to be active in a computer at one time, and these programs can then 'pe 

scheduled to run at regular intervals, or be run on request. The user is 

spared the problems of dealing with the timing and the interrupts from 

the real-time clock, and as the programs may be given a specified priority 

the system will ensure that the most urgent program will be run when the 

machine is next free. 

For the ESX system to be implemented on a PDP-15 there is a certain 

minimum hardware configuration which is necessary, and among the 

peripherals which are required are the disk, the API system and the real-time 

clock. Each seperate program is converted into a.Task, which is a binary 

file containing the program, its priority, its linkages and information 

as to the section of core in which this program is to run. The production 

of a task is Performed usng a utility Program, the Task Builder, which is 

available under a third operating system, Advanced 1onitor. 

The core of the machine is divided into partitions, and each program is 

allocated a partition in which it will run; the program may either be 

resident in core, or stored on the disk and loaded into its partition then 

it is required to run. Obviously those programs which are required to run 

frequently must be fixed in core, to avoid an excessive number of disk to 

core transfers. The size of the partitions must be chosen carefully so that 

all the various programs required to run in the same partition can be 

acc4nodated, and so that even those programs which are not core resident 

are transferred as infrequently as possible between disk and core. Data 
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may be transferred letween different programs, and between successive runs 

of the same program if it is not core resident, by using variables in 

common storage areas. These areas are defined in advance, and :when a task 

is built the references of the program to these common areas must be 

specified. 

Then an RSX system is running all the possible tasks are stored on the 

disk, and must be installed in the system. This, and all other communication 

with the system, is achieved through the Uonitor Console Routine, which 

operates with any teletype connected to the system. This routine Provides 

the following facilities for dealing with tasks: 

(1) Installing a task in the system 

(2) Fixing the task in core - if this is done, no other 

task can run in the same partition 

(3) Running a task - the task can either be run immediately 

or at some specified time in the future 

(4) Scheduling a task - the task can be requested to run 

periodically, vi.th the perfod being variable in steps 

of 0.02 seconds 

(5) Cancelling a task 

(6) Removing a task from the system 

(7) Changing the priority of a task' in the system. 

It can be seen that this system performs all the necessary handling 

of the programs without undue complication for the user, rho is not concened 

with all the detailed timing arrangements. 

8.5 The Basic Software. 

The system within which all the programs run has been described, and with 

an understanding of that, the basic software can now be explained. The 

original concept was that this basic software would perform all the input 

and output of data to and from the model, so that the user could run his 

own control programs without requiring a detailed understanding of the 
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interfacing arrangements. The input program would acquire data from the 

model and store it in a corm( 211 storage area, whence it could be accessed 

by a FORTRAN program using a labelled COLTON statement. It has since 

become apparent that this was a naive view to take of the oneration of 

the simulator, owing to the great complexity of the whole system. However 

similar arrangements for the linking of the programs through COLII.:ON areas 

have been adopted. 

There are three programs concerned with the handling of data, these 

being the analog input program, the analog output program and the digital 

data program. The analog input program controJs the analog multiplexers 

and the A/D converter. All 96 channels are converted in turn, and before 

the results are stored in the COlITON area DATIN, a digital low-pass filter 

is used to filter the converted value. This is to remove any spurious values 

and to smooth the measurements rade on the system when small hunting 

oscillations occur. A word length of 10 bits is used with the A/D 

converter, since this gives a resolution of 19.6 my on a range of ±10 V. 

The filtered results are stored as 2's complement numbers. 

The analog output program takes values from the output signal C05.1[017 

area, DATOUT, and controls the D/A converter and the demultiplexer. The 

data stored in the DATOUT area is in the same format as that used in the 

DATIN area, even though the A/D and D/A converters.use different number 

representations. This facilitates the use of the system. There are two 

ways in which the digital data program can operate; first, it could onerate 

on interrupts from the Level C interface, which indicate status changes,. 

or secondly it could read the status words frequently, to see if a change 

hadoccuFed. The former method was initally used, but following changes made 

to the computer hardware, the interrupt line no longer works reliably, and 

the second method had to be adopted. The digital data words are also 

stored in the DATIN and DATOUT areas. 
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These programs perform all the data handling, and the other main 

facilities provided by the basic software are the monitoring and logging 

functions. The monitoring program, produces a display on the VIDU of certain 

important variables, such as voltages and the frequency, and the time at 

which the data was recorded. This display is updated at intervals of about 

15 seconds. There are logging programs for making permanent records of 

system measurements, ore program logging the results on the serial printer, 

the other onto the DECtape for subsequent off-line analysis. 

All this software provides a framework within which different control 

and simulation algoriFkrs may be easily tested. and the use of the 

Real-Time Executive enables the whole system to operate efficiently, with 

a minimum of operating system overheads. The following chapter will 

describe work which has been done using the whole simulator, and the advantages 

of the software system which has been adopted will become clear. 



151 

CHAPTER 9 	DMolisTEATioN OF THE CILRABIIITIES OF THE STEIJLATOR 

9.1 Introduction. 

The purpose of this chapter of the thesis is to give details of three 

demonstrations of the capabilities of the whole simulator. The first of 

these is designed to show how the digital computer can be used for the 

simulation of processes with long time constants, and how such a digital 

simulation is accommodated by the analog hardware. The example chosen is 

the implementation of a simple boiler model, and demonstrates how this 

is interfaced with the analog governor and turbine model. 

The second example shows how the simulator may be used for testing a 

control algorithm. The example here is a load-frequency control system 

with a unit scheduling scheme which employs digital compensation to 

minimize control action. The third demonstration shows how the model can 

be used to evaluate a proposed method of power system parameter measurement. 

This involves the identification of the power/frequency characteristic 

and the determination of the system inertia. 

The investigation of these three diverse problems demonstrates the 

versatility of the whole simulator, and its potential value as an aid to 

power system studies. 

9.2 The Digital Simulation of Boilers. 

As has been explained previously, the boiler plant'is simulated digitally, 

and the choice of a suitable model involves a number of compromises. Any 

real-time simulation demands that the chosen algorithm is numerically 

stable, an important point in a machine with a short word-length. The 

algorithm must also be capable of fast execution, especially when it is 

only one of a number of programs which have to be run sequentially. The 

technique adopted here not only produces an efficient boiler model, but 

also demonstrates the principles which should be followed for any other 

digital simulation which is performed in conjunction with the model. 



152 

Traditionally, boiler models can be divided into two main classes, 

depending on the use to which the model is to be put. In the first class 

are the very complex models79, involving perhaps 20 or 30 state variables, 

which represent each section of the boiler separately. For example, the 

Performance of the super-heater will be calculated in terms of the heat 

transfer through the tube walls to the steam, and such calculations involve 

the solution of partial differential equations, whose coefficients are 

functions not only of the boiler geometry, but also of the steam conditions. 

49,80  In the second class, at the other extreme, are models 49, concerned only 

with the terminal performance of the whole boiler system, and these 

calculate changes in boiler pressure for changes in the throttle valve 

position. Such a model is adequate for use with the power system. simulator, 

as great accuracy is not required in this area. Changes in the boiler 

pressure are usually limited by the pressure un-loading gear to less than 

105, so even if the model itself has an error of 10;% this will only contribute 

a T% error to the whole system. 

9.2.1 The Boiler Model. 

The model which has been adopted is one which has been used by the 

CEGB13 in their system response studies, and it is shown in block diagram 

form in Fig. 9.1. This model can be decomposed into three main sections, 

one associated vith the boiler storage effects, the second representing the 

pressure control loop, and the last part being the fuel feed and firing 

systems. The boiler is represented as a steam storage system, in which 

the difference between the beat input to the boiler and the steam flow out 

through the throttle valve is integrated to give the change in pressure. 

The steam flow is assumed to be equal to the product of the valve position 

and the steam pressure. 

The pressure control system is a conventional 3 term controller with 

the error signal being the pressure deviation from the set value. The output 
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of the controller is known as the master control signal, and this acts on 

both the fuel feed system and the air supply. The heat input to the boiler 

is given as the product of this control signal and the fuel density. The 

firing rate is determined by a delayed version of the master control signal, 

the pure delay and the simple lag representing the transport delay and the 

lags associated with the firing system. The fuel density is obtained by 

integrating the difference between the fuel arriving, given by the firing 

rate, and the fuel consumed, given by the heat input to the boiler. 

It can be seen that this is a very simple model, but a suitable choice 

of the various parameters enables it to represent a wide variety of boiler 

plant. Typical values of these parameters for a drum boiler are given 

in Fig. 9.1. 

9.2.2 Solution of the Differential Equations. 

From a dynamic point-of view, the model described above is a fourth 

order non-linear system, and a real-time simulation of this system requires 

the solution of the differential equations. There are many ways in which 

these may be solved, but in a real-time simulation the execution time of 

the algorithm must be as short as possible, commensurate with stability 

of the solution. Convehtional numerical methods, such as predictor- 

corrector or Runge-Kutta algorithms will give satisfactory results, but 

their execution times tend to be long, owing to QaVent  evaluation of the 
function, and to the relatively small time increments which must be used 

Writ r it& I 
to guarantee4stability. In recent years much interest has been centered. 

on simpler methods of solution, which are faster in execution. In the 

power systems area Domel and Sato81 have recommended the use of the 

trapezoidal rule in fast transient stability studies, and in the field of 

space vehicle dynamics success has been achieved using operational methods.82 

The basic concept behind such operational methods is the development 

of a discrete integrating operator, which can then be directly substituted 

in the system transfer function to give a set of difference equations. The 
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best known such operator is that due to Tustin
83, who derived it in terms 

of "time series". The original manipulation is rather cumbersome, but a 

useful explanation of its derivation using the foward shift operator, z, 

is given in Ref. 82. The integrating operator, 1, is given in discrete 

terms as 

1 m 	T z+ 1  
s 	2 z - 1 

where T is the time step. For an integrator with input x and output y, 

y(s) = x(s). 1 	or 	y(z) = x(z). T z + 1 
s 	 2 z - 1 

or in terms of a difference equation 

y
n 	

y
n-1 

+ ( x
n 
+ x

n-1
) 

which can be recognized as being the familiar expression for trapezoidal 

integration. All that is required for the solution of a linear system is 

to derive the transfer function, and to isolate powers of 1 , which are 

then replaced by the appropriate power of the discrete operator, and a 

difference equation can then be derived. 

Once this difference equation has been derived, and its coefficients 

calculated, the solution of the system is a simple task. A non-linear 

system may be broken down into a set of linear sections, linked by 

non-linear equations, and even time-varying parameters may be accommodated 

by periodic re-evaluation of the coefficients. For feedback systems 

containing a non-linearity, where an open-lcop equivalent cannot be obtained, 

the feedback path introduces a delay of T, and this can cause problems of 

stability; various techniques have .been devised to accommodate this problem, 

and these involve matching closed-loop gain and eigenvalues by introducing 

a digital compensator84,85  . 

These methods have given excellent results in the solution of many 

problems, one of the most interesting being the case of the simulation of 

a space vehicle, with six degrees of freedom. The use of Tustin operators 
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was found to be the only stable way in which a real-time simulation could 

be developed, and this offered an execution tire saving of over 90;L 

compared with a conventional Runge-Kutta method. 

It was therefore decided to use the Tustin operators for the bojler 

model, in order not only to ensure fast program execution but also to 

enable a simple trial of these methods to be made. The results have been 

very satisfactory, and the use of such operators is strongly recommended 

for any further dynamic simulations which may be required. 

9.2.3 Implementation of the Boiler Model and the Results. 

Before the boiler model was implemented on-line, tests were carried out 

to determine the smallest time increment which could be used, and some of 

these results are shown in Fig. 9.2, for time steps of 0.1, 1.0 and 5.0 

seconds. It can be seen that the difference between the 0.1 and 1.0 second 

step lengths is minimal, and since the whole real-time system could 

accommodate the boiler program to be run every second, this step length 

was chosen. The parameters used in this test were those later adopted for 

the on-line simulation, and these are: 

TB, boiler storage time constant . 240 seconds 

Y controller derivative gain = 0  

K,, controller proportional gain = 20.0 

K1' 
controller integral gain 0.04 

T
V 

fuel feed delay 	= 30 seconds 

T
F, 

firing system lag 	= 30 seconds 

Ty, mill storage time constant 	= 2.0 seconds 
• 

The analog hardware associated with the inclusion of the boiler model 

is shown in Fig. 9.3. In the actual generator unit, an analog multiplier 

is used to give the steam flow from the valve position and the pressure 

signals. A potentiometer is used to provide a manual pressure signal when 

the boiler simulation is not in use, and this also serves to give the 

reference pressure to the digital model. The basic software performs the 



• 

Steam 
Flow 

Turbine 
Model 

1.0 

.975- 

.95 - 

.9251 

Pressure 
( p.u.) 

.,‘ 
—• 	— 0.1sec 
- - -- 1.0 sec 

5.0 sec 

.90 Time 
1 	1 

' 0 	50 	100 	150 	200 	250 (sec) 

Fig.9.2 Response to 50°/a Increase in Valve Opening 

for Different Step Lengths.  

Pm  Governor 
Model 

Valve  
Position 

Pressure 
Ref. 

Local/Remote 
Switch 

-1
) Status 

Computed 
Pressure 

Analog Inputs 
to Computer 

Fig. 9. 3 Hardware for the I nclusion of the Boiler Model.  



153 

transfer of the analog and status signals between the model and a C012.101i 

storage area in the computer core. The program examines the status signal, 

to determine whether the pressure signal is provided locally or by the 

computer; in the former case the computer pressure signal is updated to be 

equal to the potentiometer setting. If the boiler model is in operation, 

at each iteration the valve position and the reference pressure are read 

and the new boiler pressure calculated and output to the generator unit. 

Test results for the model are given in Fig 9.4 for three tests, and the 

practical results are compared with those produced by an off-line program. 

The conditions for the three tests were: 

Initial Final 

Valve Pos. Ref. Pressure Valve' Pos. Ref. Pressure 

Test 1 0.5 p.u. 1.0 p.u. 1.0 p.u. 1.0 p.u. 

Test 2 1.0 p.u. 1.0 p.u. 0.5 p.u. 1.0 p.u. 

Test 3 1.0 p.u. 0.95 p.u. 1.0 p.u. 1.0 p.u. 

These correspond to the valve opening, the valve closing and to a charge 

in reference pressure. As can be seen, the results obtained using the 

simulator bear a close resemblance to those generated. by the off-line 

program, the accuracy being better than a:z. This is due to the A/D and D/A 

converter offset errors, and subsequent work has reduced these to less than 

The aimhof developing a boiler model suitable for on-line use in 

conjunction with the analog hardware has been achieved, and the use of 

integrating operators has been shown to be convenient in real-time 

simulation work. 
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9.3 The Testjoad-Fremency Control Schere. 

9.3.1 Introductfen. 

The basic principles of the various methods of load-frequency control 

have been understood for the past 40 years, and most modern schemes differ 

only slightly from these original concepts. Despite considerable activity 

during the late 1960's, the use of techniques from modern control theory, 

in the areas of stochastic and optimal control, has found no favour in 

practical implementations and the design methods employed are largely 

heuristic. To evaluate the PDP-15 in the role of a digital computer 

controlling a model power system, it was decided to implement a simple 

Qp +KPf86  controller. 
Such a controller consists of five stages: 

(1) Measurement of power flows and frequency, and up-dating of 

the agreed interchange schedule. 

(2) Calculation of the area control error (ACE), according to 

the relationship 

ACE = > 	(TLS.-TLA.) + K(F
s
-F
a
) + IPB 

1 
i=1 

1 
 

where NTIE is the number of tie-lines connected 

TI,S. is the scheduled flow in line 1 

TIA. is the actual flow in line i 1 

F is the scheduled frequency 
6.1 

F
a 
is the actual frequbncy 

IPB is the inadvertant payback, determined by 

accumulated flow error or time error. 

(3) Determination of the total demand, PDT, knowing the actual 

generation and the area control error 
NUN IT 

PDT . > + ACE 1 PGEN. 

where NUNIT is the number of units on control 

PGEN. is the power 	
.th 

generated by the 	unit. 1 

1.1 
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(4) Knowing the total generation requirement, this rust be divided 

between the units available, according either to a previously 

calculated generation schedule or as calculated by an on-line 

economic dispatch algorithm. At this stage security considerations 

must be taken into account. 

(5) Control of the individual units, once the target power is known. 

Control signals must be sent to each unit to indicate whether 

generation is to be increased, decreased or held constant, and 

this change should be accomplished' in a reasonable time and 

without introducing oscillations into the system. Since a zero 

steady-state error is required, a closed loop system must be 

used, and there are two main methods: 

(a) Pulse and 7ait Method, 

If it has been decided that a unit should increase its generation 

from 100 MT to 150 EW, the controller will issue a Raise pulse 

to produce what it believes to be a 50 INT increase. After the 

prime-mover transients have died away, the controller may look 

at the output and find it to be only 140 1:17. It will then issue 

a Raise pulse for a further 10 M7, and wait. 

Since some of the time constants might be of the order of tens 

of seconds, this gives a very slow control over the system, but 

it does mean that no knowledge of the plant dynamics is required, 

beyond the settling time. 

(b) Transient Response Monitorinethcd. 

If the form of the transient response is known, it is possible 

to monitor the response of the unit following the issuing of a 

control pulse, and if it deviates from the anticipated response 

by more than a certain amount, then corrective pulses can 

be issued. 

9.3.2 The Unit Control Loop. 

On a generating unit fitted with a conventional mechanical/hydraulic 
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governor, changes in the reference setting are accomplished by driving 

the speeder gear motor in the correct direction, and the change which is 

accomplished is proportional to the time for which the motor is switched on. 

Thus the speeder gear, to a first order, may be regarded as an integrator 

of control pulses. However, many factors combine to make this only an 

approximation to the true behaviour. First, the actual governor characteristics 

are non-linear, and secondly the motor transmission system will have a 

certain amount of slack and slip, the motor will take time to accelerate 

and will continue to coast after the removal of its power supply. All 

these factors combine to give an uncertainty of perhapsj., to 2 in the 

integrator gain figure which is to be used, and hence in the calculation 

of the duration of the Raise/Lower pulses which are to be sent. 

In the light of this gain uncertainty the need for a closed loop control 

system can be seen. The simplest scheme is shown in Fig. 9.5, where the 

computer acts as part of a sampled data system, computing a new value of 

the Raise/Lower pulse every 4 seconds. The gain is assumed to be known, 

and the turbine dynamics are represented by a simple lag with a 10 second 

time constant. The behaviour of the closed loop system is shown in Fig. 9.6(a), 

while the open loop response is given in Fig. 9.6(b). It can be seen that 

although the closed loop response is more rapid, it has a large overshoot, 

is poorly damped and gives rise to excessive speeder motor action. 

One of the main criteria for a satisfactory control scheme is that it 

should not cause oscillatory effects in the system and this is not met by 

the simple closed loop system. Additionally, it is advantageous to reduce. 

control activity to a minimum, as this not only reduces wear on the mechanical 

components but also reduces disturbances to the system. A better closed 

loop control scheme can be produced by incorporating a digital compensator 

in the unit control algorithm, but such a compensator demands a knowledge 

of the prime-mover transfer function. There are many possible compensation 
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techniques which could be applied, but the one adopted here aims not to 

improve on the open loop response of the unit but to correct for the 

uncertain gain of the system. That is, if an increase in generation is required, 

a Raise pulse will be issued on the basis of an assumed system gain, and 

the power output of the turbine at the next sampling instant will be 

predicted on the basis of this gain and of the system open loop response. 

Only if the actual response differs by more than a certain amount from 

the predicted response will additional control palses be issued. Thus when 

the gain is exactly known only the initial control pulse will be issued. 

Knowing this, it is possible to derive an expression for the desired form 

of the compensation. 

Fig. 9.7 shows the control loop in terms of a sampled data system87,88 

with compensation 0(z) and a unit transfer function 0(z). For a step input, 

R(z) = z , the control pulse sequence should be of the form 1,0,0,0,0,0...., 
z-1 

thus 1(z) = 1. From the figure we can write 

0(z) = R(z). 
1 + C(z).G(z) 

and 	0(z) =Az1 
E(z) 	R(z)-05-) 

0(z) = 	 1(z) 
R(z) 1 - 1-11_ cry G 

I(z) 1 ±: 
- H(z) 

For R(z) z , 1(z) = 1 
z-1 

so C(z) -= 1 4-_C*4)PW.. 
z 

Thus 0(z) = z-1 

Hence knowing the pulse transfer function for the units, it is possible 

to derive the compensation block 0(z). For the generator units in the model, 

it was assumed that the prime-mover transfer function was of the form 

( 1 	sT
1 
).  	while the speeder gear motor is represented as K, 

( 1 + sT2 )( 1 + sT3  ) 
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where K is a variable gain. A special hardware unit was constructed to act 

as a slow integrator, and a dead-band was included so that if the magnitude 

of the control pulse is less than 5i of the maximum Raise/Lower level, then 

the integrator is put into its "Hold" mode. The nominal gain of the 

integrator is such that the full Raise level will drive the valve from 

fully open to fully closed in 40 seconds. The gain can be changed to see 

how the control scheme performs under different conditions. 

Off-line computations were performed to examine the predicted behaviour 

of the compensation with different gains, and the results are given in 

Figs. 9.8(a)-(c). The sampling interval was two seconds, and the prime-

mover time constants were T1.3.0 sec, T2=1.0 sec and T3=10.0 sec. The 

results show the response of both the compensated and the un-compensated 

systems, with K = 1, 2, and 2, where the controller believes K to be 1. 

The great reduction in control activity can be seen, and the shape of the 

response of the compensated system can be seen to be similar under all 

conditions. 

9.3.3 The Control Scheme. 

The control scheme which has been implemented is a simple frequency-bias 

tie-line control scheme, together with the unit control method described 

. above. The flow chart is shown in Fig. 9.9. The problems of data input 

and control signal output are handled by the basic software, so the actual 

program is a brief Fortran one, with all its data transfers accomplished 

through Common storage areas. The test system is shown in Fig. 9.10, and 

consists of an infinite bus and two generator units, connected by short 

transmission lines. The section which is to be controlled depends on the 

nature of the test, for in a fixed frequency experiment the two generator 

units are controlled in order to regulate the flOw into the infinite bus, 

but in a variable frequency test only one machine is controlled, with • 

the other machine acting as the rest of the system. 

The parameters of the mechanical systems of both machines are: 

Inertia Constant, H, 	4 p.u. 
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H.P. Cylinder time constant 	7.0 sec. 

I.P. Cylinder time constant 	0.5 sec, 

H.P. Cylinder power fraction 	307J 

Governor Droop 	4% 

Governor time constant 	0.2 sec. 

A total of four tests were performed, and these .are detailed below: 

Test 1. System connected to the infinite bus, with a change in 

reference flow from 0.6• to 0.0 p.u. 	Fig. 9.11(a) 

Test 2. System connected to the infinite bus, with a change in 

internal load from 1.6 to 1.1 p.u. 	Fig. 9.11(b) 

Test 3. Isolated system with a load change in the uncontrolled 

half of the system 	Fig. 9.11(c) 

Test 4.  Isolated system with a load change in the controlled 

half of the system 
	

Fig. 9.11(d) 

In tests 3 and 4 the second generator unit was under manual control, which 

acted to restore the tie-line flow to its original value. 

Test 1 shows that after a step change in reference flow, the controls to 

increase the generation start to act after a short delay, this being the next 

time the control nrogium was executed. The tie-line flow is increased steadily 

to its ne':: value, and thi6 is reached with no overshoot. Since the gain 

of the speeder motor system was known, only the initial control pulses 

had to be issued. 

Test 2 shows how, following a step change in load, the tie-line flow 

increases, and after 2 seconds thecontrol starts to bring the flow back 

to its original value. On this occasion, there is a small overshoot, but 

this is quickly counteracted. This was probably due to external variations 

rather than a fault with the control logic. 

In Test 3, the controlled machine is No. 1, and no control pulses are sent 

to it, since the constant is correctly chosen. The change in power output 

of this machine is due entirely to governor action, and the restoration of 
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the correct tie-line flow and hence the frequency is accomplished by 

machine 2. 

In Test 4, however, the change in load occurs in the controlled area, 

and hence control action is taken, resulting in the restoration of the 

correct tie-line flow. No manual action was taken with the uncontrolled 

machine, .No. 2. The similarity between the results of Tests 3 and 4 is 

because the manual control in Test 3 acted in a very similar way to the 

computer control of Test 4. 

The behaviour of this simple load-frequency control schete is as expected, 

and demonstrates that the combination of the computer and the power system 

model is suitable for further work in this field. In particular, the 

behaviour of control algorithms in a system with noisy measurements is 

of interest, and some experiments along these lines were attempted. However, 

the available noise generator was unable to produce satisfactory noise at 

a sufficiently low frequency. The noise was centered about 1.5 to 2.0 Hz, 

and this was effectively filtered by the digital filter associated with the 

analog input.program. However, there is scope for further work, provided 

that suitable noise sources are used. 

9.4 The Measurement of_ ower Sjstem Parameters. 

The increasing desire in recent :rears to understand and to be able to 

predict the behaviour of power systems has led to a need for accurate 

measurements of many parameters. Such measurements are frequently 

difficult or impossible to perform using conventional methods of system 

testing, and recourse must be made to more sophisticated techniques. This 

is particularly true in the case of the measurement of power system inertia. 

This is a most important parameter, as it determines the rate of fall of 

frequency following a loss of generation. This parameter has in the past 

been measured by arranging the system into two large areas, connected by 

a single tie-line which carries an appreciable power flow. By tripping this 
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line, one area will suffer a loss of infeed, while the other will have 

a surplus of generation and frequency changes will occur. 

This method has a number of disavantages, which may be summarized as: 

(1) In order to produce a frequency deviation which can be 

accurately measured, the power transfer must be of a 

reasonable magnitude, and it is possible that the tripping 

of the line may cause stability problems. 

(2) It has been found that the long term plant resoonse is 

different in planned tests from that which occurs following 

unforseen incidents. This can be attributed to increased 

operator awareness. 

(3) Considerable planning must be undertaken before such tests 

can be performed. 

In recent years much interest has been focud on the identification 

of control system parameters using random test signals superimposed on 

the ordinary input89-91,  and then cross-correlating the output with the 

input. This then gives the system impulse response, from which may be 

derived its transfer function, It was decided to investigate the use of 

this method for the determination of system inertia. The principle is 

shown in Fig. 9.12. A random power infeed is applied to the system, and 

the frequency of the system is cross-correlated with this random input. 

Such a variable infeed can be achieved if the system under test is linked 

to another system by a d.c. line. Small changes in power flow may be used, 

provided that the experiment is continued for a sufficiently long time. 

9.4.1 Theoretical Backrrround. 

Consider the system of Fig. 9.13, which shows a linear system whose 

impulse response is h(t). Its output y1(t) is contaminated with noise n(t), 

to give a total output y(t). The cross-correlation function (I) 
Yx 
 may 

be written as 

(I)yx (Z)  . 1
o 
 y(t) x(t-T ) at 

.17   
now 

y(t) = y1(t) 	n(t) 
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The system output *1  (t) may be written in terms of the convolution integral: 

y (t) 
1 

("C ) 

h(z) x(t-z) dz 
0 

00 

1 	x(t-T ) dt 	h(z) x(t-z) dz •1 	n(t) x(t--C) 	dt 
Yx 	'T 	0 0 0 

00 

(T) = 1 h(z) dz 	x(t-T ) x(t-z) dt 1 f 	n(t) x(t-T ) dt 
3 	T 	0 0 T o 

write 
T 

•1)xx.(T -z) = 1 x(t-T) x(t-z) dt 
T 0 

and 

CI)nx(T) 	if()  n(t) x(t-T ) dt 

yx(T ) j (P h(z) 4)xx(T -z) dz 	(I) rix(T ) 
0 

If the noise and the input are uncorrelated, then (1) 	= 0, and 

xx Yx 
h(z) 11) 	(Z -z)dz 

0 
For a random signal d) xx  is the impulse response, and thus 

Oyx(t) = h(t) 

For practical purposes, the use of a true random input is not convenient, 

and a pseudo-random binary sequence is frequently employed. Such a sequence 

has a value of either a, and transitions from one state to another may 

occur after each clock interval T. The sequence is of fixed length, n, 

and thus repeats itself every nT seconds. The auto-correlation function is 

shown in Fig. 9.14 and as T-..,>0 and n-400, then this trends towards the 

impulse function92. Such a sequence may be generated by using modulo-2 

feedback around a shift register; for a register with N stages the maximal 

length sequence occupies 213 -1 clock periods. The sequence generator which 

was employed in these tests is described in Appendix C. 
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Since the input test sequence repeats itself, the measured cross-

correlation function will also repeat itself every nT seconds, and this 

means that the sequence length and the clock frequency must be adjusted 

so that the Dart of the response which is of interest occurs within this 

time nT. The fine-ness of the detail in the response is determine) by the 

clock frequency, as the non-ideal auto-correlation of the test signal leads 

to a smearing of the results. However, a high clock frequency will, in 

general, only cause very small changes in the system output, which might 

be difficult to measure. Thus the choice of clock frequency and sequence 

length must be made with a prior knowledge of the form and duration of 

the response, and certain compromises must be made. 

The longer the period of measurement the more accurate the results 

will be, and this period is limited only by the equipment used for the 

test. Analog correlators are prone to drift, whilst in the digital system 

used here, the limitation is imposed by the storage available. 

The use of correlation methods enables system measurements to be made 

while the system is operating normally, and with a low level of test 

signal. This causes a minimum of disturbance to the System, and permits 

measurements to be made in the presence of noise. 

9.4.2  TestResults. 

The test system is sho-z-n in Fig. 9.15, and consists of a single generator 

unit connected to a small network with fixed loads, and with a switchable 

load. This latter load is rated at 2"2-L of the base power, and its power 

factor is adjusted such that when the load is switched in, no change of 

network voltage occurs. This avoids the introduction of voltage effects, 

both of the other loads and also of those associated with the voltage 

regulator. Provision was also made for the contamination of the frequency 

signal with noise derived from a separate noise source. 
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In addition to the correlation measurements, step responses were also 

obtained, in order to demonstrate the ability of the correlation technique 

to recover signals from noise. The characteristics of the test signal were: 

31 bit sequence 

2 Hz clock frequency 

2 samples/clock cycle 

256 samples per test 

This enables the first 15 seconds of the response to be examined, and the 

whole test lasts for four complete sequences. As has been previously 

explained, the results obtained from the cross-correlation give the system 

impulse response, and this was numerically integrated using the trapezoidal 

rule to obtain the step response. 

Four different sets of results are given here, with the system operating 

under the same conditions, but with the frequency measurement signal 

contaminated with different levels of noise. These noise levels were 

Test Number 	Signal/Noise Ratio 	Figure No. 

1 	No Noise 	9.16(a) 

2 	20 dB 	9.16(b) 

3 	10 dB 
	

9.16(c) 

4 	-10 dB 

The results of the conventional step changes are given.in Fig. 9.16(a)-(d), 

and the effect of the noise level can be clearly seen. In particular, in 

Test 4 the signal/noise ratio of -10 dB means that no information about the 

system response can be gathered. Fig 9.17. shows a comparison of the step 

responses of the system obtained using both the correlation method and 

the ordinary step response, in the "no noise" test. The results can be seen 

to be almost identical for the first 9 seconds of the response, while after 

that time the correlation results start to give an error, which can be 

ascribed to the short duration of the whole test. 

Sections of typical test records are given in Fig. 9.18, which shows the 
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test sequence and the measured frequency for Tests 1 and 3; in this figure 

one complete sequence occurs in 15.5 seconds, and the frequency records can 

be seen to repeat themselves. The results of Tests 1-4 using; the cross-

correlation method are shown in Fig. 9.19. These have all been normalized 

such that the peak frequency deviations for all the tests have the same 

magnitude. This enables easier comparison of the shape of the dynamic 

responses, and with a knowledge of the peak deviation, given below, shows 

the relative accuracies. 

Test Number 	Peak Frequency Deviation 

1 	0.165 Hz 

2 	0.155 Hz 

3 	0.16 Hz 

4 	0.14 Hz 

The ability of this method to obtain results such as these from such 

noisy data indicates that there is great potential in such work for the 

measurement of power system parameters. Having obtained the step response, 

the system droop and inertia must be determined, and by knowing the final 

steady-state frequency, the power infeed and the initial rate of changa 

of frequency, this can be done easily. 

The droop is given by 

Droop = Final Frequency Change = M 
Power Change 

while the inertia is given by 

d f= 1 .A p 	where H is.the inertia constant 
d t 2 H 

and df 'is the initial rate of change 
dt 

of frequency. 

From these tests, values of droop and inertia were obtained, and as can 

be seen, they are close to the design values, which have been validated in 

other tests. 
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Design Value 	Obtained From Correlation Test 1 

Droop 	- 4'/L 	3.8)L 

Inertia Constant 	4.0 	4.5 

These measurements have an accuracy of about 1M, and this was obtained 

during a test which lastel only just over one minute. By increasing the 

measurement period, the variance of the results will be reduced, since the 

error is proportional to the square root of the reciprocal of the number 

of measurements. Similarly, if the behaviour of the system for periods up 

to minutes was of interest, a longer sequence could be employed, and the test 

conducted for many hours. This is of particular use, since following a 

disturbance, the aim is to restore the system to its normal operating condition 

as auickly as possible, and thus it is not desirable to allow the system 

to operate with no control, just so that its long-term performance can be 

observed. With the correlation methods, the disturbance can be made very 

small, such that the operator will not be influnced by it and consequently 

will not take any action to counteract the perturbations. Additionally, the 

ability to recover signals which are buried in noise is a great advantage 

and in a power system context would prove invaluable. 

0.5 Conclusion. 

These three examples of the work which has been performed using the 

simulator show that it is suitable for a wide range of functions. The 

computer has been found to work adequately in its three roles of data 

acquisition, simulation and control. The comparative ease with which 

different experiments can be conducted demonstrates the value of the simulator 

for the study of power system control methods. 
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CHAPTER 10 	 CONCLUSIONS 

10.1 Sulam/7 of the Work. 

The first chapter of this thesis described the need for a power system 

simulator, both for the purpose of control investigations and for 

educational use. The system which has been developed is capable of meeting 

these requirements, and thus the basic aims of the project have been 

achieved. 

The general structure of the simulator, with the dynamic plant 

simulation performed with analog equipment, the network represented by a 

scale model and the digital computer interfaced for measurement and cntrol 

purposes, has been described. The concepts behind, and the operation of, 

both the generator and load units have been explained, and their performance 

has been shown to be adequate, with errors in the region 1 	The interconnect- 

-ions between the different sections of the model and the interface were 

detailed, as this shows the potential versatility of the whole simulator. 

The role of the digital computer was explained, and details given of 

the basic software, to provide an understanding of the way in which the 

analog and digital sections may be used together. Finally, three examples 

of work performed using the simulator were given, to show its uses in 

the areas of plant representation investigations, control studies and 

the evaluation of system parameter measurement techniques. 

10.2 Original  Contribution. 

It is the present writer's opinion that the following pieces of work 

were his own contribution to the project: 

(1) The design and construction of a modular generator unit, in which 

not only individual parameters, but also large sections of the model 

may be changed by just un-plugging one unit and plugging another 

one in. In particular the facility for connection with an analog 

computer is of great convenience. Within this generator unit, the 
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simple representation of a hydro turbine is also new, since only 

thermal plant had been considered previously. However, the model is 

not very satisfactory, and further work could profitably be done 

in this area. 

(2) The inclusion of a 2 axis machine representation in a continuous 

frequency simulation, rather than in a transient analyser, The 

model which is used not only gives the correct terminal response, 

but also the equivalent circuits which form the basis of the solution 

of the machine equations provides an insight into the internal 

behaviour of the machine, making it particularly suitable for 

educational use. The main advantages of this 2 axis model over 

the previous reactance models are the superior damping characteristics 

and the improved voltage response. One of the major problems with 

the reactance model is that a change in load on a machine produces 

a step change in terminal voltage, which then affects the electrical 

power measurement. 

(3) The design, construction and analysis of the load units. The original 

constant power loads were found to be unstable when operated with 

generator units of the reactance machine model type, and analysis 

showed this to be due to voltage instability. A new design was 

produced for a constant current load unit, which was found to perfollu 

satisfactorily. The analysis of the system was found to agree with 

the measured results, and this enabled a suitable choice of loop 

gains to be made. 

(4) The development of a system for interconnecting all of these units 

with the network model, and the development of all the instrumentation 

for the measurement of network quantities, such as power flows, 

voltages and angles. 

(5) The invention of a novel technique whereby a high network frequency 

may be used in a real-time model where the frequency is continuously 
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variable. The direct method of just using a high frequency 

voltage-controlled oscillator is not feasible, since a very high 

degree of stability is required and this is not attainable with 

inexpensive equipment. The idea of the single sideband system 

was then concieved, and a prototyne was constructed, which performed 

well. The advantages of a high network frequency lie mainly in the 

realms of signal processing, and the use of such a system should 

enable transient stability studies to be performed. 

(6) The use of a digital boiler simulation with an analog model of 

a steam turbine. This system has been shown to perform as designed, 

and further work on the development of simple boiler models would 

be useful. For any other digital on-line simulation work, the 

use of integrating operators is recommended, since they can give 

a great increase in solution speed over conventional numerical 

integration methods. 

(7) The investigation of the use of pseudo-random binary sequences 

for the identification of power system characteristics. using 

this method, it has been pos:::i1)3.e to determine the effective 

inertia and the damping in the system, and it is felt that this 

method rig ht have potential for use in real systems, where random 

power injections may be made over a d.c. line. 

It is felt that the above list is a su::mary of thewriterls own 

contribution, but inevitably more work was carried out than is descrdbed in 

thiS thesis, since much of it proved to be abortive. 

10.3 Recommendations. 

The recommendations which are to be made fall into two main categories; 

first, there are suggestions for improvements and further work which would 

continue the present line of investigation. Secondly there is a suggestion 

for a new type of model which could be used for system, rather than plant, 

control studies. 
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10.3.1 Hardware Improvements. 

Improvements in the accuracy of the whole model could easily be 

achieved by using more expensive components. In particular, the use of 

higher quality analog multipliers would effect a great improvement. These 

are used in the phase-sensitive detectors in the load units, and for the 

measurement of electrical power in the generator units, two functions Lhich 

determine directly the accuracy of the whole model. It is recommended that 

multipliers with an accuracy of the order of 0.25% are used, although 

these cost about £40 each; two would be required in each load and generator 

unit. 

The amount of circuit calibration could be reduced if high-precision 

resistors were used more widely. Their accuracy should be better than 1J-, 

for if several circuits using such resistors are cascaded, the errors 

soon accumulate. The use of precision capacitors is not recommended, as they 

can be very expensive, and for the limited number which are required, it is 

simple to make up parallel combinations to obtain the desired value. All 

pre-set resistors should be either of the wire-wound or the cermet type, 

since the long-term stability of the carbon track type is very poor. 

Although type 741 operational amplifiers have been used almost 

exclusively throw:hout the present model, there are many situations where 

other, more =pensive amplifiers would be useful. In the simulation of 

long time constants a high impedance type, such as a FLT input amplifier is 

necessary, and there are other areas where low-offset or low drift amplifiers 

would be useful, as this would reduce the number of "zero-adjust" Pre-sets. 

For the whole system, it has been shown that a more compact arrangement 

is possible, and with care, the whole model could be. fitted in two 61  racks, 

instead of the five now occupied. This would involve constructing all 

the circuits on printed circuit boards, and arranging the metering and the 

controls to be remote from the actual electronics. 

The most fundamentalchange recommended is that the per-unit system of the 

model should be changed. The case for using a higher frequency has been put, 

r. 
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in Chanter 7, and it is suggested. that the base voltaa-e should also be 

changed. The recommended value is 5 V rms, which would be within the range 

of operational amplifiers, and would simplify the design of the power amplifiers.- 

These could be replaced with directly-coupled transformerless amplifiers, 

which would remove the currently weakest link in the system, the present 

amplifiers. 

Also, there are several disadvantages with the present computer, the 

PDP-15. It is not reliable, and being physically remote from the model it 

is not convenient for this type of work. A further limitation is the limited 

time for which it is available to the Simulator group. A small mini-computer 

dedicated to the project would enable much faster progress to be made. 

10.3.2 Further Work on This Project. 

There are many directions in which this work could usefully develop. 

Further work on the hardware would be beneficial, particularly in respect 

of prime-mover simulations. The need for a hydro turbine model has already 

been mentioned, and this is an important priority. Other kinds of plant 

which should be considered are gas-turbines and diesel engines, both of 

which are now finding a role for peak-lopping purposes. 

Further work on boiler modelling, in particular for different kinds 

of boiler, would be useful, to produce simple models suitable for real-time 

use. The verification of these simple models against either complicated models 

or, preferably, real data is an essential part of the work. 

In the system control field, there is no limit to the schemes which can 

be evaluated. The simulator allows different algorithms to be evaluated 

in a realistic context, and comparisons between alternative methods 

may then be made. In particular, the simulator is suitable for the testing 

of whole systems of programs, for such complex tasks as the restoration 

of a whole system to a normal operating state following a major disturbance. 
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10.3.3 A New Type of Total System Yodel. 

In recent years, interest has centered on the study of total system 

response, rather than on individual plant performance. In this type cf 

mode111-13,  all voltage and reactive power effects are neglected, and only 

the power balance between generation and load is considered, A typical 

scheme is shown in Fig. 10.1. The generation is grouped into blocks, 

according to the plant mix, of thermal, hydro, gas turbine and Perhaps 

pumped storae plant, and their outputs are summed to give the total 

generated power. A load model, containing the load trend and its random 

fluctuations, gives the power demand, and the difference between generation 

and load gives the accelerating power. This is integrated to give the 

system frequency, the integrator gain being determined Ly the system 

inertia. 

This can be extended to interconnected system operation, by integrating 

the frequency error to give the angular difference. This is shorn in 

Fig. 10.2. The tie-line flow is assumed to be a linear function of the 

angle across the line, which is valid for small changes. The total infeed 

in one area is then added to the generated power. 

Yodels of this kind have given useful results in studies on generation 

loss, load shedding strategies and tie-line tripping, as they give the 

whole system response with only a fraction of the computational effort 

which is required for a full dynamic analysis. 

The new idea is to build a model which simulates such a system representation, 

with all the calculations being performed digitally. Suitable methods 

would involve using integrating operators; in order to achieve the necessary 

speed of execution. Such a system would involve using micro-processors for 

the solution of the equations, with one such processor for each area 

of the system. These would be interconnected viaa data bus, but each processor 

would operate autonomously, as the only information required about another 

area is its angle. Each iteration cycle would be initiated by an interrupt, 

which would be sent to each processor in the system; 
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Such a system would 1e inexpensive to Lund, although the initial 

nrogramming of the plant eupations violild be a lengthy process. However, the 

final system would have the advantages over analog equirnent of drift-free 

and reproducible operation, whilst having the advantage of parallel 

operation. 
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APPF3.;DEK A 	 DETAILS OF 	C IRCUIT TY USED DI 9.1-IE SE.ULATOR 

The constraints imposed on the circuit design were mainly financial, 

and they demanded the use of inexpensive components. The main items to be 

affected are the overational amplifiers and the analog multipliers. These 

circails 
two areas will be considered first, and finally certain mIscellaneousXwill 

be explained. 

Operational Amplifiers. 

The ideal operational amplifier can be defined as having the fol3owing 

characteristics: 

Infinite Input Impedance 

Zero Output Impedance 

Infinite Gain 

Infinite Bandwith 

Figs. A.1 to A.5 show some cf the standard circuits which have been used, 

together with their transfer functions. 

In any practical system, these circuits are subject to several limitations, 

depending on the characteristics of the operational amplifier which is 

employed. The main problem which arises in a simulation of the kind 

undertaken here is the representation of long time constants. These recuire 

a large RC product, and since the upper limit for capacitors lies in the 

range 1-101.0, high resistance values must be used. The limit for capacitors 

is determined by both their physical size and their price, since non- 

polarized types must be used, and they must possess good long-term stability. 

The upper bound for resistance values is determined by the input characteristics 

of the amplifier, in particular the bias current taken by the input 

long-tail pair. This pair might be either bipolar or field-cffect transistors, 

the former offering better temperature stability and lower drift, while 

the latter have the advantage of very small bias currents and higher 

input impedance. 
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rithin the available financial range, one type of each such kind of 

amplifier was selected, the 741 OD-EXID, costing about 22 p, and a modified 

version of this amplifier, with a 1= input stage, sold by Eadiospares 

for about £2.50. These are both very inexpensive, but are quite suitable 

for use in the simulator. In any circuit which requires resistance values 

greater than about 200 kS2, FLT type amplifiers must be used. Although 

the use of higher Quality amplifiers would improve the whole system, and 

reduce the number of adjustments, the extra expense would be considerable 

and the money would be better spent in other areas. 

Analosr 

There are three main types of electronic multiplier in common use at 

the present time, these being: 

The Transconductance Type 

The Pulse Height/Width Yodulator 

The Hall Effect Type. 

The Hall effect kind of multiplier is of no great use in electronic 

systems, since it is not only physically large, but is also very susceptible 

to temperature changes. This leaves the two other tyres, both of which 

are widely used. The pulse height/width modulator is salable of high 

accuracy, of the order of 0.1, but is expensive, perhaps £50 for a 0.5:. model. 

This leaves the variable transconductance type, which is shown in principle 

in Fig. A.S. 

For the stage shown, it is possible to write 

= K. QV. IF  

so that the voltage difference at the collectors is proportional to the 

product of the input voltage difference and the total emitter current. 

Such a property may be used in an analog multiplier, by having as one input 

the differential voltage,AV, and using the other voltage to control the 

current I,. 

The system must be designed to accommodate operation in all four 

quadrants, to allow input signals of both polarities. A practical multiplier 
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has four rain adjustments, each of which has a corresponding term in the 

expression for the output Vo. 

K
x [(x-xo

).(y-v )1] + Vox 	
+ higher terms 

where x,y are the respective inputs 

K
x 

is the gain adjustment 

x 
o 
 ,y 

 o 
 are the respective input offset 

adjustments 

V is the output offset adjustment 

Two different devices were employed, one, The L'otorola MC 1495, with 

an accuracy of 	and the other, the Analog Devices AD 533, with an 

accuracy of 1":.. For the MC 1495 device, the output is a balanced signal, 

consisting of a large d.c. common-mode voltage, about 10 V, and a small 

signal voltage, about 0.5 V. The amplifier which follows the multiplier must 

have excellent common-mode rejection, and also the system requires highly 

stable power supplies, for otherwise variations in offset will occur. 

The AD 533, however, contains its awn supply regulators and output amplifier, 

and is much less sensitive to voltage variations.- As a result, it is more 

convenient to use than the IX 1495, and is preferable despite its higher 

cost. For about E15 it is possible to buy complete multiplier chips which 

recuire no exterml adjustments, since these are all made in the factory 

during manufacture, by laser trimming. These would obviously be the best 

solution, if cost were no object. 

Ficcel]aneous Circuits. 

The first of these miscellaneous circuits is the limiter, shown in. Pig. A.7, 

The circuit acts by the potential VD  becoming greater than vbe 
for the 

transistor, which turns on the transistor. The current through this 

transistor flows into the summing junction, and tends to reduce the output 

voltage, causing a limiting action. The potential VD  is determined by the 

output voltage Vo, a reference voltage VR  and the potential divider R2  and 

R3. The break-point of the limiter, V, is given by 
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Fig.A.6 Multiplier Principle. 
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Fig.A.7 The Limiter. 

vi 

Fig. A.8 	High -Z Buffer, 
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V
x 	

R3 
VR [1 + 

R
31 vbe R

2 	
R
2 

and the slope of the limited. portion by 

slope = R3 

PR1 In general, the slopecan be made at least <0.001, depending on the input 

resistor and the gain of the transistor. The diode is included to prevent 

reverse-breakdown of the base-emitter junction when the output voltage 

goes negative. By changing the transistor to a p-n-p type, reversing the 

diode and changing the polarity of V
R and VC' a negative limiter can 

be produced. 

In the instances where a very high input impedance is reauired, such as 

in "Hold" circuits, a dual .r,1 is used, as shown in Fig. A.8. The upper 

device is connected as a source follower, while the lower device acts as 

a dynamic load. This gives a low offset between input and output, <10 mV, 

and the dual device offers good thermal tracking. 



V + IX+IR 

QV = - vR 	z2  
A Ip  

= K IPV 

200 

APPENDI B 	LOAD UN T2 ANALYSIS PARA2.11TP.3 

For an analysis Of the behaviour of the load unit it is necessary to 

know how the magnitude of the terminal voltage varies with changes in the 

phase and auadrature components of the load current, when the unit is 

connected via a complex impedance, as shown in Fig. B.1. 

The phasor diagram is shown in Fig. D.2, and it is apparent that 

E2  = ( v +A v)2  +Ov2  

E2  = ( V + RIp  + XII  )2  + ( XIp  - RIc1)2  

By applying in turn small increments to I 
P 
 , I

q 
 and E, the corresponding 

changes in V can be found, and the desired parameters obtained. These are: 

- Inc + IZ2  
Ia 	V +IX+IR 

KIQV 

	 1 	 
( 1 + XI + RI -7 

The coefficients for the analysis of the system of Fig. 5.4(1)) are 

Given below; all the variables are definel in the text of Chapter 5. 

Let 

X1 . (1-KAK.1_,;.V)/TE 

13 = 1/(R-Y 	) '"IPV  

12-(K.K 
A IPV

)/T  E 

= 

And then 

K1  = (V.X1 + I.Kipv.X3)/T 

K2  = (V.X4 + I.K p  + 	I V p 

K
3 
 = X2X3 

K
4 
 = Xi K

3 

For the system of Fig. 5.15, the coefficients are given below: 

Let 
/1 = ( 1 - epo

).KipV 
	Y2 = ( 1 - epo).K 

f
3 = eq.KIPV 
	

Y4 = eq• KIQV 
G = 1/R 
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And then 

ZA _-_ G/( 1 - GY4 - 1 - GY1 

ZB  = G2Y3/( (1 - GY4) (1 - GY1) - G2Y2Y3) 

2 	if Zc G Y2m1 - GY1)(1 - GY4) 

Z -' 1 - GY1 - G2Y2Y3 ) D 	 1 -GY4 

- G2Y2Y3) 
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APPENDIX C 	THE PSEUDO-RANDOM BINARY SEQUEICE GENERATOR 

Such sequences are generated using a shift register, with feedback from 

its various outputs bad: into the inputs, via exclusive-0R gates, as 

shorn in Fig. C.1. For a shift register of n stages, the seauence will 

repeat itself every 2n-1 clock pulses. Such a sequence is called a maximal 

length sequence, and certain feedback connections have been established 

which will generate them. A table of such connections is given below: 

Stages Sequence Length Feedback Connections 

2 3 2,1 

3 7 3,1 

4 15 4,1 

5 31 5,2 

6 63 6,1 

7 127 7,1 

8 255 8,7,2,1 

A generator was constructed on these principles, and is shown in block 

form in Fig. C.2. The clock freauency is determined by a division chain 

whose input is derived from a 1 TEz crystal oscillator. The first stage 

of the division chain in a 3 decade rate rultiplier, controlled by three 

thumbwheel switches on the front panel. For an input of frequency fo, 

. the output. can be adjusted to lie inthe range 0.001f_ to 0.999f0. Next 
o, 

there is a fixed division by 103, followed by a switchable division chain 

of three stages of +10. The internal clock may therefore be adjusted from 

999 Hz to 0.001 Hz. There is also facility for using an external clock 

signal. 

Before this signal is used to clock the Shift register, there are 3 

switchable÷2 stages, to enable the generated sequence to run at a 

fraction ( 1, j,a-, ;]-6; ) of the clock frequency, permitting synchronouS 

sampling. The feedback connections around the shift register are also 
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switchable, allowing 31, 63, 127 or 255 bit sequences to be generated. 

The output sequence is a TTL compatible waveform, and an analog system 

has been attached to the outrut to provide control signals suitable for 

use with the model. This output consists of a fixed level, deterpired by 

input X
1 
 and potentiometer. P

1
, with an increment which is switched by the 

random sequence, of magnitude X2P2. Thus the output can be written as: 

Xo = 
 ± X

1  P1 	
(KA] 

 

switchable tdetermined by 

inversions sequence 

An internal +10 V reference signal is also provided. 
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