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ABSTRACT

Experimental investigations of the influence of flow and
geometric parameters on the effectiveness and heat transfer
coeffigient downstream of two dimensional slots and three-
dimensional discrete hole film-cooling slots are presented. For
two dimensional slots the influence of longitudinal curvature,
slot height, velocity ratio and density ratio are quantified.
The three-dimensional slots employed tangential, normal and
combined tangential and normal holes. The influence of velocity
ratio, density ratio, lip Tength, 1ip thickness, open area, open
area ratio, pitch-diameter, distance of normal holes to the
exit of the tangential holes and ratio of tangential momentum to
normal momentum are separately examined. |

A two;dimensiona] procedure to predict the effectiveness
downstream of curved surfaces, of multiple slots and on conical
walls is described. A finite difference solution of a time-
averaged form of the Navier Stokes equations is used to calculate
effectiveness and heat transfer downstream of the three-dimensional
slots. The relevance of the calculations to practical film
cooled combustion chambers is examined.

Experimental and theoretical investigations of impingement
cooling are described, and the use of impingement as a way of

enhancing film-cooling performance is assessed.
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CHAPTER ONE

INTRODUCTION
1.1 The Problem Considered

The work reported in this thesis concerns film-cooling which
is a method of protecting surfaces exposéd to hot gas streams
by injecting cool gas along the surface tb form a film. The film
acts as a thermal sink and reduces the mean boundary layer temp-
erature. The increase in thermal boundary layer thickness, due to
the cold film, reduces the convective heat transfer to the wall,
The film may also act as radiation sink if its radiation absorb-
tivity is high.

Although film-cooling has been applied to many engineering
situations, the present research is related to combustion chamber
- design. Figure 1.1shows typical variations of flow properties
through different stages of a jet engine and indicates that the
flame temperature in the combustor may rise above 2000°K.
Experience (4) has shown that, when méta] temperatures exceed
1?00°K, metallurgical properties such as creep strength, fatigue
and oxidation resistance fall rapidly. For long combustor life
it is necessary to keep the wall temperatures below that at which
desirable metallurgical properties fall rapidly. A method of
achieving this is to use a film cooling device.

_Other methods of reducing the wall temperature include
convection cooling, ablation cooling and transpiration cooling.
Comparison of convection, film and transpiration c001199(113) has shown
that convective cooling is less effective than film cooling.
Transpiration cooling, as discussed by Whitelaw(113) poses many

metallurgical problems and because ablation materials cannot



always be recovered, it is used only in rocket engines. The
combustor designer is, thus, required to optimise film cooling
arrangements perhaps in conjunction with convection and impinge-
ment in terms of cooling performance and cost.

In assessing the performance of a film cooling design it is
convenient to define the adiabatic-wall effectiveness and the
heat-transfer coefficient, as pérformance criteria. The adiabatic-

wall effectiveness is defined as:

T =T
_ (Taw G
nT oo, cp constant (1.1.1)

and reﬁresents a measure of preservation of the cooling film in
the absence of radiation and chemical reaction. Due to difficulties
in obtaining an adiabatic wall, a mass transfer analogy may be
used to obtain related information. For such tests, an impervious-

wall effectiveness is defined as:

& . _(m,, - mg) (1.1.2)
. mC“mG .

The effectiveness obtained from equations 1.1.1 and 1.1.2 are
equal provided the effective Lewis number equals unity. The second

quantity often used for assessing performance is defined as:

q "
he = it (1.1.3)
f W aw

and may be regarded as a measure of resistance of the cold film
to heat transfer. u | |

Extensive experimental and numerical investigations of the
three quantities defined above have previously been reported (12,

37,44,77) although the assumptions of negligible radiation and



chemical reaction do not apply to real combustors. The major factors
affecting film cooling performance are: film cooling §10t geometry,
cooling film fluid properties, hot stream fluid properties and
combustor geometfy. The present research quantifies the influences

of these factors, in order to provide optimization criteria.

1.2 Specific Objectives of present research

The specific objectives of the research were as follows:
1. ‘To measure the effectiveness of two-dimensional, film-cooling
slots over curved walls.
2. To develop a numerical procedure to calculate film cooling
effectiveness over curved walls, film cooling effectiveness of
multiple slots and film cooling effectiveness over conical walls.
3. To perform a systematic experimental investigation of the
influences of important flow and geometric parameters on the
effectiveness and heat transfer characteristics of three-dimensional
film cooling slots employing normal and tangential injection.
4, To.develop a numerical procedure to represent the influences
determined in.3.
5. To perform an experimental and theoretical investigation of
impingement cooling and to assess the advantages of impingement
as a means of enhancing the performance of film cooling arrange-

ments.

1.3 Outline of the thesis

The following chapter contains a brief literature review with
particular emphasis on the influences of major parameters. The

review indicates a lack of systematic investigation of performance
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of normal and combined normal and tangential film cooling arrange-
ments.

Chapter 3 presents results of the present research on the
influence of longitudinal curvature and film build up. Limited
calculations were presented on the stretching of films. Chapter
4 relates to an experimental and numerical investigation of three-
dimensional discrete~hole cooling and, Chapter 5 describes the
experimental and numerical investigation of the heat transfer
characteristics of two-dimensional plane impinging jets.

_Chapter 6 presents calculated wall temperatures resulting
from two~-dimensional slots, combined normal and tangential slots,
and an arrangement of impingement followed by combined normal and
tangential injection. Chaptér‘7 presents brief conclusions and

makes suggestions for further work.
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CHAPTER TWUWO

2.0 LITERATURE SURVEY

Introduction

Detailed reviews of previous film-cooling investigations up
to 1971 may be found in réferences 37,77 and 89. The purpose of
the présent review is to identify film cooling conditions which
have previously been investigated and to determine the direction

for further research. The review provided below is sub-divided

. . into: experimental two-dimensional film-cooling, experimental

three-dimensional film-cooling and theoretical two and three-
dimensional film-cooling investigations.

Sections 2.1 and 2.3 show that detailed measurements and calcu-
lations of two dimensional film cooling slots are available. It s
however demonstrated that the influences of longitudinal curvature,
multiple slots and shape of combustor exit have not been investi-
gated -systematically.

Reference 89 describes experimental investigations of three-
dimensional film-cooling slots up to 1972, Table 2.2.2 shows that,
except for investigations on full coverage cooling, there has been
little addition to the list provided in reference 89. A critical
review of available numerical procedures is provided in 89.

Some of the references mentioned in this review have been

reviewed before (37,77,89) but are mentioned here for completeness,
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2.1 PREVIOUS EXPERIMENTAL INVESTIGATIONS OF TWO-DIMENSIONAL
FILM-COOLING

Figure 2.1.1 shows some two-dimensional film cooling geometries
that hqve been used for previous investigations. The important
flow and geometric variables are indicated. Table 2.1.1 gives
details of some of the previous works. The references in table

2.1.1 are specially selected to indicate parameters of major

- influence for two dimensional film-cooling effectiveness and heat

transfer.

For slots with tangential injection, the investigations of
Kacker and Whitelaw (45), Pai and Whitelaw (79) and Sivasegaram et al
(98) show that, for thin lip slots (t/y_ < 0.2), a near unity velocity
ratio resulted in maximum effectiveness for unity density ratio.
Further {nvestigations by Pai and Whitelaw (79} showed that for
density ratios greater than unity, increase in mass flux (pCUC/pGUG)
beyond two led to increasingly smaller increase in effectiveness.

For pc/pG < 1, the effectiveness increases monotonically with
increase in velocity ratio.

The experiments of Pai and Whitelaw (791)Burns and Stollery (12)
cover the range 0.069 < pc/pG < 4,17. Both investigations using
tangential injection show that it is advantageous to blow heavier
gas at a particular velocity ratio. Pai and Whitelaw (79) indicated
further that advantage of high density ratio is maintained only when
the mass flux ratio is greater than or equal to 2.

A systematic investigation of theinfiuence of slot lip thickness reported
by Kacker and Whitelaw (46) showed that an increase in 1ip thickness

reduces effectiveness. This trend was confirmed by Sivasegaram et al



Table 2.1.1.

Previous Experimental Investigations of two-dimensional slots

INITIAL CONDITIONS

REMARKS

Z
AUTHOR  YEAR|GEOMETRY | Uo/Uglec/egit/ye |8g/vc| @ [ Ve! Ko
]
Kacker & 1968|Fig2.1.1af 3-2.7{ 1 10.04-{ 1-3 | - {0.04~ - Maximum n at-UE ~ 1 when t/yC < 0.2
Whitelaw 1969 0.085 G -
(45,46) Infiuence of /ug/UG is small.
Sivasegaram . .
& Mhitelaw 1969|Fig2.1.1a| 0.4~ | 1 [0.05-| - [309| - - For t/y, > 0.4, maximum in n for
(98) & ¢ 5 1.6 600 UC/UG ~ 1 disappeared. n decreased as
20 t/yC increased. n dec¢reased as & increased
(See Fig. 2.2.2)
Pai & 1970 {Fig2.1.1a] .3- |0.069] - - - - -1. For pC/pG < 1.0, n increased with increas-
Whitelaw : 3.1 |-4.17 1. -363 du /U
(78) *10 e Yc u;
Forpc/pG = 1.0, maximum n at ﬂ— T 1.
For pC/pG > 1. Maximum n at Pe C/pG e z 2
Increased‘-%E decreased n .
Artt, 1970 {Fig2.1.1c| .32 1 - - 152 - - There may be an optimum slot injection
Brown & -1.0 {° 30 angle.
Miller Injection through angled slot b
2) jection through angled slots can be
( correlated into single curves by suitable
choice of empirical relation
Burns & 1969 |Fig2.1.1a| 0.5- {0.14 | 0- | 0.9 | - | - - n increased with pc/pg »
Stoliery 4,0 | -4.17 2. 2.54

(12)

Increased <SG/yC and t/yC decreased n.

£l



»

Table 2.1.1 Contd.

g or
- 2
AUTHOR  YEAR| GEOMETRY UC/UG pc/pG t/yC 5G/yC 6 Wy /UG M REMARKS
Carlson & 1968|Fig2.1.1c | 0.19 {2.76 | - - e=20§ 3% - n decreased as B gncreased
I?;?or and d -0.9 1 ﬁgggBC 257 n decreased as vu /Uy increased -
v 0

Matthews 1973| Fig2.1.1 J- 11,2 1,125 - e=3g° - - same as above. Also-n increased
(58) c,d,e 2.0 45" as pc/pG.

9228 n decreased with increase y|.

n decreased as ¢ increased
Smith 1974 | Fig2.1.1 - 1.7 - - {30° - 0.2 Momentum flux ratio correlates results
(100) c -3.3 5 better than mass flux
.7

FosterR.C. 1979 Fig2.1.1 {0-1.14{ 1 - - {90° - - Normal injection may cause separation
&Sheikh H. o and reduced effectiveness
(28)

tl
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(98) and by Burns and Stollery (12). Nina (73) demonstrated that
reducing the effective 1ip thickness by tapering the 1ip led to
improved effectiveness. Although above investigations show that
. Tip thickness is detrimental to high effectiveness and -increases
wall heat transfer, combustors use reasonable sizes (0.3 < t/yC < 0.8)
to ensure structural stiffness and to prevent the 1ip from burning
off. A finite lip may prevent the possibility of near wall combus-
tion but may.also provide a flame stabilizer at an undesirable
location. |

‘Pai and Whitelaw (79),and Harnett(41) have démonstrated that
the influence of longitudinal pressure gradient on slot effective-
ness is small except close to laminarisation (Kp > 3.3 * 10-6). A
favourable pressure gradient Eends to reduce effectiveness while an
adverse pressure gradient tends to result in increased effective-
ness. Harnett(41), Nicoll and Whitelaw (118) and Stollery and
El-Ehwany (106) have provided correlations to include influence of
longitudinal pressure on slot effectiveness. For the configuration
2.1.1d, Matthews (58) demonstrated that favourable pressure gradient
decreased effectiveness.

Kacker (44), and Burns and Stollery (12) have demonstrated
that thick upper 1ip boundary layers reduced effectiveness when
t/yC is small, When the slot 1ip is thick, its influence over-
'shadows any influence due to upper 1lip boundary layer thickness.

The measurements of Kacker and Whitelaw (45) show that the
influence of slot turbulence intensity is -small. Carlson and
Talmor (13) found that increasing the free stream turbulence
intensity reduced the adiabatic wall effectiveness. The difference
in measured trends may be caused by differences in flow arrangements

and free stream scale of turbulence.



16

The review by Gonstefn (37) tends to indicate that super-
sonic conditions resulted in a longer length immediate&downstream
of slot exit where the effectiveness is close to unity although
further downstream the effectiveness diminishes more rapidly with
distance than with subsonic film cooling. Barry's (5) comparison
indicated that compressibility exerts its influence on effective-
ness through the shock pattern at slot exit.

Pai (77) and Kacker (44) have separately investigated the
influence of slot flow ;e1ocity profiles. They found that a fully
developed velocity profile led to faster decrease in effectiveness.

For slots (Figure 2.2.1c,d) in which the two streams meet at
an angle, Sivasegaram (98), Matthews (58) and Metzger (63) have
shown that increasing ang]e'deéreases the effectiveness and increases
the heat transfer coefficient. The investigations by Artt et al
(2) indicated that there may be an optimum injection angle because
injection at 30° was found to be more effective than injection at
15°.  The measurements of Matthews (58) and Artt et al (2) are in
close agreement for 30° injection. Fo? a 90° injection, Foster et
al (28) demonstrated that there is a separated region immediately
downstream of slot. In this region the effectiveness is Tow and
the heat transfer coefficient is high.

The review so far has not discussed the influence of surface
curvature although surface curvature in the flow Hirection is
relevant to the upstream region of combustors where conﬁave,surfaces
"~ require to be cooled and to the downstream flare where the cooling
of concave and convex surfaces may be necessary. It is also
relevant to gas turbine blade cooling. Bradshaw's review (11)

shows that stream line curvature has a significant influence on the
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aerodynamic properties of wall jets. Thoman (110), Dannenberg (37)
‘ have shown that convex surfaces can result in heat transfer coeffi-
cients which are 20% less than those for corresponding flat plate,
while a concave surface resulted in 20% increase in heat transfer
coefficients. Thoman and Dannenberg performed their experiments

at Mach numbers of 2.8 and 10 respectively. To the author's
knowledge the influence of longitudinal wall curvature on effect-
)iveness at moderate coolant velocities have not been investigated.

The experiments of Chin et al (14) concerns adiabatic wall
effectiveness downstream of multiple slots. Measured effectiveness
downstream of last slot were presented. Warner and Guinn (111)
also deﬁ@nstrated that a dual jet arrangement is more effective
thqnva single jet. Although Chin et al experiments are informative
of the influence of fiim build up, it is difficult to determine the
best slot spacing required for the requirement of a minimum effect-
iveness.

The slot geometry shown on figure 2.4.1d (tangential injection
algng'converging walls) approximately represents the exit section of
a gas t;rbine combustor. The flows iﬁ the section are character-
ised By non coincidence of direction of the secohdary and the main
flow, longitudinal and normal pressure gradients and the free
stream acceleration. These influences are inter related and it is
difficult to separate them. In fact, the typical combustor flare
is conical at this end. The influence of divergence due fo conical

flare on effectiveness have not been examined.
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2.2 PREVIOUS EXPERIMENTAL INVESTIGATION OF THREE-DIMENSIONAL
FILM-COOLING

Figure 2.2.1 illustrates typical three-dimensional film-
cooling arrangements. When a set of discrete holes (with no impinge-
ment 1ip) are provided over all the surface to be cooled —'it is
called full coverage film cooling. Table 2.2.1 contains some of
the available experimenté1 investigations, The eight refer-
ences on table 2.2.1 relate to discrete hole/full coverage cooling.
The other reference; describe investigations of the performance of
figure 2.2.1,b,c,d. In general, table 2.2.1 shows that the quali-
tative influences of UC/UG’ pC/pG, t/yC and 6 are the same as for
two-dimensional slots. However, three-dimensional slots introduce
additional geometric parameters like pitch-diameter ratio, open
area ratio, 1ip Tength and the inclination of the holes to z
direction (a). ‘

Discrete Holes/Full Coverage (Fig.2.2.1a)

The investigations of Goldstein et al (38) and Kruse (51)
show that the effectiveness of a row of discrete holes tends to a
o.U
maximum at a mass flux ratio (EEUE) of 0.5. At higher blowing
GG

rates, jet penetration reduces effectiveness. At blowing rates

less than 0.4 the effectiveness drops répid]y. The maximum effect-
iveness at blowing rate of 0.5 fof a row of discrete ho]eé without
1mpiﬁgement 1ip is consistent with the findings of Eriksen et al
(20) and Rastogi (89) who film cooled a cylinder in a cross flow
-with holes located at an angle to the mainstream.
The investigations of Launder et al (53), Crawford et al (16),

Mayle and Camarata (59), Shvets et al (97) and Yefimchuk et al (117)
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Previous Experimental

Table 2.2.1.

Investigation of Discrete Holes/Full Coverage Film Cooling

INITIAL CONDITIONS
AUTHOR YEAR| GEOMETRY UC/UGA pc/pG yG/D ) 6 Kp P/D REMARKS
Goldstein | 1974} Fig2.2.2a 0.5 | 1,4.17 | 0.04 - | 35°|- 3,6 | For the same flow rate, beveled holes
et al cylindrical| -2.2 | are more effective.
(38) and beveled Cylindrical holes give maximum n at
holes pCUC/pGUG ~ 0.5.
.Higher pc/pG give higher n but
.increase yb/D give lower n.
Metzger | 1973|Full 0.1, 1 - - | 90°|- 4.8 | Measured n agreed with calculations
(67) | coverage 0.2 of super position of single holes
Launder & | 1974{Fyl] 0-.53| 1- - - | 45°l0,2| 8 | Increase K, delays transition to
{ggg coverage 4.17 turbulence, improved n and reduces
lateral spreading. Increase turbulence
intensity may reduce n.
Crawford | 1975{Fuil 0- 1 - - 302 - 5,10| St number decreased with 6. For 9=90°
et al coverage 1.3 90 Tow pCUC/p'GUG gave minimum St no in the
(16) initial region but downstream higher
pCUC/pGUg gave large reduction.
For 6=30", UC/UG = 0.4 gave minimum
St no in injection region.
Mayle & 1975 |Full 0o . 1 - 30° | 45°|- 8-14 | Maximum n for 0.5 < UC < 1.0 for near
Camarata |- coverage -2

injection region but faximum n at
U

'U'(';‘-.
near injection,n decreased with increa-
sed P/D. The St no increased with UC/UG

1.5 for downstream regions. For

el



Table 2.2.1 Contd.

 J

INITIAL CONDITIONS

AUTHOR YEAR | GEOMETRY UC/UG pC/pG GG/D o ] P/D REMARKS

Shvets 1973 | Fig2.2.2a 0.35 1 - - | 30° - Equivalent rectangular holes are more

et al - circular & -1.7 effective than circular holes.

(97) rectangular Equivalent two dimensional slots are
holes the most effective.

Yefimchuk| 1973 | Circular 35 (2.2 - -] 12° - Coo]%ng effectiveness at blade trail

et al : holes, ing edge was insensitive to slot

(117) beveled geometry but increased with increas-
holes ed blowing rate

Kruse 1974 | Fige.2.2a | 0-3 |21 1 - | 309 2.5,5| Increased o reduced n. 2 row inject-

(51) . 90

iog more effective than single row.
90~ injection may cause near slot
separation

0¢
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relate to full coverage cooling. Table 2.2.1 shows that effectf
jveness decreases with increasing angle and increasing pitch-
diameter ratio. Mayle et al (59) also indicates that increasing
pitch-diameter ratio increases the heat transfer coefficients.

A comparison of the performénce of two dimensional slots, two
rows of discrete holes and two rows of rectangular holes by Shvets
et al(97) showed that the rectangular holes was more effective than
the circular holes. The two dimensional slot was the most effect-
ive. Goldstein et al (38) also demonstrated that beveled
cylindrical holes are more effective than cylindrical holes. This
is because of the increased open area and reduced exit velocity.

The experimental results of Launder and York (53) show that
for initially laminar situations, a favourable pressure gradient
may delay transition to turbulence with the consequent increase in
effectiveness. ‘

The contributions presented on table 2.2.2 re]atef to con-
figurations on figures 2.2, b,c,d. In addition to the parameters
presented on table 2.2.1, these geometriges introduce the influences
of 1ip length, open area ratio, height of backwérd facing étep and
1ip thickness. Except for the contributions of Metzgef (66) énd
Rastogi and Whitelaw (91), the contributions by Nina and Whitelaw
(74), Palmer (80), Nobbs and Rice (75) have been reviewed in great
detail in 89.

Total Head Cooling (Fig.2.2.1b)

For total head cooling, the investigations of Nina and Whitelaw
(75) , Rastogi and Whitelaw (91) show that increasing 1ip length,
velocity ratio, density ratio and number of rows of holes leads to

improved effectiveness while increasing 1ip thickness, pitch-



Table 2.2.2

Previous Experimental Investigation of normal, tangential or combined normal and tangential

Three-Dimensional Film Cooling Arrangements

L,JINITIAL CONDITIONS

AUTHOR YEAR | GEOMETRY UC/pG pc/pG L/yC t/yC P/D Kp REMABKS

Nobb & 1968 | Fig2.2.2d 8 1 4.8 {0.2-0.5] 2 - | n decrease as t/yC increased

Rice -4 ) ,

(75)

Nina & 1971 | Fig2.2.2b .3~ 1 0 0.125 |1.22 | - | n increased as L/y. increased
?9A§E]aw and d 2.5 -4, 0.5 -3.45 n decreased as P,\and‘t/yC increased
Metzger 1972 | Fig2.2.2¢ .49 1 4 4 2-6 | - | n increased as AD/A, L/yC increased
(67) -1.55 .5.5 -.8 n decreased as P/D increased
Rastogi& | 1973 | Fig2.2.2b .3 1,2, 0 0.2 1.4, - | n increased with decreased P/D, t/yC
Whitelaw and 3 rows -2. 4.17 -0.85 2 . . .

(91) of tangen- n increased with increased pC/pG,UC/UG

tial holes A

KQ and number of row of holes

A
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Qiameter ratio and height of backward facing step decreases the.
effectiveness. A comparison of total head cooling devices in ?igh
temperature flows by Juhasz et al (43) suggest that the 1ip thick-
ness is the most important geometric parameter. It may be noted
here that the investigation of Raétogi and Whitelaw (91) on total
head cooling is detailed enough to allow optimisation of total
head cooling rings.

Normal Injection Cooling (Fig. 2.2.2¢c)

The investigations of Palmer (80) and Metzger (66) concerned
the performance of normal injection cooling with and without a
convoluted wiggle strip. Comparison of normal injection cooling
with to%a] head cooling by Palmer indicated the former was more
effective. This conclusion must be taken with caution as the
geometries compared can not be described as equivalent in many
respects., Metzger (66) noted that the effectiveness increases with
1ip length and open area ratio. Metzger's(66) results were not detailed
enough to allow further deductions.

Combined Normal and Tangential Cooling (Fig. 2.2.2d)

o

Tﬁe investigations of Nobbs and Rice (75) and Nina and Whitelaw
(74) on combined normal and tangential cooling showed that effect-
iveness decreases with increase in 1ip thickness, but increases
with velocity ratio. The comparisons of combined normal and
tangential cooling with total head cooling by Nina and Whitelaw (74)
indicated that total head holes are more effective. They also
noted that in line and staggered holes are equally effective.

From the above revie@ it is obvious that there is no system-

atic information as regards the effectiveness and heat transfer
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characteristics of normal and combined normal and tangential cool-
ing. Both normal and combined normal and tangential cooling slots
are in use in combustors. It is necessary to provide sufficient
information on these film cooling slots in order to allow

optimisation.

2.3 THEORETICAL INVESTIGATIONS

The previous sections have demonstrated the complexity of the
influences affecting performance of film cooling arrangements.
This has led to different approaches for calculating influences of
various parameters in order to reduce the number of experiments.
Kacker (44) classified available numerical methods as correlation,

integral or differential methods.

2.3.1 CORRELATION & INTEGRAL METHODS

Detailed review of previous work using the heat sink or -
energy balance in a boundary layer are reviewed by Goldstein (37).
The correlative approach 1ike those of Weighardt and Spalding (37)
are based on dimensional analysis, while the integral methods
integrates the conservation equations by assuming the shape of
velocity and temperature profiles. The uncertainties associated
with correlation approaches means that they are not reliable out-
side the range of experimental data used to determine the corre-
lation constants.

The integral methods results in improvement on correlations
_.based on dimensional analysis. Because of the complexity of

the flows no simple polynomial or
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algebraic expression can represent the details of the film cooling
flows. However these methods have been used successfully by
Stollery and El-Ehwany (106), Nicoll and Whitelaw (]i8) and Artt

et al (2) to calculate influences of various paraﬂétefs including
free stream acceleration and injection angle. The approach may
qualitatively represent the influences but the absolute values must

be regarded with caution.

2.3.2 THE DIFFERENTIAL METHODS

- Differential methods solve numerically the partial different~-
jal equations for conservation of mass, momentum and enthalpy.
Table 2.3.1 shows some of the finite difference procedures that
have been applied to specific film cooling arrangements.

One method of solving the boundary layer forms of the Navier
Stokes equations is to transform them to finite-difference forms
which allow a marching solution. The marching solution requires

.no iteration as calculation proceeds downstream by forward steps.
Starting with known initial conditions, the unkﬁbwn are calculated
for a short distance downstream. The calculated values tﬁen become
upstream values and the front of computation move§ downstream in
the main direction of flow., This method is suitable for flow with
no forward recirculation. The finite difference methodé that
employ the marching solution technique are described as parabolic
in table 2.3.1. The terms 2D, 3D implies.two dimensional and
three dimensional respectively.

For flows with forward recirculation e.g. film-cooling slots

with high backward facing step, marching solution can not be used,



Table 2.3.1
Previous Finite Difference Calculations for Film Cooling
PHYSICAL CALCULATED CALCULATED
AUTHOR GEOMETRY NUMERICAL PROCEDURE ASSUMPTION PROPERTIES INFLUENCES COMMENT
. Uc dp s6
Pai & 20,0.13<t/yc<1.14 2D, Parabolic Prandtl mix-{ n,h,T pC/pHU~ya§;—~ Reasonable
Whitelaw | . ing length ¢ XY
(1971)
Kacker & 2D,0.13<t/yc<1.14 2D, Elliptic Prandtl- nsU,k, Cf t/yc,ég, Greater details
Whitelaw Kolmogorov M of flow
(1971) UC
s
Y
Matthews,| 2D, with backward 2D, parabolic Prandtl-~ n t/yC,gC/pG;U— Good agreement for
Rastogi & facing step 2D, Elliptic Kolmogorov G pC/pG T 1
Whitelaw X < 20
(1971) for ¥e
Metzger |2D, angled 2D, Parabolic Prandt1l mix- | U,St,T Reasonable
(1972) injection ing length
‘ U
Matthews |2D, angled 20, E1liptic | k-c model | n,U,k t/Ygrop/ogme | Good
(1973) injection G
Patankar {3D, square tange- 3D, Parabolic Laminar n Plausible
&Spalding|ntial hole
(1971)
Patankar |3D, row of round 3D, Parabolic Prandtl mix- n pc/pG,t/yC,L/yC Good
Rastogi &lholes,tangential ing Tength U. s
Whitelaw [to mainstream Pi/D, C, G
(1973) UE D

&

9¢
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' PHYSICAL CALCULATED | CALCULATED
AUTHOR GEOMETRY NUMERICAL PROCEDURE ASSUMPTION PROPERTIES | INFLUENCES COMMENT
Bergeless | 3D, Angled holesj 3D, -Semi-elliptic |Laminar n,T,U Plausible
et al : ‘
(1975)
Patankar | 3D,square and 3D, Elliptic k-e, radia- T,h Plausible
&Spalding | tangential tion and
(1973) hole combustion

L2



28

f

because upstream flow is influenced by downstream flow. In such
situations the differential equations are solved by iterative
procedures (e.g. Gosman et al (40)) which accounts for both lateral
and Tongitudinal diffusive fluxes. Such procedures are described
as elliptic in table 2.3.1. |

Differential methods'need physical hypotheses for turbulent
transport of momentum, heat and mass. Table 2.3.1 shows the hypo-
theses ﬁsed by different authors. The Prandtl mixing length
approach determines the effective viscosity through an algebraically
prescribed turbulence Tength scale and the velocity gradient. The
"Prandtl-Kolmogorov assumption defines effective viscosity via a
turbulgnce kinetic énd a prescribed turbulence scale. .The 'k-¢
model' determines the effective viscosity from the turbulence
kinetic energy and turbulence dissipation. Higher order turbulence
model (e.g. a Reynélds stress model) are available in literature
but since they have not been applied to film cooling problems they
will not be described in this review.

Table 2.3.1 provides a summary of previous calculations using
different numerical schemes. Pai and Whitelaw (78) used a parabolic
procedure and obtained reasonable agreement between measurements
and calculations. Kacker and Whitelaw (47) used an elliptic
procedure'for slots with thick lip. In order to reduce computing
time; Matthéws, Rastogi and Whitelaw (57) used elliptic procedures
for distances Tess than 20 slot gaps and parabolic procedures for
distances further downstream. This combination reduced computing
time as opposed to elliptic procedures for geometry and distance under

consideration. They obtained accurate results. Metigerﬂs(68) used a
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parabolic procedure to calculate effectiveness of a 20° slot

injection. The agreement between calculation and experiment was

poor due to flow separation. The use of a k-¢ turbulence model

and an elliptic procedure by Matthews (58) for similar geometry

led to better agreement between calculations and measurements.
Patankar and Spalding (83) applied a three-dimensional para-

bolic procedure to calculate effectiveness downstream of tangential

square hole. The flow was assumed laminar. The calculated results

were not combared with any measurements.,

_Patankar, Rastogi and Whitelaw (84) calculated effectiveness
downstream of a row of tangential holes. Their comparison with
experiment showed good agreément; Bergeles et al (8) applied a semi
elliptic procedure to calculate effectiveness of full coverage.

The semi él]iptic procedure is essentially a parabolic procedure in
which the longitudinal pressure gradients are calculated from up-
stream pressures.
Patankar and Spalding (85) applied a three-dimensional elliptic
-proqedure to calculate the temperature field in a typical combustor.
This review has shown, among other things, that finite differ-
ence procedures have not been applied either to normal injectiqn 3D
cooling or combined normal and tangential cooling. The complexity
of these fi]h-coo]ing slots are such that it is uneconomical to
perform parametric investigations to determine the influences of
all the variables. It is necessary to develop a numerical proce-

dure to calculate these complex 1nf1uence§.
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2.4 CONCLUSIONS

The literature review of sections 2.1 to 2.3 allow the follow-
ing conclusions.
1. A[though extensive experimental and numerical investigations
on two-dimensional film cooling slots have been reported; investi-
gations relating to the influence of 10Q?itudina] curvature,
multiple slots and conical walls on effectiveness of film cooling
- - slots are few. More systematic investigafions on the influence of
‘above geometric parameters are necessary.
2. Detailed experimental anﬁ theoretical investigations on the
effectiveness and heat transfer characteristics of tangential three-
dimensional slots have been reported. Similar investigations are
netessary for normal and combined normal and tangential three-
dimensional }ilm cooling slots as basis for optimization.
3. Comparison of the performance of practical film cooling slots
with the requirements for higher turbine entry temperatures tend
to indicate that, the requirement for still higher entry tempera-
tures outpaces advances in film cooling designs. It may therefore
be necessary to enhance the performance of film-cooling devices by

composite arrangements.
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CHAPTER THREE

TWO-DIMENSIONAL FILM-COOLING

i

3.0 INTRODUCTION

The literature survey of the previous chapter identified
parameters which can influence film-cooling and for which inform-
ation is lacking. In particular,the following influences have not
been satisfactorily quantified:

(i) the influence of wall curvature on effectiveness and
heat transfer.

(i) ‘the influence of successive slots and their longitudinal
spacing.

(ii1) the influence of film stretching on a conical surface.

Surface curvature, in the flow direction, is relevant to the
upstream region of a combustdr where concave surfaces require to be
cooled; and to the downstream flare where the coo]ihg of concave
and convex surfaces may be necessary. The film cooling of curved
- surfaces is also relevant to gas turbine blades. Sections 3.1 and
3.2 describe experimental and theoretical investigations gf the
influence of longitudinal curvature on effectiveness respectively.

In gas turbine combustion chambers, film cooling arrangements
frequently make use of up to 5 slots in series. The increasing
thermal boundary layer thickness and static pressures are likely
to influence the effectiveness and section 3.3 describes a numerical
investigation of film build up. Section 3.4 describes the calculation-
of the influence of film stretching on a conical surface and is

relevant to the downstream end of combustors.
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3.1.0 EXPERIMENTAL INVESTIGATION OF THE INFLUENCE OF LONGITUDINAL
CURVATURE ON EFFECTIVENESS

Section 3.1.1 describes the equipment and instrumentation used
for the experiments. Essential details of the concentration
measuring deviceaiz described. The concentration measuring technique
is described and the precision and reliability of the present
measurements g;tassessed. Section 3.1.3 discusses the preliminary
tests performed to demonstrate the two-dimensionality of the flow

and presents measurements of static pressures and impervious-wall

effectiveness for a range of parameters shown on table 3.1.

3.1.1 DETAILS OF EXPERIMENTAL ARRANGEMENT

This section describes the equipment and instrumentation used
in the experimental investigation. Because many of the components
of the equipment have been used and described before by Rastogi (89),
the descriptions provided here are brief and attention is focused
on essential differences between the previous and present arrange-
ment.

Main Flow Circuit

The essential features of the main air supply and contraction
unit are shown on figure 3.1.1a and plate 3.1. The belt and pulley
drives allow a change in the fan speed by changing the pulley
ratios. The contraction section and the test section were mounted
on channel steel frames which were suppor%ed on the floor by anti-
vibration rubber pads. The exit flange of the contraction section

was joined with cloth tape to the inlet flange of the test section.
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The test section was 300 mm by 200 mm by 900 mm in z, y and
X directions.respectively. The roof of test section was made of
perspex strips of various sizes and allowed the placement of
traversing mechanism at convenient positions. Side wall static--
pressure holes allowed the 1ongifudina1 pressure gradient to be
checked, and a 1 mm wire trip. located 60 mm from the leading edge,

promote early transition to turbulent flow.

The Secqndary Flow Circuit
Figure 3.1.1b shows the secondary flow circuit used for all
the measurements reported in this chapter. The skirt of the plenum
- box allowed the test plates to be changed easily and the slot
height adjusted. A one-horse power, three-phase blower was used to
supply the secondéry air. THe'air and arcton 12 flow rates were
controlled with the throttle valves ghown in figure 3.1.1b. The
quantities of air and arcton 12 were measured with 38.5 mm diameter
orifice meters with D and D/2 pressure tappings. The meters were
‘designed, in accordance with BS 1042.
. The plenum chamber was the same that had been used and described
before by Rastogi and Whitelaw (91). ‘
Test Plates
The flat plate measurements were obtained with the base plate
of reference 89 and contained 0.5 mm diameter holes through which
gas. samples were conveniently drawn. The curved test plates of
figure 3.1.4 were initially made of perspex which warpéd and result-
ed in three dimensional flow. The curved plates used for the present
measurements were machined from wood and were provided with 0.5 mm

diameter sampling holes at 7.5° intervals.
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Instrumentation

Pressure Measuring Devices

T.E.M. optical manometers were used to measure the pressure
drops across the orifice meters. These were capable of measuring
pressures from 0 - 600 mm of water and were graduated in 0.1 mm of
water. Because the arctoﬁ 12 flow was manually adjusted it was
subject to small fluctuations due to feed back.from the matn pipe.
As a consequence, the préssure drop across the orifice plate for
arcton 12 wa§ measured with a Furness Control variable capacitance
pressure transducer with variable ranées 0-25 mm, 0-50 mm and
. 0-125 mm of water. The total and static pressures were measured
with a Furness Universal Manometer with a range 0-2000 mm of water
and a resolution better than 0.0001 mm.

Concentration Measuring Device

The thermal conductivity cell used was a Servomex micro-
Katharometer (MK 158). A flow diagram of the cell is shown in
figure 3.1.2. It consisted of two chambers 2.6ufcontaining
platinum filaments. The resulting bridge had a resistance of
approximately 25 ohms in each arm at room temperature. The cell
was placed in a Shandon oven shown on plate 3.1 and maintained at
& constant temperaturé of approximately 50°C. The flow was drawn
through the arms of the bridge by a vacuum pump and regulated with
rot@meters capable of measuring 0-5 ml/s. Air was used as the
reference gas. Because of the differences in the thermal conduct-
ivity of the sample and reference gases a potential difference
develops across the bridge. As shown in reference 47a this potentia1‘

difference is given by
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JR(E -t )ae
E= 2 LI, 3.1.1
(1 +a ‘tw)
where ¢ = relative change in thermal conductivity of the sample
o = resistance coefficient of the filaments
R = resistance of the filaments.

The relative change ¢ may be regarded as a direct measurement of
the mass concentration of tracer or arcton 12.

To caliprate the cell, a two-dimensional, 2.54 mm slot was
set up. A known quantity of helium was mixed with a known quantity
of air flow through the slot. The helium flow rate was measured with
a previously calibrated rotameter and the air flow rate was measured
with the orifice plate of figure 3.1.1b. The air and the helium are
well mixed in the plenum chamber. Samples of the mixture were
passed through the kathayometer and the potential difference noted.
As regards he]ium,‘mass fractions varying from 0.25% to 2.5% of
helium were tested. For arcton-air mixtures the mass fraction was
varied from zero to 100% arcton. Figure 3.1.2 shows the calibra-
tion curve for arcton and he]ium,tracés. The calibration curve
for helium traces was linear while that for arcton was non linear.
One implication of the non linear arcton-air mixture curve is that
the conductivity of the mixture lags on the mass fraction,
Comparison of calibration with those of Pai (77) and Rastogi (89)
showed reasonable agreement.

vTo determine an optimum sampling rate, samples were taken at
1, 2, 3, 4, 5 ml/s respectively and the potential difference across
the bridge noted. The response time was also noted. It was

observed that the measured potential difference at 5 slot gaps



from slot exit was insensitive to sampling rates from 1 - 3 ml/s.

At higher sampling rates, the measured effectiveness dropped gradually
so that its value was 4% less at 5 ml/s. The response time

decreased from 25 seconds at 1 mi/s to Tess than 5 seconds at 5 ml/s.
The suction rate of 3 ml/s was therefore regarded as optimum

because it gave maximum potential difference with minimum response
time. It was assumed that, at sampling rates greater than 3 ml/s,

the suction was strong enough to suck the boundary layer.

3.1.2 METHOD OF MEASURING IMPERVIOUS WALL EFFECTIVENESS

Appropriate test plate and slot height were carefully set to
ensure two-dimensionality of slot height and flow. The tunnel was
operated at the desired mainflow velocity by adjusting the pulley
ratio. The secondary fan was then switched on and the desired flow
rate through the pipe adjusted with the throttle valves. The
two dimensionality of the flow was tested by measuring the velocity
profiles at the slot exit. The static pressure holes on the test
plate were connected to Norgen selector valves by 1 mm stainless
stee]atubing. The common port of the valves was connected to the
katharometer sample inlet pbrt, and the flow rates invthe bridge
arms adjusted to be equal. When more than one selector valve was
used, the valves were connected to the katharometer one after the
other. A current of 100 mA was then passed through the katharo-
meter and the bridge was balanced for air passing both arms of
the bridge.

For unity density ratio meas&rements, a small quantity of

helium (< 1% of the secondary air flow) was passed into the
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secondary flow. When non-unity density ratios were required, the
arcton-12 bottles were opened to provide a predetermined pressure
drop across the orifice.meter. The predetermined pressure drop
was maintained constant manually throughout the run as an indication
that a constant flow rate of arctbn-lz was in use. Samples were
taken from the plenum box and different locations on the test
plate. The readings at downstream positions were normalized with
the plenum box value to obtain effectiveness at that position.
Figure 3.1.3 shows a comparison of present measurements with
those of Whitelaw (112). The two geometries compared are similar
and the agreement between the two measurements confirm the
reliability of present procedure. Previous calibration of katharo-
meter by Pai (77) and Rastogf’(8§) were made with samples of air-
gas mixtures over a column of water. Present calibration using a
continuous flow system removes the possible influence of water
vapour on the conductivity of the air-gas mixtures. The accuracy
.of the measurements is limited by rotameter metering accuracy which
is not better than x5%.

Precision of effectiveness measurements

The reproducibility of the helium tracer measurements wgﬁe
better than 2% while that of arcton-12 air mixture were better
than +4%. The large figure for arcton-12 was due to the manual
adjustmeﬁts of the arcton-12 flow rate. »

As noted earlier, sampling at flow rates beyond 3'm1/s‘]ed to
éonsistent]y lower values as the suction ;ate began to influence
the boundary layer. The maximum effect observed at a sampling rate
of 5 ml/s was 4% and the-present results were obtained with much

Tower sampling rates.



The implication of equation 3.%l is that the bridge sensitivity

A% may be expressed as.

1 - at
AE c\2 , 1 1
——E ~\é2 +(—-r-_—l_'-a—f‘-N-) +—£2 +-§2 . 3.1.2
Evaluation of this equation with typical experimental values shows,

that the bridge sensitivitywas very high. The uncertainties due

to bridge readings may be assumed negligible.

3.1.3 RESULTS

The measurements presented here were obtained in the wind
tunnel described in section 3.1.1 and shown on figures 3.1.1 and
plate 3.1, The secondary flow circuit are also shown on figure
3.1.1. The slot configurations used are shown on figure 3.1.4
and, in each case, the upper lip of the slot was tapered at an
angle of 2.5 degrees to give an effective 1ip thickness of 0.5 mm.

"Measurements were obtained with the slot height of 2.54 mm and
5.1mﬁ jsindicated in table 3.1.

The two-dimensionality of the flows were tested by measuring
ye]ocity profiles and wall concentration of tracer gas over the
centre 100 mn of each plate. The slot height at exit was found to
vary in the cross-stream direction by less than 1%, “Cross-stream
measurements of wall concentration agreed to better than 1% of the
slot concentration at all downstream stations. The ve]ocity
measurements were performed with a flattened Pitot tube of external

dimensions 1.5 mm x 0.5 mm.
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In the case of the flat-plate flows, the free-stream velocity
was 18.5 m/s and was constant in the flow direction: the boundary-
Tayer thickness on the 1ip was apprcximately 13 mm (i.e. where
U=0.99 UG)' With the convex flow, the initial values were similar
to those for the flat-plate but,‘as can be seen from figure 3.1.5 a
non-uniform pressure distribution existed in the tunnel and its
magnitude varied with position, velocity ratio and geometry: far
from the surface, the adverse velocity variation was less than 10%
over the range of effectiveness measurement. The concave surface
led to a favourable pressure gradient, at a distance of 74 mm from
the surface, which was also small; in this case, the initial free
stream be]ocity was also 18.5 m/s. The wall values of static
pressure were measured with the same 0.5 mm diameter holes used
for éas—sampling purposes. Profiles of static pressure were
measured with a probe of 2.0 mm outside diameter and four 0.3 mm
holes located 10.0 mm from its leading edge. The values of static
pressure measured away from the wall may be in error by up to
agpréximate]y 10% due to the non-coincidence of the probe axis and
the stéeam]ines. |

&n arranging the flow over the concave sur%ace, preliminary
tests with a free stream velocity of 10 m/s showed that the initial
boundary layer was unexpectedly thick (= 120 mm) and had a non-
turbulent form. Changes to the leading edge of the upstream splitter
plate and the use of various tripping devices did not change this
boundary layer significantly and it was presumed to stem, at least
in part, from the dowynstream geometry. Smoke tests confirmed that

the flow did not separate at any point in the measurement region.
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The initial velocity profile for the measurements of effectiveness was
turbulent in form and had a thickness of approximately 100 mm.

Although side wall visibility was poor, the smoke tests,
shown on plate 3.2, indicated that there was a gradual thinning of
the film along the concave wa]].‘ The smoke tests also tend to
show that the influence of the centripetal and the Coriolis forces
are significant. . ’ ’ B ) - -

As a result of these forces and the
downstream geometry, there appears to be a region of reverse flow
which was responsible for the thickness of the boundary tayer.

The second picture of plate 3.2 coerresponds to a velocity
ratio greater than unity. This shows a more gradual thinning of
the film. The third picture'cérresponds to introduction of the
smoke into the main stream at a high velocity ratio.

The wall pressure measurements of figure 3.1.5 show that the
flow separates from the convex wall at longitudinal distances which
_depend on the radius of curvature, the slot gap and the velocity
ratio. Thus, with the 76 mm radius, the film was destroyed at
downstream distances of less than 120 mm, i.e. x/yC = 47, and this
distance shortened almost exponentially as the velocity ratio
decreases. The larger slot gap resulted in a slight increase in
the length of the film and the larger radius in a larger increase.
These results are in general agreement with those of Kind (49) and
it may be exptected that they will be ref}ected in the‘effectiveness
results, ' ‘

Impervious Wall Effectiveness

Figure 3.1.6 presents measurements of impervious-wall effect-

iveness obtained on the flat, convex and concave surfaces: the
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symbols are in accord with those of table 3.1. These results agree ‘
with the calculations of reference 90, in that they indicate that

a convex surface results in improved effectiveness and a concave
surface a reduced effectiveness. As suggested above, however, the
convex surface results in separa£ion of the flow and, downstream of
the location where this occurs, in a very rapid reduction in effect-
jveness. The effect of the flow separation is very much more
important than the differences in effectiveness observed in the
regions of attached flow: the deviations of the curved-surface
results from the flat-surface results do not exceed 10% except

where separation exists. The figure shows that separation occurs

at Tower values of x/yC for thg lower velocity ratios and for iy
smaller radii. In the particular case of a velocity ratio of wmity
and the 76 mm radius, the effects of separation are noticeable
almost from the slot exit.

The influence of density ratio may be deduced by comparing
.figures 3.1.6a and 3.1.6b. In general, the larger density ratio
results in improved effectiveness and delays the onset of separation
for the convex-surface results.

The influence of slot height is shown on figures 3.1.7a and
3.1.7b for convex and concave surfaces respectively. Figure 3.1.7a
indicates that the larger slot height leads to earlier separation
but is to be preferred in the region of attached flow. An increase
in jet momentum tends to delay separation-provided the'increased
momentum is close to the wall as was achieved by increasing fhe
velocity or density ratio with the same slot gap: if the jet

momentum is increased by increasing the slot gap, there will be
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improved effectiveness for velocity ratios in the vicinity of unity
due to the reduced ratio of effective Tip thickness to slot height
but earlier separation due to the increased momentum away from the
wall, On the concave surface, figure 3.1.7b the larger slot height
results in improved effectivenesé, though the influence decreases
with increasing velocity ratio.

The most important result of the above measurements is'the
rapid reduction in effectiveness associated with flow separation on
convex surfa;es. Surfaces of this type and with dimensions similar
to those investigated are to be found at the downstream end of
combustors where the flow is contracted to the exit of the cpmbustor.
It is clear that care must be taken in such regions to ensure that
separation does not occur and,'as a consequence, result in high

wall temperatures and distorted exit temperature profiles.

3.2 NUMERICAL INVESTIGATION OF THE INFLUENCE OF LONGITUDINAL
CURVATURE ON EFFECTIVENESS

" In reference 90 Rastogi and Whitelaw presented calculations of
aerodynamic flow properties corresponding to the curved wall jets
of several authors and demonstrated reasonable agreement with the
experimental results. Sample calculations of effectiveness were also
reported but there were no experimental data for comparison. The
present section is concerned with demonstrating that the procedure
of reference 90 with small alterations, is capable of ca]cuiating
the measurements reported in the previous section and, with this
validation, of reliable calculations outside the range of measure-
ments. The following subsection described the conservation equat-

ions solved; section 3.2.2 describes and discusses the physical
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assumptions embodied in these equations. Comparisons of calcula-
tions and measurements are contained in section 3.2.3 which also

includes calculations cutside the range of measurements.

3.2.1 CONSERVATION EQUATIONS

The conservation equations solved here are identical to those

of reference 90. They may be written in the form:

U, 3 -
%ty (T+Ky)Vv =0 3.2.1
) el BT
(1 + Ky) V= 3y + KUV = =3 + 5 (1 + Ky) eff + 2Kt of f 3.2.2
2 1 + Ky aP )
Kue = P 3.2.3
! p 3y ‘
T R UEN N 3¢+K¢v=-l (1+K)3Jef‘°+2m. 3.2.4
oX Y oy p Y eff *ee

“and represent, respectively, equations of conservation of mass,
longitudinal momentum, momentum normal to the surface and species
or temperature.

The corresponding boundary conditions are:

x=0:U=U(y), 8=0(y)
where U(y) and @ (y) are functions corresponding to experimental
information: and
Xx>0:U=V=0 y=20
U+UG;ﬂ+0;y+yG

where UG (x,yG) was also determined experimentally.
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These equations were solved, together with the forms of Toff and
Jeff discussed in the following section, using the numerical
procedure of reference 90, this prccedure was derived from that
of reference 82.

Normal Pressure

A consequence of solving equations 3.2.1 - 3.2.4 is the need
to specify the free stream pressure field and to provide a relation-
ship between'equations 3.2.2 and 3.2.3.

The momentum balance equation for a fluid of mass m, rotating

LY
about a circle of radius r, at a velocity V is:

- A ?
dv _ _pU~ _dP
ma'f = T -a'y 3.2.5

y 2
p =PG+J P-‘% dy 3.2.6

which can be differentiated to give the longitudinal pressure

gradient:
P P y 2
Y __6 3 oV
5 X 8x +axU - dy 3.2.7
Vg

Because the longitudinal pressure gradient is a function of
y location, the solution of equation 3.2.2 requires that both the
free steam pressure and the local integral in equation 3.2.7 must
be known. '

The free stream pressure gradient can either be specified, as

in the present investigation, or reduced to a negligible value by
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varying the radii of curvature with longitudinal distance. The
second integral may be evaluated by assuming a linear relation
between radius of curvature and the y location, as adopted by So
and Mellor (102) or by assuming a linear relationship between U/r
and the fractional mass flux accdrding to Rastogi and Whitelaw (90).

In the present numerical solution the integral

y 2 y
\{ oV dy =\J v dy
r r
yG ‘ YG

was integrated by parts to give:

j =g - (v - vg) 55 (U/r) 3.2.8

The first part of this integral represents the centrifugal contri-
bution to the pressure gradient, while the second part accounts for
Coriolis component since V was assumed negligible. It may be
expected that as V becomes significant equation 3.2.8 will break
down.

Some previous experimental evidences, including that of So
and Me]ior (102), suggest'the existence of Taylor-Goertler veortices
in the boundary-layer flow over concave surfaces in the presence of
zero free stream pressure gradient. The. existence of Taylor-
Goertler longitudinal vertices makes the flow on concave
surfaces three dimensional. In the present investigation, velocity
profiles were measured at the slot exit and downstream of curved
section over the central 100 mm. None of these results showed
measureable three dimensionality. Similarly the smoke test did not

indicate the presence of any system of longitudinal vortices.
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3.2.2 PHYSICAL ASSUMPTIONS

Although the experiments of references 22 and 36 indicate that
there are structural differences in the turbulence observed near
flat and curved surfaces, the experience of Bradshaw (11) suggests
that there is insufficient evidence to justify turbulence closures
which are significantly more complex than those at the eddy viscosity
level. Consequently, and in accord with reference 90 the shear

steess was defjned as:

i}

: u
rope = 22 | aU/ay |( 2 A-F) 3.2.9

(3 _ U
Veff \oy AT )

Thus equation 3.2.2 becomes:

SR L A 2 U _ AU
21+ k) v y HO = - = - (14 Ky) g(eerr Gy )
_ AU
2K oo ( =) 3.2.10

and with the éca]ar flux defined by:

= (- )
Jerr = (= verr / %erf) 3y

equation 3.2.4 becomes:

30 Vag 21 Yeff aﬂ
] = (1 + Ky) 5y + Kpv = > (1 + Ky) 5y (G o> )
a “eff_gg
Ueff By 3.2.1]

Equations 3.2.1, 3.2.3, 3.2.10 and 3.2.17 were solved with the

appropriate boundary conditions and the following empirical specifi-

cations:
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2= L0 (1 - BRi)
Lo = 0.4y , 0 <0.41 y < 0.09_yG

% = 0.09yG s 0.41 y > 0.09yG
= 1.
Ri =U 1
r aU/ay
Oef™ |
A=5

For reference purposes, table 3.2 p}esents physical assumptions
used by previous authors.

It is useful to note that coupling of the longitudinal and
normal momentum takes place through the Coriolis term, KUV, aﬁd
equation 3.2.3. Rotta suggested that this coupling is responsible
for amplification of the longitudinal-velocity fluctuations on
convex surfaces and their suppression on concave surfaces. The
former tends to aid the onset of separation and the latter to
suppress it but with the additional possibility of inducing an
augmented near-wall laminar region.

) The diffusion term, i.e. the second term on the right hand side
of equation 3.2.7, has two components, the first due to the mean
velocity gradient and the second to a combination of streamline
curvature and the mean velocity gradient. An implication of this
second term is that the diffusion of momentum increases with y on

a convex surface and decreases with y on a concave surface. This
implies a greater entrainment for a convex flow than for a concave
flow and is consistent with the preéent experimental observation
that an increase in s]ot.height improves the effectiveness for a
concave surface. It also improves the effectiveness for a convex

surface although flow separation is brought about closer to the
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Table 3.2

Previous turbulence assumptions

Wall Geometries |Properties
Reference Assumptions © Y Law Considered |Calculated
: oU ] .
Giles, |1 . e=XbU (== -3 =) Togari-|{U, ¢
Hays, & eff Y o thmic W
Sawyer b = jet thickness spiral
U = maximum velocity surfaces
(1966) X = 1/4xb
AT o VU U o V UJ 2
Rotta | 7 _ce=p] l R 1___F__ ). [ 1f:ar$;z TW(EH) TV +UR%§'% concave jr, ,U,H
R .
(1967) c =P uv 3/2 ) convex TW,P
(-y(7,0)?)
1 = 0.4y O - exp-—~—K!——-J
. BU 9U -
Rastogi | 17, ..==p] l l =) ™ 5 W dpP ) T
angl eff -%—D—U'Z—(—pw) y2.5-a'§2.5_~_R_1 concave W’U
Whitelaw 2.5 2.5 R convex | P,n
1=0.435y 0 <y <0.02.4y logari-
(1971) G thmic
1 =0.09 Yg y > 0.0214 Yg spiral
' surfaces
So and = Py, (%H + KU) | (2)%= 5.6 Tog R T + B+a|cONCave rw,H,U
Me11or Y 3/2 [ convex
v, =V 1 -8 KU(aU + KU) 1T - KU = - _P .
(1972) | & ¢F Y l U f LT g dy 0
(53 - KU)© %y A =A(s/R'Y) ¥
B=172¢1
J
(3
]-B(]l7x)
ve= (121332126 1, 13/ 5y 3U
ef 1 1 Sy
T
1]/1 defined emperically
Bradshaw|Transport equation for - p uv, U=11og Elffg gU v ‘fconcave rw,U,St.
U X v b Ur : .
0 30 oy ' .
L, = empirical
e =-U
F 32 .
= (- uv
€ LL_@_J Contd./.....
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Table 3.2 Contd.

Reference Assumptions Wall Geometries Properties
Law Considered Calculated
KoosinTin | g = o 1° [;ag ’JQLg‘ﬁ) 2} T -y, «dP | spinning | Vo
Launder 2 . :
Sﬁ:rmg _ Eel™ 5 ¢ Zpuy)2.5_fzf§g, disc Y 1w
Heff T Pt * Waminar ol°, | spinning
(1973) *~ | cone SH,NU
: 1= 10 (1 - Ri) spinning
3/2 cylinder
1, = 0.42y [1—exp(-y+T+ )];10>0.085yG
1, = 0.085 y, ‘ 1,>0.085y, ]
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slot: the increased entrainment reduces the increase in effect-
iveness caused by the larger coolant mass flow.
in contrast to the calculations of reference 90, most of the

present results were obtained with a wall function of the form:

T

M= k%0 [ER (s+7)2]? | 3.2.12
2
2075

where F accounts for the influence of the near-wall pressure

gradient:and is defined by:

F - y

P

[a)
(4]

y 2
[P . +J U%) dy | 3.2.13
> Yo Rty

2
)
.5

X

.

1)

The experiments of reference 102 suggested that a logarithmic
wall law is appropriate to convex surfaces but not to concave
surfaces. Bradshaw (11) proposed that the flow near both surfaces

could be represented by a wall function of the form:

U_1 .n(&y) 5 8ly

UT K LN " +-EWT2+—.V) 3.2.14
where U/(R+y) represents the extra strain due to curvature. The
F - function in equat.3.2.12may alsobe regarded as representing

the added stra%n due to curvature.

3.2.3 RESULTS AND DISCUSSION

Figures 3.2.1 and 3.2.2 present comparisons between the caleulations
and measurements of static pressures and impervious-wall effectiveness

of section 3.1.
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Calculated and measured distributions of wall pressure are
presented on figure 3.2.1 and, particularly for the convex
surfaces,.indicate gquantitative differences but similar trends:
the velocity ratio of 2.0 was chpsen because it shows. the largest
variation in pressure. The corresponding calculated values of
drag coefficient are also shown and confirm that the beginning of
the separation region can be identified from the discontinuities
in the calculations.

If Reynolds analogy is assumed, the calculated values of the
skin friction coefficient are proportional to values of Stanton
number and indicate trends which are similar to those observed by
" Thomann (110). The convex surface with the larger radius result-
ed in values which, far dowﬁsfream of the slot, are 16% lower than
the corresponding flat-plate values: 1in the near-slot region, the
skin-friction coefficient rises above the flat-plate curve. The
surf;ce with the smaller radius of convex curvature resulted in
an even greater decrease in skin-friction coefficient. The concave
surface caused an increase of more than 20%. For both convex
and concave surfaces, an-increase in slot gap resulted in a
reduction in skin-friction coefficient.

Figure 3.2.2a demonstrates the extent to which the flat-
plate measurements are represented by the calculation method:
the agreement is satisfactory except at the lowest velocity ratio.
Similar trends can be observed on figure 3.2.2b,c and‘d where the
convex surface results are presented, except in regions where
flow separation occurred. The dashed lines show discontinuity
in the calculations. A comparison between the measurements and
calculations for tﬁe concave surface and the two slot gaps,

figures 3.2.2e and f, indicates reasonable agreement with some



52

differences at the lower velocity ratios. In general, the
comparisons allowed by figure 3.2.2 suggest that the calculated
values follow the same trends as the measurements, except in

the vicinity of flow separation. The agreement is quantitatively
correct particularly at higher velocity ratios and away from
separation. It may be anticipated that calculations outside the
range of measuremehts wjl] also correctly represent trends but
confidence in absolute values must diminish as the stream line
curvature increases.

The more general validity of the present calculation
procedure can be assessed by comparing its results with the
measurements of Kind (49) and So and Meilor (102). Comparisons
are presented on figures 3.2.2 and 3.2.4.

Figure 3.2.3 shows Kind's measurements of pressure coefficient,
wall-shear stress and velocity profiles. The calculated values
of shear stress indicate separation at an~~§-c location of approxi-
mately 48 (i.e. 82 degrees) whereas the experimental results
suggest that the flow remains attached at least until an x/yc,
location of 56 (i.e. 120 degrees). The configuration of Kind may
have given rise to a flow which was not fully turbulent but it is
certain that, in the region close to separation, the calculation
procedure will give incorrect results due to the parabolic nature
of the equations. The discrepancies between measured and calcu-
. lated values of pressure coefficient may also stem from, in part,
the use of parabolic equations but they are undoubtedly influenced,
as indicated for example in reference 11, by the present simple
turbulence model, which gives rise to the ihdicated velocity

profile.
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In contrast to the results of figure 3.2.3 the calculation
of wake-type flows are in excellent agreement with measurements,
even though the ratio of boundary layer thickness to radius of
curvature is small. This is demonstrated in relation to the
measurements of So and Mellor on'figure 3.2.4. Thus, the calcu-
lation of wall-wake flows may be expected to be more precise than
those of wall-jet flows and, in both cases, the results will
become less precise as separation is approached.

The in%luence of surface curvature is shown clearly on
figure 3.2.5 for a number of velocity ratios, downstream
distances and for two density ratios. As indicated by the
measurements and calculations of figure 3.2.2 a positive curva-
ture results in improved effectiveness and a negative curvature
in reduced effectiveness. The effects are not large in the range
of downstream distances appropriate to gas turbine combustor
cooling, 0 < x/yC < 25 say, except for negative radii less than
around 100 mm. As shown by figure 3.2.6 this situation is
complicated by the choice of a value for slot gap. An increase
in slot gap tends to improve the effectiveness except, for.the
convex case, where it results in early separation with consequent
rapid reduction in effectiveness: the rénge of parameters for
which separation can occur is well within that of significance

to das turbines.
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3.3 TWO-DIMENSIONAL MULTI-SLOT FILM COOLING

In gas turbine combustion chambers, film cooling arrange-
ments which result in two and three-dimensional slot flows are to
be found and frequently make use of more than two s1dts. The
specification of the spacing of the injection slots are often
determined from the performance of single slots, and the slots
are often evenly spaced. Evenly spaced slots may result in low
effectiveness. at upstream position§ and high effectiveness at
downstream positions due to the influence of upstream slots.

| Thi§ section presents comparison between present calculations
and measurements obtained downstream of three successive film-
cooling slots. With this agreement as confirmation of the
appropriateness of the calculation procedure, calculated values
of effectiveness are presented for nine evenly spaced slots; as
an example, it is shown that the requirement of minimum effect-
jveness of 0.8 can be met with seven slots separated by particular

distances,

3.3.1 CALCULATION PROCEDURE

The calculation procedure is similar to that described in
reference 82. A finite-difference method was used to solve the

following equations;

ay , oV _ ,

.574-35,._0 3.3.1

Y U _ 3 3y

U % T v AT (“eff y) 3.3.2
T 3T _ 3 ,Meff oT

UtV T g W 3:3.3
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_ 2 ay .
% = 0.41y, 0 <y<%-'-?r$y6
g = 0.09, 9-2% Yo <Y < Yg 3.3.5
eff = 140

and boundary conditions,

Yy > Yo U+ U, T+ TG
The corresponding initial conditions were
U=U, T=T,0<y<y,

and estimated upper lip velocity and témperature profiles for the
first slot; similar slot conditions, but calculated upper-lip
boundary-layer profiles were used for each subsequent slot,
Twenty three grid nodes were used to cover the solution domain

in the plane of the first slot. Twelve of these grid nodes lzéd
within the slot, and subsequent slots added twelve nodes to the

number of nodes in the solution domain,

3.3.2 RESULTS

Figure 3.3.1 shows typical velocity and temperature profiles
downstream of 5 consecutive slots. Both the thermal and velocity
boundary layers grow with downstream distance . This is in

qualitative agreement with the measurements of Chin et al (14).
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Figure 3.2.2 compares calculated values of adiabatic-wall
effectiveness with measurements obtained in a non-adiabatic
experimental configuration of refevence 17 which, it is estimated,
resulted in values of effectiveness approximately seven per cent
of unity Tower than the correspénding adiabatic-wall values. The
agreement between the calculations and the measurement, corrected
for the finite wall-heat transfer, is satisfactory for the three
slot configurations and for the three velocity ratios shown. The
density rat%o for these results was approximately 2.38 at the
first slot and the ratio of slot height to slot-1ip thickness was
2.0.

fﬁe change in the shape of the calculated effectiveness
curves from the first to the third slot is due partly to.the
increasing velocity-boundary-layer thickness, but mainly to the
increase in the thermal-boundary-layer thickness. The tendency
for the experimental values to increase as a subsequent injection
slot is approached is due to the finite conduction heat transfer
Ehrough the base plate.

?igure 3.3.3a presents, for an.initial velocity ratio of 0.4
and a density ratio of 2.38, effectiveness res&lts downstream of
nine consecutive slots; the results obtained with the seventh,
eighth and ninth slots are essentially the same. As can be seen,
this arrangement results in low effectiveness values immediately
upstream of the first four slots and very good cooling far down-
stream. A more efficient arrangement, for many practical purposes,
is shown in figure 3.3.35 which, fof the same initial conditions,

except for the fust two slots,
indicates an arrangement of slots designed to ensure that the
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effectiveness does not fall below 0.8. As can be seen only seven
slots are required.

The calculations presented above presume that the surface
cooled by the first slot represents the upper 1ip of the sub-
sequent slot. Thus,'the total mbmentum in the flow increases
with downstream distance. The influence of any possible increase
in static pressure, however, is neglected.

The dashed line shown in figure 3.3.3a represents the effect-
jveness obtéined with a single slot and the same mass flow as the
first five slots of the multi=slot arrangement, i.e. the dashed
line represents the effectiveness obtained with a singlé slot of
geomet}y similar to that of the multi-slots but with a velocity
ratio of 2.0. It can be seen that the five slot arrangement is
ﬁore effective. Also, as shown on figure 3.3.3b, if it is A
required that the effectiveness should not fall below 0.§ZA¥HZGV
single slot is satisfactory to a distance of 72 slot heights,
whereas the five slots are satisfactory to 132 slot heights. The
multi-slot arrangement is clearly more effective than the single
slot. ‘

" The conclusion of the previous paragraph is to be expected
since increasing the number of slots in a given distance leads
asymptotically to transpiration cooling. It should also be noted
that greater effectiveness could have been obtained with the
arrangements considered on figure 3.3.3 if the slot height had
been chosen to allow an initial velocity ratio close to unity;

for a higher density rat%o, a velocity ratio close to two would

be required.
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3.4 CALCULATED INFLUENCE oF CONICAL WALL ON EFFECTIVENESS

Introduction

Combustors may be designed with a conical flame tube or a
conical flare at the exit. The conical wall implies that a film
injected tangentially would be subject to divergence or convergence.
The extent of the divergence 1s\dependeﬁt on the cone angle. The
calculations presented here qu%kﬁfégs the influence of conical

divergence on impervious wall effectiveness.

3.4.1 CALCULATION PROCEDURE

The calculation procedure of section 3.3.1 was used here,
The equations solved were similar to 3.3.1 - 3.3.3 but were recast
in polar coordinates. The local radius of curvature was calcu-

lated from

P=r,+ycos a 3.4.1

where ' is the radius of the cone and o half the cone angle.

The numerical procedure is described in great detail in reference
82 and 15 capable of solving equations 3.3.1 - 3.3.3 in either
Cartesian or polar coordinates. The effective viscosity defini-

tion was similar to that of section 3.3.1.

3.4.2 RESULTS.

The configuration for the present calculations is shown on
figure 3.4.1 and it was scaled from an existing combustor. The
cone angle was 82° and the truncated section had an initial radius

of 125 mm.
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Figure 3.4.1 shows the calculations for four slots in series
and corresponds to the flow condiiions for figure 3.3.3. The
comparison on figure 3.4.1 shows that the conical wall led to a
reduction in effectiveness.

Figure 3.4.2 shows that for 0.8 minimum effectiveness
requirement, the influence of conical wall increases with density
ratio and downstream distance,

Figurel3.4.3 demonstrates that the influence of conical wall
increases with velocity ratio; for example, the maximum influence
of wall curvature at the end of the first three slots on the
conical wall was 9% for velocity ratio of 0.5 and 4% for velocity
ratio of 0.3 for the chosen radius and cone angle.

Figure 3.4.4 shows the performance of six slots in series.
Three of these slots are on a surface of constant radius and three
on a conical wall. The coﬁe angle was 82° and the velocity ratio
was 0.4. The figure 3.4.4 shows that the influence of multiple
.slot is significant as the minimum effectiveness rose from 48%
at fhe end of the first slot to 75% at the end of the third slot.
The f&urth slot was introduced at a conical end and, due to the
coniéal divergence, the effectiveness dropped ﬁore rapidly. The
influence of the conical section was therefore to reduce the
influence of film build up by up to 12% for the present config-
uration.

Calculations of this nature can be performed for varying flow
and geometric parametersf It is antjcipated that the calculated
trends can be extended to a wide range of cone angle and velocity
ratios but the absolute values must be extrapolated with caution

for the following reasons:
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(i) the flow at the combustor flare is often subject to
favourable preséure gradient which may cause laminarisation.
(ii) the present calculations assumed that the main flow is
in a direction parallel to the conical wall.
(i1ii) the normal pressure éradient was assumed to be negli-
gible. '
(iv) the calculation assumed that the flow is stretched

over a solid angle of 360°. Stretching may take place over

. less tﬁan 120O of the cone and lead to three-dimensional

flows.

In spite of these limitations, it is expected that the calcu-

lated trends would be right.

3.5 CONCLUSIONS

The following conclusions may be extracted from the investi-

gations reported in sections 3.1 to 3.4.

]O

L4

2.

3.

" The influence of surface curvature on the effectiveness of

film cooling is small except where, for convex surfaces, the

"flow separates. The range of parameters for which separation

can occur is of significance to gas turbine combustor cooling.

Outside the range of parameters which result in separation,

an increase in convex curvature tends to improve effective-
ness and an increase in concave curvature to decrease
effectiveness.

An increase in slot“gap tends tb result in earlier separation

for convex surfaces. ,
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The numerical solution procedure, which is based on the
solution of the contiﬁuity, momentum, species and energy
correctly predicts the trends of the measurements: the
magnitude of effectiveness is correctly predicted over an
extensive range but becomes increasingly incorrect as separa-
tion is approached.

A modified version of the calculation procedure of reference,
78 confirms the experimental findings of reference 17 that
the influence of film build up on effectiveness of subsequent
slots is significant. If is also demonstrated that the
spacing of the slots can be determined conveniently, for a
given requirement with the same procedure.

The influence of divergence due to a conical wall is small
(<10%) for moderate cone angles (o < 45°) and velocity ratio
of practical interest‘(UC/UGl < 2). For a minimum film

cooling effectiveness requirement the influence of conical

wall increases with distance from slot exit.
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CHAPTER FOUR

THREE-DIMENSIONAL FILM COOLING
4.0 INTRODUCTION

The purpose of the present chapter is to report the investiga-
tion of the influence of various flow and geometric parameters on
the performance of three-dimensional film-cooling slots. Structural
reasons preclude the use of ideal two-dimensional slots in practice
and combustors, therefore, use discrete hole three dimensional-film
cooling arrangements., These may consist of rows of tangential holes,
normal holes with or without impingement 1ip, full coverage holes
without impingement 1ip or combined normal and tangentﬁal holes, as
shown in figure 2.2.1.

The work described in this chapter is concerned with tangential
holes, normal holes with an impingement Tip and combined normal and
tangential holes. _The experiments on tangential holes are few and
are supplementary to the earlier detailed investigation of Rastogi
and Whitelaw (91). The experimental investigation of normal and
combined normal and tangential holes is however extensive and new,
The experimental investigation is supported by a numerical investiga-
tion which developed a numerical procedure for the calculation of
the influence of important parameters on the performance of each
arrangement.

Section 4.1 describes the exper%mental equipment and instrument-
ation. The experimenta1 results are presented and discussed in
Section 4.2. The basic equations and physical assumptions of the
calculation method are presented in section 4.3 and section 4.4

discusses the results of the theoretical investigations.
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The calculated resuits are presented under two sub-headings
which correspond to calculations within and outside the range of
measurements: the former allow an assessment of the reliability
and precision of the calculation and the latter provide new inform-

ation which should be viewed subject to the previous assessment,

4.1.1 DETAILS OF EXPERIMENTAL ARRANGEMENT

The Main Flow Circuit

The esséntia1 features of the main flow circuit have been
described in section 3.1.1. The schematic diagram is shown on
figure 4.1.1a. fhe arrangement resulted in a two dimensional, Tow
turbulence, boundary layer flow in the test section.

Secondary Flow Circuit

The secondary flow system as shown by figures 4,1.1h and d
allowed air or airgas mixtures to be introduced into the flow through
the slots. A three phase)eight-horse power motor drove the blower
and was found to.be adequate for all the measurements. The amount
of air was controlled with a 'butterfly' throttle valve at blower
exit, Three globe valves controlled the quantities of arcton and
air through the normal holes and through the tangential holes.

The quantities of arcton and air thorugh the respect-
ive pipe lines were measured with 38.5 mm diameter orifice meters;
with D and D/2 pressure tappings. The meters were calibrated in |
accordance with BS 1042, b '

Each secondary pipe was connected td a plenum chamber through
two 90° elbow joints (as shown in figure 4.1.1b and d) and a diverg-
ing transition section. The plenum chamber contained two 20 mesh

28 swg screens and a honeycomb of 9.6 mm cell size, each 76 mm long.
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The plenum chamber cpened into the test section thorugh slot
arrangement under test. The test slots were easily replaced and
arranged for tangential, normal or combined normal and tangential
injection.

For heat transfer measuremehfs the arcton-12 pipe line was
removed and a 9KW sekomak heater, as shown in figure 4.1.1f, was
placed in the air line. The heater was connected to three variac
transformers to allow the air to be raised in temperature by about
25°C above étmospheric temperature.

Test Plates

For concentration measurements the duralumin plate previously
described by Rastogi and Whitelaw (91) was used. It had five rows
of 0.5 mm diameter static pressure holes through which samples were
féken. For heat tranéfer measurements a new ‘hot plate' was
designed and built. It consisted of 500 mm tufnol plate on top of
which was glued three 0.125 mm thick stainless steel sheets. Each
sheet was 153 mm by 300 mm. Double sided sellotape was used to
secure stainless steel sheet.to the tufnol and was satisfactory for
ﬁ%ate'temperatures below 75°C. The three sections of the stainless
sheet were separated by 2 mm gaps which were filled with selac glue.
These gaps were necessary to prevent the sheets from buckling due
to thermal expansion. At the lower side of the tufnol plate, brass
pieces were screwed into the plate to hold the sheets firmly against
the plate and to act as lower buss bar. Twenty four evenly spaced |
power leads were provided to ensure that the sheets were evenly
heated, The power leads were made of equal lengths of heavy duty
electrical cables, carefully soldered to the buss bars. The main

power supply leads were connected to two bolts on the angled upper
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buss bar. Two tufnolvﬁide walls allowed the piate to be used both
in a wind tunnel and a swivel arrangement. A cross section of the
plate is provided in figure 5.2.1.
Figure 4.1.1g shows the arrangement of the thermocouples on

the stdinless steel sheets. 60 swg Saxona copper-constantum thermo-
couples were spot welded to the bottom surface of each stainless |
steel sheet through holes in the tufnol plate. The holes were

subsequently blocked with pieces of wood. The resulting 180 thermo-
N couple junct%ons provided the required detailed information of the
temperature for a constant heat flux boundary condition.

Traversing Mechanism

A sketch of the traversing mechanism, also previously used by
Rqstogi, is provided in figure 4.1.1e. It made use of a DISA
vertical traverse mechanism (type 55Ho1) and had resolution of 0.01 mm.
The resolution in the longitudinal and lateral direction was better
than 0.025 m. |

Instrumentation

The total and static pressures were measured with the pressure
measuring devices described earlier in chapter 3. The concentration
.measuring device used was the same as described earlier in chapter 3.

Heat Transfer Measuring Devices

A high current (0-1000 amperes) variac transformer was used to
heat the thin stainless steel sheet. An ammeter was used to measure
the current, after it has been stepped down in the ratio of 200:1; a
Fenlow digital voltmeter measured the thermo e.m.f of the thermo-
couple and a Solartron pfecision a.c; millivoltmeter measured the
potential difference across the stainless steel sheet. Plate 5.2
shows the equipment and instruments used to determine the uniform

heat transfer rate and the temperature distribution of the plate.



4.1.2 METHOD OF MEASURING IMPERVIOUS WALL EFFECTIVENESS

The présent arrangement allowed measurements to be made for
tangential holes, normal holes or combined tangential and normal
holes.w The geometry of interest was first set. For tangential
injection only, the splitter plate on top of plenum B of figure 4.1.1b
was replaced with a plate with no holes and the throttle valve B -
was closed. Similarly, for normal injection only the tangential
+ - slot was replaced with a piece with no holes and throttle va]vevA
closed. The tangential slots were glued to the splitter plate and
impingement plate with double sided sellotapes. The splitter plate
.was levelled with the test plate and the joint between the splitter
plate and the test plate made smooth with plasticine where necessary.

The procedure for measuring impervious wall effectiveness is
similar to that described in section 3.1.2. However, in the case of
combined normal and tangential injection, samples from the secondary

boxes were measured to ensure that they gave the same values: this
qindicated that the tracer gas was well mixed with the flow before
exiting from the slots. Particular care was also taken to ensure
that the flow through each pipe line was kept constant for the
duration of the run.

The reproducibility and precision of present measurements are

similar to those of section 3.1.2.

4,1.,3 METHOD OF MEASURING THE HEAT TRANSFER COEFFICIENT

To determine the heat loss from the stainless steel sheets to
the surroundings and insulation, a constant current was passed
through the sheets with no flow in the test section and after some

two hours, which allowed steady state to be achieved, the potential



difference between the buss bars was measured. Measurements at
different points across the stainless steel sheets showed differences
of less than 0.02 volts along the entire heated length. Under
steady conditions, the electrical power input into the stainless
steel was equal to the heat TOSS‘by free convection and conduction
through the insulation. The free convection heat loss coefficient

was calculated from McAdams equation:

h= 0.27 (6/)%° %

4.1.1
The stainless steel sheet temperatures were measured and the heat
loss by conduction through insulation was obtained by subtracting
the free convection from power input. The heat loss coefficient
was based on the temperature difference.between the surface and

the surroundings. Table 4.1.1 shows the temperature distribution

in micro volts as recorded by the thermo-e.m.f.

Table 4.1.1.

mm | mm jmm jmm |mm | mm [ mn | omm| mm| mn {om | mm| ommo|omm
x/z | 100 {50 25 {18.0{12.5(6.15 6.25 12.5{18.0{ 25 | 50 {100

o

82 152 1151 |150 {150 | 150 |148 {150 | 150 } 150 |150 1150 {150 |147
112 172 {173 {173 173 {172 {173 {173 {173 {172 172 {172 {172 [164
162 189 {1189 {190 {190 | 190 |190 |190 {190 | 190 {190 |190 |188 }174
212 183 | 184 185185 {184 1185 {184 [184 |184 [184 [184 (182 | 176
262 181 {182 |184 {182 {182 {182 {183 {182 }183 {183 183 182 | 171
292 | 185 [ 186 186 {187 [189 {188 |188 |187 |187 {187 {187 {185 |173
312 186 {187 |188 {189 [190 |189 [190 |189 {189 {189 {189 {186
332 187 {187 |189 {190 {187 [189 |189 |189 |189 1189 189 |187 } 175
362 186 | 186 187 |184 190 |187 [186 {186 [186 [187 185 | 173
412 183 183 184 {184 {184 {184 {183 |183 {183 1183 183 {182 {171
462 173 {174 176 {176 {176 {176 |175 [175 {175 (176 [175 {174 | 166
512 157 |156 [157 {157 {157 {157 {157 {158 159 157
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The implication of above table is that, although the stainless
steel sheet was uniformly heated, temperature differences of up to
8°c arise due to edge losses.

To obtain both the adiabatic wall temperatures and the heat-
transfer coefficients, the geometry of interest and the required
velocity ratio were set and the secondary air was raised in temp-
erature by 20% - 259 above the room temperature. At steady
conditions the temperature distributions in the stainless sheet
sheet and at's1ot exit were noted. A current of 150 amperes was
then passed through the sheets. When steady conditions were once
again attained, after a further hour, the temperatures of the
stainless steel and the potentﬁa1 difference across the stainiess
steel sheets were measured. The product of the voltage drop and
the current gave the rate of heat generation. An energy balance
for an element of the stainless steel sheets led to the following

equation:
q"= he (T, - T,.) + b (T - Troom) 4.1.2

Simultaneous solution of above equation for two values of heat flux
and wall temperatures led to values of hf and Tow for a particular
run and location.

Precision of heat transfer measurements

The resolution of digital voltmeter was 10 uY¥. This implies
that the accuracy of measurements of the e.m.f. was not better than
+10 QV; equivalent to £0,25%C. In situations where the difference
between the wall temperature and the wall adiabatic temperature is
less than 2.5°C, this resolution implies errors greater than 10% in
heat transfer coefficient. The corresponding error for adiabatic

wall effectiveness is less than 1%.
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One source of error is the temperature differences due to edge
losses. As table 4.1.1 shows, the temperature differences within
the central 200 mm of any downstream location was less than 2% of
the mean value. To reduce the effect of edge losses on hf the mean
temperatures in the central region was used to evaluate both the

effectiveness and the heat transfer coefficient.

4,2 EXPERIMENTAL RESULTS AND DISCUSSION

4,2.1 FILM-COOLING AND HEAT TRANSFER DOWNSTREAM OF TANGENTIAL HOLES

. Deta%]ed investigations of film-cooling performance of three-
dimensional tangential holes have been reported by Rastogi and
Whitelaw (91). The same authors later reported the heat transfer,
characteristics of some of these slots in an experimental and
theoretical investigation (89). For most practical purposes the
. investigations may be regarded as having identified and quantified
the major influences in such arrangements.

Essential information for situations outside the range of
ava%lab]e experimental data were provided by calculations. Two sets
of data are provided here to - (1) complement available information
on multi row coo]i;g (2) to validate some of Rastogi's(89) calculations
for which data were not available. '

In reference (91) Rastogi and Whitelaw showed that a three row-
tangential slot resulted in bettér cooling performance than a single
.. row with the same open area, open area ratio and mass f1ow.‘ It was
also noted that the multi row slot compared very well with two
dimensional slots for velocity ratios above approximately 1.4. It
is of practical significance to note that the driving pressure

requirement for a multi row slot is considerably higher than for a
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single row due to higher friction losses. One other factor against
increasing the number of rows for a specified open area is that, as
the number of rows increases the maciiining cost also increases. A
compromise between desired effectiveness,available pumping power,
machinihg cost, and number of rows is therefore necessary.

Figure 4.2.1 was prepared to show that as the number of rows
increases, the effectiveness increases if the open area, open area
__ratio, 1ip thickness and 1ip length are kept constant. When the
1ip Tength is increased however the two row slot with a finite lip
performs befter than the three row slot with no Tip. In fact, a
comparison of the single row with finite lip and a two row with no
1ip shows that the two are almost identical. Figure 4.2.1 demonstrates
therefore that the number of rows can be reduced by having a finite
lip length. The two row arrangement with finite 1ip is coﬁparab]e
"to two dimensional slots With thin Tip.

Figure 4.2.2 demonstrates that a finite 1ip with tangential
holes promote such rapid mixing before the exit p1ape that the
impefvious wall effectiveness was nearly two-dimensional beyond five
slot gaps. Comparison of the cross stream profiles of effectiveness
for gingle row and two row slots showed that thé single row was more
three dimensional at corresponding positions. The three dimension-
ality of the single row did not conform to perfect symmetry.
Measurements along centre line of the holes did not necessarily
correspond to maximum effectiveness at a given down stream station.
The 4-5% asymmetry of effectiveness Qistribution probably stemmed
from turbulence generated randomness. Far downstream the flow was

more two dimensional and more symmetric,
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Figure 4,2.3 shows once again that a finite 1ip improves both
effectiveness and heat transfer characteristics of tangential holes.
The improvement in effectiveness and heat transfer are in accord

with previous calculations of Rastogi (89). .

4.2.2 EFFECTIVENESS DOWNSTREAM OF NORMAL HOLES

Introduction

Table 4.2.2 shows the range of'parameters for which effective-
ness were measured for thé flow configurations shown in figure 4.4.1.
The experimental numbers below each figure described in section
4.2.2 relate to the experiment numbers on table 4.2.2.

Each of the flow arrangements was carefully set and to test
the symmetry of the flow, velocity profiles were measured downstream
of two hole centres and two mid pitches. These showed symmetry to
within 1% at centres and mid pitches. Longitudinal velocity
measurements were made to detect any longitudinal pressure gradient.
Within the working distance there was no noticeable difference.
Initial cross stream effectiveness profiles also indicated symmetry
within 2.5% and this permitted subsequent measurements of effective-
ness to be made only at the hole centre and mid pitches.

To reveal the nature of the flow, mean longitudinal velocity
profiles at the slot exit were made for‘two slots, and for three
velocity ratios. Figure 4.2.4a shows that, for the slot with P/D of
1.4, the variation in z direction is small. Measurements of velocity
profiles indicated that fhe flow was two-dimensional within six
diameters downstream of slot exit. Integrating the area under the

ot the Slot exit
curvg\and multiplying by half pitch distance it was found that the
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longitudinal velocity at the 1ip accounts for 99% of the mass from

the jets

T e

(Jo-28 jlz oll dz dy = 0.00064, 5T 7.0° = 0.00065)

This mass conservation explains th the impervious wall effectiveness
values measured at distances further than ten slot heights were two-
dimensional, The mean velocity profiles for P/D of 2 are less two-
dimensional as shown on figure 4.2.4b. The integral\[gz's\jlz ol dz dy
accounts for only 75% of the mass exiting from jets: this‘f1ow had
considerable lateral and vertical velocities and regions of forward
recirculation. In such situations, the total head probe may not
correctly record the mean longitudinal velocities. The effectiveness
was three-dimensional for considerable distance downstream of slot
exit.

Impervious wall Effectiveness

It is clear that, for film-cooling purposes, it is necessary to
prevent the jets of cool gas from mixing rapidly with the hot free
stream gas. The slot 1lip has the effect of turniné the cold gas and
causing it to issue from the slot at an angle which is less than 909
and depends on the length of the Tip. In the gas turbine the
impingementhprevents it from attaining too high a temperature. The
longer the 1ip the greater the possibility of part_of the 1lip attain-
ing a high temperature and burning off. On the other hand, the
Tonger the 1ip the more two-dimensional will be the flow and the
more tangential to the surface to be coo{ed. A compromise between
these two requirements is necessary.

Figure 4.2.5a presents measurements of impervious-wall effeét-
iveness, measured along the 1ine downstream of a hole centre line

for two 1ip lengths and for a value of P/D of 1.4, It shows that
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the effectiveness in 1ine with a hole centre line loses its depend-
ence on 1ip length at a downstream distance of 40 slot heights. In
the upstream region the longer lip jeads to effectiveness values
which are 5% less than those of Kacker and Whitelaw's two~dimensional
slot for the same t/yC and average mass flow in the plane of .the end
of the lip. The effectiveness with the shorter 1ip length is some

7% less than for Rastogi and Whitelaw's (91) tangential injection

_with the same pitch/diameter; open area and 1ip thickness but no

lip. The effectiveness with the Tonger 1lip is almost identical to
that obtained in reference 91 with tangential injection and no lip.
The results shown in Figure 4.2.5b are for a value of P/D of 2
and indicate larger differences between values of effectiveness
with the two 1ip lengths. The open area in the plane of the slot
exit was the same for the measurements of Figure 4.2.5a and b. The
velocity profiles for the éase of P/D of 2, Figure 4.2.4. show that
this flow was less two-dimensional; for a given downstream station,
differences as high as 10% of unity were measured for effectiveness
at the‘centre line and mid-pitch. A comparison between the results
presented on Figure 4.2.5a and b shows that the influence of 1lip
1eng£h prevails much further downstream for the’case of the larger
pitch/diameter, correspbnding to the more three-dimensional flow,
Figure 4.2.5c presents effectiveness values obtained with the same
value of P/D as Figure 4.2.5a buth with smaller values of open area .
and open area ratio. Since the results of Figure 4.2.5¢c correspond
to a mass flow half that of Figure 4:2.5b the effectiveness
values are significantly reduced; they also show, however, that the
influence of T1ip length is significantly reduced suggesting that
the greater number of holes associated with Figure 4.2.5¢ resulted

in more rapid mixing and a more two-dimensional flow.
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A comparison between Figure 4.2.5a and d indicates that the
influence of 1ip length is not significantly affected by density
.ratio. It is also clear that the higher density ratio leads to
lTower values of effectiveness for low values of Q:qc/pGUG’
corresponding to lower velocity %atios.

The influence of the pitch to diameter ratio may be deduced
from Figure 4.2.6. It can be seen from Figure 4.2.6a and b that
the influence of the pifch to diameter ratio extends from the near-
slot region to a downstream distance corresponding to more than 40
slot heights. As might be expected the difference is greater with
the shorter value of 1ip Tength, corresponding to the more three-
dimensional downstream flow., These results are in general agree-
ment with those of reference 66 where similar trends were observed
with a pitch to diameter ratio of 1.6 to 5.

Measurements ‘obtained with a density ratio of 2.25 are compared
with those of unity density ratio in Figure 4.2.7a,b,c and d. In
practice the compressor air for cooling combustors has a higher
density than the products of combustion in the chaﬁber and the
influence of the higher density ratio must be known. The present
measurements show that a 1ip length of four diameters is not
sufficient to allow any benefit from the larger density ratio except
at distances less than ten slot heights and mass-velocity ratios
greater than 1.7. For low P/D, the velocity-ratio advantage is
lost beyoﬁd 25 slot heights. The small open area resulted in poor
performance at all distances and velocity ratios. The slot with
L/D of 2.5'resu1ted in Tow values of effectiveness because of the
relatively high momentum of the jets exiting from the slot at a

large angle to the tangential direction.



Figures 4.2.8a and b show that an increase in the open area
ratio is advantageous up to a value of velocity ratio which varies
with downstream distances. The two geometries considered are
similar with respect to P/D, L/D and t/yc. The measﬁrgments of
reference 66 include an examinat{on of the influence of open area
ratio. They confirm the trend that the effectivenegs increases
with open area but provide no information on the influence of mass
velocity ratio.

The results of test; with two row slots in Figure 4.2.9a and b
show a considerable improvement over the single row slot of the
same open area, P/D, and t/yc. In spite of the longer over-hanging

“1ip on the single row slot, the two-row slot resulted in effective-
ness values approximately 20% of unity better than those for the
single row. The better performance of the two-row slot was largely
due to the staggered pitch of the holes which resulted in a more
two-dimensional flow than the single row.

The inf]uenée of 1ip thickness is shown in Figure 4.2.10 and
is similar to the two-dimensional result of reference 46, The
effect}veness is reduced by an increase in 1ip thickness. The
magnitude of the effect may be expected to increase with any geo-
metric changewhich results in a more two-dimensional flow at the
slot exit.

The influence of location of the holes relative to the vertical
surface is shown in Figure 4.2.11. It appears that, when the holes
are located nearer to the vertical surfacé in such a way that the
vertical surface interferes with the spreading of the jets, there
is a deterioration of about 5% in the downstream effectiveness.
This conclusion is similar to that of Nobbs and Rice (75) based on

different dimensions.
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Measurements to determine the influence of slot height showed
a deterioration in performance with decrease in slot height. This
trend, shown in Figure 4.2.12, is ia agreement with the conclusions
of Kacker and Whitelaw (45) for two-dimensional siots. It may be,
and this is partly confirmed by cémparison with the data of
reference 66 that the trend is not monotonic. The trend displayed
on Figure 3.4.12 can readily be attributed to the influence of the
ratio of t/yC as discussed, for example, in reference 46, A
VreductiOn in Ye also has the effect, for a given 1ip length, of
causing the flow to be more two-dimensional at the slot exit.
Consequently, the effectiveness may increase again for lower values
of xcthén those of Figure 4.2.12. )

Figure 4.2.13 compares the present measurements with those of
K%cker and Whitelaw and of Nina and Whitelaw. The comparisons are
inexact due to small variations in the open area and other geometric
parameters but allow the relative merits of a two-dimensional slot,
a three-dimensional slot with tangential injection and two three-
dimehsional slots with normal injection to be demonstrated. The
averagé mass-velocity ratios at the slot exit were essentially the
same for each comparison. The two-dimensional slot results of
Kacker and Whitelaw and the results obtained with normal injection
through two rows of normal injection holes reveal that the two-
dimensional slot has a much better performance for all velocity
ratios and downstream locations. A similar comparison between a
“two-dimensional slot and a slot consisting of three rows of
tangential holes was contained in reference 89 and indicated that
the two resulted in identical values of effectiveness.

Tangential and normai-hole injection through a single row of

holes reveals that the former results in a consistently higher
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value of effectiveness. The results suggest that, for the
particular arrangements compared on Figure 4.2;13, the difference
may become negligible fer values of pCUC/pGUG greater than 1.5.
The conclusions indicated in the previous two paragraphs are
likely to remain valid for_density ratios up to 2.25 provided the
effective slot 1ip length for the normal injection case is greater

“than 2.5.

4.2.3 EFFECTIVENESS & HEAT TRANSFER DOWNSTREAM OF COMBINED NORMAL&
TANGENTIAL HOLES '

Introduction

Chapter 2 reviewed available information of the performance
of tangential holes, reference (66) and section 4.2.2 outlined
the important parameters for optimising normal injection arrange-
ments, with a finite 1ip. The information available on combined
normal and tangential h01e§ is surprisingly small in view of the
many years of use of this geometry. References 74 and 75 are
concerned with some parameters that influence the performance of
combined normal and tangential holes but the number of parameters
investigated is significantly fewer than necessary to allow
optimisation of the slot geometry. The present section extends the
investigated number and ranges of parameters considerably and, in
contrast to references 74 and 75, provides information of the cross
streem distribution of velocity and effectiveness.

The continuing use of splash cooling arrangements in the
primary zones of combustors is due to the fact that tangential holes
cannot always be designed to provide sufficient cooling air. As

will be shown, the splash cooling arrangement provides a means to
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increase a slot open area ratio and consequently the two dimension-
ality of the downstream flow. Since it is likely to remain in use
for many years and since a basis for the optimisation of geometrical
arrangements does not exist, the present work was undertaken with
the following objectives (i) to quantify the influence.of geometry
and flow parameters on the downstream effectiveness and thereby to
‘provide information to assist optimisation of splash cooling
arrangements (ii) to provide measurements of impervious-wall

" effectiveness and necessary boundary conditions which will allow
the testing of procedures designed for the calculation of film-
cooling performance.

Aerodynamic Properties

The total pressure was héasured with a flattened probe of
external dimensions 2.5 mm by 0.5 mm. It had an arm of 70 mm
which considerably reduced the interference of the probe with the
flow. The static pressures were obtained with a 2.0 mm outside
~ diameter probe with 4,0.3 mm diameter holes located 10 mm from its
leading edge.

To test the symmetry of the slot-exit profiles, velocity
measurements were made at five locations in line with the centres
of different tangential jets. The asymmetry, in the case of the
longer Tip, was Tess than 3% on a mass flux basis but the local
velocity asymmetry was as high as 10%. The corresponding figures
for the shorter slot 1ip were 5% and ]0%:' It was notea from the
pressure readings that the profiles varied with time and that the
asymmetry did not, therefore stem from the geometry but rather from
jet interactions. The flow in the plane of the slot exit had
regions of substanfial normal pressure,gradient and recirculation

and consequently probes cannot be expected to result in accurate
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values. A sample number of measurements were obsained with a

probe of arm length 25 mm and resulted in total head values, in the
proximity of recirculating flow, which were up to 40% less than
those obtained with the probe described earlier. The above comments
relating to asymmetry were supported by sample measurements of
Figqure 4.2.22a and b.

Velocity profiles were obtained for three velocity ratios at
three longitudinal positions and are shown in Figure 4.2.14. The
total head and the static pressures were obtained separately and
the static pressures were, at all locations, less than 20% of the
total head except for velocity ratios less than unity when the
static pressures were as high as 50% of the total heads at slot
exit. The static pressures'fé11 rapidly with increase in y and X.
At all locations further than 5 slot gaps downstream, the static
pressure was less than 10% of the total head. The regions of nega-
tive velocity can be identified on Figure 4.2.14 and further
_ downstream it is clear that the flow is boundary layer like. The
profiles appear nearly two-dimensional at locations well below
twenty slot~gaps from the slot exit and suggest rapid mixing of the
normal, tangential and mainstream flows. This is in agreemeht with
Nina and Whitelaw's (74) earlier observation that the adiabatic-
wall effectiveness became two dimensional within 4 to 5 slot gaps
from slot exit.

Previous investigations of film cooling with totél head koles
have indicated that a long-1ip results in near two-dimensional flow
and, because of decreasing mixing, improves the effectiveness of the
film. However, the longer the 1ip, the greater the possibility

that part of it will attain a high temperature and burn off. The
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normal jet has the effect of cooling the lip and, for it to perform
this function efficiently, it should be located such that it
impinges sufficiently close to the end of the 1ip to prevent the
temperature rising above a presc?ibed maximum: at the same tiﬁe,
the normal jet must be located far enough from the slot exit to
ensure that the coolant flow does not have a substantial normal
“velocity component downstream of the slot exit. As the velocity
profiles in Figure 4.2.14 show, a lip length of 4.4 is too long
since the normal jet has reattached to the Tower wall. With this
1ip length, although better impervious-wall effectiveness is likely
to be attéined, part of this lip is likely to be burnt off in
practice. The results for the lip length of 2.2 indicate that part
of the normal jet may be lost into the mainstream and that there is
“a region of separated flow near slot exit.

Impervious Wall Effectiveness

The impervious-wall effectiveness was measured for the range
of parameters listed in Table 4.2.3. The experimental programme
was designed to allow the influence of the different flow and
geometrical parameters to be separated. The experiment numbers
below the figures correspond to the numbers on table 4.2,3. For
each experiment, impervious-wall effectiveness was measured at 9
lateral positions. The aim was to estimate the three dimensionality
and pqssible asymmetry. The results shown on Figures 4.2.15 to
4,2.23 are, however, based on an average spanwise effectiveness
because, in a combustion chamber, conduction heat transfer tends to
_even out the variations in effectiveness. The average spanwise
effectiveness was taken as the arithmetic average of the nine values

taken over a cross stream distance of eight pitch diameters.
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Figure 4.2.15a compares measured values of impervious-wall
effectiveness for two 1ip lengths and two density ratios. The
Tonger 1ip leads to effectiveness values which are 12% higher near
the‘s1ot exit: this advantage of long lip decreases with downstream
distance to 5% at 40 slot gaps. The larger density ratio reduces
the advantage to a constant value of around 8% at all stations. The
‘results obtained with uniform density ratio are in agreement with
the previously observed trends of Nina and Whitelaw (74). The high-
er density ratio results in higher effectiveness but the trends
obtained with the two density ratios were otherwise similar. The
influence of 1ip length is considerably reduced by increasing the
.tangentia1 momentum as indicated inFigure 4.2.15a and b.

The six sets of resu]ts‘shown on Figure 4.2.16a were obtained
with the same AO,AO/A,L/yC,VD,t/yC and yL/yC:. the vaiues of P/D
and yT/yC were however varied. The need for the same open area
ratio necessitated a different value of yT/yC. For the uniform
density case, the difference in performance with pitch to diameter
ratios of 2 and 2.8 is small for distances gfeater than 30 slot gaps.
For a pitch to diameter ratio of 4, however, a significant difference
can be observed at 40 slot gaps. Increases in both density‘ratio
and tangential momentum did not change these trends. A higher pitch
to diameter ratio results in a more three-dimensional slot flow with
consequent decrease in effectiveness.

Experiments 5, 6, 9 and 10 of table %.2.3 were pe}formed wfth
an(open area of 1530 mm2: the slots for experiments 25 and 26 had
a gap of 14 mm and 5 and 6 a gap of 7.25 mm. The open area ratio
was changed bygincreasing yT/yC. Figure 4.2.17 shows that, for a

given coolant flow rate, the slot with the smaller open area ratio
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had better performance near the slot exit. This is because a
decrease in open area ratio reduces the average slot exit velocity
and increases the concentration boundary layer thickness. This
advantage is not maintained at downstream locations: the figures
show that, at downstream positions greater than 10, the larger open
area ratio results in better performance. This trend is maintained
at higher density and higher tangential momentum ratios.

The influence of open area is shown on Figure 4.2.18 where
plots of effectiveness against mass flow rate are presented. Both
figures show that, for uniform density and fixed coolant flow rate,
the open area should be arranged to give a near unity average exit |
ve}ociﬁy ratio. Thus, for the coolant flow rate at which the slot
with the smallest open area had attained its maximum effectiveness,
the effectiveness achieved with larger slots was still increasing
" with increasing coolant flow rate. With the larger density ratio,
the smaller open area, corresponding to a higher average exit
velocity, had better performance for all velocity ratios.

. © It was noted earlier that an important practical function of
the no}ma1 jets is to prevent the lip from burning off. It is
advantageous to minimise the normal momentum hdwever, because this
can result in a smaller component of normal velocity downstream of
the slot exit and can reduce the turbulence intensity of the exiting
coolant, Figure 4.2.19 shows that a reduction in the normal moment-
um had a marginal advantage, not greater than 6%, at a given coolant
flow rate. Experiments 10 and 12 show that an increase in density
ratio increases this advéntage to aréund 10%. There is, however, a

tendency for weak normal jets to allow the main stream to come

between the tangential jets and thereby to reduce the effectiveness.
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Figure 4.2.20 shows that an increase in density ratio increases
the effectiveness: the comparatively smallhincrease is probably due
to the fact that, at the higher density ratio and shorter 1lip length
coolant is lost to_the mainstream at slot exit. An increase in
tangential momentum ratio results in a greater influence of density
ratio.

Figurg“4.2.21compares the performance of five geometries at
equal coolant mass flow rates and shows that, in general, normal
injection results in poorest performance. If, however, the open
area ratio is increased by decreasing the slot gap, as in reference
66, it is expected that this would lead to better performance.
Alternatively, the number of rows may be increased as in section 4,2.2.
A two row arrangement of tangential holes results in exceilent
cooling performance. The next best to a two row tangential arrange-
" ment is the sing]e‘gzsrtangential cooling with a pitch-diameter of
1.4: Rastogi and Whitelaw (91) showed that, even when this arrange-
ment was used without a slot 1ip, its performance is better than that
of a splash cooling slot with the same open area ratio but a pitch
to diameter ratio of 2 and a lip length of 2.2 slot gaps. Comparisons
of single row of tangential hoies with a pitch to diameter ratio of
2 (experiments 22 and 23) and a splash cooling arrangement of the
same pitch to diameter open area and open area ratio shows that the
latter arrangement was more effective. This is probably due to the
fact that the splash cooling arrangement had 48 holes through which
coolant was injected while the tangential slot had 12 holes.
Experiments 17. and 19 show that if the splash cooling slot had a
total of 12 holes through which injection took place, the single row

of tangential holes is to be preferred.
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Figure 4.2.22c,d and e show that asymmetry in the impervious-
wall effectiveness is always less than 4% of a mean spanwise value.
This is less than the asymmetry in local velociiy values mentioned
earlier and indicated in Figure 4.2.22a,b. The lack of symmetry
associated with these velocity profiles and the effectiveness values
of Figure 4.2.22a,b,e is not constant in time but is typical of the
‘magnitude of the effects. The slot configurations were symmetrical
to better than 0.2% of the hole diameter and the mass flow through
each of the individual holes was the same to better than 1%. There
was .a tendency for the individual jets to interact and to result in
quasi-steady but asymmetric flows. The extent of the asymmetry and
interaction varied with flow and geometrical arrangement. Neglect-
ing the side wall effects, thi§ asymmetry was minimised with the
single row tangential slot shown in Figure 4.2.22e. Measurements
with only normal injection also showed less asymmetry than a
combined tangential and normal hole arrangement. Considerable
~asymmetry had previously been observed by Goldstein et al (38) for
an arrangemept of normal holes, Effects of this type are not likely
to seriously influence the spanwise average values of effectiveness
reported in the previous figurés.

The influence of certain geometrical parameters have not been
considered in this investigation, The influence of 1ip thickness is
omitted because the earlier investigations of Kacker énd Whitelaw
and Nobbs and Rice (75) were considered to provide sufficient inform-
ation. Also, the experiments of reference (89) had indicated that
high values of yL/yC lead to poor performance. In the experiment;
reported here, Y had a minimum value compatible with easy manufact-

ure of cooling rings. Reference (75) and section 4.2.2 indicated
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that a finite value of 1/D is advantageous and Figure 4.2.23 here
. demonstrates that, for splash cooling arrangements, a finite 1/D is

necessary.

Adiabatic Wall Effectiveness & Heat Transfer Coefficient

As indicated in the introduction to this thesis, a complete
assessment of the performance of a film-cooling arrangement requires

a knowledge of the heat transfer coefficients. The adiabatic-wall

effectiveness and the heat transfer coefficient were obtained for

some of the configurations described earlier. In general, the measured
adiabatic wall effectiveness are lTower than the impervious wall
effectiyeness. This is because of the difficulty in making the
experimental arrangement truly adiabatic. The scatter in the
measured values of heat transfer coefficient are greater than 10%.
This level of scatter was also observed in the measurements of Pai
and Whitelaw (18). '

Figure 4.2.24 was prepared to show the influence ofljt/un on
both effectiveness and heat transfer coefficients.. The va]be of

UE/un is 2, corresponding to smalier Ue

/uG shows lower effectiveness
and higher heat transfer coefficient. At the higher velocity ratios
corrésponding to UC/uG greater than unity, the }nf]uence of Ut/un is
small.

Figure 4.2.25 demonstrates that larger pitch-diameter ratios lead
to lower effectiveness and higher heat transfer coefficients. This
trend is in agreement with the findings of Rastogi and Whitelaw for |
tangential holes.

The comparison of 3 geometries in figure 4.2.26 shows that the

influence of injection geometry is complex. The complexity stems

from the fact that it is difficult to design three arrangements that
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are identical in all respects. At the highest velocity ratio, the
normal injection gave the highest heat transfer coefficient and

the lowest effectiveness., At lowest velocity rétio, the trend is
more complex; resulting in the iqwest heat transfer coefficient and

the highest effectiveness for combined normal and tangential holes.

4.2.4 CONCLUSIONS

The measurements presented in sections 4.2.1 - 4,2.3 allow the
following conclusions to be drawn:
1. For a fixed open area and open area ratio, increasing the number
of rows of holes improves the effectiveness of tangential and normal
holes. Moderate 1ip length may be used to obtain a greater increase
in effectiveness for smaller number of rows of holes
2. The 1mpervious;wa]1 effectiveness, for all the three arrange~
ments, increases with increase in velocity, ratio, lip length and
open area ratio. '
3. The influence of pitch to diameter ratio extends to a down-~
stream distancé greater than 40 sliot gaps: it increases with
increase in velocity ratio. 1In general, the effectiveness decreases
with increasing pitch to diameter ratio while the heat transfer
coefficient increases with pitch to diameter ratio.
4. In common with two-dimensional slots, the arrangements of
comb{ned normal and tangential holes shows that, the optimum
effectiveness for uniform density is obtained with an open area
arranged to give a near unity've]ocity ratio; for non-uniform
density, the highest velocity ratio compatible with mechanical
strength results in best effectiveness. '
5. For a given coolant flow rate, the influence of increasing the

ratio of tangential momentum to normal is small and tends to improve
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the effectiveness.

6. In general, increasing the density of the slot flow improves

the effectiveness; except at high pitch to diameter ratio and fcr
combined normal and tangential holes only where an increase in
density may lead to poorer performance.

7. By increasing the number of rows or decreasing the pitch to
diameter ratio for a fixed open area and openarea ratio, the tangential
holes arrangement may be supérior to normal/combined holes. The
investigationé however, demonstrates the influence of geometry is
complex. A combined tangential and normal hole arrangement can
always be optimised to provide effectiveness comparable to two
dimensional slots.

8. The flows through all tHe‘three arrangements are three dimension-
al. 1In addition, both the normal and the combined normal and

. tangential arrangements are subject to recirculation in the inject-
ion region. The influences of flow and geometric parametérs are
complex. It is necessary to develop a prediction procedure to
calculate 1nf1uencés of parameters outside the present range of
investigation. The available experimental data may be used to aid

the development and assessment of such a prediction procedure.

THEORETICAL INVESTIGATION

4.3.0 INTRODUCTION

This part of the thesis is concerned with the calculation of
adiabatic or impervious-wall effectiveness and heat transfer down-

stream of three-dimensional film-cooling slots. The purpose is to

present values of effectiveness and heat transfer calculated with a

modified version of Patankar and Spalding (§3) procedure previously
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used successfully for tangential three-dimensional film-cooling by
Patankar, Rastogi and Whitelaw (91). The basic algorithm solves
a steudy three-dimensional form of the Navier-Stokes equations in
which forward recirculation is assumed negligible. Although the
calculation procedure does not take account of forward recirculation
(and this is known to be‘present as indicated in section 4.2), it
was used to calculate the mean properties downstream of tangential,
normal and combined normal and tangential film-cooling slots. The
presentation provides an assessment of the magnitude of the error
caused by imposing the condition that negative velocities should be
regarded as zero. Comparison of experiments with calculations
quantifies the discrepancies and the reliability of calculations
outside the range of existing measurements.

A simple mixing length was used to determine the effective
' viscosity. Higher order turbulence models, such as the two-equation
turbulence model (e.g. the k-=.model used by Tatchell (109) for
rectangular-duct calculations) or a Reynolds stress closure as used
by Pope and Whitelaw (88) can be used with this procedure. However,
the neglect of forward recireulation in the equations represent an
approximation which suggests that the possible advantages of a
higher order turbulence closure may not be justified. Besides, a
closure of higher order than the present requires an increase in
computing storage and time of at least 40% and this was difficult
to jhstify. The measurements of section 4.2 suggest such rapid
mixing that, except for the immediate vicinity of injection, a
simple turbulence model and a parabolic procedure may be adequate.

Details of the calculation procedure have been described by

Rastogi (89), Patankar and Spalding (83), Tatchell (109) and Sharma (96).
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Section 4.3 therefore describes only the important features and the
modifications required by the present investigation. A more
detajled description is provided for completeness in appendix A.
Section 4.4 discusses the results of the comparison between measure-
ments and calculations and suggests reasons for the discrepancies.
Calculations outside the range of measurements are presented and

it may be assumed that their reliability is of the same order as

indicated by comparison.

4.3.1 RELEVANT CONSERVATION EQUATIONS

The time averaged conservation equations for momentum, scalar
property and mass continuity, for a steady, incompressible three-
dimensional flow in Cartesian coordinates can be written as: .

. X= momentum
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where:

i ‘—--?.g ..?.Y- éﬂ: inc T : 2
div V = = 5y + = 0 for incompressible flow and in

analogy with laminar stresses, the Reynolds stresses can be defined

as: ‘
\pW=-u,é %%4_%}/)2)
TW = -u, (e
o= (2-%% - £ div V)
WV=”%(%+%)
ow? = -u (28 Ly
pu? = -uy (28 - Laivy)
pEV = Tyat 52
TERERRE
o5 U = ry,0 2L, : 4.3.7

Because of the similarity in the definitions of laminar and Reynold
stresses, an effective viscosity can be defined as:

Pefr =+ %t | 4.3.8

In deriving boundary layer form of the conservation equations,
with an effective viscosity hypothesis, the definitions 4.3.6 - 4.3.8
are used and the following assumptions are made about the flow:
(i) the flow is steady, incompressible and fully turbulent.
(i1) there is no forward recirculation and hence the diffusion
of momentum, heat and mass are negligible in the x~ direction. The-
axial diffusive fluxes and stresses are, therefore, omitted in the

equations.
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(iii) the downstream pressure field has no influence on the
upstream flow conditions. Thus, a pressure'ﬁ, spatially averaged
over v-z plane can be used in the representation of the pressure

gradient in the x- momentum equation.

For the present calculations, the conservation equations .for

momentum and species/enthalpy therefore become:
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(

where ,éff,),and are the effective viscoties in the y and z

Yeff,z
directions respectively and are defined by equations 4.3.13 and 4.3.14.
oeff'is the effective Prandtl numbers which was taken as unity for

all éa]cu]atioﬁs described below.

4.3.2 SOLUTION PROCEDURE

Details of the computational method are described in references

(89,96,109) and appendix A. Features of importance for the present
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application include:

(i) The solution employs a staggered grid arrangement,
shown in figure A2.1, which allows the lateral velocities to be
stored at locations where they are needed for the calculation of
convection fluxes.

(ii) The convective and source terms of ¢ vary in a stepwise
manner in yz planes but the diffussion terms in xy and xz planes
vary linearly. For lateral convection in xy and xz planes, the
arithmetic meah value of ¢ on each side of the face is assumed.
The -variation of diffussion terms is allowed to deviate from linear-
ity to prevent physically unrealistic results when the lateral
convective terms become too 1alrge. Equations 4.3.2 - 4.31Zwere

thus put in finite difference form

¢P = AN‘bN + AE(bE + Asq;s + Awq;w + Bp
where the A's dincorporate appropriate flow areas (shown on figure
A2.3 - A2.5) and‘density and Bp any source term, the subscripts
" denote north, south, east and west. '

(ii1) The equations are solved by successive use of a tri-
diagonal matrix in the y and z directions as described in appendix A .

(iv) The lateral velocities and pressures are obtained by use
of a "guesssand correct" method. The lateral pressures are obtained
from Tocal continuity while the longitudinal ﬁressure is obtained

from over all continuity.

4.3.3 SPECIFIC MODIFICATION FOR PRESENT APPLICATION

(i)Effective Viscosity Assumptions

The assumption of an effective viscosity implies that auxiliary
information about the viscosity law must be supplied to allow the

solution of equations 4.3.9-4.3.12. The effective viscosity laws
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used were:

Ty = g2 auy2 | ,3uy2 t, 2
Cwerpy = 08 V(G G +0.05 Iy %88, 433
- Y
Weff,z = 1+ 2501 =7/yg) wger 4.3.14
where

Lo 2CyN Y 1 2 2
- Z
Y14 ¢y22+222 + Y12, /&22 + z]2+ YpZy /,y]2+222+y222 ¢y1 +2

4.,3.15

for positions within covering 1ip

Yis¥, = distances of a point P(y,z) from one pair of walls
parallel to the z direction
Zys2y = distance of point P from the pair of walls parallel to

the y- direction.

For distances beyond the Tip

g = 0.42y . 0<y< 0.0214yG

L

1

0.09yG y > 0.0214yG 4.3.16

Sy js the distance between minimum and maximum velocity locations
and Uw is the average of maximum aﬁd minimum velocities keyond the
Tip.
Equation 4.3.13 is identical to that of Patankar, Rastogi and

Whitelaw (84). Calculations using equation 4.3.13 and the assumpt-
ion 3eff,y = Veff,z lead to predictions in which, contrary to
experiments, the effectiveness values were higher at the centre of
normal holes than at the centre of tangential holes as shown in
figuré 3.3.1. It was assumed‘that an isotropic effective viscosity
caused this as it under estimates the lateral mixing. The algebraic

expressions of equation 4.3.14 was used to represent a non-isotropic

effective viscosity. The use of equation 4.3.14 promoted lateral
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mixing and accords with experiments which show that, two-dimension-
ality in effectiveness was attained within 20 slot gaps of the
plane of slot exit.

Equation 4.3.15 represents a form of mixing Tength for flows
in rectangular ducts. It was first suggested by Buleev (96) and
was successfully used by Sharma (96) for flow in ducts of varying
‘aspect ratio.

It is not claimed that equations 4.3.13 - 4.3,16 model the
complex turbulence structure created by normal or combined normal
and tangential jets. Modelling of this flow would probably require
a Reynq}ds stress closure.in conjuction with an elliptic three-
dimensional procedure. In addition, the accuracy depends on initial
profiles which are difficult to obtain for practical geometries.
The need for economy is however an important justification for the
present approach. ‘

(i1) Control Volume and Boundary Conditions

To calculate flows downstream of tangential, normal or combined
nqrmé] and tangential holes, the solution domain (figure 4.9) was
Pi/2 wide in z direction. Symmetry was assumed between neighbour-
ing pairs of holes. The left and the right facés of the control
volume conform to planes of symmetry. The lower boundary conforms
to the base plate and the free stream (determined by position where
U =0.99 UG) was the upper boundary. The boundary conditions may

therefore be written as:

U,V,N,lgﬁ Oaty=0 " (wall bbundary)

i

Wy¢ Qaty» =

) (free boundary)
U =UG y—-)oo
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; !

SU 3V 3¢ - - Pi
= 57 W, > Oatz=0o0r" /2 (symmetry planes)

(111} Initial Profiles

Since initial profiles could not be measured without disturb-
ing the flow, the velocity was assumed uniform from the hole centre
to 85% of the radius. In thé last 15% of the radius a boundary
layer with a seventh law velocity profile was assumed. The initial
free stream boundary layer conforms to experimental values when
available.

(iv) Grids

For all calculations ten grid nodes were used in the lateral
(z) direction. The nuﬁber of grid 1ines in the normal (y) direction vary
from 12 to 18. For all calculations=with t/yc < 0.2, and measured
free stream conditions 12 x 10 grids were used.

When the boundary layer thickness is greater than measured
values, the use of 12 x 10 grid nodes resulted in effectiveness
values which were 2% lower .than those obtained with 15 x 10 grid
nodes. .

For geometrices with t/yC > 0.2, the use of 12 x 10 grid nodes
resulted in up to 8% loss in species near the slot exit. Fluctu-
ations up to 2% in total specie flux were also observed. Grid nodes
were made to conform with the top and bottom edges of the 1lip. An
increase in number of grid points from 12 x 10 to 18 x 10 peduced the
maximum specie loss to 6%. The loss in species was probably due to
the negative velocities at thé lip exit which were set to zero.

To reduce the specie fluctuation énd 1os§es further, false
positive velocities varying from 1% to 5% of the mainstream values
were prescribed at the slot exit (as shown in figure 4.3.1). This

reduced the fluctuations to negligible values and the maximum
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species loss to 4% for all situations investigated.

For the thin 1ip species was conserved within 1%. The intro-
duced false velocities at the Tip prevented %% from becoming zero
at any point - hence an unrealistic situation which could result
from the use of Prandtl mixing length was avoided. For calculations
within normal injection forward steps of 5% of the slot gap were
used. This accounted for more than 99% of the exiting fluid.

The dincrease in number of grid nodes and smaller forward steps
for thick 1ip calculations, imply more computer time and storage.
For thin 1ip calculations the CDC.6600 required 120 seconds to
solve for 5 dependent variables from the slot exit to a location
45 slot gaps downstream. With the increase in grid nodes required
for the thick 1ip the same distance required 400 seconds.

(v) Longitudinal Pressure

Due to the injection through the normal holes there was an
increase in mass flux with downstream distance. This increase in
mass flux affected both the static pressures and the longitudinal
pressure gradients., The mass flux rate in for the cases of inject-

ion through both normal and tangential holes was evaluated from

m=mg o+ eprAXAZ

where
me = total mass flux from tangential hole
Vw = normal injection velocity

The bressure correction equation (A33) therefore written as

m, + eprAXAZ - epl} AyAZ

4.3.17
eoDYnyaz

This pressure correction presumes that even in the normal

injection region an average over the yz plane represents the complex

pressure field.
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v

A more complete expression for cross stream pressure correct-

ion Qwuaﬁon A28 s

P ' =AP, + AP + Aw N' + AP +B

P NN 'S E'E p
v W
+ BP + BP 4,3.18
where BPV, BPw = secondary mass sources due to normal and lateral

velocities respectively. The procedure of neglecting BPV, BPw was

+ - adopted, however, since their inclusion would bring values of

velocities other than the four surrounding points into relationship
for PPri and consequently the downstream properties may affect the
upstream flow properties. A linear relationship between velocity
corrections for neighbouring points, as used by Tatchel (109) for
laminar flow, was tested and found to have no significant influence
on present calculations.

(vi) Influence of Impingement 1lip

A consequence of an average pressure gradient in the yz plane
is the over estimation of pressure gradients at certain locations
and under estimation at other locations. In particular, comparison
between measured and calculated velocities in the tangential inject-
ion region were over estimated while those in the normal injection
region were under estimated. As a consequence for the calculations
of figure 4.4.10 - 4.4.22 it was assumed that the impingement 1ip
acted as a redistributive source for longitudinal moméntum equationll
Its influence was accounted for by a term:

pV 2 y/yc

Su = __E-§§__ ' 4.3.19

where Vw is the normal injection velocity and the term Su is finite

only with normal injection region.
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The addition of this term improved agreement between measured
and calculated velocity profiles. The improvement was probably
due to a considerable decrease in the calculated longitudinal
pressure gradient. For example, the cglcu]ated pressure gradients
at the’same downstream location near the slot exit were 3250 KN/m3
and 2640 KN/m3 without and with the redistributive source term
respectively. This represents a decrease of 20% in longitudinal

pressure gradient. The influence of this change on velocity.values
| can be as much ‘as.20% and its influence on effectiveness is less

than 2%.

4.4 REéULTS

This section presents the results of the application of the
numerical procedure described in section 4.3 to normal and combined
normal and tangential film cooling arrangements. The calculations
for each arrangement are presented under two sub-headings:
comparison and trends. The experiments of section 4.2 and other
agaiiab]e data are used to assess the reliability and precision of
the calculation procedure. The calculated trends provide new
information outside the range of existing exper%menta] information.

For normal holes only, equation 4.3.10 was used to evaluate
the effective viscosity in y and z directions in common with the
practices of Patankar, Rastogi and Whitelaw (84). The calculated
results for normal and combined normal and tangential

holes are presented in sections 4.4.1, 4.4.2, 4.4.3 respectively.

4.4.1 CALCULATED EFFECTIVENESS DOWNSTREAM OF NORMAL HOLES

Comparisons

The flow configurations for the calculations presented in
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this section is shown in figure 4.4.1, Calculations are not
presented for two row normal holes.

Fiéure 4,4,2 -has been preparec to demonstrate the extent to
which predictions of effectivenes; agree with the measurements of
section' 4.2. The comparison covers a range of velocity ratios from
0.8 to 2.0, three hole diameters and two pitch to diameter ratios.
The results on figure 4.4.2a correspond to hole diameters of 12.5mm:
the predicted values indicate‘the same trends as the measurements
‘ 'but tend to be high by amounts which vary up to 15% of unity. The
comparison indicated by figure 4.4.2b is similar to that of figure
4.4.2a except that the region of maximum discrepancy tends to
correspond to low values of UC/UG and x/D rather than high values,
Figure 4.3 corresponds to a lower value of P/D and reveals
di;crepancies at Tow values of UC/UG and x/D.

The quality of the comparison indicated by figures 4.4.2 and 4.4.3
certainly less than perfect and this is due partly to the incomplete
form of the equations which form the basis for the numerical
phycédure and partly due to the comparatively simple form of
turbulence model. Nevertheless, the trends are correctly predicted
and the magnitudes are of the correct order. Cénsequently the
following paragraphs describe calculations which have been perform-
ed, with the present procedure, to demonstrate the influence of
various parameters which have practical significance but which have
not been investigated experimentally. Where available, experiment-
al values have been added to the figures.

Predicted Trends

Figure 4.4.4 is concerned with the influence of pitch to

diameter ratio and presents diagrams which reveal the separate
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influence of pitch and diameter for one velocity ratio. Increasing
the pitch results in effectiveness values which decrease and tend
to values which would be obtained with a single-hole configuration.
Decreasing the diameter also results in effectiveness values which
decrease but, in this case, the 1%miting value is zero. The
apparent reduction in effectiveness with increasing diameters for
- values of P/D less than 2 indicates that the cross-stream mixing
has resulted in a correspondihg increase in gffectiveness at
tocations away from the line of hole centre and a more two-dimenion-
al flow.

The influence of density ratio is shown on figure 4.4.5 for
one geohetrica] arrangement, corresponding to that of figure 4.4.3
and for two velocity ratios., The calculations show that the effect-
iQéness increases with density ratio but that the increase is small
for values of pc/pG greater than 2. It can be anticipated that,
for lower values of i/D, the increase in effectiveness with density
ratio will diminish and at very low values it will become a decrease.
. Figure 4.4.6 demonstrates the influence of t/yé for the same
geometrical arrangement as that of figure 4.4.3 for a velocity ratio
of unity and for two density ratios. The va]ue’Uc/UG of unity
corresponds to an average velocity ratio at the slot exit of approxi-
mately 0.5 and it can be anticipated that the influence of t/yC
would increase as the average velocity ratio at the slot exit tends
to unity. The influence of t/yC decreases with increasing density
ratio. A comparison with results obtained in two-dimensional slot
configurations reveals that t/yC has a greater effect in these

cases: 1in the present three-dimensional case, the mixing caused by

the slot 1ip is a smaller proportion of the total mixing.
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Corresponding to a value of t/_yC of 0.15 and again to the
geometrical arrangement of figure 4.4.3, figure 4.4.7 presents the
influence ofyglyc for a value of UC/UG of unity and for values of
dehsity ratio. Again as expected, the effectiveness decreases with
increas’ingyﬁ/yC and the decrease beecomes negligible at a value of
)t/yc of approximately 3. A1l previous calculations were performed
with a value of’kgyc of unity and consequently the predicted
'effectiveness values would be significantly lowered if repeated
with higher values Ofﬁa/yC' The influence revealed by the calcula-
tions is slightly exaggerated by a small loss of species (approxi-
mately 5%) associated with the comparatively coarse grid and the
thicker boundary layers.

The predicted values presented so far have corresponded to
impervious-~wall effectivenéss downstream of the centre line of a
hole. Figure 4.4, '8 has been prepared to indicate calculated
values of effectiveness within the slot 1ip, downstream of the slot
1ip and in the cross~stream direction and to demonstrate the extent
tq‘wﬁich the calculation procedure is able to represent the velocity
profiles in the plane of the slot exit.. The calculations within
the slot 1ip show that the effectiveness reache; a minimum,
corresponding to the reattachment downstream of the separation
region: the location of this minimum changes with cross-stream
location. This calculated minimum value is unlikely to be important
for gas-turbine combustor designs except as a warning that regions
of separated flow which can exist downstream.of the slot exit (and
which probably existed locally for some of the present measurements)
will have corresponding minima in the adiabatic-wall effectiveness.

The measured velocity profiles shown on figure 4.4.8 indicate near
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separation and also demonstrate the'inabi1ity of the present
parabolic, three-dimensional numerical procedure to represent the
flow in this near-separation condition. The third diagram of
figure 4.4.8 shows that the three-dimensionality of the flow has

become insignificant at x/D of 30,

4.4,2 CALCULATED EFFECTIVENESS AND HEAT TRANSFER DOWNSTREAM OF
COMBINED NORMAL AND TANGENTIAL HOLES

The experiments of section 4.2 were performed partly to allow
an aesessﬁent of the extent to which a calculation procedure based
on the solution of three-dimensional parabolic equations and the
simple turbulence model of section4.3, could represent the film-
cooling effectiveness downstream of combined normal and tangential
holes. The flow configurations for combined normal and tangential
holes are shown on figure 4.4.9.

Comparisons

Figure 4.4.10 allows a comparison between the present calcula-
tioe$ and the velocity measurements of section4,2, It can be seen
that discrepancies are greatest near the slot exit, where negative
velocities were observed experimentally immediately downstream of
the normal jets and in the central region of the slot. The measure-
ments of section 4.2 showed that the flow develops rapidly and that
the regions of reverse flow did not extend beyond 5 slot gaps. An
obvious discrepancy between calculated and measured profi]ee at the
slot exit is that the calculated mass flux was greater than the
measured mass flux by values up to 40% in the central plane of the

tangential jet. This is largely due to errors introduced in the
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measurements by virtue of the use of probes in regions of recircula-
tion and neaf recircuiation, the integration of measured velocity
profiles indicated that mass was nov conserved. The integrated
velocity profiles showed up to 20% loss in mass flux. One other
reason -for discrepancies is the féct that the procedure sets
negative velocities to zero. This can distort the velocity profiles
in situation with appreciable reverse flow. The assumption of a
mean pressure gradient in a three-dimensional pressure field led

‘ tto overestimation near tangential jets and under estimation near
normal jets. The over simplified turbulence assumption, no doubt
adds to the level of discrepancy.

In~genera1, the discrepancies decrease with velocity ratio
and downstream distance. The discrepancies are less than 10% at
a?i locations greater than 5 slot gaps. Local quantitative
discrepancies at 1ip exit are up to 50% of mean exit velocities.

The application of the present procedure to the geometry and
flow conditions of Nina and Whitelaw (74) is shown in figure 4.4.11a.
TQg calculations of effectiveness correspond to two 1ip lengths and
two open area ratios. For the longer lip the maximum discrepancy
for velocity ratios greater than unity is less than 12%. ,For the
smaller velocity ratios, where the ellipticity of the flows is
greater, the discrepancy rises to 20%. With the shorter 1ip length
the discrepancy is less than 8%. It would appear that, for the -
shorter 1ip length, the influence of the assumed pressure gradient
is reduced (due to shorter confined section of the flow) and
consequentﬁy better agreement was ach%eved. The magnitude of the

discrepancies can be attributed, in part, to the assumed initial
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flow conditions (such as the mainstream velocity profile of upper 1ip
boundary layer) - which were not reported by Nina and
Whiteiaw. It may also be noted that Nina and Whitelaw did not take
particular care to reduce yL/yC. This may be significant in reduc-
ing the ellipticity of the flow aﬁd in increasing the appropriate-
ness of a parabolic procedure. The contributions of the over
simplified turbulence assumption to the discrepancy can not be over
stated. |

Figures 4.4.11b, ¢, d show comparisons of effectiveness
calculations with the measurements of section 4.2. The agreement
is satisfactory at the higher velocity ratios and at a density ratio
of unity: the discrepancies increase with decreasing velocity ratios
and are greater with higher density ratio. Reasons for discrepancies
are similar to those stated above for Nina and Whitelaw measure-
ments - but it should be remembered that the uncertainty in higher
density ratio measurements are up to +4% due to the manual adjust-
ments of the flow rate.

Figures 4.4.11e and f allow comparison of calculations with
recent measurements from Rolis-Royce (1971) Ltd. The agreement
between calculations and measurements is very satisfactory for non-
wake flows. The capability of the procedure to acgomodate many
flow and geometric variables is demonstrated in figure 4.4.11e and
f. A comparison of the two figures shows that, if the coolant flow
is reduced by 37.5% due to a reduction in the diameter of the normal
jets, a reduction of up to 7% in effectiveness may result.
Calculations show a reduction of 6%. A

Figure 4.4.12 show the capability of the prediction procedure

to ca]cu]aie the adiabatic wall effectiveness and heat tfansfer



106

coefficient. The discrepancies for the wake flows are higher than
for the jet flows. The calculations tend to over estimate the
adiabatic wall effectiveness while the heat transfer coefficients
are under estimated. The non adiabatic experimental conditions
may account for part of the discrepancies.

Predicted Trends

Figure 4.4.13 demonstrates that increasing lip thickness
decreases impervious wa]i effectiveness. This is consistent with
the findings of Kacker and Whitelaw.(46) for two dimensional slots
and Rastogi and Whitelaw (91) for three dimensional slots. Figﬁre
4,4.14 shows the calculated influence of the upper 1ip boundary
layer thickness is in qualitative agreement with previous work (89)
and in reasonable agreement with the measurements of section 4.2.

Figure 4.4.15 shows the influence of pitch to diameter ratio
on the effectiveness for a fixed pitch and for a fixed diameter.
For a fixed pitch the mass flow rate increases with decrease in
pitch to diameter ratio at a given velocity ratio. As expected.
ﬁherefore, the effectiveness increases with decreasing pitch to
diameter ratio. For a fixed diameter but increasing pitch, the
three dimensionality of the flow is increased and this leads to
a reduction in effectiveness values.

Figure 4.4.16 demonstrates that the influence of density ratio
is well predicted and that quant%tative comparisons show reasonable
agreement. An increase in density ratio improves the impervious-
wall effectiveness. 4

The calculated influence of 1ip length is shown to be small in
figure 4.4.17. The calculations appear to under estimate the

influence of this parameter by approximately 8%. For the unity
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density ratio and 1ip lengths greater than 5, there is a tendency
to show negative influence. This may result largely frbm the way
in which the longitudinal pressure gradient was calculated. The
procedure tends to over estimate the pressure gradient at certain
positions while it under estimate§ it at other locations, The
influence of the way in which the pressure gradient is calculated
become more significant as the lip 1eng£h increases., Of course,
previous measurements show that favourable pressure gradient led to
lower impervious-wall effectiveness,

For a fixed mass flow rate the influence of the ratio of
tangential to normal momentum is shown to be small in figure 4.4.18.
The influence of diameter ratios is shown in figure 4.4,19: as the
size of the normal jet is reduced, the performance rapidly falls to
that of a single tangential jet.

‘ Figures 4.4.20 - 4.4.22 show the calculated influences of lip
thickness, 1ip tength, pitch-diameter ratio and density ratio on
heat transfer coefficient. . The figures show that the influence of
Tip thickness and Tip Tength on heat transfer coefficient are small
While the influences of pitch-diameter ratio and density ratio are
more significant, In agreement with Rastogi's (89) calculations
for tangential jets, the heat transfer coefficient decreases with
decreasing holes due to the smaller coolant flow rate. The heat

transfer coefficient increases with increasing density ratio.
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4,4,3 DISCUSSION

The comparisons presented in section 4.4.1 - 4.4.3 allow an
assessment of the reliability of the prediction procedure, The
discrepancies for the jet flows are less ihan 15% while for wake
flows discrepancies up to 25% may be obtained. This level of
discrepancy is significantly lower than that obtained by Tatchel
(109) who used the same numerical procedure for calculating
effectivness downstream of a square jet in a cross flow and found
discrepancies up to 50%. The improved agreement for the present
calculations indicates that the procedure is more appropriate for the
present flow configurations than those of Tatchel(109).

In general the results indicafe that the discrepancies between
measurement and calculation may stem from the following:

(i) The parabalic nature of the equations: this resulted in
the need to set negative velocities to zero and to assume a spatially
averaged pressure gradient.. An improved procedure would solve the
fully elliptic equations to represent the recirculation zone.

Undoubted a fully elliptic procedure would also be considerably
more expensive of computer time and storage.

(ii) The Turbulence Assumption: the use of a more elaborate

numerical procedure suggests that a higher order‘turbu1ence model
than the simple mixing length might be advantageous. The Reynolds
stress model is perhaps a reasonable alternative but would require
the solution of additional equations. Pope and Whitelaw (88)
indicated that even a Reynolds stress model may not calculate the
mean properties of a wake accurately - although it 1mproves the

accuracy of calculated turbulence properties. The present flow is
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Tikely to be even more difficult to represent. The use of a
turbulence model more complicated than an effective viscosity
model can not be justified unless it can be shown that discrepancies

stem mainly from the turbulence assumption.

4.4.4 CONCLUSIONS

From the results and discussion the following conclusions may
be drawn:
1. Although the near slot exit properties are poorly predicted,
owing to the elliptic nature of the flow in this region, the
calculated trends are correct and further demonstrate that the
calculations are in reasonable quantitative agreement with measure-
ments of effectiveness and heat transfer coefficient.
2. In general, the procedure predicts an increase in effectiveness
with increase in velocity ratio, density ratio, and 1ip length. The
effectiveness decreases with increasing pitch to diameter ratio, lip
thickness, and upper lip boundary layer thickness. The influence
of tangential to normal momentum rafio may be small provided the

total flow rate is constant.
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CHAPTER FIVE

5.0 ' IMPINGEMENT COOLING

Introduction

In reference 113 Whitelaw compared the performance of
convection-cooled airfoils and film-cooled air foils. From the
compagison it was evident that although film-cooling allowed
operation with higher turbine entry temperatures, the tendency
towards still higher turbine entry temperatures is likely to
outpace advances in design of film cooling arrangements. The
Taboratory evidence for transpiration cooling, as alternative
to film-cooling, appeared attractive. Material limitations and
the attendant aerodynamic problems are however against the use of
transpiration cooling inspite of its excellent cooling capability.
It is therefore necessary to find ways of enhancing the perform-
ance of film cooling arrangements. It is useful to note that
the coolant thermal capacity is usually not fully used before the
coolant mixes with the main stream. It can be more fully utilised
by composite arrangements that enhance cooling performance.

° The performance of film cooling arrangements may be enhanced
- by making use of the cooling air on the cold side of the combustor
wall before using it to form a film. It may be used in the
following ways: (i) counter flow convection (ii) straight finned
counter flow convection (iii) helical finned counter‘flow convect-
ion (iv) impingement and counter flow convection. Rastogi (89)
has demonstrated that (i) improves the cooling performance as
opposed to a combination of parallel flow convection cooling and
film cooling by up to 3%. Colladay (15) demonstrated that (ii)

leads to better performance than (i). The third arrangement (iii)
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js akin to those found in nuclear reactor rods: it has not been
applied to film cooling and it may be anticipated that such an.
arrangement would require a higher pressure drop. Heat transfer
Icoefficients for impinging flow are often several times higher

than those in boundary layer flows. A slot arrangement which
combines the advantages of impingement heat transfer, internal
convection and film cooling could, therefore, be advantageous.
" Experiments by Gauntner et al (33-35) demonstrate that the

practical modifications necessary to combine impingement and

film cooling may be cheap and easy. To improve available know-
ledge of impingement this chapter reports experimental and

numeriéa] investigations of impingement heat transfer. The
information obtained is subsequently applied to combustor cooling

in chapter 6, which demonstrates that the combination of impinge-
ment and film cooling can lead to lower combustor wall temperatures.

Section 5.1.1 discusses experimental methods for evaluating

impingement heat transfer, Section 5.1.2, assembles, however, the
Qrgvious findings and emphasizes apparent discrepancies in conc- E
lusions. Table 5.1.3 presents some of the available correlationsk
and indicates their limitations anq section 5.f.4 describes the
previous theoretic§l attempts to represent impingement and suggests
that a more comprehensive representation of the turbulence
structure is essential to further progress. Section 5.2 describes
the present experimental investigation and section 5.3 the
theoretical investigation which makes use of a turbulence model
that is more comprehensive than those used by previous workers
(94,116). This resulted in reasonably good qualitative and

quantitative agreement between measurements and theory.
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5.1 PREVIOUS INVESTIGATIONS

The following subsections describe possible experimental
methods, previous experimental determination of the influences
of possible parameters, correlations due to previous workers and
previous theoretical investigations respectively.

5.1.1 EXPERIMENTAL METHODS

One of the common methods used to determine the heat trans-
fer coefficients is to make use of a mass transfer analogy and to
determine the mass transfer coefficient by measuring the rate of
naphthalene sublimation. In this method (52) the mass transfer
by an impinging jet is calculated from the contour of the
naphthalene surface measured before and after impingement over a
~known period. The heat transfer coefficient is then deduced

from the relation:
_|Pr n
h = (P75, )" sh 5.1.1

where n is usually between 0.33 and 0.4. ‘

Gardon et al (30,31,32) and Beer et al (6) have used a heat
flux meter which produces an e.m.f. proportional to the heat
flux, The small size of this meter (0.9 mm diameter) enabled Gardon
et al to obtain detailed variations of impingement heat transfer
coefficients on a heated isothermal aluminium plate. ?riedman
and Mueller (29) used an isothermal plate heated with steam and,
from the steam condensation rate and'the plate temperature,

determined the impingement heat transfer. Friedman and Mueller
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technique can not be used to determine the local heat transfer
coefficients. Perry (87) used a 16 mm diameter water calori-
meter fixed to an impingement plate. The p]afe could be Tocated
4at different positions and orientations but the local resolution
was poor due to large size of the meter.

The experiments by Metzger et al (62,63,64,65) and of Huang
(42) made use of the transient response of a heated metal block.
‘ f This method is based on the assumption that the temperature
distribution in the block remains spatially uniform and that the
convective heat transfer is related to the decrease in internal
energy\of the block. A single thermocouple measures the temp-
eratures at the beginning and end of a known time interval. The

heat transfer coefficient is obtained from the equation:

~'(?]'15) wn (fg—too) - leakage. 5.1.2
Local values of heat transfer coefficient can not be obtained
with this technique.

. | Another technique used in impingement heat transfer experi-
ments is to instrument a thin foil with thermocouples. A heated
jet impinges on the supported foil which has béen well insulated
at the other surface to reduce heat losses. The temperatures of
the plate under steady conditions are noted for zero heat flux
and finite heat flux. Goldstein (10), Sparrow (104), Dyban and
Mazur (18) used this technique. The local heat transfer
coefficients can be obtained as described in chapter 4. Because

this technique provides both the local adiabatic wall effective-

ness and local heat transfer coefficients, it was used for the
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present investigation. In contrast to Goldstein et al, the heat
transfer coefficient was evaluated from local wall temperatures
and local adiabatic wall temperatu: es. Goldstein et al calculated
the heat transfer coefficients from measured recovery temperatures

and local wall temperatures.

5.1.2 PREVIOUS EXPERIMENTAL STUDIES OF IMPINGEMENT COOLING

The review of previous studies by Wilcock (115) indicates
that available ]iterature on impingement cooling is extensive.
It is, however, difficult to draw conclusion because previous
investigations were insufficiently detailed and possible parameters
were not systematically investigated, Table 5.1.2 has been
ﬁrepared to show the main findings of previous studies and the
following conclusions relate to the information on table 5.1.2,
1. A nozzle to plate distance of around 8 leads to highest
impingement heat transfer for slot jets while a nozzle plate
distance of 6 leads to highest heat transfer for circular jets.
When the impingement plate is concave, a nozzle plate spacing of
3.5 gives highest heat transfer coefficient for slot jets while
a nozzle plate distance of 1 is best for circular jets. Gauntner
et al (34) measured temperatures of impingement cooled air foils
and noted that Tower airfoil temperatures were obtained for
nozzle plate spacing of 1 than for nozzle plate spacing of 6.
2. For a given flow rate and for the flow configurations of .
Metzger et al (62 ) and Tabakoff et al (107) rows of circular
holes produce a higher overall heat transfer coefficient than a
single row of holes or a slot. The slot produces the lowest over-

all heat transfer coefficient.
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When a row of slot jets is used and the nozzle plate distance
is greater than 6, the identity of each jet may be lost due to
jet interaction. The resulting heat transfer coefficient is
lower than for a single slot at the stagnation line,

3. A concave impingement plate may increase the stagnation line
heat transfer coefficient by up to 30%. For .highly curved plates
1ike those of Dyban and Mazur (18) the profile of the heat
transfer coefficient may be U shaped with a minimum at the stag-
nation Tine and higher values downstream of stagnation line,

4. McMurray et al (61) investigation with water jet indicated
that there may be an optimum impingement angle for stagnation
line héat transfer coefficient. Due probably to poor spatial
resolution, Perry's investigation indicated a monotonic decrease
of heat transfer coefficient with decrease in impingement angle,
5. The influence of cross flow (flow in a direction at right
angles to the main direction of flow of the impinging jet) on
impingement heat transfer coefficient is small provided the
1mpingement velocity is much higher than the cross flow mean
velocity.

6. The influence of Reynolds number and jet iurbulénce
intensity on heat transfer coefficient are significant. The heat
transfer coefficient increases with increase in Reynolds number
and turbulence intensity.

The experimental evidence on table 5.1.2 do not justify more
specific statements than the above. In many cases, the average
heat transfer coefficient is measurea whereas spatial values are

necessary for design optimization.



Table 5.1.2

IMPORTANT | SPECIAL
INFLUENCE | REFERENCE GEOMETRY PARAMETERS | FEATURES CONCLUSIONS
Nozzle- Sparrow(105)|Single slot jet 2 <Y < 20{ Laminar jet Sh decreases with increasing Y
276 < Re < 1750
plate -
. . 1 450 < Re < 22000 |For Re < 950, h_ decreases with
distance Gardon et al]Single slot jet 3 < Y < 80 increasing Y:
(yn) (31) For Re > 1000, ho is maximum at Y=8
Schuh and 3 slot jets in Y=2,8,16] 316 < Re < 31600 { h max occurs at Y = 8
Petterson a row
(95) g
Metzger Single slot jet, | 4.65<Y<55.6 | 1000 < Re < 6300 |Slot: h max occurs at Y=8 for flat plat
(62) row of circular flat plate, h max " " ¥=3,5 for concave
jets concave plate plate
' row: h max occurs at Y=1 for concave
Tabakoff Single slot jet, Y=1,6 5000 < Re < 15000] Slot: h max occurs at Y=6
(107) row of circular concave plate of | row/rows: h max occurs at Y=1
jets, many rows R =63.5 mm
of circular jets
Gardon et al|Single circular i< Y< 24 Re = 28,000 h ismax at Y =6 for Y > 0.5
(30) jet °
Sparrow et al §ing1e circular| 3 <Y <12 | Cross flow h0 is maximum at Y = 6 when
(104) Jet present mass velocity ratio is greater than 8
Notes:
Y = hy = stagnation point h = overall heat transfer Sh= Local Sherwood numbers

*<|’~<
oo

heat transfer coefficient

coefficient

9t



IMPORTANT SPECIAL .
INFLUENCE | REFERENCES GEOMETRY PARAMETERS FEATURES CONCLUSIONS
Friedman & Single slot jet 5 <Y <30 4 | steam condensa- For same flow, rows of circu-
Mueller. single row of o 0 o tion technique lar holes produced highest heat
(29) circular holes 907,22.57,45 . transfer rate. 3Slot jet was
many rows of h  measured poorest
circular holes
Tabakoff et alf same as above - Y=1,6 5000 < Re < 15000 | For same flow rate, rows of
- (107) concave plate circular jets produced highest
o heat transfer rate, slot jet
. h measured was poorest. For slot jets,
w smaller open area give higher
= heat transfer rate
[a]
td Metzger et al | single slot jet 4.65 <Y < 55.6| 1000 < Re < 6300 | Row of circular holes is
S (62) row of circular concave plate superior to a slot jet for
w holes T same mass flow rate
_ h  measured
N
"y -
o Gardon et al | Single slot jet Y = 4,16,40 Re = 5,500 For Y > 6, identity of each jet
= (31) row of slot jets is Tost due to jet interaction.
ho is Tower than for a single
jet., For Y <6 h_ is nearly
same as for sing]g jet but
secondary peaks develop in-
between jets if Pn < 16
Schuh and 6 slot jets 5 < Pn < 100 For Pn - 100, slot jets are
Petterson 6 rows of circular superior to equivalent circu-
(95) holes lar holes. Pn = 14 gave max.

average heat transfer coeff-
icient. Single slot jet is
superior to row of slot jets.

FARY



: IMPORTANT SPECIAL
INFLUENCE | REFERENCES GEOMETRY PARAMETERS FEATURES CONCLUSIONS
Dyban & Mazur Slot jet, row of 2.6 <Y <13 Flat plate, At same Re and absolute
Nozzle (18) holes parabolically distance from apex, row of
ometr shaped concave | holes gave 40% increase
geometry plate with 5mm {on average heat transfer
apex radius coefficient of slot jet
Dyban & Mazur same as above same as above same as above Profile of heat transfer
(18) coefficient on concave
plate is U shaped with a
minimum at stagnation
point while on a flat
plate it is bell-shaped
with max. at the stagna-
. tion point. Mean heat
. transfer over concave
— surface was 35-40% higher
N than on flat surface
=
o Metzger, Baltzer Slot jet, row of 10 <Y < 84 2000 < Re < 6000 { Sharp Teading edge
Lu et al circular holes Concave plates increases the mean heat
o (65) Flat plate transfer coefficient by
" up to 30%
l_.
<C Metzger Slot jet, row of 4,65 <Y < 55,6 1000 < Re < 6300 | Maximum heat transfer
- (62) - circular jets rate occurs at Y=8 on
o. flat plate while it

occurs at Y=3.5 on
concave surface

gLL -



IMPORTANT SPECIAL
INFLUENCE | REFERENCES . GEOMETRY | ... PARAMETERS - - - FEATURES--- - --- ... CONCLUSIONS.
Impinge- Perry Single circular |8 = 90,75,60,45, { 7000 < Re < 30000 h0 decreases as © decreases
ment (87) jet ° 30,15 - 16mm water calor-
angle imeter
0 McMurray Slot jet 9 = 90,600,300 63000 < Re < Correlated experimental
(61) 120,000, water jet |data shows that laminar
jets has maximum h0 at
6=76.5° while turbulent
jets has maximum hO at 63
Friedman & Row of circular |6 = 45°9,22.5° Impingement at 45° produces
Mueller holes higher heat transfer coeff-
(29) icient than impingement at
22,5%
Cross=- Bouchez et al Single circular |Y = 6,12 Cross-flow At cross-flow velocity
Flow (10) hole ratio of 3, impingement
heat transfer is reduced
by up to 60%
Metzger & Row of circular |2 <Y < 6.7 2.5<P <5 Cross-flow augments down-
Korstad holes Cross-flow d stream heat transfer and
(64) velocity ratio reduces up stream heat
vary from 1 to 3 transfer. The magnitude
increases with increasing
P/d
Schuh et al 6 stot jets Cross-flow due to upstream
(95) 6 rows of circular impinging jets has no

Gaunter et al
(35)

holes

row of circular -
holes

impingement on
internal surface
of typical airfoil

influence on average
heat transfer coefficient

~

6L}



SPECIAL

: ’ IMPORTANT
INFLUENCE | REFERENCES GEOMETRY PARAMETERS FEATURES CONCLUSIONS
Reynolds Gardon et al Single slot jet | 1 Y < 80 450 < Re < 22000 h_ increases with Reynolds
number (30) 3 < number
Sparrow Single slot jet | 2 <Y < 20 laminar jet Sh increases with Reynolds
(105) 276 < Re < 22000 number
Perry Single circular 7000 < Re < 30000 For all e, ho increases with
(87) jet Reynolds number
Turbulence| Gardon et al Single slot jet | Y = 2,Re=11000f Exit turbulence The increase from 2.5% to 18%
Intensity | (31) ) intensity increased |produced 70% increase in h .
from 2.5% to 18% The secondary peaks disapp®ar
Nozzle |, Sparrow et al | Single slot jet Uniform exit profile|Comparison of h for uniform
Mean Extt | (105) of Gardon et al usedjvelocity profile and fully
Velocity fully developed developed indicate a 30%
Profile Taminar profile increase in h for fully

(Umax/Umean=1.5)

developed

Foss & Kiein
(27)

$ing]e

jet

circular

Uniform velocity profile decays
at a rate 30% faster than
fully developed

0ct
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Table 5.1.3
REF CORRELATION REF CORRELATION
52 | sh =1.42 Re+2%y70-6 95 | st=0.461 pn70+327pe™0-402 ¢4y
sh,=0.076 Re?+8y™0-0x70-3 1200 < Re < 10°,5 <Pn < 100 Y = 4
Sh=0. 0069Sc0'4Rea Rea <2000( for array of slot jets
Sh=0.055 0-42¢0+8,20000Req 1 | Nu =0.097 Re®-Bx0-
0.4, 0. 63,05 5 for 30< x< 80
Sh'°’365§ Rea ™ 7107 Rea (For slot wall jets, i.e.Y< 0.5)
where 10 < Re< 1.5 10
10< Y< 40,0<X< 30
31 | Nuo=1.2 ReD-28y70-62 87 | Nux=0.181 Rea®* pr!/3 for 6 = 90°
Re > 2000, Y > 14 (Single circular jet); experi-
Nu=0.36 Rea0'62 mentalomu1tip1ying factors for
(for array of slot jets) 8 < 907,
99 | For single slot jets 7 | Nu=0.8 pr0-4pe0-5y~0.08
_ 0. 75 1.1 ,.0.28
Nu =0.88 Re for (1+40.8 ¢ Re )
103< Re< 106,10< Y <60 where ¢ = /uz/U at nozzle exit
2< x< 70
For array of slot jets 30 Nu0=13 Rea ]/Y, for Rea 14000
Nu=0.34 Re®*7exp(-0.37Y) Ny =0.286 Rea’*®%° for array of
C%)-O'Z for ]04< Re<105, circular jets
5« Pn< 40<5< Y< (Pn+5) 64 | St=0.0822 M-0.049Re—0.338
_022 "FOY‘X='HO,Y=2
18 Nu0=0.31 RehDY for 1 <M<3,25<P<5
3000« RehD< 120000
Nu =0.167Re 0830 T5or.v |62 | st _=0.23 Re™0-%/
4.7 % oo St =0.355 Re™0+27 x70-52
Nu_=0.493Re for Y<4.7 max =~ °
concave plate €8ﬁc332°§1§ 336300 4.65< X< 55.6
61 | Nu =0.75Pr/3(n Re)0-5
Y . 1/3 0.5
Nux=0.47 (1+.63in(6/0.85))Pr *~(n Re) *~ for laminar
N, =0.31(1+.22 sin(s/0. 79)pr /3 Re)?8
n =]oca1 velocity/exit ve10c1ty
for plane water jet
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5.1.3 CORRELATIONS

Table 5.1.3 1ists correlation equations, provided by various
authors, which relative the heat transfer coefficient to Reynolds
number and to other parameters of impinging flows. As with most
correlations, their use outside the range of parameters used to

derive them must be regarded with caution.

Notes on tables 5.1.3
Re = Reynolds number based on mean nozzle exit velocity
Rea = Reynolds number based on arrival ve]bcity

Y = Nozzle plate distance (Yn/y,)

X

stream wise location (x/yc)
Pn = distance between adjacent slot nozzles or distance between

adjacent rows of holes (P/_yc or P/d)

5.1.4 PREVIOUS THEORETICAL INVESTIGATIONS

Previous attempts to calculate impinging jet flows are reviewed
in great detail by Wilcock (115) who classified previous theoretical
investigations into two grodps: inviscid flow solutions and bound-
ary layer and energy solutions. However, the solutions described
as inviscid by Wilcock (115) is an hybrid of potential-flow solutions
and similarity solutions of boundary layer equations. Another éroup
of solutions use iterative finite difference procedures to-solve the
relevant elliptic equations. The brief review provided here is
grouped into potential-flow boundary layer solutions and the solutions

based on elliptic partial differential equations.
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The Potential-flow boundary layer solutions

In this group of solutions, the flow is assumed to consist of
two parts. The outer part is assumed inviscid and an appropriate
potential flow solution is used to provide the free stream velocity
for the wall boundary layer on the impingement surface. The
boundary layer equations are then transformed into convenient forms
by using suitable similarity variables. The resulting differential
equations are then solved by finite difference method.

Investigatidns using the above approach and previously review-
ed by Wilcock included those of Shen (115), Brady and Ludwig (115),
Strand (115) and Siegal (115). A recent contribution not included 1in
the review of Wilcock (115) is that of Sparrow and Lee, whose
calculations were made for a fully developed, laminar plane jet
impinging normally on a flat wall. In contrast to many of the
previous attempts using potential-flow boundary layer solutions,
Sparrow and Lee used a non uniform initial velocity profile and
arrived at the useful conclusion that fully developed velocity
profile can increase impingement heat transfer.

Miyazaki and Silberman (70) also used a potential flow solution
to obtain the free stream velocity and this was subsequently used
in solving the transformed wall boundary Tayer equations.

Table 5.1.4 shows that the calculations of Sparrow and Lee (1@3)
were within 10% of experimental results for a nozzle plate distance
of two. The solution was insensitive to nozzle-plate distances
greater than three. The results obtained by Miyazaki and Silberman
(70) can be described as qualitatively plausible although no

comparison was made with measurements.
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Numerical methods similar to those outlined above have been
used to calculate characteristics of both round and plane jets
impinging on flat and curved plates. The calculation of the heat
transfer characteristic in the wall jet region of the impinging jet
by Tabakoff et al (107) used Glauerts similarity solutions. In
Glauerts similarity solutions the outer layer is assumed to have
a constant eddy viscosity inen by Prandtls hypothesis and the wall
boundary layer is assumed to be governed by Blasius formula for
turbulent pipe flow. Comparison of calculations using Glauerts
similarity solution with experiments by Tabakoff et al (107) and
Porch (115) indicated considerable discrepancies. Porch. (115)
suggested that the discrepancies might stem from the viscosity
model,

A major limitation of the potential-flow boundary Tayer
solution is that it can not be applied to stagnation point since
infinite velocities would be predicted.

Solutions of E1liptic Partial differential Equations

In this class of solutions, the elliptic partial differential
equations are solved by iterative numerical procedures. Both the
longitudinal and lateral diffusion fluxes are accounted for.in this
class of solution..

In the particular solution procedures used by Wolfshtein (116),
Russel and Hatton (94), vorticity, stream function and turbulence
kinefic energy were the primary variables while velocities and
presshres were derived variables.

The use of this group of solutions also require that the turbu-

lence viscosity must be characterised. The calculations of Wolfshtein,
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Russel and Hattbn described on table 5.1.4 defined the turbulence
viscosity by an algebraically prescribed turbulence length scale
and turbulence kinetic energy.

Wolfshtein's calculations of skin friction and pressures showed
reasonable agreement with measurement. Comparison of calculation
with measurements by Russel and Hatton showed that the turbulence
properties were less precisely calculated. Comparison of Stanton
numbers with Gardon et al (30) measurements indicated considerable
discrepancies.' Russel and Hatton indicated that the turbulence
model need improvement as up to 400% discrepancies were obtained
between assumed turbulence length scale and measured length scale.

The above review of theoretical investigations of impinging
jets demonstrate that althoudh'progress has been made, the agree-
ment between measurements and calculations is not very satisfactory.
It is probable that much of the discrepancy stems, as suggested by
Porch (115), and Russel and Hatton from turbulence assumptions and
present investigation was conducted to determine the extent to which
this is true. At the same time, an improved numerical method (48)
allows the calculations to be obtained with greater convenience and
'consequent1y reduce possible numerical errors. The numerical
procedure described in (48) allows pressures, velocities and turbu-
Tence properties to be determined with greater convenience and
makes use of a more advanced turbulence model than previously used
for impinging flows. This procedure described fully 1ﬁ section 5.3

is used for the present investigations.
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Table 5.1.4
REFERENCES | EQUATIONS SOLVED PHYSICAL NUMERICAL DETAILS CONCLUSIONS & COMMENTS
ASSUMPTIONS
Sparrow 332 azw :
& Lee 3 ¥4 2Y . f(y) Impinging jet | Separation of variables Comparison of calculation with
(103) ax2 3Y2 is inviscid employed and the result- experiment show agreement within .
ing Bessel function 10%.
where y=sin(wrx/2) truncated. .Solution is insensitive to
V =-ncos(wx/2) |Wall boundary | .Bernoullis equation nozzle plate distance.
y 37 layer is used to determine
o Taminar boundary vaiues.
f(y)= (%)2 ¥ .Algebraic equations
. are generated for each
With the b.c, point and the unknown
=0 at symmetry 1ine coefficients deter-
& at the wall mined by Teast square
¥=1,R=R(8),0p< B< & method.
for the free boundary
Miyazaki 35U . 3V
& X +-§— =0 Impinging jet | Us obtained from .Calculations show that Cf increases
Silberman T yav is inviscid potential flow solu- from zero at stagnation point to a
(70) U3§ + Vg--= tion maximum and drops to flat plate value
3 U Y aZU‘ far downstream
Us= + v—p An implicit finite .Maximum Cf increases with decreasing
aX A
) Ay difference method Yn‘ -
d to solve the . .
at t _ use Nu remains constant near impingement
Ux ¥ vﬁ? B Zozgg?gﬁsiayer but attains a maximum shortly beyond
82t 9 the impingement point. R
k3~? .Nu depends on Re, Yn and Prandtl B

number



Table 5.1.4 Contd.

REFERENCES | EQUATIONS SOLVED PHYSICAL NUMERICAL DETAILS CONCLUSIONS &
ASSUMPTIONS ) COMMENTS
U
Wolfshtein UE% + Va¢ gx eff3 a Feff= eff v,W,k solved for by an iterative| Calcuiated Cf and
(116) Oeff finite difference procedure pressure agree with
+2. T 9 =y 4ut measurements.,
oy eff oy | Veff Mg'H .Reasonable agreement
= C ogk between calculated St
+G-D | TR and measurements for low
- . . c Reynolds number, but
g?ezgnge;vggneigtégg 21s prescribed qualitative as &el] as
¢ Property quantitative discrepanc .
s . i 50%) are observed
D = Dissipation of ies (>
conserved property at high Reynolds number
Russel & Same as Wolfshtein Same as above, Same as above A uniform k profile as
Hatton and experimentally initial condition is
(94) derived g unrealistic as experimert

indicated up to 400%

variation.

Theory and experiment
in qualitative agree-
ment

yX4%
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5.2 EXPERIMENTAL INVESTIGATION

Introduction

The review in section 5.1 demonstrates that many flow para-
meters for imp%nging jets have not been investigated systematically.
In cases where geometric parameters have been systematically
investigated (e.g. Metzger et al) only the average heat transfer
coefficients were reported. To optimise spaéing distances between
jets for impingement-convection film cooling arrangements (fig.6.3.4)
the local heat transfer coefficient is required to calculate
combustor wall temperatures. As a consequence, the present investi-
gation was undertaken and makes use of a slot jet with fully
developed exit mean velocity profiles. It has the following
objectives: | u

(i) to measurexgﬁh,n, and P as a function of flow Reynolds

number and 1mpingementzang1es,

(i) to determine the influence of a shrouding plate on h and n.

(i11) the experimental data were required to test the viability

. of a prediction procedure for impinging flows, and the detail

of measurements reflect this requirement.

Although heat transfer coefficients have been presented for
single slot jets, the corresponding velocities and pressures have
not been presented and these are necessary because the aerodynamic
field must be known in order fo calculate the convective heat trans-
fer. The iﬁf]uence of impingement angle has been demoﬁstrated by
 McMurray (61) for a slot water jet. It has also been shown, for a
single circular air jet, by Perry (87). It has not been quantified
for a single slot air jet, although in préctica] situations, impinge-
ment cooling with air jets may have to be applied at angles other

than 90°. The influence of shrouding have not been investigated,
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although this also is relevant to combustor and airfoil designs.

The subsequent subsections describe an investigation intended
to remove some of these deficiencies. The equipment and instrument,
the experimental procedures and the results are presented in sections
5.2.1, 5.2.2 and 5.2.3 respectively. The more important conclusions

are presented in section 5,2.4.

5.2.1 EQUIPMENT AND INSTRUMENTATION

The Flow

Figure 5.2.1 and plate 5.2.1 show the essential details of the
flow arrangement. An electro static filter connected to the inlet
of the blower ensured that the air was clean and free from particles.
The air was heated by a 9 killowatt Secomak heater which was
connected to variac transformers to regulate the power output.

. The flow rate was controlled by a throttle valve and an

orifice meter, ca]ibrated in accordance with the BS1042, measured
the flow rate. The transition section, which provides a contraction
ratioc of 1.4 in a length of 305 mm allowed a smooth transition from
a pipe flow to a channel flow. The section marked SS on figure 5.2.1
consisted of a 30x30 wire mesh at the upstream and downstream ends.
In between the wire meshes, a 25 mm long, 2 mm by 2 mm honey comb
was inserted. The arrangement provided a uniform inlet velocity
profile for the channel section, which had a Tength of 500 mm and a l
cross section of 305 by 5 mm. The channel wall thickness was 8 mm
and the length of 500 mm, or 100, channel gaps was sufficient to

ensure fully developed flow at the exit. .
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The Impingement Plates

The heat transfer plate described earlier in chapter 3 was
used to determine the variation of 1oucal heat transfer coefficient.
A cross section of the plate is shown on figure 5.2.1 and the
arrangement of the thermocouples is shown on plate 5.2.2.

Figure 5.2.1‘111ustrates the swivel arrangement: a flange with
a hole through it was fixed to the plate and the plate-flange
rotated about the centre of a lockable tapered bolt. A protractor
fixed on the support and a pointer on the plate measured the relative
angles between the two within £0.5%, The impingement plate was
supported on a compound table that allowed accurate positioning of
the plaée relative to the channel exit.

The cold plate was machined from dura lumin with 180 sta%ic
pressure holes of 0.5 mm diameter. Figure 5.2.7 shows the probe
traversing arrangement which was an integral part of the plate so
that the total head probe measured the component of velocity parallel
to the wall at all inclinations. The arrangement allowed traversing
1n°tﬁree orthogonal planes: traversing normal to the plate was
carried out with the aid of a micrometer which allowed Tocation of
the probe to within 0.025 mm. The cold plate wés also supported on
the swivel arrangements. '

Instrumentation

The instruments used for héat transfer measurements were the
same as those described in chapter 4. They are~shown on plate 5.2.2.
The total'pressures were measured with a flattened pitot probe of
internal dimensions 0.5 mm by 1.5 mm. A Furness precision universal

manometer was used for recording the pressures.
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5.2.2 EXPERIMENTAL PROCEDURES

To obtain the heat transfer coefficients and the adiabatic
wall effectiveness, the desired nozzle plate orientation and flow
rate were preset and the variacs of the heater adjusted to obtain
an air temperature rise of about 25°C. Further procedures for
obtaining the heat transfer and adiabatic wall effectivenes; were
the same as those used and described in chapter 4. Because the
plate is not hprizonta], the natural convective heat loss was calcu-
lated from the equation:
0.25

h,=0.29 (8/2)

L 5.2.1

For all situations tested, tﬁe'Grashof number was less than 108 and
the natural convective flow over the plate was assumed laminar.

Symmetry tests and precision of measurements

To test the.two-dimensionality of the slot jet, velocity

profiles were obtained at five lateral locations. Initial profiles

'showed that the maximum velocity at the central plane was 5% lower
than at locations 100 mm from each side of the central plane. The
channel gap was measure@'at different lateral positions for the situ-
ations when }here was no flow and when there was flow. Without the
flow the gap was uniform within 0.025 mm on the central 200 mm.

With the flow, the pressure in the channel increased the channel gap
from 5 mm at centre to 5.05 mm. Although this influence of the
channel pressure decreased as the channelhend walls were approached,
it was sufficient to produce a 5% difference in the maximum mean

velocities at the centre and at 100 mm from the centre. To reduce
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this difference and thereby improve the two dimensionality of the
flow, clamps were applied on both sides of the channel and at 5
equaliy spaced Tocations. This reduced the maximum difference
between the mean velocities at the same y positions to 2.5% in the
central 200 mm. To ensure that the asymmetry was not caused by
differences in skiﬁ friction at the channel exit velocity profiles
were obtained at ten locations 2 mm from channel exit. Figure 5.2.2
shows the mean velocity profiles at five lateral locations. The

two dimensionality in mean velocity values is within 2.5%. Figure
5.2.2 also shows a clauser plot for ten profiles at a location 2 mm
from exit. The profiles are indistinguishable and .this demonstrates
that asymmetry was not caused by differences in skin friction.

Figure 5.2.2 also shows the turbulence intensity measured with
a hot wire system. The maximum velocity decay also shown on figure
5.2.2 demonstrates.that the inverse square law slightly over
estimates the decay of the present jet. The normalised mean velocity
and Bradbury's correlation are also shown on figure 5.2.2. The
precision of micrometer mqvements was of the order of than 0.1 mm.
The location of the edge of the jet was thus within 0.1 mm. Steps
of 0.25 mm were taken in measurements within the jet.

The precision of temperature measurements was of the order of
+0.25 °C.  In situations where the difference between wall tempera-
ture and wall adiabatic temperature was about 2°C this may create
unceftainties of up to 10 % in heat transfer coefficients at the
stagnétion point. However, because higher temperature differences
were involved in the calculation of adiabatic wall effectiveness the
uncertainty of 0.25°C had little influence on the effectiveness

values.
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5.2.3 RESULTS AND DISCUSSION

Figure 5.2.3 shows that the static pressure distributions are
symmetric for 90° impingement but, at other angles, they are
negatively skewed. The static pressures at the plane of symmetry
.decrease with the angle of impingement such that, the static
pressure is zero at 30° for all nozzle-plate distances.

Figure 5.2.4 shows the mean velocity profiles, along the
impingement wall for two nozzle plate distances and three angular
positions. It is apparent that mixing of the impinging jet is so
rapid that é wall jet was established well before two channel gap
distances downstream of the plane of symmetry. The y location for
maximum velocity (edge of the boundary layer) decreases as the angle
of ihpingement increases. The total jet width tends to be in-
sensitive to impingement angle except near the stagnation regfon.
The méximum velocity decay shows that decreasing the impingement )
angle increases the forward momentum and consequently decreases the
~velocity decay. The growth in the jet width shows that entrainment
is éignificant. This observation is consistent with that of Russel
and Hatton (94) who noticed increases of up to 20% in mass flux
at distances less than 40 slot gaps.

Figure 5.2.5 was drawn to show the influence of Reynolds
number on the impingement heat transfer. In accordance with the
previously observed trends by Gardon and Akfirat ( 31) -there is a
systematic reduction in heat transfer coefficient with Reynd]ds
number, One significant difference between the present measurements
and those of Gardon and Akfirat (31) is that neither the 'inner'

nor 'outer' secondary peaks were observed in the present profiles.
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It is not certain whether this disappearence is due to thermos -
couple resolution or if it is a property of the present flow.
However, figure 5.2.2 shows that the present jet had a minimum
turbulence intensity of 3.9% rising to 22% at the edge of the jet.
Gardon and Akfirat had a jet with a 2.5% turbulence intensity. The
2.5% turbulence intensity suggested a non fully developed velocity
profile. The disappearence of the secondary peaks in the present

flow may be attributed to the higher turbulence intensity. The
figure also demonstrates the anomalous behaviour of the plane
impinging jet at a nozzle-plate spacing of 8. At this spacing a
maximum heat transfer coefficient is observed for all Reynolds
numbers.

Figure 5.2.6 shows the influence of nozzle plate distances
for four nozzle-plate distances and three angular positions. For
all angular orientations, the 8 nozzle-plate distance gives a
maximum coefficient except for an angular position 60° and a nozzle
| plate distance of 6 where the heat transfer coefficients are higher
thgn.for 8. The skewness of impingement coefficients becomes
appreciable as the impingement angle decreases.

The influence of impingement angle is showﬁ to be significant
in figure 5.2.7. The influence of impingement angle on wall static
pressure and maximum velocity decay are shown on figures 5.2.3 and
5.2.4. As expected, the aerodynamic field influences the heat
transfer characteristics such that the position of maximum heat
transfer coefficients is different frpm the plane of symmetry for
all angles less than 90°. 1In general, the influence of impingement

angle is complex but four regions are apparent in figure 5.2.7.



135

The first covers the location - 40 yc to~5 yc - where the heat
transfer coefficient decreases monotonicaily with decreasing angle.
Within the region -5 yc and 0 from %he plane of symmetry, the flow
is particularly complex and results in highest heat transfer
coefficient for 60° impingement and lowest  for 30°. The highest
at 60° is consistent with the previous findings of McMurray for
impingement of a plane water jet. In the section from 0 to 10 yc,
decreasing the impingement angle tends to reduce the heat transfer
coefficient. However, because of increased forward momentum for
smaller impingement angles, the heat transfer coefficient at down-
stream distances greater than 10 slot gaps increases with decreas-
ing angﬁe. Figure 5.2.7 demonstrates that the process is much
more complicated than can be described by the above simple classi-
f{cations. The singular behaviour of impingement at a nozzle plate
spacing of 6 and impingement angle of 60° shows that this orient-
ation tends to give best performance for all downstream distances.
In practical situations such as impingement-cooled airfoils,
th impinging jet may be confined by a parallel wall. Figure 5.2.8
shows that a shrouding wall may reduce the performance of an
impinging jet. The reduction in performance was probably due to a
retarded growth of the turbulence intensity. Measurements of wall
static pressures showed a drop in the static pressures and an
increase in the streamwise pressure gradient. Launder and York (53)
had indicated that a favourable pressure may delay transition to
fully turbulent situations. The present influence of a shrouding
wall is consistent with thé findings bf Sparrow et al (104) who
noticed that a splitter plate reduces heat transfer coefficient of

an impinging jet in a cross flow.
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Figure 5.2.8 also demonstrates that & shrouding wall improves
the adiabatic wall effectiveness. This is because of reduced
mixing of the hot jet with the cold free stream.

The experiment arrangement was such that the impingement plate
rotated about the symmetry line of impingement. The nozzle plate
distances are therefore not affected by angular rotation. Figure
5.2.9 demonstrates the vgriation of heat transfer coefficients with
angular positions. The stagnation points can not be located
precisely due to thermo couple resolution, Figure 5.2.10 shows
that the differences in boundary conditions for the present experi-
ment from those of Gardon and Akfirat (31) do not significantly
affect the heat transfer coefficients.

The degree of mixing between the impinging jet and the
surrounding fluid may be quantified by the adiabatic wall effective-
ness as shown in figure 5.2.11 which indicates that increasing
the nozzle plate distance decreases the adiabatic wall effectiveness.
The ddiabatic wall effectiveness is a measure of enthalpy recovery
factor and as discussed in chapter 6 it is important for determining
the temperatures on a film cooled wa]]. One feature of the effect-
jveness is that values greater than unity were obtained for impinge-
ment at 30° and at locations opposite to the main direction of fiow.

This may be indicative of flow separation.

5.2.4 CONCLUSIONS

From the above presentation of experimental results, the follow-

ing conclusions may be drawn,
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1. Impingement heat transfer increases with flow Reynolds number.
2. For an impinging plane jet, the optimum nozzle plate spacing is
8 slot gaps, except for impingement at 60° when a nozzle plate
spacing of 6 slot gaps leads to better performance.

3. Impingement at 60° gives maximum stagnation point heat transfer
for all nozzle plate distances.

4, The favourable pressure gradient due to a confining wall may

reduce the heat transfer coefficient by up to 20%

5.3 THEORETICAL INVESTIGATION

" Introduction

The review of section 5.1 indicated that the discrepancies
between measurements and calculations of flow properties of imping-
ing jets may stem from over simplified turbulence assumptions.

The present investigation uses the numerical procedure and
turbulence assumptions previously used successfully for many flow
configurations by khalil and Whitelaw (48). In contrast to the
numerical algorithm of Wolfshtein (116), which solves for vorticity
and stream function, the present procedure solves for velocities
and pressures as primary variables. The turbulence assumption is
that of an effective viscosity which is related to turbulence
kinetic energy and turbulence dissipation. This turbulence model
is more advanced than that of Wolfshtein (116) or any other one
that has ever been applied to calculate impinging jets. It is hoped
tﬁat this model will be successfully " in this situation as it has
been for other flow configurations.

Section 5.3.1 describes the conservation equations and the

boundary conditions. The turbulence assumptions are described in
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section 5.3.2. The important features of the solution procedure
are provided in section .3.3 while the comparison of calculations
with experiments are presented in section 5.3.4. Calculations

outside the range of the measurements are also presented.

5.3.17 CONSERVATION EQUATIONS AND BOUNDARY CONDITIONS

The conservation equation for the time averaged properties
appropriate to an impinging two-dimensional jet have the common

form;

9 3,3 . 3¢
8X(Uq>)+ (pVg) = Xr¢ax+3yr¢ay+3¢ 5.3.1

where

¢ stands for U,V,k,e, or h and ré ,S¢ are defined as follows:

Table 5.3.1
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with
Qw = energy flux at the wall

ofp = Cu ok” +

e )
_ aU, 2 V.2 ol | aV,2
Gk, = ueff(‘z (Cg;) t Gy Gy *=3)
5.3.2.

Cu = 0.09, C] = 1.44, and C2 = 1.92.

The above definitions stem from an effective viscosify assumpt-
jon. The constants are those used successfully for free shear flows
(23) and two-dimensional confined flows (48).

Figure 5.3.1 shows the control volume for the present calcu-

lations, and the relevant boundary conditions are:

u,v, %9 =0 at y=20 (wall boundary) )
%% =0 atx=20 . (symmetry line)
: 5.3.3
¢ = dgs %% =0aty-= n and x > yC/z (free boundary)
¢ = ¢g = %% =0 at x > 120 y, (free boundary)

The initial profiles correspond to experimental values where-
ever available. For quantities not measured " reasonable assumpt~
ions were made.The initial profile of dissipation rate, for example

was determined from the equation:

3/2 3/4 .
KT G . _
€ -(y~c_y) W 5.3.4

which corresponds to fully developed channel flow.
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5.3.2 TURBULENCE ASSUMPTIONS

The elliptic nature of the equations appropriate to an
impinging two-dimensional flow implies the need for a two equation
turbulence model.

Wolfshtein (116) used a one equation turbulence model in which

turbulent viscosity was defined as

i
uy = pkés 5.3.5

and é is prescribed algebraically: as noted earlier, his results
showed differences from experimental values of heat transfer
coefficient of up to 50%. The two equation turbulence model used
for the present calculations involves the solution of equations of
conservation of turbulence kinetic energy and dissipation together

with the definitions:

|

=y (U, BV
- ut(ay *+5x)

]
©
[ g
<

LT Yy 2,
pu 2uy (ax) 30 K

3V 5.3.6

= 2uy Ggy) "%p k

H
o
ﬁd

I

g = Cu p kz/e

Meff = Mg * ¥
These definitions, and the assumed forms of dissipation and
diffusion terms for dissipation rate and turbulent kinetic energy,
imply isotropic turbulent viscosity. ~The isotropic turbulence

assumption represents a limitation of the k - ¢ model as measure~

ments of turbulence properties (94) do not confirm isotropy. The
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use of a Reynold stress model may ultimately prove to be better
but its use can not be justified until the merits and difficulties

of the two equation model have been emonstrated.

5.3.3 SOLUTION PROCEDURE

The differential equations represented by equation 5.3.1 and
~ table 5.3.1 were expressed in the finite difference form of
. .reference 4 g and solved by the algorithm of that paper. The 20 x
20 grid nodes used for the present calculations allowed the solu-
tion of 6 equations in 300 seconds of CDC 6600 computing time.

' The number of iterations varied, with nozzle-plate distance,
from 350 to 400. Convergence was assumed when the maximum normal-
ized residue in any of the conservation equations

(convection + diffusion + source) -4 -

J+1/65 < 10
at anf grid node.

The numerical algorithm of this procedure is similar to that
of chapter 4 except that the present flow is two-dimensional., The
pﬁ%ssures are also obtained by the guess and correct method

described for the procedure in chapter 4.

5.3.4 RESULT

Figure 5.3.2 shows a comparison between measure& and calcu-
lated pressure coefficients. The qualitative aéreement is fzsonable
At pressure coefficients less than 10%. the quantitative disagfee-
ment was up to 50% in situations where experimental uncertainties

are up to 20% of a mean value. For pressure coefficients greater
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than 30% the discrepancies are less than 20%. In agreement with
experiment, the maximum pressure coefficient decreases with increas-
ing nozzle plate distances.

Figure 5.3.3 demonstrates reasonable agreement between
measured and calculated mean velocities parallel to the impingement
plate. The maximum discrepancies occur at the outer edges of the
jets which are experimentally difficult to determine due to the
small pressures involved.

The variation of calculated turbulence kinetic energy at
various locations is shown on figure 5.3.4. These results show

qualitative agreements with measurements of Russel and Hatton (94).

In contrast to the calculations with a one equation model, which
showed maximum kinetic energ& ét stagnation point, the k-e model
shows that the maximum turbulence kinetic energy increases from
stagnation point to its greatest value at about seven slot distances
from stagnation point and then decreases monotonically with increas-
ing distance. This trend is 1n.perfect agreement with the experi-
mental observation of 94. The maximum turbulence kinetic energy
was 40% for a nozzle plate distance of six and 30% for nozzle plate
distance of twelve.

Figure 5.4.4 shows the comparison between measured and calcu-
lated adiabatic wall effectiveness and heat transfer coefficients.
The agreement can be seen to be reasonably good. The comparison
for Tocal heat transfer coefficients shows greater disérepancies
which may be attributed, in part, to experimental uncertainties of
+0.25°C and consequent errors of up to 10% ~+in stagnation point
heat transfer.coefficient. The numerical uncertainties in calcu-

lating temperature differences less than 2% may also be significant.
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The discrepancies indicated by the present comparisons are less
than 30% at any position. This represents an improvement on previous -
calculations of Wolfshtein (116). Although the comparison presented
above shows that the agreement between measurement and calculations
are far from perfect, the present procedure represents a step for-
ward in the theoretical modelling of impinging jets. In particular
the procedure can be used to calculate the influences of nozzle

plate distances and nozzle Reynolds number on impingement heat

transfer characteristics.

5.3.5 CONCLUSIONS

1. The numerical procedure described above can be used to calcu-
late the characteristics of impinging jets with an acceptable
precision for design purposes.

2. T%e procedure above and that described in chapter four can be
used to obtain wall temperature profiles for a combined

-impingement-film cooling arrangements.
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CHAPTER SIX

CALCULATION OF FILM-COOLED WALL TEMPERATURES

INTRODUCTION

The end goal of film-cooling investigations is to determine
the temperature of the surface of a combﬁstor or blade. The
results presented in chapters 3 - 5 relate to ideal experimental
situations. Practical situations do not conform to these ideal-
5zation in the following respects:

(1) the flame-tube is not adiabatic. Large radiative heat
fluxes are incident on the wall and there is also heat trans-
fer to the outer casing through radiation.

(i1) the flow is asymmetric, three-dimensional and strongly
elliptic in the dilution zone. The flow may also be periodic
in the recirculation region.

(i11) there are large gradients in flow properties due to

‘chemical reactions.

In spite of the above difficulties, this chapter presents ;
calculated wall temperatures for practical situations using the
procedures described in chapters 3 and 4. Comparison with experi-
mental data are made where possible and reasons for discrepancies
are discussed. The specific tasks carried out and the results of
which are presented in section 6.3 are as follows:

(i) The procedure of chapter 3 was applied to the adiabatic
situations of Odgers and Winter (76) to assess the capability of
the procedure to calculate the aerodynamics of film-cooled
combustors., |
(11) The procedure of chapter 3 was then applied to non-adiabatic
situations of Milford and Spiers (69) to estimate further errors

incurred through the assumed radiation laws.
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(iii) The wall temperatures of a combustor cooled with an
arrangement of three-dimensional slots was then calculated to
demonstrate the influence of pitch-diameter ratio and 1ip length.
With  the above estimate of errors incurred through radiation
laws and the errors obtained in using the procedure of chapter 4
to calculate adiabatic wall effectiveness and heat transfer
coefficient, an estimatg of the errors involved in using the
procedure of chapter 4 to calculate real combustor temperatures
can be made. The slot dimensions and flow conditions used for
the present calculations are identical to those of an existing
Rol1s Royce (1971) Ltd. combustor.

(iv) Chapter 5 indicated a need to enhance the performance of
film cooling slots. Thus the procedure of chapter 4 was combined
with the impingement heat transfer goefficient measurements of
chapter 5 to calculate the resulting wall temperature distribution
for the composite arrangement: i.e. an impingement-film cooling
slot. Although absolute values of wall temperatures thus
obtained may be wrong by up to 15% tHe trends are expected to

be right and such results can aid the design of impingement-fi]mi
cooling.

Section 6.1 reviews previous attempts to make calculations
of this type and indicates limitations which justify the present
approach. The modifications made to the:present procedure are
described in section 6.2, and the results presented and discussed
in Section.6.3. The more important conclusions are presented in

section 6.4.
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6.1 PREVIOUS PREDICTIONS

This section reviews attempts to calculate combustor wall
temperatures. The difficulties encountered in dealing with
f]amejradiation, flow asymmetry, chemical réaction and specifi-
cation of boundary conditions are treated briefly below to
" provide a justification for the present approach. The advantages
and Timitations of each approach is pointed out.

Flame Radiation

Calculations of wall temperature in the presence of film~
cooling have been reported by Pai and Whitelaw (78), Milford and
Spiers (69), Whittaker (114), Ballal and Lefebvre (3) and Rastogi
(89). In accounting for flame radiation these investigators
assumed the semi-empirical radiation law originally proposed by
Lefebvre and Herbert (55). For each geometry under consideration
a near wall energy balance was assumed (equation 6.2.7) and, by
an iterative procedure, the wall temperatures were obtained. With
the.exception of Pai and Whitelaw (78) and Rastogi (89), the
above authors obtained values of effectiveness and heat transfer
coefficient from correlations. The validity of the correlations
is very limited in view of the sensitivity of the effectiveness
and heat transfer to both geometry and flow conditions. Rastogi
(89) solved equations similar to those of section 4.3 to obtain
values of effectiveness and heat transfer and calculated tempera-‘
ture values within 150°C of measured values. The discrepancy
Qas attributed partly to inaccuracies in measurement, partly to
tﬁe semi-empirical radiation laws, and partly to the inadequately

known free-stream boundary condition.
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An alternative method for calculating flame radiation is to
make use of a 'flux model®. In this method, finite difference
equations are used for radiation fluxes in each direction and
the resultant gradients are used as source terms for the enthalpy
equation. This method has been used by Khalil and Whitelaw (48),
and Gosman and Lockwood (39) for calcuiation of the temperature
field in furnaces and by Patankar and Spalding (85) for combustion
cﬁambers.

The flux model appears attractive because of the successes
achieved by Khalil and Whitelaw (48) who observed discrepancies
between experiments and calculated value of less than 15% of
experimental values. However, the use of a flux model for the
present calculations can not be justified since the aerodynamic.
fields of the present flow configuréfions ﬁave not been calcu-
lated with a precision betfer than 15%. The use of a flux model
would imply more equations to solve and more computer time and
storage. The treatment of radiation for the present calculations
was therefore similar to that of Rastogi (89) in spite of its
Timitat ions.

Flow Asymmetry

As regards asymmetry and the elliptic three~&imensiona1 flow
in a combustor, the numerical algorithm of Patankar and Spalding
(85) may be expected to represent the combustor flow better if
calculations are made for the whole of combustbr geometry. The
calculations of Patankar and Spa]ding at present assumes symmetry
over sectors. Even when calculations are made for the whole of

combustor geometry, the periodicity in the recirculating region



148"

poses the problem of selecting the right physical mixing laws.
Due to the non isotropic nature of recirculating flows, even a
Réyno]ds stress model has been shown by Pope and Whitelaw (88) as
inadequate. The use of a three-dimepsiona] elliptic procedure
for the present flow may have to be delayed until turbulence
models capable of accurately calculating details of recirculating
flows are developed. For the wall temperatufe calculations, the
parabolic procedure of chapter 4 was therefore used.

Chemica]’Reaction

Large flow property gradients are caused by combustion, The
calculation of combustor wall temperature can not be done
accurately until the combustion phenomena are well modelled.
Khalil and Whitelaw (48) tested the validity of three combustion
models and found that tﬁe best gave'aiscrepancies‘up to 15% in
the centre line temperature distribution. This implies an
uncertainty of up to 300°K in a combustor where temperatures rise
~up to 2000%K. Of course, the use of combustion model in conjuct-
jon with a three-dimensional elliptic procedure would remove the
uncertainty as to the free stream boundary conditions which is
uncertain in present calculations and in the calculation of flow
over curved surfaces,

Such a step would require the solution of more equations
(e.g. Patankar and Spalding (85) solved 11 finite difference
equations) and, since there are no reliable combustor.flow-
measurements against which to test such a procedure, i{ was
considered unjustifiable to include combustion in the present

attempt to calculate combustor wall temperatures.
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For the above reasons, the present calculation.is similar to
that of Rastogi (89) exﬁept that different flow configurations
are investigated and wall temperature calculation for combined
impingement-film arrangements are presented. It may be expected

that the present calculations will have similar limitations.

6.2 MODIFICATIONS FOR CALCULATING FILM COOLED WALL TEMPERATURES

In common with Pai and Whitelaw (78) and Ballal and
Lefebvre (3), it was assumed that there was a balance between
the energy received by the flame tube through convection and
radiation and the energy lost by flame tube through convection
and radiation. Conduction was assumed to be small. The compon-
ents of the energy balance were calculated by the method described
in the following paragraph.

The heat transfer to the inside of the combustor wall by

convection was calculated from the equation;

. CI=h T "T

£ ( aw w) < 6.2.1

The two-dimensional parabolic procedure of chapter 3 and the
three-dimensional procedure of chapter 4 were used to calculate
local adiabatic wall temperatures and heat transfer coefficients
for appropriate slot geometries. Thus wall temperatures corresp-
onding to figures 6.3.1 and 6.3.2 were obtained with the procedures
of chapter 3, while for situations corresponding to figures 6.3.3
and 6.3.4 the procedures described in chapter 4 was used.

The heat transfer from the combustor wall due to flow in the
annulus between the combustor and casing was calculated with the

equation:
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G, = hy (T, = T.) 6.2.2

0.8 . 0.3

where ho = 0.037 Rex‘ Pr=° 6.2.3

=

and the initial origin of the boundary layer was assumed to be
20 mm upstream of slot exit. This distance has been shown by
Rastogi (89) to have no significant influence on wall temperature.
In principle, h0 can be calculated using the numerical procedure
of chapter 4, but the annulus flow is complex in that the total
mass flow reduces with increasing number of slots and dilution
holes. The initial conditions for such a calculation is un-
certain.

The flame radiation to the flame tube was obtained from

the equation:

1.5

15 (125 _ 2.5

RI=U(1+€W)€GT
’ 2

and flame emissivity from Lefebvre's (55) empirical expression.
The luminosity factor was taken as 4 and the beam length was
aséumed equal to 60% of the hydraulic diameter of the combustor,
after Milford and Spiers (69). )

The radiation from the flame tube to the outer casing was

calculated from:

- . 4 4
RO =g e'W (TW TC) . 6.2.5

Assuming that the energy received by the flame tube tﬁrough
convection and radiation equals the energy lost through convect-
jon and radiation, the energy balanced for the flame tube was

written as with equations 6.2.1, 6.2.2, 6.2.4 and 6.2.5 providing

L
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the four components:
RI + CI = R0 + Co | 6.2.6

An iterative procedure allowed the determination of wall

temperature values.

6.3 RESULTS

The measurements of Odgers and Winter (76) were made for
an arrangement consisting of an insulated cylinder through which
hot air f]éwed. Film-cooling air was introduced through an
annular gap. The cylinder was well instrumented with thermo-
couples which indicated negligible circumferencial difference in
temperature.

Figure 6.3.1 was prepared to demonstrate the capability of
- the procedure, described in section 3.3, to calculate values of
adiabatic wall temperatures for the flow configuration of Odgers
and Winter (76). Although the wall was insulated, the use of hot
and cold air makes the flow arrangement a little closer to réa1
situations than cold flow measurements. The agreement between
experiment and calculation is excellent except for the wake
flows where considerable discrepancies are observed. Because of
the above agreement, it may be expected that any increase in
discrepancies between measurement and calculation for non adiabatic
situation can be attributed to over simplified assumptions in
radiation calculations.

The configuration for Tacina and Marek's (108) measurements

is similar to that of Odgers and Winter (76) except that the wall
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was not insulated. Comparison between measurements and calcu-
lations shows discrepancies up to 200°%C. The small velocity
ratics used may cause recirculation and reduce the validity of
the assumptions for the solution procedure.

The experiments of Milford and Spiers (69) were performed
to simulate the after burner situations. The walls were not
adiabatic. Figure 6.3.2 shows that for velocity ratios greater
‘than unity, the discrepéncies between measurements and calcula-
tions are surprisingly low. However, for small velocity ratios,
discrepancies greater than 200°C are observed. It would appear
that, for velocity ratios greater than unity, the calculation
procedure of chapter 3 may be expected to result in wall temp-
eratures close to practical values. This expectation needs
further confirmation. The implication of such a confirmation
may be that for situations where the numerical procedure closely
represents the flow, the radiation models of equations 6.2.4 and
6.2.5 would result in practically useful wall temperature calcu-
lations. |

The procedure described in chapter 4 was used to calculate
the influence of pitch to diameter ratio and lip length for the
configurations shown in figure 6.3.3. The dimensions of the
slot geometry were scaled from a Rolls Royce (1971)\Ltd. design.
As expected, the average wall temperature increases with increas-
1ngvpitch—diameter ratio. An increase in 1ip length results in
lower average wall temperatures due to higher adiabatic wall
effectiveness. The three dimensionality in temperature field for

all downstream positions greater than ten slot gaps was less than
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1 %. This may represent a real situation or it may be caused by
an over simplified turbulence assumption. However, the measure-
ments of effectiveness by Rolls Royce (1971) Ltd. for geometries
similar to those of figure 6.3.3 showed less than 1% three-
dimensionality for similar downstream positions.

Figure 6.3.4 represents a composite arrangement of impinge-
ment—convection-fi1m—cop11ng. The calculations were performed
"in order to assess the advantages of such an arrangement. The
calculations on figure 6.3.4 were obtained by combining the
procedure described in chapter 4 with the measurements of chapter
5, and provides a justification for the work reported in chabter
5. Although extensive calculations are not presented, the two
sets of calculations in figure 6.3.4 are probably sufficient to
allow important conclusions. For the calcuiations, it wés
assumed that all other variables remained constant except for the
external heat transfer coefficient as it is affected by impinge-
ment Reynolds number.

This figure demonstrates that increasing the impingement
Reynolds number reduces the resulting wall temperatures. For the
configurations used, impingement at a Reynolds number of 7,100
led to perfect cooling at the stagnation line while impingement
at a Reynolds number of 1,750 led to a temperature rise of up to
150°C at the stagnation line. The implication of the above
treﬁds is that it is advantageous to use high impingement
Reynolds number whenever there is enough pressure drive and the
resulting static pressures would not create undesirable stresses

in the flame tube.
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An important feature of the wall temperature profiles shown
on figure 6.3.4 is that the combined impingement~film cooling
profiles hawmaximum points while the film+convection showed a
monotonic increase of temperature with downstream distance. This
is because the heat transfer coefficient for an impinging jet

drops rapidly, - s

The tendency for the composite
arrangement of impingement-film to produce a maximum is practi~
cally undesirable as this may increase the flame tube thermal
stresses.

Oﬁe way to reduce this high temperature gradient is to
introduce the impinging jets at short spacing distances. As the
experiments of Gardon et al (31 ) have shown, this will reduce
the variation of the impiﬁgement heat transfer coefficient along
the outer side of the flame tube. Figure 6.3.4 shows that if
impinging jets are located at downstream positions not greater
ghaﬁ 20 slot gaps for the present arrangement the average wall
temperature would be lower than that of a film-convection cooling

arrangement.

6.4 CONCLUSIONS

The results presented in the previous section allow the
following conclusions to be drawn:
1. The calculation procedures described in chapters 3 and 4, in
conjuction with semi-empirical radiation laws, can be used to

calculate combustor wall temperatures. Comparison with the
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limited available experimental data suggests that the absolute
temperatures may be calculated within Timits useful for design
purpuses.

2.  The influence of geometric and flow variables on wall temp-
erature can be well calculated.

3. A combination of imbingement-convection film arrangement leads
to Tower combustor wall temperature than a convection-film
“arrangement provided the impinging jet is placed at distances

not greater than 20 slot gaps downstream of slot exit.
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CHAPTER SEVEN

CONCLUSIONS AND RECOMMENDATIONS
FOR FURTHER WORK

At the end of each section or chapter, relevant specific
conclusions have been provided. " This chapter presenfs general
conclusions and assesses the extent to which the objectives of
the present research have been achieved. Recommendations for

further research are provided in section 7.2.

7.1 CONCLUSIONS

1. The experimental and theoretical investigations of two~
dimensional film cooling in chapter 3 showed that: -
(a) the influence of longitudinal wall curvature on the
effectiveness of two-dimensional film cooling slot is small
‘except where, for convex surfaces the flow separates. The
range of parameters for which separation can occur is of
significance to gas turbine combustor cooling.
(b) in a multi-slot arrangement film build up may improve
the effectiveness of subsequent slots by up to 15%. As the
number of slots increases, the corresponding increase in
effectiveness decreases.
(c) the influence of film stretching on effectiveness is
small for parameters of importance to combustor cooling.
2. - The measurements reported in chapter 4 show that'the effects
of flow and geometric parameters on the effectiveness and heat
transfer coefficients of three~dimensional film cooling arrange-

ments are complex and can be represented by a modified version
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of the numerical procedure used by Patankar, Rastogi and Whitelaw
'(84). The influences of velocity ratio, density ratio, pitch-
diameter, Tip length, open area ratio and slot geometry are
calculated within 10% of measurements.
3. The measurements of chapter 5 show that the influences of
impingement angle, nozzle plate distance, Reynolds number and
shrouding plate are also complex. It was shown that a modified
version of the procedure used by Khaliland Whitelaw (48)
satisfactorily calculates the impinging jet characteristics and
can be used for calculating influences outside the range of
validating experiments.
4, Combustor wall temperatures were evaluated from a balance
of convective and radiative'héat fluxes on the two sides of a
combustor flame tube. The numerical procedures of chapter 3 and
A4 allowed the determination of the convective terms. Comparison
of calculated and measured wall temperatures indicated discre-
pancies for wake flows and acceptable agreement for jet type
flows. The calculations of wall temperature with impingement
cooling on the annulus side of the flame tube and heat transfer
coefficients determined from the experiments of chapter 5 showed
that impinggment - film céo]ing arrangements can result in lower

flame tube temperatures. Design criteria are suggested.

7.2 SUGGESTIONS FOR FURTHER WORK

1. Although the present calculations of effectiveness over

curved surfaces showed reasonable agreement with measurement,



158

insufficient is known of the mixing processes on curved walls.
As a result, discrepancies greater than 30% between measurement
and calculated static pressures and effectiveness have been
observed close to separation. The separation point is not known
with precision and this is necessary for design purposes.

A detailed experimental investigation of the aerodynamic
properties downstream of similarly curved wall jets is necessary
“for an understanding of the mixing processes. This should be
accompanied by a numerical investigation based on elliptic
equations and a higher order turbulence model. This should help .
to overcome the discrepancies in chapter 3 due largely to the
inability of the parabolic procedure to represent the substantial
normal pressure gradients. Indeed, the modified mixing length of
section 3.2; in part compensates for a numerical inadequacy by
physical assumptions. An elliptic procedure could also overcome
the need to specify the free stream pressure distribution,
2. Practical limitations may necessitate the use of velocity
ratios less than unity and it was observed in chapter 4 that these
were less well represented by the calculation method. Substantial
improvements will probably require the solution of three~
dimensional fully elliptic equations at least in the upstream
region and Fhis would justify a two equation turbulence model.
The cost of ca]cu]ationsrof this type will be considerable and a
Reyﬁo]ds stress model is unlikely to be justified.
3. Measured cross stream effectiveness and vélbcities indicated

10% asymmetry in velocities and 4% in effectiveness. In the
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ordered (nearly periodic) flows observed in combustors, these
asymmetries may be greater and are probably responsible for local
hot spots even in apparently over cooled combustors. The
present investigation showed that an increase in open area ratio
or the use of tangential jets reduced such asymmetry in effect-
iveness, A fundamental understanding of the causes of such
asymmetry is likely to be of considerable value to the combustor
designer.

4. The literature review on impingement heat transfer indicated
detai]ed jnvestigation of the heat transfer characteristics of a
row of jets impinging on flat and curved surfaces have not beén
investigated. A systematic experimental invest%gation of such
geometries, to identify the parameters of importance, would be
of great help in Opt%mising design of impingement-film cooling

arrangements.
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NOMENCLATURE
Symbo1 Meaning
A area of slot exit (table 4.2.1,4.2.2), constant in

equation (2.2), or coefficients in difference equations
of Appendix A. ‘

A0 total area of holes

B coefficients in difference equations of Appendix A

Cf shear stress coefficient

CI internal convection to the flame tube equation 6.2

CO external convection from the flame tube equation 6.2

Cp pressure coefficient ‘

D diameter of the holes

E constant in the law of the wall

F pressure gradient parameter equation 3.2.13

hf heat transfer coefficient in the presence of film cooling

hy heat loss transfer coefficient

h0 heat transfer coefficient at the outer side of the flame tube

H shape factor

J diffusional flux

k kinetic energy of turbulence/thermal conductivity (equation 6.2.3)

K reciprocal of radius of curvature or von Karman constant
in the law of the wall

K pressure gradient parameter /U 2. QEG

p G * dx

[ distance of normal holes from the tangential holes exit
or adjoining vertical wall; Figs. 4.1.1 or
Prandtl's mixing length

L ~ Tip Tength

m total mass flow rate through the holes (Kg/s)
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Symbol Meaning
mp mass source in equation A.22
N No of row of holes
NUC Nusselt number based on the slot gap
NUD Nusselt number based on the hole diameter
P average pressure in the x direction momentum equation
P pressure on the cross stream momentum equation; pitch of
the holes
Pr Prandtl number
q" ge‘nerated heat-flux

QQ Heat flux at the wall

r radial coordinate (R+y)

R radius of curvature,

Rea Reynolds number based on arrival velocity
Re Reynolds number

Rex’ Reynolds number based on longitudinal distance

R internal radiation (equation 6.2)

R0 external radiation

S‘ wall shear stress coefficient (TW/%QUS'S)

t lip thickness

T temperature

u f]ﬁctuating component of velocity in x-direction
uv turbulent shear stress

mean velocity in x-direction

average velocity based on flow through holes and total area

U

U

UG free-stream velocity

u average velocity through the normal holes
U

t ~ average velocity through the tangential holes
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Symbo1 Meaning
Uw velocity deficit in the wake (Uc max' 6 - U min)
' fluctuating component of velocity in y-direction
v mean velocity in y direétion 4
W fluctuating component of velocity in z-direction
W mean velocity in z-direction ‘
X longitudinal distance
X correlation parameter (table 5.1.3)
y distance normal to the wall
Y correlation parameter (table 5.1.3)
Ye slot height (fig. 2.2.1)
Ye boundary layer thickness corresponding to the location

where u = 0,99 UG

YL height of tangential hole from lower wall (fig. 2.2.1)
Y1 - height of tangential hole from the upper lip (fig. 2.2.1)

YA lateral distance

o flame absorptivit& at the wall
r diffusivity

R constant

AX length of forward step
Ay,Az cross-stream dimensions of the control volume (fig.A.2-A.3)

8y,8z distances between neighbouring grid points (fig.A.2-A.3)

sl displacement thickness

S width.of the wake

€ | dissipation of turbulence kinetic energy
@ emissivity of the flame

£ emissivity of flame-tube wall
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Symbol Meaning
sw' emissivity of combustion chamber outer casing
n film~cooling effectiveness
Py mixing length constant .
u viscosity
v kinematic viscoéity
p density
Py average density in the wake
T shear stress
$ a conserved scalar property
/] stream function
o Prandt]l or Schmidt number
g Stefan-Boltzman constant
W vorticity
Subscripts | Meaning
aw adiabatic wall
c secondary flow
cm secondary maximum
e | mid east point (fig. A.2) “
E east point
eff effective
G- ~main flow
n. mid north point (fig. A.2) or nozzle
N north point
P grid point
S mid south point



Subscripts
S

< = =

Superscripts

P

U
v
W
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Meaning
south point
turbulent componea:
wall, or mid west point
west point
location y

dissipation of turbulence kinetic energy

Meaning
pressure
mean longitudinal velocity
mean velocity in y-direction
mean velocity in z-direction
corresponding to guessed values

correction to guessed values
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APPENDIX A

SOLUTION PROCEDURE

This appendix provides further numerical details for the
solution procedure described in section 4.3.2. Figure A.1 shows
the staggered grid arrangement and Figure A.2 a typical control
volume for the finite-difference procedure. Because of the
staggered grid arrangement, the cross stream areas for solutions
of U,V,W are different. These are defined by Figures A.3 - A.5.

The subsequent sections of this appendix describes the inte-
gration of equations 3.3.9 - 3.3.12, the calculation of lateral
velocities and pressure, longitudinal pressure, and thg solution

of final finite difference form by a tridiagonal matrix algorithm,

A.1 INTEGRATION OF MASS CONTINUITY EQUATION AND ¢ CONSERVATION

The integration of equations 4.3.5 and 4.3.9 - 4.3.12
required the following assumptions to be made:
. (i) The general variable ¢ varies in a stepwise manner so
that the downstream value prevails for the interval XU to X,
except at XU where fhe upstream value prevails.

(i1) For calculation of x-dire'ction convection and source
termms, ¢ varies in a stepwise manner in the yz plane. Thus fhe
value of ¢ remains uniform and equal to ¢p over the dotted
rectangle in Figure A.2 and changes sharply to o dgs Ops Oy
outside the rectangle,

(ii1) For cross-stream convection from the xy and xz faces

of the control volume, the value of ¢ convected, is taken to be



the arithmetic mean of the ¢ values on either side of that face.
(iv) For diffusion across the xy and xz faces of the control
volume, ¢ varies linearly between grid points except when ‘high
lateral flux' dictates otherwise.
With above assumptions, the following form of the conservation
equations are obtained.

Mass Continuity

Ze {yn ([xD ) R R
‘ {3x (oU) + 55 (V) + 57 (oM)} dx dy dz
_ Zw Ye xU

b

=0 ) A.1
A L Golp = Guly] + Ay [onth = ogtp)

A [peWE - pwa] =0 A.2

where Ax, Ay, Az denote the areas of the faces of cell (Fig.A.2 -

A.3) and are defined as follows:

Ax = Ay AZ
A‘y = AX AZ . A.3
Az = AX Ay

The ¢ Conservation

W S

Ze [y X 2 2
- n D 3" ¢ 3¢
= T rr. +T + S¢} dx dy dz
j' 2 J‘ys Jx [ Eff’y By? eff’z 322 ]

W U
A.4

9 d 9
2 |y, )y [—a;(- (pus) + 55 (ove) + 57 (oMo) ]dx dy dz
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The x-direction convection integrates to

A [apep - 9U¢Q] ‘ A.5
where
% = °p Up
A.6
% = *p,u Yp,u

and P,U stands for upstream values. The source term integrates to
Sép Ax By Az = SP v 5¢ ¢ A7
P. U PP )

and the lateral convection and diffusion terms integrate to

Ay g [0 -F) oy F; ¢;]
-A, g [fs b+ (1= F) ¢§] A8

+h, 9 [X] - Fe) bp + Fo ¢é]

A, 9y [Fw oy + (1= F) ¢E] ,
where F = (1 + Pen"]) for |Pe | > 2
: 7
Fn = ] for Pe 3 2 A.9
Fo=0 for Pe < 2
9, = (J,n\}n
and ) .
pe = fn'n %y A.10
n Peff,n

Combination of equations A.5, A.7 and A.8 Tead to
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A Coptp = oy epy) = Ay 9y [(F =D oy - Fy tp]
+:£\‘y 9 [Fs ¢g + (1 - FS) ¢E]

R, % [(Fé -1 ¢ - Fy ¢éJ'
A % [;Fw by + (1-F) ¢;} * S¢U - §¢ %

The coefficients of ¢, from equation A.11 can be written as

r

- - - ot
(Ax % Ay 9 * Ay e Az 9 * Az gw) S P

+Ay 9, (Fn -1) + Ay g Fg + Az 9 (Fe -11)

+A A.12

z Fﬁ
By continuity, the first tevm in bracket in equation A.12

equa1§ Ax 9y Equation A.11 can therefore be written as
Ca oy -sb+A g, (Fp =D+ A g Fo+
Ay 9e (Fe = 1)+ A, 9y Byl op
=Ay 9 (Fn - 1) oy + Ay 9 FS ¢g
*h, 9o (Fg = 1) ¢ + Az~gw Fu oW
-+Su¢ + AX S ¢P,U

Equation A.13 can be written as

' ¢, _ a1 ¢ 19 ¢
Aé o= A'N oy + A bg + A'E b

E

¥ A'W¢ oy + B'p? | A4
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where the A'®s denote the coefficients in equation A.13 and B'g
is the source terms SU¢ + Ax 9y ¢P,U' The final form of finite

difference equation is written as
- pt ¢ ¢ . a b, . p?d
¢p = AN oy + AS ¢g + AE ¢op + Aw oy * B A.15

From the similarity of the form of equations 4.3.9 - 4.3.12,
the above numerical procedures can be repeated for the momentum
equations, using the approprﬁate'flow areas shown on Figure A.3-5

for each eqdation. The results may be expressed as:

u U

EUp * A

u U
N Un

o
n

]
A + AsUs + A Uw + B A.16

+ ')

v

-
1

I
-

-2

+

I
-

. v v
P 8 N s VS + A E VE + A W VN + B
+ 0V (P, S P) ‘ R
P 3 *
wo= A oW AW W

W W
p N Yy s ws + A E wE + A W ww + B

e Y (Pp - P) - A.18

where DU = AYAZ

and
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v vV W W
= A H A =
Ay X AZ y AXAZ

' V. W W
AZ = AXAY 3 AZ = AXAY

are the cell face areas for V and W cells shown on Figure A.3-5.

A.2 CALCULATION OF LATERAL VELOCITIES AND PRESSURE

These quantities are calculated by a guess and correct
procedure in which the momentum equation are first solved for an
estimated pressure field and then the pressures and velocities
are corrected so as to satisfy local continuity everywhere. The
preliminary velocities are calculated from: -

A T A

oAl v ia

VP = A NN E VE + A s vg + A W Vw

+8 w0 (- py) | A.20
R R T A

Y N | A.21

©

where * denote estimated values.
‘The velocities so obtained will not, in general, satisfy the
continuity equation. There will exist at each cell a finite mass

source mp defined as:
» * *
mp = A, [(DU)P ) (DU)P,J] + A, [énvn - egVp
* *
+ A, [PewE - o ] L . A.22

It is necessary to correct the pressure and velocities to make

the mass source zero. Thus a linear relationship is assumed
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between correct, guessed and the necessary pressure correction.
+ P! A.23

Substituting for PP in equation A.17 and subtracting equation A.20

VP canh be written as:

vo=vo e bt -p s AY (v - V)
p="Vp p~ P N (- Yy
A v -y At (v e al (v o-v') A.24
R g = Vg A (V= Ve )+ ATy (W = Yy ) A

By dropping the last four terms,the expression for VP becomes:

Vo= Vg DV (P! - P.Y) W
p- p ¥ P s . .

\* ,
Similarly Wp = Wy + DW(PP' - P\;\I\) A.26

To obtain expression for the pressure correction VP’ VN’

WP, W are substituted for in equation A.2
- * v ' _ '
A (e, (o0, T+ Aoty +0" 0y (P! - Py
eVt M(P'-P']+A [ W
. Ps'p 7 Pg p S z Pe "E
oD Pt -ty - WD Pt ) =0 AL27
oD \Pp7 = Per) = oy Wp y Pp" = By') = '

In a similar way to momentum equations, Equation A.27 can_be

manipulated to give the general form

P

Ppiy AP + AEP P’ + AWP P!+

L
...AN

P P A.28

P N
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A.3 CALCULATION OF LONGITUDINAL PRESSURE GRADIENT

As for the calculation of lateral pressure, a guess and
correct method is used. An estimated value of pressure field is

first used to calculate the U* field.

U

U, aP\*
+ B +D(—§s(- A.29

: *
This velocity field implies a total mass flow rate epU AyAz
(taken over the solution domai& which will generally be different
from the known flow rate. The difference is used to correct the

pressure gradient.

aPy _ ,aP\* 3P’ :
) = Gx) + Gy _ A.30
o U, P |
Up = U p + D7(53) A.31
Since epl AyAz = m . A.32

the unknown pressure correction is obtained by substituting UP
for U in equation A.32.
*
m - epl AyAz

&y - - A.33
oX epD” AyAz

A.4 SOLUTION OF THE FINITE DIFFERENCE EQUATIONS

The tridiagonal matrix algorithm provides a means of solving

a set of linear simultaneous equations of the form
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b3 = Ay 0447 * By oy + Gy

Equations A.15, A.16 - A.18 and A.28 were solved by successive
application of the tridiagonal matrix in the y and z directions.

For the y- direction sweep, the equations are solved as

I, 6. 1. ,06.1 - " s
$p = A oy AT o + (AT ep y H A ¢yt BY)

and for the z direction sweep, the solution is:

’ 11 I . I
¢P = AE¢ o+ A? ¢w I + (AN¢ oy + As ¢SI + B¢)

The expressions in parenthesis are treated as known. The super- ~

scripts denote the values obtained from the réspective sweeps.
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Plate 3.2 Smoke tests on the concave plates
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TABLE 3.1. RANGE OF MEASUREMENTS
Symbol (R Y. Uc/ UG p C/ p G
o) (tan)
. 0 2.54 0.5, 1.1, 1.6, 2.0 1.0, 2.25
O +152.5 2.54 | 0.5, 1.1, 1.6, 2.0 1.0, 2.25
® +76 2.54 0.5, 1.1, 1.6, 2.0 1.0, 2.25
0 +76 . 5e1 0.5, 1.1, ’1.62 1.0, 2.25
oA -152.5 2.54 0.5, 1.1, 1.6, 2.0 1.0, 2.25
o ~152.5 5.1 0.5, 1.1, 1.6, 2.0 1.0, 2.25
. ;
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FIG.-3.1.7.b INFLUENCF OF SLOT HEIGHT ON CONCAVE SURFACE EFFECTIVENESS
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Experiment P/D D(m) H/D- L/D Y (at/D t(m) A (m?) A/A N £ /P, U /U
1 1.4 9 2 4.0 11 1 1.25 1530 0.458 1 1.0 0.8, 1.1, 1.6,
2 1.4 9 2 2,5 11 1 1.25 1530 0.458 1 1.0 0.8, 1.1, 1.6,
3 1.4 9 2 2.5 11 0.2 1.25 1530 0.458 1 1.0 0.8, 1.1, 1.6,
4 - 1.4 9 2 4.0 11 1 . 1.25 1530 0.458 1 2.25 0.8, 1.1, 1.6,
5 1.4 9 2 2.5 11 1  1.25 1530 0.458 1 2.25 0.8, 1.1, 1.6,
6 2.0 12,5 2 4.0 11 1 1.25 1530 0.458 1 1.0 0.8, 1.1, 1.6,
7 2.0 125 2 2.5 11 1 1.25 1530 0.458 1 1.0 0.8, 1.1, 1.6,
8 2.0 12,5 2 4.0 11 1 1.25 1530 0.458 1 2.25 0.8, 1.1, 1.6,
9 2.0 6.25 2 4 . 11 1 1.25 765 0.23 1 1.0 0.8, 1.1, 1.6,

10. 20 6.25 2 2.5 11 .1 1.25 . 765 0.23 1 1.0 0.8, 1.1, 1.6,
N 2.0 6.25 2 4 1M1 1.25 765 0.23 1 2.25 0.8, 1.1, 1.6,
12 20 6.25 2 2.5 11 1 1.25 765 0.23 1 2.25 0.8, 1.1, 1.6,
13 2.0 6.25 2 4.0 11 1. 6.25 765 0.23 "1 1.0 0.8, 1.1, 1.6,
14 2.0 6.25 2 4.0 11 1 1.25 1530 0.458 2 1.0 0.8, 1.1, 1.6,
15 2.0 6.25 2 2.5 11 1 1.5 1530 0.458 2 1.0 0.8, 1.1, 1.6,
16 2.0 6.25 2 4.0 6.25 1  1.25 765 0.40 1 1.0 0.8, 1.1, 1.6,
TABLE 4.2.2

Values of parameters for which measurements of effectiveness were obtained for
for normal injection slots.
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c). VARIATION OF EFFECTIVENESS IN CROSS-STREAM PLANES
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FIG. 4.4.12d Comparison between measured and calculated adiabatic wall effectiveness and Nusselt numbers.
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FIG. 4.4.19 Influence of diameter ratios.
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Plate 5.2.1 Flow arrangement for impingement heat transfer



Plate 5.2.2.b
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Plate 5.2.2.c Thermocouple arrangements
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