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ABSTRACT

This thesis is concerned mainiy with the development of
digital coding techniques that make possible the transmission of
speech of reasonable quality, at bit-rates of approximately 1 bit
per Shannon sample, with a coder whose complexity is not prohibitively
greater than that of simple waveform coding methods. In the thesis,
various well known methods of digital speech coding are reviewed
briefly. In the review, emphasis is placed on coding principles
that are to be further explored in the development of new coding
. techniques. During the course of the research reported on in the
thesis, extensive use was made of a mini-computer and its peripherals,
and two valuable research tools were developed, namely a speech
analysis and processing system; and a speech intelligibility testing
system. Descriptions of these are included in the thesis.

The search for new éoding techniques involved investigatiocns
in the areas bf amplitude dithering, residual encoding, and phase
dithering. In the investigations into amplitude dithering, two
nev methods of dithered quantization with preservation of zero--
croésings wvere found to have an intelligibility iﬁprovement of
approximaiely one bit per sample as compared with normal fired-
level PCHM quantization. The investigation has shown that effective
spéech digitizers of extreme simplicity could be developed with
these new gquantization methods, though they would not be capable
of the desired low (1 bit per Shannon sample) output bit-rates.

In the thesis, techniques are described that are possible
as a meaus of obtaining 5peéch encoding at output bit-rates close
to 1 bit per Shannon sample. Specifically, it was found that. such

output bit-rates were possible by the use of a one-bit quantizer



coupled with a new lattice-form of ﬁredictor operating within the

fromework of a residual cncoder. The usual direct-form of predictor,

while simpler in construction, was found to be unacceptable at

such bit-rates, but was found to be satisfactory at higher bit-rates.
The technigue of phase dithering was introduced to overcome

some difficulties faced with the use of a coarse quantizer in

a residual encoder. Further iwmprovement in the performance of a

one-bit residual encoder was found to be possible with the phase

dithering technique. This technique also makes possible the effective

implementation of a simplified set of parameter adéptation algorithms

for the residual encoder.

!
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CHAPTER T

Introduction ~ Digital Speech Communication

Digital techniques for speech transmission offer many
advantages and these have been summarized by Jayant(l>, who states:

"...digitzal representation offers ruggedness, efficient signal
regeneration, easy encryption, the possibility of combining trans-
mission and switching functions, and the advantage of a uniform
format for different types of signals...."

It is felt that the need for a uniform format is likely to
lead to the extensive use of digital speech representation, since,
in the long term, speech-type information is likely to be transmitted
over a general communication system in which digital signalling
vill almost certainly be employed throughout. In this system it
is likely that speech signals will be handled, together with other
signals, such as computer data, video signals, facsimile data,
newg dispatches, market information etc. The system will operate
using common standardised switching, storage and trancmission
functions, and little or no regard will be paid to the origin
of the signals other than in the matter of priority. Digital tcchniques,
in which all signals are represented in pulse form, open the way
to such a unified communication system.

In the first part of this introductory chapler, a brief survey
of the better known methods of digital coding of speech signals is

presented. This is followed, in Section I.2, by a more specific

12
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study of methods of low=bit-rate waveform coding and this, in turn,
leads tc a statement of the aims and motivation of the research
carried out and presented in the thesis. A breakdown of the

organization of the thesis is given in section I.3.

I.1. The Digital Coding of Speech - a Brief Survey

Broadly speaking, the digital coding of speech signals can he
classified into two main categories: Waveform Coding and the Vocoder
Methods. Waveform coders attempt to preserve the waveform of the
original speech signal. If the waveform of the received and decoded
gignal is identical to the original signal from which the digitally
coded version was derived, it could safely be assumed that the
received signal would sound the same as the original. On the other
hand, the vocoder methéds are concerred only with that the received
signal should sound like the original. The fact that the received
gignal may have a waveform quite different from the origirnal dces
not matter. In the vocoder methods, features of speech important
to the perception process (i.e. how it sounds) are extracted from
the speech signal. These are coded digitally and transmitted to the
receiver, vhere a signal that possesses the same features is
synthesized; Provided that all perceptually significant speech
feafures are extracted, and the synthesized signal is constructed
accofdingly, the speech at the receiver end, as it is perceived by
the human ear, should resemble the original. It is generally
accepted that the vocoder methods are more efficient than the wave-
form coders in the use of transmission bandwidth. This is because,
in the vocoder system, speech is reduced to its bare essentials and
anything‘contained in the original speech that does not affect human

perception, is diszcerded as redundant, Although vocoders are generally
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more efficient as regards the use.of bandwidth, they tend to be
complex and a point in favour of waveform coders is that they are
generally simpler in construction and thus less expensive. A
more detailed survey of various well-known speech.coders is given

below.

A. Waveform Coders:-

1) Pulse Code Modulation (PCM)
Basically PCM is a straightforward analogue-to-digital (A/D)

conversion process. The analogue speech signal is sampled and the

gamples are quantized into a range of quantization levels with each

level represented by an individual digital code-word. At the

receiver, a voltage corresponding to the quantization level represented

by the received digital code is regenerated at the appropriate

sampling instant. A sequence of such regenerated voltages thus forms

the received signal. PCM is significant in that, historicelly, it

was the first method used for converting analogue speech signals into

digital form and that it is still the only widely used method of

digital speech itransmission. Strictly speaking, the first step in

any digital processing scheme for the bandwidth reduction, the enalysis,

the recognition or the storage etc., of speech is a PCM coding.

' It is ezsy to see that the greater the number of quantization
levels, the higher is the fidelity of the reproduced signal. However,
the greater the number of levels, the higher also is the number of
bits required to code a section of signal. If PCH is to be used for
purposes of transmission, then often steps have to be taken to
economize on the iransmission bandwidih required. The choice of
(2,3)

quentization step~size and clipping level s companding methods
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n)(455,6)

(non~unform quantizatio and step-size adaptalion methods

(7,8,9,10) etc, are all methods that have bcen developed as a means
of reducing the bandwidth requiremeni of PCM coding.

(11,12,13,14)

The technique of amplitude dithering is also a

me thod ofléghieving reduced transmission  bandwidth with minimal
sacrifice in performance. In this case, however, the word 'performance!
is used to mean subjective intelligibility and quality, and not the
wvaveform difference between the original and received signal. This

topic will be dealt with in depth in Chapter 3. Critical surveys

of verious PCM methods can be found in Ref. (1,3).

é) Differential Coding (with fixed predictor)

The method of differential coding represents an important step
towards the bandwidth reduction of digitized speech. Instead of
directly quantizing the inpuit signal, the difference between the
input and a predicted signal is quantized. At the decoder, a received
signal is reconstructed from this quanitized difference. In this category,
one finds the well~known methods of delta modulation, differential FCH
and many of their variants. Delta modulation, is, broadly speaking,
only a special class of differential PCM in which a one-bit quantizer
is used. Despite its basic similarity to differential PCM there are,
howéver, nany detailed differences. For example differential PCM
normally works at the Shannon sampling rate, whereas oversampling at
many times the Shannon rate is. often employed for delta modulation.
Also, the methods of step-size adaplation are different for delta
modulation and differential PCM. |

In differential coding methods the predicted signal is usually

talien to be the previous signal sample end this is used for comparison
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with the input. In practice the predicted sigral sample cen be
produced‘from the quantized difference signal using analogue methods
of integration, or can be produced digitally using a unit delay
in a recursive network as shown in Fié. I.1. A leaky integratfor
(which means, in the digital case, the coefficient, a, in Fig. I.1.
is less than 1) is preferred to a perfect integrator. The leaky
integrator is originaelly preferred since it avoids saturation effects
and it prevents the catastrophic consequence that would result from
the accumulating integration of transmission errors. As the under-
standing of differential coding increases, it is gradually being
realised that a leaky integrator actually gives better prediction
of the input speech signal and therefore is more suitable for the
purpose of redundancy reduction

It is sometimes mistakenly argued that it is because the
difference signal is less redundant, or the total amplitude variation
of the difference signal is much less than that of the input signal
fewer bits ere required to code it to a given degree of accuracy than
are required to code the original input. The fact is that the number
of bits reguired for & guantizer to code a certain signal to a certain
degree of accuracy defined by the SHR of the output.of the quantizer
is dependenﬁ only on the probability distribution, PDI", of the signal
and is independent of the magnitude of signal fluciuations or its
autofcorrelation function. Removal of redundancy from the input
signal does not necessarily render the PDF of the difference signal
more suitable for gquantization. The differential coder can only reduce
the number of bits necessary to code a speech signal to a specific
accuracy if the quantizer is placed within the f{eedback loop involving

the predictor. This can be illustrated clearly by considering a
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typical differential encoder and decoder as shown in Pig, T.2., the
difference betucen the input signal, S, and the predicted signal, P,
is E, the prediction error, and the error, N, introduced by the

guantizer is the quantization error., The SNR of the received signal,

N
S5, is given by

5
SFR = e—eeSe

(§-5)°

where X means the time average of X.

A
But, 8 = E+P = E+N+P
and S = E+ P
Therefore, -
o2
SNR = 2
N2
=2 2
. 2=, E e (1.2)
E2 N2

The ratio 55755 is the SNR of the prediction error, B, after quantization.
As discussed above, this would not necessarily be improved by the
reduction of redundancy in E. The overall SNR, of the received signal,
g, however, is improved by the ratiéﬂggygg if the predicted signal, P,
reduces the power of E by removel of redundancies in S. A simple
mental exercise should suffice to show that this improvement in SHR
cannot be realised if the quantizer is placed outside the feedback
loon,

Many veriations of the basic differential coding scheme have been

investigated by numerous researchers, A great deal of effort has been

devoted in considering numerous variations of the predictor nstworik.
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Among the better known variations.are the Double Integration Delta
Kodulatof(l5’16) and the differential PCM employing three sections of
delay(17). These systems are aimed at producing a bettér prediction

of the input signal by using a predictor (with fixed coefficients)

that matches the.long term statistics of speech waves. However, on
account of the fact that speech signals are inherently quasi-stationary,
the improvements over single integrator differential coders are fairly
marginal for most practical purposes. More significant improvements,
however, result from the use of various companding methods. In the

case of delta modulation, the most notable schemes of improvement are
~Adaptive Delta Modulation(la) . Digitally Controlled Delta Hodulation(l9),
ﬁigh Information Modulation(zo) etc. In most of these companding
methods adaption is carried out using informatibn obtained from an
examination of the output bit stream. TFor example, a series of

pulses of the same polarily would mean that the delta modulator was
overloaded and that an increase in step~-size is desirable. On the

other hand, the reverse would be true when a string of pulses of
alternating polarity are encountered. The continuous Delta Modulator(zl)
has a pnique and rather ingenious companding strategy. The envelope
informatior of the inpul speech ig extracted and added as a glow-

varying signal to the speech signal to be transmitted and together

they are used as input to the delta modulator. The decoded output

signal is lowpass filtered to reproduce the envelope information and

the step-~size of the quantizer is adjusted accordingly. The same is

done synchronously at the receiver to obtain the step-size information,
This method of multiplexing independently detérmined step-csize
information inlo the output bit stream without actually using more

bits enables the delta modulator to be used at bit rates that are
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so low (below1.5 bits/Shannon sample) that other companding methoeds
break down. The reasons for the inability of the other dompanding
methods to perform at extremely low bit rates will become clear in
Section 4, Chapter IV,

Nearly all the companding methods used with differential PCM
(multi—bit quantizer) are based on the principle that if the outer
levels in the range of quantizer levels are used more often then
the quantizer must be overloading and vice versa. Studies in this
area are mainly concerned with optimal companding strategies, that is,
with by how much the step-size should be increased or decreased if
a certain quantization level is to be obtained at the output. Some
examples of these can be found in Refs.(9,22,23,24).

An excellent comprehensive survey of delta modulation methods
is to be found in Steele(25> and other surveys of delta modulation
and differential PCM, including comparative studies, can be found

in Refs. (1,26,27,28).

3) Adaptive Predictive Coding:~

A significant etep in connection with the improvement in perform-
ance of differential coders was the conception(29> of the method of
adaptive predictive coding. This method takes into account the quasi~
stationary nature of speech signals and updates the parameters of
the predictor to suit the changing sigral statistics. One of the main
difficulties associated with adaptive predictive coding is concexrned
with the problem of choosing a suiteble predictlor network sufficiently
versatile to cope with different speech uttefances whilst at the same
time preventing the network from becoming inhibitively complex.

Another difficulty is in determining the optimal predictor coefficient
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values given the short term signallstatistics. Prior to the
development of integrated circuils, the prospect of having to
carry out more than ten multiplications or having to use more than
a hundred logic gates was intimidating. Although, to some extent,
implementation problems still exist, the advent of estimation
theory, recent developments in digital signal brocessing techniques
and improvements in modern computer technology have made it possible
for these difficulties to be overcome in the main.

In their pioneering work, Atal and Schroeder(gg) held that
the process of speech production could be modelled approximately
by a linear all~pole network excited by a minimal energy source
(i.e. vhite noise or train of impulses). This minimal energy source
signal could thus be extracted from speech waves by passing it
through the inverse of the all-pole network (i.e. an all~zerc network).
A predictor network was derived such that this minimal energy signal
became the prediction error, E, in the differential coder of Fig. 1.2.
Hence, the SNR improvement (i.e. 55/55), due to the differentieal
arrangement was maximized due to the minimization of the energy of
E. Another source of redundancy; the periodicity of voiced speech,
was also exploited by Atal and Schroeder for reduction of the energy
of the prediction error E. Thus, their predictor consisted of two

sections as shown in Fig. 1.3., where

P1 = a 270 was for the extraction of periodic
redundancies
n
and P2 = E a.z”* was for the purpose of predictling
T * the short term waveform fluctuations.

The value m is the pitch period of the voice excitation, a is the

normalized correlation coefficient hetween speech samples of



m sampling periods apart and n is the order of the predictor. The
optim#l values of the coefficients ai‘s of the short term predictor
were calculated by Atal and Schroeder from the auto-correlation
function of a stored section of speech. A matrix inversion method
was used to calculate the optimal coefficient values for the whole
stored section. These coefficient values are updated for every
consecutive section of the input speech and are transmitted to the
receiver together with the pitch information, the coefficient «,
the quantizer step~size and the guantized prediction error. This
method achieves a remarkable SNR gain of approximately 20 4B as
compared with PCM. A real-~time implementation of an essentially
similar principle to this is reported in Goldberg and Shaffer(ao)
and simplified hardware realization omitting the extraction of the
periodic redundancieé is described in Dunn(Bl).

It is important to note that the coefficients of the short-
term predictor do not have to be determined by matrix inversion.
Provided the statistics of the speech signal change sufficiently
slowly, an iterative approach can be equally effective and also
often simpler if the order of the predictor is high. The iterative
method can either be a steepest descent (or optiﬁal gradient)
optimizaéion of the predictor coefficients so that the prediction
érror can be reduced to a minimumj or a Kalman filtering method
using the same criterion. The iterative method has been studied
by Scagliola(sz) vho has also made allowance for zeros as well as
poles in his speech signal specification. A none-iterative solution
to the values of the predictor coefficients, if the speech signal

(33)

is assumed to possess zeros as well as poles, is as yet unlmown

(34)

Gibson et &l , using an all-pole model, examincd the application
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of Xelman filtering for the estimation of the predictor coefficients
and found that it gave slightly better performance than the optimal
gradient method. An innovation by Gibson et al. is their method

of determining the predictor coefficients from the quantized infofm-
ation alone. As this information is aléo availlable to the decoder,

the same operation can be performed at the decoder to extract these
coefficient values. This synchronous estimation obviates the need

to send the predictor coefficients. As in adaptive differential PCH,
the adaptation of the (multi-bit) quantizer step-size is also done
synchronously from the output bit stream at both the encoder and
decoder and the transmission of the step~size information is thereby
avoided. This approach is termed "residual encoding" by Gibson et al..
Jayanélj in his survey, quoted a similar scheme by Stroh(35), details
of which, unfortunately, are unavailable to the author. Jayant also
quoted from Ref. (35) the view that the method of residual encoding
will not be effective if the quantizer is too coarse (i.e. less than

2 bits). This is & view by which the author does not subscript to. Gibson(zh)
used a three-level quantizer (2 1.58 bits/sample) with success and as
discussed in detail in Chapters 4 and 5 new schemes using a one-bit
guantizer have been developed by the author and these schemes have

been used to demonstrate the feasibility of residual encoding with

coarse quantization. Another interesting direction of development,

still on the theme of residual encoding, is described in Cohn and Melsa<36).
They observed that the quantizer output of a multi~bit residual encoder

ig highly redundant. A variable-input-length, fixed~output-length

code is proposed for further compression of fhis quantizer output.

A compression from 2.3 bits/sample to 1.5 bits/sample has been

achieved.
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A general study of the earlier adaptive predictive methods

27) o

with quantitative performance Tigures can be found in Noll nd

this is useful as reference data for researchers in this field.

B. Vocoder lMethods:-

The vocoder method of speech transmission is a vast subject,
end in a few pages it is possible only to review very briefly the
important aspects of the field. Thus, the discussion which follows
should not be considered as a comprehensive review and for more
general information, the reader is recommended to consult works such
as those of Flanagan(37), Holmes(38> and the collection of papers

(39)

by Flanagan and Rabiner In the survey, emphasis is placed on
those vocoder methods which involve the use of linear predictive
coding (LPC). This is done since a clear physical insight into
LPC is important to the development of the new coding methods that
are described in Chapters 4 and 5.

Basicelly, a vocoder transmission process can be divided into
two parts namely analysis and synthesis. The analysis is carried
out at the transmitting end where the speech signal is reduced to
some essential features. The receiver atlempts to'synthesize, from
information aboutl thnese features, a signal that sourds like the
original speech. Research effort has been directed al complete vocoder
schemes, as well as the advancement of the specific techniques of
analysis gnd synthesis. Though o diversity of methods have been
studied in the past, the principal features of speech that are
universelly recognized ags important to its pérception by the human
being are the shape of power speclrum of the speech and the mode

of excitalion giving rise to the speech. 1In articulatory terms, the

Rl S}
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riode of excitation refers to whelher the speech sound is generated
by vibra£ion of the vocal chord or by a rush of air through a
constricted space. The vibration of the vocal chord provides a quasi-
pericdic excitation the spectrum of which is shaped by the vocal
tract; formed by the mouth, throat and nasal cavities. Sounds
produced in this way are termed "voiced" sounds, and those noise-
like sounds produced by a rush of air are termed "unvoiced" sounds.
The various subtleties of the pitch of the voiced excitation, and
the waveform of the glotal pulse train etc. are important in helping
human beings to identify a particular speaker or speaker characteristics.
For exampie, a female speaker generally is higher pitched than hex
male counterpart, and some coarse speakers appear consistently to
lose one or two pulses in the supposedly periodic pulse train of
vocel chord vibration. These excitations, together with the shape
of the vocal tract through which they have to pass before radiation
out of the mouth, determine the spectrum shape of the sound that is
heard. By varying the geometry of the vocal tract, a speaker
exercises control over the spectrum shape of his speech and in this
way achieves a further degree of distinction between various utterances.
For example, the vowels /e/ as in"hate" and /ﬁ/ as in "hat" are both
voiced souﬂds preoduced with the tongue humped near the front of the
mouth cavity but the hump is raised higher in the case of /e/ than
in tﬁe case of /&/. |

Although the prodess of gpeech production is relatively well
understood (see the works of Fant(4o) and Flanagan(37)) relatively
little is known ebout how different utterances are actually disting-
uished in the auvditory system. Despite the remsrkable discovery by

von Bekesy(4l) that the cochlea in the inner ear is capable of-
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performing a frecuency analysis, many questiors remsined unanswered,
Von Bekeéy's theory cennot, for example, explain how voiced sounds
are differentiated from unvoiced sounds, since the frequency analysis
performed by the cochlea is not sufficiently sensitive to distinguish
between the periodically pitched power épectrum of a periodic time
waveform and the continuous power spectrum of a non-periodic noisy
signal. That the pitch information is extracted from the heavily
lowpassed waveform at the narrow end (the helicotrema end) of the
cochlea does not seem to be a likely explanation, since it is well
known that a musical "fifth" (e.g. 500Hz+750Hz) retains perfect
musical harmony despite the fact that the period of repetition is
neither the period of the lowest frequency component nor that of the
second lowest freguency comporent. The period of repetition is in fact
twice that of the lowest frequency component. The phenomeron of
biaural hearing (the ability to locate accurately the positions of a
sound source, even if it is behind one's back) and Cocktail Party
Effect (the ability to listen to a particular person in an extremely
noisy envinronment) add further complications to the confused picture.
Attempts to explain these and many other problems have been made on
the basis of hypotheses relating to the nature of higher levels of
brain processing. One of the most convincing and readable account

(42)

of this suhb ject is by Unwin Despite the considerable effort

that has been devoted to the question of perception; identification etc.
an interesting unsolved question of evolution exists. VWhy, in the
process of natural selection, has the brain been developed to perform
the differentiation of periodic and nonperiodic sounds? This

particular ability, which enables hwsan beings to appreciate harmeny

and dislike traffic noises, does not seem relevant to survival.
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Tnis is probably one of the main reasons why the resonant tube theory
is stilllpropounded despite the experimental evidence offered by von
Bekesy to the contrary. In the resonant tube theory, it is argued
that the acoustic wave entering through the outer ear sets up a
standing wave in the cochlea tube and it'is suggested that the cochlea
is able to adjust its length until a resonance is achieved with

the incoming signal. A sense of satisfaction is obtained if this
resonance is achieved. Alternatively, if the cochlea adjustment
repentedly fails to reach this state of resonance, a sense of
annoyance results. Thus, it is considered that the ability to dis-
tinguish between periodic and nonperiodic sounds is only an accildental
facility thnt arises as a by-product of the mechanism of cochlea
detection. The main weaknesses of the resonant tube theory are

that it lacks experimeﬁtal evidence, and to explain how the power
spectral envelope of the acoustic input is sensed it has to resort

to the hypothesis that increditly complex higher-level brain process-
ings is involved. An example of the latest developments in this
direction is the Walsh transform hypothesis by Stenning(hz).

At present, the only reliable factors that the designers of
vocoders can rely on are (i) if the power spectral énvelope and (ii)
the voiciné information are preserved; then the resynthesized speech
wiil probably sound satisfactory. This, however, is of limited value,
as siight variations in the power spectrum shape (c;g. a formant
shift) or variations in detailed shape of the glottal waveform(hh)
do affect the perceptual impression of a speech sound. If an attempt
vere made to transmit all these details then this would prove to be
prohibitively wasteful as regards transmission channel bandwidth, and

hence a successful vocoder system has to extract the essentials
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and omit'the remainder if the output bit rate is to be reduced to

an acceptable value. In order to rcduce the bit rate and maintain

a subjectively acceptable speech quaiity the designer has to use
his ingenuity and experience, and his interpretation of published
psycho-acoustic data. Some well known vocoder methods are discussed

below.

1) Channel Vocoder:-

L
The first vocoding system was that invented by Dudley ('5).

This system is a channel vocoder, which uses a direct approach to

the problem of preserving the speech power spectrum and the mode of
cxcitation. The power spectrum of input speech signals is sampled

at discrete frequency points. As the statistics of speech change
slowly, these discrete samples of its power spectrum are coded and

sent at a much slower rate than would be required in order to transmit
the time waveform itself. As regards the speech excitation, a decision
is mode on whether the speech signal is periodic or nonperiodic and,

if it is periodic, the pitch of the periodic waveform is measured.

A1l other information about the excitation waveform. is discarded, and
this thus results in a considerable saving of bandwidth. The
justification for this approach is to be found in the psycho-acoustic
finding that the phase of & signal has little effect on sound perception
(if one neglects the phenomenon of biaural hearing). Thus, all nolsy
(non-periodic) signals of identical power spectra sound the same, and
the same is true for periodic signals of identical power spectra and
pitch. In the early channel vocoders, a bank of band-pass filters

were used for discrete frequency sompling of the power spectrum(h5’“6).
A schemnatic diagram of a channcl vocoder, including both the énalyzer

and a typical synthesizer, is shown in Fig. I.h.



Recent developments have been directed at the measurement

of the spectral information by digital methods such as by the use

Lo
of the Fast Fourier Transforn (FFT)('7)

(48)

digital filters . The principal limitations of channel vocoders

or by using a bank of

are two-folded. Firstly, a discrete sampling of the power spectrum

is not a particularly efficient way of preserving the perceptually
relevant spectral details (this should become clear from the discussion
of Formant vocoders), with the result that the channel vocoder suffers
from an unnaturalness in speech reproduction if too few channels are
used. On the other hand, thewse of a large number of channels
reguires a great deal of bandwidth for the transmission of this
spectral information, Secondly, the voicing decision and the
extraction of pitch from the time waveform is a task thsat is difficult
to perform accurately. Many simple methods are simply not accurate
enough and this also contributes towards the unnaturalness of

reproduced speech.

2) Voice cxcited vocoder:-

The voice excited vocoder avoids the necessity of a voicing
decision and pitch extraction by sacrificing some transmission band-
width, A schematic diagram of the voice excited vocoder is shown
in Fig. I.5. A baseband band-pass filter is used to extract a low-
frequency narrowband section from original speech and this can be
transmitted by a waveform coding method. At the receiver this baseband
signal is processed by a non-linear distortion circuit which flattens
and broadens the power spectrum of the baseband signal without
destroying its pericdicity (or non-periodicity). This flattened

and broadened signal is used as the excitation for the synthesizer.



29
A typical upper cut-off frequency of the baseband filter is about
950 Hz and the lower cut-off freqﬁency 15 usuazlly not less than
250 Hz(ug). As shown in Fig. 1.5, the power spectrum information
is extracted and transmitted as in a channel vocoder. However, the
application of the voice excited method of preserving the excitation
information is not restricted to use in a channel vocoder. Successful

(50).

voice excited formant vocoders have also been developed

3) Cepstrum vocoder:-

(51,52)

The method of cepstrum vocoding provides a very accurate
technique for estimating the pitch period and other excitation
information. This method involves the use of the concept of homo-
Aorphic filtering which has been applied both to picture and speech
coding(53‘5&’55). For speech coding the purpose of homomorphic filter-
ing is to separate the excitation from the effect of the vocal tract
spectrum shaping. Very briefly, the specech waveform, s(t), as
radiated from the lips can be considered as the convolution of
the excitation time function e(t) and the vocal tract impulse
response v(t).
i.e. s(t) = e(t)®v(t)
Or, in the frequency domain,

S(w) = Elw) . Viw)

where w is the angular fregvency.

Taking logarithm of both sides, the expression

In S({w) = 1n E(w) + 1n V(w)
is obtainéﬁ, and on taking the inverse Fourier transform, we have

Fl(in s0)) = F1(ln E)) + F(in V(e))
Thus, the inverse Fourier transform of {he logarithm of the frequency

spectrum of the speech signal is the sum of two distinct parts, of

which Erl(ln E(w)) is contributed by the excitation and Fkl(ln Viw))
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is contributed by the impulse resbonse of the vocal tract. Now, the
inverse Pourier transform ofa functicn in the frequency domain

gives a function in the time domain. IHence both F-l(ln E(w)) and
F-l(ln V(w)) preserve some of the properties of the time waveforms
e(t) and v(t) respectively, in that F1(1n B(0)) is a vave

of long duration whereas the envelope of Fnl(ln V(w)) decreases

with time (because the vocal tract cannot be unstable). To dis=
tinguish F-l(ln E(w)) and F-l(ln V(w)) from the original time function
c(t) and v(t), they are termed the excitation funciion and the impulse
response‘function in the qyefrenﬁy(not time) domain respectively.

The representation of a signal in the <1u€frencydomain is called the
-cepstrum of the signal. A typical cepsirum of 2 voiced speech signal
is shown in Fig. 1;6. The part contributed by the impulse response

of the vocal tract (i.e. Fﬁl(ln V(w)) ) is confined to an area around
the origin and the part due to the excitation source (i.e. F-l(ln E(u)) )
appears as & periodic pulse trgin from which the pitch period can be
easily determined.

For the purpose of vocoding, the freguency spectrum data
generated in the first Fourier Transform (usually by an FFT algorithm)
of the speech signal (i.c. the function S(w) from s(t) ) could be
transmitted over the channel. Alternatively, another Fourier iransiorm
could be carried out on the impulse response part (i.c. F-l(ln V(w) )
of the cepstrum (resulting in 1n V(w) ) and the anti-logarithm of the
result would yield the freguency domain description of the vocal tract
transfer function (V(w)). Transmission of the vocal tract freguency
response is often found to give better results than the frequency
_ spectrum data obtained by a direct I'FT in the speech waveform. This

is because of the finite length windowing necessary for the FIT procedurc.



If the excitation functiorn is included in the input data for FFT, the
truncated excitation function is not of flat power spectrum (unless
the width of the window is very large or exactly an integer multiple

(56)y,

of the pitch period and this results in a distortion of the

signal spectrum. Another method analogﬁes to transmitting the vocal
tract frequency response (actually used in Ref. (55) ) is to convert
the frequency domain description of the vocal tract into its impulse
response by a further FFT. This facilitates the final synthesis by

digital methods since the receiver output is simply the convolution

of this impulse response and the excitation function.

4) Formant Vocoders:~

The previously mentioned vocoder methods a&ll suffer from the
fact that in order to reproduce speech of accepiable naturalness, the
spectral envelope of the original speech has to be sampled very
finely with the result that a large bandwidth would be reguired to
transmit this amunt of specfral data. As a matter of fact, it is
not necessary to transmit all the data. Psycho~acoustic experiments
have shown that the positions of the sharp peaks in the power spectrum
of a speech signal are of particular importance to.its perception.
Thgse peaks are called formants and correspond to the poles in the
transfer function of the vocal tract.

| With the formant vocoder, instead of attemptihg 1o preserve
every detsil of the power spectrum of the original speech signal, the
pogitions of the formant peaks, plus, in some cases, the intensities
of the formants, are transmitted. Also,the situation can be further
simplified since it is possible to a large extent to predict (and thus
artificislly recreated at the receiver) the intengity information from
(57)

a8 knowledge of the formant freguencies Slight error in the
[ q g
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intensities does not result in a drastic degradation in the quality
of the reproduced Speech(37). For most practical purposes a minimum
of three formants is reguired for saﬁisfactory representation of the
speech spectrum. The most direct method of identifying the formant
frequencies is to use a large array of channel filters (approximately

(58,59)

64) and as in the earlier formant vocoders pick the freguencies
at which the filter output is the highest. In modern formant vocoders,
the tendency is to use a digital computer for extraction of the formant
data. Formant information can be obtained by a bank of digital filters
or by the method of discreite Fourier transform, followed by a peak
peaking procedure for automatic identification of the formants(GO’CI).
‘The method of ceptrum filtering can also be applied, though at extra
cost, to alleviate the effect of spectral distortion caused by finite
length windowing of the excitation source signal and to produce an
accurate piteh information. Altermatively, the method of linear inverse
filtering, to be discussed in the next section, can also be used for

(€2)

accurate estimation of the formant frequencies

5) Linear Predictive Coding:-

Like the formant vocoders, the method of linear predictive coding
also attempts to preserve the peaks of the speech spectiral envelope.
This is not done, however, by the straight forward approach of fine
sampling of the power spectrum followed by & peak picking procedure,
but by an indirect method:~ Consider, as is usually the case for
speech signals, a certain spectral envelope consisting of many pezaks.
On account of the high harmonic content of thc profile of the peaks,
it is nceessary, according to Shannon's sampling theorem, to sample

at a high rate in order to preserve details of the perceptually
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significant peaks. In other wordé, a large number of samples has

to be taken. The need for a large number of samples can be overcome
in the case in which one is interested only in the peaks. In such
a case, an all-pole function approximation of the spectrum can be
envisaged which matches the original spectrum in both the position
and height of the peaks but allows for differences in the profile

of the valleys. Such an all-=pole function is of the form

S(Z) = n ———— (1.2)

1 - E ;a.Z-l

1
wvhere n is the order of the all-pole function.

The inverse 1/S(Z) of this all-pole function is an all zero function:=-

n

1/s(z) = 1 - Zraiz’i - (I1.3),

and the inverse Pourier transform of this inversed transfer function (Eq.(I.ﬁ.))
is its impulse response vhich is a time series of finite length, the samples of
which give the coefficient values ai's in Eg. (1.3). These coefficiénts, |
in turn, specify completely the all-pole approximation of the original
spectrum., Since, as it is well known (see Atal and Schroeder(29)), a
pair of complex conjugate roots of the denominator.of EBq. (I.2)
specify a ﬁo]e freguency and its height, an all pole function of order
2X is sufficient to describe X number of peaks in the spectrum. In
othe? words, only 2X samples of the impulse responsé of the inverse
spectrum need to be taken, which represents a considerable saving over
direct sampling of the speech spectrum.

To determine the samples of the impulse response of the Bg. (IL.3)
the rather involved procedure implied in the above conceptual discussion
need not be followed. 1In practice the method of linear predictlive

coding calculates directly the coefficiente of the sll-zero tronsfer

el
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function in Bg. (I.3) from the time waveform of the speech invut.
This procedure can be explained briefly as follows.

Supposing that the speech signal consists of only poles (that is,
its spectrum can be completely specified by the all pole function of
Eg. (I.Z),then the passing of the speech signal through a linear
filter Qhose transfer function is exactly the inverse of the speech
spectrum (which means an all zero filter as Eq. (I.3) ) would flatten
exactly the power spectrum of the iﬁput sigrnal. In other words, all
correlations between signal samples are removed by the all zero filver
and the resulting filter output is of minimal energy. Thus the
coefficients a, cag be calculated so that an &ll zero filter using
fhese coefficient values reduces the power of the inpul speech signal
to & minimum. Hence, the problem of determining the samples of the
impulse response of the inverse filler is essentially that of inverse
Viener filtering in parameter estimation theory. From a knowledge of
the auto~covariances or auto-correlations of the input spcech signsl,
valucs of the coefficients can be found by a matrix inversion.

Atal and Hanauer(63) used & knowledge of the auto~covariances end

Marke1(62) the auto-correlation to determine the coefficient values.

They are referred to respectively as non~stationary arnd stationary
formulations(64). Atal and Hanauer(GB) had also pointed out that the effcets
of 'zeros in the speech spectrum can be accounted for by using an

inverse filter model of an order larger than that necessary to describe

the formant peaks, hecause a zero can be approximated by a large number

of poles. The method of Itakura and Saito(65) also uses an all-zero

inverse filter but it is significantly different from the above two

in that it employes @& epecizl lattice filter structure which is

repreduced in Fig. 1V.%3.e. With this strucivre, the redundancies
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(or correlations) of the speecch waves are removed stage by stage.
Eech filter stoge is a four-lerminal device. The coefficient of each
stage is calculated solely from the inputs to the stage and the
coefficient is designed so that the outputs from the stage are reduced
to minimal power. It has been sh0wn(65) that if the coefficients of
all the stages are optimized this way, the final output from the last
stage 1s of minimal energy, and this thus functions as Wiener inverse
filtering without the need for a matrix inversion., The coefficients
so calculated are not the discrete samples of the impulse response
relating to the inverse spectrum, but they serve the same purpose in
that they specify the peaks of the original speech spectrum. The
coefficients are called by Itakura and Saito, partial correlation
coefficients (PARCORS). Given an inverse filter of the same order,
a one-to-one relation éxists(67) between the PARCOR coefficients and
the direct-form coefficients of the inverse filter of Eq. (I.3). It
has been shown (66) that the PARCOR coefficients actually
correspond to the reflection coefficients of a vocal itract model
made up of cascaded uniform tubes of the same length and different
diame ter.

The methods of linear predictive coding are intrinsically suitable
for vocoder applications, as the minimal energy signal from the
inversé filtering is essentislly flat in spectrum. Thus, if the input
speech were a voiced sound, the inverse filtered output'would appear
as a train of sharp impulses from which the pitch information could
be determined easily and accurately. Likewise, if the gpeech input
is unvoiced the output is noisy and devoid of sharp regular peaks,
thus gsinplifying the task of deciding whether the sound is voiced or

unvoiced. At the receiver, a simulated excitation gource can be



generated from the voicing, pitech and intensity information and the
speech cen be synthesized by passing the excitation source through
the irverse of the allezero inverse filter. In the case where
coefficients are measured for the diréct~form of the inverse filter, a
resynthesizing filter of the form as in Eq. (I.2) can be used. Real-
time and hardwarc implementations of linear predictive vocoders using
the direct-form of inverse filter structure can be found in Refs.
(71 ard 72). If the lattice-form of imverse filter is used for speech
analysis, the coefficients measured are PARCOR coefficients. To
synthesize the speech signal from PARCOR coefficients, the synthesizing
filter structure given in Itakura et al.(GS)
an equivalent set of direct form coefficients can be calculated
from the PARCCR coefficients using the conversion relationshdp given
by HMarkel end Grey<67).and speech can be synthesized using a filter
having a direct-form structure.

The Linear Predictive Coding methods discussed so far assume
an gll-pole input speech signal. If zeros are to be included in the
vocal tract model, the VWViener inverse filtering approach, with matrix
inversion, weculd result in indeterminate solutions(BB). Scagliola(Bz)
has proposed an iterative method (using gradient optimization), for
determining the paramelers of a vocal tract model incorporating zeros
as well as poles. The iterative method has the additional advantage
that_it is much simpler in implementation than the method of matrix
inversion. A possible drawback of the pole-zero model is that vhereas
the all pole model hecomes more accurate as the order of the filter is
increased, there are no systematic rules for the choice of the order
of the denominator or lhe numerator in the model involving both

. . 2
poles and zeros. However, it has been shown experlmontally(3 ) ihot,

]

with reasonably ad hoc cholces of order, the pole-sero model gives

can be used. Alternatively,



generally a better spectral representation than the all-pole model of
the same complexity.
Another iterative method of determining the inverse filter

(68).

coefficients has been proposed by Gibson et al. Using an all-
pole vocal tract model, they have compared the optimal gradient
(called stochastic approximation by Gibson et al.) method,as used by
Scagliola(Bg),with Kalman filtering using sequential estimation
algorithms and they have found that the Kalman filtering method
produces a better quality resynthesized speech, because of its faster
convergence rate. The Kalman method does however involve approximately
the same number of calculations as the matrix inversion nethod though
it may be simpler to implement in hardware form.

The direct transmission of the inverse filter coefficients is
not exactly the most efficient way of utilizing the transmission band-
width, If it is supposed that accurate recognition of 3 formants is
sufficient for a certain speech transmission purpose, then ir order to
specify these 3 formants, a vocal tract model of 6 coefficients is
theoretically adequate. However, to determine the position (and
height) of these 3 formants, a 6th order inverse filter is certainly
not adequate. A pole that has not been taken into -account and, even
worse, a zero in the input speech can cause significant shifts in the
formant data so determined. To avoid this a model of an order much
higher than 6 has to be adopted, and the use of this higher~order
filter mecans more coefficients have to be transmitted and this results
in an vnnecessary wasbte of bandwidth. For further bandwidth compression, an
additional formant vocoding operation can be applied. Accurate formant
data can be generated with a vocal tract model of sufficiently lmrge

order and only thoge vital formants need be trensmitited. Methodsof
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formant analysis by linear predicfive coding have becn discussed in
Refs., (62, 63, 69, 70). The simplest is that of Markel(éz) in which
an FFT is performed on the impulse response of the imverse filter.
The inverse of the resultling spectrum is the vocal tract transfer
function and the formants can then be determined by a peak picking
procedure.

On the other hand, by an approach similar to that used in voice
excited vocoders, the necessary order of the vocal tract model can be
much reduced at the expense of higher transmission bandwidth. 1In
addition to his hardware implementation of an adaptive predictive
veveform coder, Dunn(3l) had also experimented with a linear
bredictive coding method in which, by quantizing and transmitting
the residual signal from the inverse filter and synthesizing from
this quantized residue, a second order inverse filter was found to bte
adequate. This can be explained intuitively in terms of the fact
that a signal of flat power spectrum can be subjected to any degree
of amﬁlitude guantization without changing its power spectrum shapg7§)
or its periodicity (or non-periodicity). This means that its power
spectrum remains flat; and if the input signal is periodic, the pitch
period will be preserved exactly. On the other h&nd,if the input
signal is noise-like the quentized version will remain noisy. The
flatter the input signal power spectrum, the less is the extent of
the distortion of the power spectrum shaps introduced by the quantizer
and it appears that a second order inverse filter flattens the spectrum

of the input speech to such an extent that the resulting spectral

distortion introduced by the quantizer is acceptable to human ears.
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I.2. Motivation and Scope of Lescarch -~ Low-Bit-Rate Waveform Coding

The main motivation for the research reported in this thesis was
the desire to develop a relatively unpomplicated low=bit-rate system
for digital codiné of speech signal. The eim was not to strive for
extremely low-bit-rate transmission, or to achieve exceptionally
high quality of speech reproduction, but to strike s possible compromise
between these and the cost of implementation of the qystem. The
complexity of the system should be such that its application in a
reasonably sized office can be envisaged and its cost should be
comparable with that of existing data modems . A transmission bit rate
of approximately T.2 Kbits/sec is an attracitive target since it would
‘then be possible to send the output digital bit stream using 3 commerically
available 2.4 Kbit/sec modems in parallel. The qﬁality requwirement for
the reproduced speech should not be teoo stringent, but the reproduced
speech is required to be clearly and effortlessly intelligihle.

With the bandwidth requirement in mind it appeared at the outset
that vocoding methods were the obvious means for achieving the
objective laid down above. However, they were rejected on the
grounds of the high complexiiy involved. The majority of vocoding
methods reguire the separation of the excitation function and the vocal
tract transfer functlion. This action enables speech information to
be coded efficiently, but from the brief curvey in the last section it
should be clear that the essential features associated with these
functions have to be extracted very cerefully, and this requires
involved processing methods if an acceptably natural speech reproductiion
is to be echicved. It appears that vocoder melhods are only really
successful if they ere sufficiently sophisticated. This point can be
illustrated by compuring the methods of lincar predictive coding and

adaptive predictive coding. The former method is a vocoder method and
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the latter a waveform coding method, and both are based on the
b
principle of lincar prediction. With adaptive prediclive coding,

(29)

Atel and Schroeder found that an 8th order prediction filter
gave impressive results; and other implementa tions using 2nd to

. (30,31) , S : :
4th order filters nave been shown to work satisfactorily. In
linear predictive coding, 10th (or higher) order iiverse filters

(73,71,72)

are commonly used in order to reproduce the formant data

to an acceptable accuracy. It is cénceivable that by allowing for
higher bit rate than commonly used in vocoding methods, il might

be possible to devise a scheme such that the complexity of the voéoder
could be reduced with smell sacrifice of its performance. The voice
éxcited vocoders is an example of what might be achiieved in this
respect. However, it was felt, at the outset of the work that the
possibilities in this direction were rather limited. It was thus decided
to examine waveform coding and to attempt to reduce the necessary

output bit rate associated with this method.

Before proceeding in this direction, it would seem to be sensible
to recapitulate on some existing low=bit-rate waveform coding methods
end examine thelr aptitudes and failings. The term'low-~bit-rate'
is taken to mean an sverage output rate of 2 bits per Shannon sample,
or less. Various adaptive delta modulation and differential PCHM
methods fall into the top of this catlegory. They give satisfactory
performance at around 2 bits per Shannon sample but .not at much lower
bit rates. The output hit rate of adaptive differential PCIM methods
is limited by the very nature of the guantizer step~size adaptztion
method which requires a gquantizer of st least three levels. L4 twoe
level guantizer, though, 15 used in the edaptive dglta modulation

methods. With these methods satisfacltory results cen only be obitained
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by over-sampling of the input speech signal (i.e. sanpling at a
frequency greater than Shammon samplirg rate). .Their sltep-size
adaptation algorithms become ineffective when the sampling rate is
lower than about 1.5 times the Shannon rate. The method of

continuous delta modulation(21) overcomés this difficulty by means

of an independently estimated quantizer step=-size which is coded in

the sub-audio band of the regeneraled signal. By this ingenious method
very coarse speech utterances can be reproduced with a transmission

bit rate very close to 1 bit per Shannon sample. A system of higher
quality, though requiring & greater bandwidth, is the adaptive
&ifferential PCM coder devised by Wilkinson(74). A 4-level (2-bits)
quantizer is used. The polarity bit is senl each sample but only one
amplitude bit is transmitied for every consecutive sample. This

can be done since the émplitude information is highly redundant.

With this method only l% bits per sanple are used and the quality of
the reproduced speech approaches that of a 2 bits adaptive differentizl
system. Similar conclusions were also reached by Turner(75) in an
indeperdent study of the statistics of the output bit stream of
differential PCM coded spesech signals.

The methods mentioned above are extremely simple to implement;
but, due to the primitive nature of the prediction network the quality
of speech reproduction at very low bit-rates (e.g. less than 1.5
bits/sample) leaves much to be desired. However, the technique may
be uselful in the military application on account of their ruggednesc
and simplicity. The only known low-bit-rate waveform coding systems
that could give speech reproduction approaching a commercially
acceptable quality are those employing the sdaptive prediction
principle, first studied by Atal and Schroeder(29), These systens,

however, are of a complexily many order of magnitude higher than the
’ d &



simple schemes with non-adaptive predictors. The real-time implementation
of the scheme of Atal and Schroeder requires the use of a special-
purpose computer of speed about 10 times that of & common mini-
computer (200 nsec memory cycle time against about 2,000 nsec) and
even then it is only possible to implemént a 4-coefficient adaptive
filter which is half the number used by Atal and Schroeder. Even
the much simplified hardware adapitive predictive coder of Dunn(Bl)
using only a two-stage predictor network is disproportionately complicated
in construction for a performance slighily better than the best of
the fixed predictor methods*.

None of the coders so far mentioned in this section has the
capability, or even the potential, of operating at bit rates below
1 bit per Shannon sample. It is generally true that waveform coders,
which have to construct the signal sample by sample, need at least
ornie fresh bit of information per sample for the reason that
as the signal is sampled at the Shannon rate, every new sample has to con-
tsin an unexpected clement. Nevertheless, a perfectly periodic signai
can be sampled at less than the Shannon rate gsince a knowledge of one
single period would enable the regeneration of a complete pericdically
repeated sequence+. This principle is applied in the waveform
interruptidn/reiteration coder of Frei et a1(76). The basic coding
device of Yrei et al. is a simple adaptive delta medulator working
at & sampling rate of about 20 Ksamples/sec. For a'voiéed periodic
speech signal only one period out of every 2,3 or 4 is sent. At the
receiver, the missing or "interrupted" periods are filled in by
"reiteration" of the transmitted period. The same interruption/

veiteration procecdure is followed in unvoiced sections, but the length

¥ In terms of SUR performance, the Dunn's coder achieves sboul 10 4D
for 9.6 ¥bits/sece (about 1.5 bits/Nyquint sample) and Jayant® gquoted
ebout 8 dB for ADPCH at 10 Kbits/sec using similar sigaeal bandwidth.

Mot s n R o .
This is nol a violation of information theory as other than the
fiest period, all subsequent pzriods do not carry any fresh informaiion.



of transmitted information is fixed rather than pitch dependent.
Evidently, this method requires an accurate pitch estimation and a
large buffer store, not only to store the information of the one
transmitted section for the purpose of regeneration, but also to
produce, from the variable rate output of the coder a cons tant
output data rate for synchronous transmission. An average output
bit rate of 4.8 K to 10 X bits/sec, depending on the interruption/reite-
ration ratio, is claimed. Clever though this method may be, the
reproduced speech is clearly not going lo sound particularly natural.
Firstly, the method for regenerating the unvoiced sections would need
'considerable refinement. In its existing form, it produces a periodic
output from a non-periodic noisy input. Secondly, voiced speech
signals are not perfectly periodic. Not only do the waveforms diffexr
slightly from a pitch interval to another, but the adjacent pitch
periods are also not exactly identical and waveform discontinuities
could result when fitting together sections of spesech whose lengths
are not exactly of a pitch p;riod.

This was the situation regarding low-bit-rate waveform coders
at the beginning of the research reported in this thesis. INcne of
the methods described could meet the specificationé sef out at the
begiming of this section. Nonetheless, the performance of these
mefhods were sufficiently promising to allow optimism that the targets
were'practically atteinable. 1In the light of and withvthe achievements
of existinglcoders in mind, it was possible, at that stage, to restate,
specifically, a set of realistic goals, namely:-

1) Bit Rate Requirements:- The interfupfion/reiteration
-tecnigque is unsatisfactory and a.simple metnod of overcoming its

complications does not seem immedictely at hand. Thus it is decided
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that effort should be concentrated on trying to achieve a bit rate of
1 bit per Shamnon crmple and not attermpting to break this barrier.

2) Quality Requirement:- At a bit rate close to 1 bit per
Shannon sample, the guality of the reproduced speech should be at
least as good as that of the reproduoed-speech from the simplified
adaptive predictive coder of Dunn, i.e. should have an SKNR of about
10 4B.

3) Complexity:= A system of complexity in between
the simplest existing adaptive predictive coder and the most complex
of the fixed predictor methods should be aimed for. As a user terminal
device, compactness of the coder would also be desirable. Hence,
iarge buffer storage should be avoided as far as possible. This means
that a system that is intrinsically of uniform output data rate

would be preferred to one requiring buffer regulation.

I.3. Organisalion of Thesis

In trying to achieve the goals set out in the previous section,
the research work was conducted in three relatively distinct phases.
Firstly, the quantizer, the essential elemenl in all digital coders,
veg reappralsed to see if there exists a better metﬂod of quantization
than the cénventional one using fixed decision threshold. An invest-
igétion of new methods of dithered guantization was conducted
and fhe performance of these new methods were compared with that of
g2 fixed threshold quantizer. OSmall performance gaing were measured
for some of the methods investigated. 1In the second phaze, attention
is shifted from the quanlizer to the coder network. Using a conventional
guantizer, the adaptive predictive coding principle was examined from

a new approach, The results were found to be immedistely encouraging



in that the coders developed met all desired specificatlions, though
only marginally on the complexity issue. In the third phase, effort
was concentrated on development and refinement. Within the general
framework of the new coders, methods were sought that would further
enhance their performance, with specialiemphasis on reducing complexity.
An obvious next step would seem to be to try a combination of the
dithered quantization method and the new coding schemes. Disappointingly,
however, the method of aithered quantization does not appear to be
suitable for use with the new coding schemes. In addition, on closer
examination, it appears, in any .case, that the performance of the new
coders is not likely to be improved by dithered quantization. However,
a new dithering technique, that of phase dithering, is found to
significantly improve the performance of a new coder. Norcover, with
suitable modifications; wvhich invoke some sacrifice of performance,
a very much simplified coder is created. This simplified coder meets
the bit rate and performance criteria with a complexity only about
an order of magnitude greater than that of an adaptive delta modulatér.
A detailed account of these three phrases of research is given in
Chapters III, 1V and V.

A useful by-product of the period of researcﬁ is the creation
and develoﬁment of a speech analysis and processing system based on
thé use of a minicomputer and its peripherals. It includes essential
funofions such s data handling and graphic output'by.the XY
plotter. A description of this system is given in Chapter Ii. It
bis written with the purpose of serving as a reference guide for future
users of the various routines and programs in the system. Readers

may skip thiz chepber without losing continuity of the thesis.
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Another aspect of the resesrch, indirecltly related to the
development of the coders, is the problem of subjective evaluation
of the coder performance. Chapter IIi also describeg a subjective
intellibility testing system employed during the research. The
system, in its own right, contains some innovations since it is one of
the earliest attempts at a fully autcmated computer administered
subjective speech intelligibility measurement scheme*. From the
design of the listening tests to the presentation of statistically analysed
results, the system requires only the minimum of operator intervention.
1t was unfortunate that the system could not be applied after Phase 1
of the research because an essential peripheral device, the inter-
gctive graphic unit, was removed as & result of a re-organization
of computing facilitie;.

In the final chapter (Chapter VI) an attempt is made at an
objective assessment of the results of this period of work. Sone

suggestions are made relating to further research.

=

syst
N : : : (77)
described in published literature is that by Apgarva .

* As far asg the author ig aware, the only olher such em cver

~
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A Mini-Computer Based Speech Aralysis and Processing Systenm

The épeech aralysis and processing system to be described
in this chapter was developed primarily for the purpose of performing
the research described in this thesis. Initially, specialized
programs were written for each particular research purpose btut the
inconvenience involved in writing new programs for slightly different
tasks led eventually to a major re-~think of the programming philosopny.
Common operations and essgential functions frequently required in
speech research were identified and a system of useful end flexible
routires was graduaelly built up. The system is by no means complete,
but it is designed so that it is capeble of expansion by simply
edding new routines. 1In developing the system special empuasis
wvas placed on the fact that, as far as possible, any processing
or arnalysis requirement neediﬁg a detail knowledge of the intricacy
of the compﬁter operating system should be built into the basic
routires. Using these basic routines, extremely complex manipulations
of speech signals can be handled by any person having a knowledge
of the FORTRAN programming technique. Hence, in ils present statc,
this system is not only e convenient tool for the suthor's own

research but should alsc prove to be useful for others researching

the subject.

This system was built around the Electrical Ergineering Deparimerntsl

PR 15 computer, with DOS~15 (Disc Uperating Syutem) system software.
The peripheral devices include & fixed head disc store, two DEC tape

transports, on A/D convertor, a D/A convertor, a line printer, and



a teletype unit. Supplimentary analogue devices, which can be

'hooked on' to the A/D and D/A convertors are an X-Y plotter

a variable freguency clock generator, a high quality audio tape

recorder; an FM tape recorder and two variable cut-off frequency

analogue low-pass filters. Within the possibilities of these available

hardware facilities, the basic functions considered necessary

for speech analysis and processing, and which are built into the

present system, can be divided into the following two categories.
(1) Speech data acquisition, handling, storage and output.
(2) Graphic output through the X-Y plotter.

Section 1 and 2 in this chapter deal respectively with these

two categories. Some specizlized programs which could be of service

to future research are described in Section 3. The discussion in

Section 4 points to parts of the present system that could benefit

from modifications and suggestions are also made relating to some

possible additions to the system.

IX.1. Speech Data Handling

The A/D and D/A convertors are the only link between the
digital world of the computer and the analogue form in which speech
signals originally exist and ultimately take. To traznsfer speech
signals into or out of the computer, sampling routines for the A/D
and D/A convertors have first to be designed. Relatively uncomplicated
speech processing can be preformed synchronously with the data input,
if the input speech signal is digitized through the A/D convertor,
processed and, if required, the result sent out through the D/A

convertor, all within one sampling pericd. This method obviates the
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rced for extensive data storage. An example of this is the spcech
ouantization and clinping prosran descrited iu Section 3. The
application of synchronous processing is not limited to real-time
processing. Complicated processing requirements that are beyond the
real-time capabilities of the computer can also, in principle, be
handled in a similar manner, by using the Il tape recoder to slow
down the rate of data input and output. However, the synchronous
processing method is inconvenient for the following reasons:

(1) The synchronous processing method often takes a longer
time to operate on a section of data than a method that is not
synchronized to the sampling rate, as the sampling freguency has to
be sufficiently slow to allow for the successful completion of the
longest possitle processing operation that may be reguired on a
single samplec.

(2) Consistency in the input data is impossible to achieve.
Supposing that the SNR of two coding methods sre to te compared,
in two separate runs using the same (analogue) gource material. The’
two sections of speecn sampled in these two runs can never be
identical because of the differences in the starting point, slight
changes in the sampling frequency and in the amplifier gain. As
a result, the velidity of the SHR comparisons may be slightly suspect.

(5) A laborious setting~up procedure has to be followed
each time the equipment is shut down or altered. For example, the
input levels have to be adjusted so as to make optimum use of the
full dynamic range of the A/D convertory D.C. drifts in the booster
operational amplifiers have to be compensated correctly, sampling
frequency alignment has 1o be carried oul, etc.

Thus, with these points in mind, the general spcech

"
data handling routines (other than the sompling and output



routines) were designed for sampling—rate—independent operation.
Maximum usage was made of bulk storaze devices, with the digital

DEC tape being used as the permanent store and a specially sssigned
area on the disc used as a temporary sketch store, and the memory
cores of the computer were made to serve the function of data transfer
buffer. With this arrangement, speech utterances can be stored
permanently on digital tapes and, whenever required, read directly
into the computer for processing. The following routines are available
under the file name, DATRAN. They are all in the form of subroutines
and can be called from a FORTRAN main program. All subroutine

argunents are integers.

he INITAD :-
This subroutine ‘initializes the A/D-cornvertor handler to
accept external sampling pulse interrupts, and it should be called

once in the program before any analogue data inpat or output.

B. DATIO(IOFT,IDYFBK,NBLL) :-

This subroutine handles the analogue data input and output.
In the input mode, samples of the input data are taken from the A/D
convertor at a sampling rate determined by an external clock pulse
generator, trimmed anrnd packed, and used vo £fill up a buffer in the
core memory. This buffer area is always assigned when the file
DATRAN is loamded. Programmer using this rouvine does not have to
bother about this buffer area. The trimming of the A/D converted
12-bits per sample signal down to one of 9-bit acouracy.is done
seml-exponentially, using 7 bite of mantessa and 2 bits of exponcent

to the base 2. This means that the resolution of low~cmplitude

signals is eqguivalent Lo 10~bit: per zample of linear gquantizalion.



ivery two consccutive 9-bit samples of lue date are packed in the
core nemory into an 18-bit storage word. When the first core memory
buffer is full, ils content is transferred to the disc, while a
second buffer itakes over the storage.of the incoming data. This
operation 1s reversed when the second bqffer is full, provided, of
course, that, by then, the first buffer has been properly emptied
onto the disc. The change-over of buffers cannot take place if
the unloading buffer is not completely emplied and a "SAMPLIKG RATE
TOO FAST" error message will be printed on the teletype. If a2ll
goes well, and the transfer of the required blocks of data is
completed, a "TRANSFER COMPLETED" message will be printed. In a
-manner similar to the above, in the output mode data are read from
the disc, unpacked and decoded, and sent oul throush the D/A cornverior
at & rate controlled by the external clock pulse that is received
by the A/D convertor. The raximum clock rate that can be handled
with the exisiing hardwvare is about 11 ¥Hz on input and aboul 10.5
KHz on output. TFor applications where the sampling rate reauiremenc
is higher than this, the anaiogue signal can be 'slowed down'! with the
i tape recorder, and s sampling frequency within this hardware
capability can be used on the 'slowed-down' signal. The arguwnents
to this subroutine that have to he specified by the calling program
are:

IOPT :~ Mode of operation.

+ve for input mode,
~ve for output mode.

IDKFRK :~ First (relative) disc block to begin transfer.

The available disc area starts at (relative) block No. O and
crnds at block Lo. 255. The total size of lthe available disc area
iz 256G blocks. Nach block of deta contzinc 250 storage words and

hence, storcs 512 samples of data.



- Mumber of hloclies 1o Ye lrarsferred.

o+

An automatic cafety chieck is nide in lue vouline to preven
date being transferred from (or to) any area of the disc other than

the 255 blocks speceifically reserved for data storage.

C. [DMSD(IDIV,IBUF,IFSTBE,IBLE) and WiSD(ID1V,IBUF,IFSTBK,IBLK):~
These subroutines are for communication belween the nass
storaze devices (t*c disc end the DEC tape) and the computer core
nemory. Using HKDMSD, specific block, or blocks, of data can be
read from a rags storage device, unpacked, decoded and loaded into
a user srecified erea in the core. The process 1s reversed when
WITSD is used and dala in the core is wrilten on to the 1rass storage
device. These two subroutines share the same arguments. They
are listed as follows.
IDIV 1=~ lMass storage device designation.
7 for disc,
1l for tape.
IRUR := DName of user specified core array (integer) to accept
(RDESD) or provide (WTHSD) date from/to the mass storage device.
The size of this core array has to be equal to, or
greater than 2%KBLK¥256.
IFSTBK 1= The block on the mzss storage device where lransfer
is to begin.

IBLK i~ Humber of blocks to be transferred.

D. TETRAN ( TTIDRN,, IDKFBE , IDTTBK , NBTY ) P
This egubroutine cffects a direct data transfer between the

iwo mass storaze devices, the disc awl the taps. A4 block of data is

read from the doncr-device into an internally assigned Luffer core
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array and vwritiorn directly from this huffer on to the acceptor-
device. This is repccted wetil thie total dela transfer required
is completed. The arguments of this 'subroutline are:
ITDRH t~ Transfer.direction
+ve for transfer from tépe (DT) to disc (DK),
-ve for transfer from disc (DK) to tape (DT).
IDKFBK :~ The block on disc where transfer is to begin.
IDTFBE :~ The block on tape where transfer is to begin.

INBLK: - Number of blocks to be transferred.

A programming example using these four subroutines is shown
below. This program reads into block lNos. 0 - 26 of disc a coumplete
sentcence of speech stored in block llos. 32 - 58 (27 blocks) of digital
tape, processes the spcech data by a subroutine called PROCES(IIN,IOUT),
plays the processed data throuzh the D/A corivertor for subjective
evaluation and firally stores the processed date in block Fos. £0 ~ 87
of the digital tape. £Ln external clock pulse has to be supplied to
the A/D convertor for the purpose of clocking the D/A output. This

external clock can be left on all the time the program is running.

C .
C .[I\Ju A" ;)IHEXN]
C
DIMZHSTI AN TINSI2) , I0UT(512)
C
CALL INITAD
CALL TKIKANC),Z,32,27)
DI 1uw I=1,27
TA=I-1
CALL n) S5ACT, IIH, ITA, DD
D0 divw l )l
26 CaLL PHULCS(IIN(J),IOUT(J))
IB=IAF128
1ed CALL WiMsDCT7T,I0UT, IB, 1D
CALL DATIO(-1,126,27)
CALLL THIRAN(-1,123,60,27)
C

EHD
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II1.2. Graphic Output by X-Y plotter

The essence of graph ploiting using an X-Y plotter is to
supply a timed seguence of analogue éignals to the X and Y axis
inputs of the plotter so as to control the pen movements in the
X~Y plane, and also to provide a third signal to control the up~down
motion of the plotting pen. The prozram developed for this plotting
routine contains certain novel features and it is, therefore, worth
recording at this point. A design objective of the plotting routine
was that the computer should not be held-up while a graphic outputl
is being produccd at the plotter. In other words, computations
‘should be able to continue in the computer while command signals
are being sent to the XY plotter al a slow but constant cleclking
rate. This constant clock pulse train is provided by a 50 Hz real-
time cloeck in the computer. A clock pulse from the real-time clock
interrupts the main program, performs some calculations and sends
the appropriate set of command signals to the X~Y plotter. Following
this, control returns to thelmain program wihich continues from the
point of interruption. On the next clock pulse, the main program
is again interrupted, and calculations are sgain pgrformed to decide
what the ngxt set of command signals to lhe plotter should be. These

new calculations could follow a procedure different from the previous

procedure. Sunpose that the plotter is to draw straight lines Jjoining

three points.Between the first point and the second point, the
calculations to be performed have to interpolate towards the second

point so that a gequence of intermediate points are generated, one at

each clock interrupt, so as to drive the plotter pen gradually through

these inlermediate points and thereby plotting a straight line

between the first point and the second point. As soon as the sccond
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point is reaéhed, however, the procedure to be followed is entirely
differert from the lzet interrunt crele. It has to establish ihe

new direction of interpolation between the second point and the third
point and has to proceed to generate the intermediale points lying
on the line between the second point and the third point. Thus the
routine into which a clock interrupt should be directed, just before
the second point is reached, is different from the routine entered

on the next clock interrupt. Hence a programmed sequence of interrupt
routines has to be arranged so that successive clock interrupis

are directed {0 the appropriate routines ecach effecting a ceriain
action on the X-Y plotter and the sum total of these aclions forming
.the desired plot. It is possible to set up a list of routine names
such that ithe first clock interrupt would be directed 1o the routine
whose name -is at the top of the list and the next clock interrupt
would suitomatically go to ihe next routine on the list, and so on.
However, this read~from-the-list method is essentially only suitable
for sequential opcration (i.e. the execution pointer goes down the
list step by step) as there is no provision for looping or jumping

to shorten the lenzth of the list, in those cases where there ere
repetitive operations., Therefore, if the plot is more complicated
than the three-point curve example discussed above, a very long list
has to be set up.

The nornal method for tackling this problem is to use a slave
central-processor (another computer) that can be programmed to
execute, one al each clock pulse, a planned scquence of tasks. An
example of this, is the PDP interactive graphic display unit, VT 15.
Jt has its own processor (graphic processor) that reads from an

ores (the display file) of the main computer memory ol a rate decided
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by the display clock. Thne instructions in the disrlay files, which

are executed by the grephic proceszor, consisl of display commonds
(which control the deflections and intensity of the electron bean)
and some basic jump instructions (only recognizable by the graphic
processor). The display file is set up by thc main program before
display commences. Once the display is started, the graphic
processor goes through the display file on its own, leaving the
processor of the computer frece to carry on with the execution of the
main program. Programming of the displaj file has to be done in
the machine (or Assembler) language.

The programming technique evolved for this plotting routine,
.can be likened {to the creation of a virtual software processor within
the computer. VWhenever a clock interrupt occurs, this software
processor "steals" some time from the running of the main program
in order to exccute a poriion of a "Procedure File". The plotting
"Procedure File" directs the appropriate plotting action at each
successive clock interrupt and is written like a normal FORTRAN
subroutine., This "Procedure File" is made up of 211 legal Fortwran
operations (including the use of subroutines) plus some special
basic plotting routines. The set of special basic - -plotting routines
includes all fundamentsl plotting commands reguired with an X-Y
plotter namely :- ‘Pen-up®, *Pen-down', 'Move-pen' (fast movement
between two points without bothering what intermediate path the pen
may jake) and *Interpolate' (straight line movement between two
points). Depending on the nature of the basic plotting routine, and
the distance a certain pen movement has to travel, it takes one or
more c¢lock cycles to complete the operation of one basic plotliing

routine. Clock interrupts always enter invo the sawme clock handler.
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While inside the clock handler, fhe processor is mede to execule a
YProcedure Switch'", which directs the prograr counter of the computer
{to an address called the "Ixecution Pointer". At Llhe start of a plot,
the "Execution Pointer" is moved to the top of the "Procedure File".
As the first clock interrupt comes in, éxccution of the main program
is halted and the processor is directed to execute from the top of

the "Procedure File". VWhen a basic plotiing routine in the "Procedurc
Tile" is entered into, a certain plotting function is performed. On
exit, however, this basic plotting routine, unlike the usual sub-
routines, does not return so as to carry on with the execution of

the program from which the subroutine vias called. (i.e. It does not
‘return to the "Procedure File"). Instead, it returns to the clock
interrupt hardler, al a point just below the "Procedure Switch" and,
eventually, coutrol is returned, via the clock handler, to the main
program which had been interrupted. This completes one clock
interrupt cycle. If the execution of the bhasic plotting routine is
not completed by this clock cycle, before leaving the basic plotting:
routine, the "Execution Poirter" is set to & new point within this
basic plotting routine so that vhen the next clock interrupt occurs
the clock handler will again direct the execution, - -via the "Procedurc
Switch'", siraight to this new entry point within this basic plotiing
routine. Il the complete execulion requires only bne clock cycle,

or the job to be performed by this basic plotting routline is
completed by the present clock cycle, then, before exit, this basic
plotting routine changes the "Procedure Switch" such that the "Execution
Pointer" now points to the line in the "Procedure File" immediately
below the stabtement vhere this bzsic plotting routine was celled.

Hence, with succezsive clock interrupls, the "ixecution Pointer!



redunlly noves down lthe "Procadurc File" and a plot is producced

accordinzly. The execution of ihe jioin progran is temporarily

o

halted whenever a clock interrupt occurs and lg resumed whenever
cycle of a basic plotting routine is completed. Al the end of =
"Procedure File", the clock has to be stopped and the plotting
action terminated. A special, single clock cycle, basic plotting
routine, ENDPLT, thal does not produce any output to the X-Y plotter,
is used for this purpcse. A plotting "Procedurc File" must always end
with a2 "CALL EFDPLT" statcment.

Using the available set of bvasic plotting routines :=~
PENCON ,1OVE, INTPOL and ENDPLT (available under the file neme PLTCON),
-experienced prosremuers should find no difficulty in desigrning
"Procedure Files' for their own particular plotiing requirenenis.
For the purpose of waveform trzcing a versatile plotiing subroutine,
TLOTTR (X,Y,IKDATA ,KINCH MEATRNM, YEATRIT,ACAL,YCAL,INEW , ISZPSH,
TCHE Lm), hes been designed using the above mentioned "Frocedure
Pile" siructure. This subroutine uses subroulires from the following
files:- IXPLOY, XYPLOT, AXI3, PRCDR. It accepts data input arrays
¥ and Y, performs the necesseary scaling, draws X and Y axes, including
calibration marks, and plots the X and Y data in one continuous
g0lid line. Various options can be spcceified through its argumeonts.
An Y=Y plot option joins up successive points formed by the corresponding
rumber pairs in the X ard Y arrays and incremental X plot opiion
automelically increments X by constant amounts for ecach successive
element in the Y array. The size and the position of the plot
can also be specified such that the final graph occupiesva full, one
helf or one quarter of Lhe aveilsble plotier table avca. TFor the
purpcse ol waveform comporison, two successive plols czn be superimposed

D

o the eane axis, by using the "New" of " OLld" graph option.
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The argunents of this subroutine are:

X.:—

X array.

If the incremental-X plot optiocn is used, only the starting

value of X in X(1) is required.

Y :- Y array.

INDATA

XINCRM

XEXTRM

YEXTRIM

¢~ Array size.

:- X increment.
+ve for incremental-X plot option,
zero or -ve for X-Y plot option.

:~ For program controlled scaling of X

XEXTRM(1) - positive X extreme,

XEXTRM(2) - negative X extrecme.

:- TFor program controlled scaling of Y.

YEXTRM(1) ~ positive Y ecxtreme,

YEXTRM(2) - negative Y extreme.

XCAL : - On exit
YCAL :- On exit
INEW :~ HNew/0ld
+ve for
Zero or

gives units of X per X-axis division.
gilves units of Y per Y-axis division.
graph option.

new graph,

-ve for super-imposition on the last drawn

axes. 1ISZPSN will be ignored for this option.

ISZPSN :- Size and position option (array of 2).

Indicated below as ISZPSN(L),ISYZPSN(2)

-ve,+ve

+ve, +ve

-ve,-ve

tve,~ve

0 , +ve




ICHPLT :- Completion indicator.
This is sct by PLOTTR to O at the beginning of plot and to 1

at completion.

This plotter normally performs an auto-scaling such that the
plot spans the available X and Y ranges. TIor a '"New" graph,
calibration marks on the X and Y axes are spaced such that each
division on the axes corresponds to an integer power of 10. Vhen
a plot is to be superimposed, calibration marks on the last drawn
axes have to be adopted. Then, scaliﬁg is done such that the maximum
use is made of the available X and Y ranges, while each division
on the X and Y-axes is limited to one figure of significance.
Supposing that the axis calibrations of the two superimposed curves
have to be identical, say, for the purpose of waveform comparison,
this can be done through a program controlled scaling, by manipulations
of the values of the arguments, XEXTRM and YEXTRM. They are simply
treated as X and ¥ data by the scaling routine,.bﬁt are not plotted.
Hence, if the respeétive extremes (i.e. maximum and minimum) of the
two arrays of X and Y data, including the XEXTRM and YEXTRM, are
made identical for two successive ploils, the resulting axis calibraticons
would also be identical. On the other hand, if auto-scaling is
desired, both elements of XEXTRNM and YEXTRM should be set to zero.

This plotter, wvhen called will first bring the plotting pen
to the bottom riéht corner of the plotter table and output "STARTZ!
on the teletype. Plotting commences on any keyboard input. It will
then type "RESTART?". If the restart of the same plot is desired,

a "Y" is rcplied. On receiving any other reply, the plotter returns
control to the calling program.

A programming example of PLOTTER is given below. This program

traces the waveform of the speech signal stored in block Hos. 25
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.

ard 20 on the disc., Two half-size graphs are produced, with the
wevelorm of ihe signsl in block lo. 25 occupying; ithe ltop half and
that in block Ko. 2C occupying the bottom half of the plotiing
paper. Ato scaling is used. The plotted graphs are shown in
Fig. IT.1 and the telelype print out in Fig. II.2. The teletype
message shows that ihe calibrztion per axis division is 10 on the

4 on the Y-axis for the first graph, and 102 on the

3

X~axis and 10

X-axis and 107 on the Y-axis for the second graph.

Phozahad PLTEXY

DIMENSTON X(l),X:ATPﬂ(”W YEXTRN(2),ISP@Y,YL(512),Y2(512)
COMMIN IYL(512),TY2(512)

EQUTVALZNCE (IY](]),Y?(]))

X(1)y==32.

Ao Ixallyza,
KD (2)=0,
Yz inalldzd,
Y IR Tn(e2y=a,

1520103

CALL ®DMSD(7,1Y1,25,2)
DO 18 171,512

Y1(I): r)UAl(lVICI))
15P(2) s

CALL ‘}OTFI(A,YI Sla,+ 1., KEXTRM, YEXTRM, XCAL,YCAL,+1,151", ICTIPLT)

Wl TE () LSS ) C[\) YC!\L
FORMATCIX,  KCAL=", 1PES. 1,2, " YCALZ" , 1PEG. 1)

DO 28 I1=1,512
Y2 CI)EFLOATCIV2CID)

IWCICHPLT.EQ,®>G0 TO 108

I5P(2)=-1
C%,L PLOTTR(X, \2 512,+1 ., XZXTRM, YEXTRM, XCAL,YCAL,+1,15P
WRITEZ(5, 10030) ) C[,,YCﬂ}

TFCICHUPLT. EQ.O) GO TO 204

, 1CPL
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1I.3. Some Useful Frograums

During the couvse of the rescarch wmany completle programs have
been developed. IMost of these were desiguned for very specific purpeses
and would be of no interest to cther researchers. However, two
particular programs that may be of value to others are described

briefly immediately below.

A. A variable quantization and clipping level PCH simulation program®
(PCMCLP) : -

In subjective intelligivility measurements, it is often useful
to have a reference standard against which the performance of the
new coding metheds can be compared. TFCl, being the most commonly
used method is ideal as a comparison stand@rd. Statements of subjective
intelligibility often take the form of "....% correct score with
monosyllabric words'" which can mean very little since the use of a
different word list, or the same word list spolen by snother spearer,
can result in significantly different intelligibility test scores.
A more cousistent subjective intelligibility measure should be a
statement of the kind "at ....% level of confidence, the subjective
intelligibility is better than .... bits per sample linear
PCM on the same test material with... 4B of clipping". Then anyone
interested in the subjective quality of the new coding method can
simulate & linear PCM system, with the specified bit rate and clipping
level, and thereby obtain an indication of the guality (of the new

coding masthod).

%  This progran has been used in a subjaeclive study of pevceptusl
effects of quantization, clipping level and signal handwidth on

(81)

spzech intelligibiliby .
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The program, PCHCLP, can conveniently be used to generate a
lirear coded TCH test stardari. It performs real-time clock-synchronous
processing on the input speech signal. The input signal enters
through the A/D convertor of the computer and the processed output
is simultaneously available at the output of the D/A convertor. An
external clock pulse, whose frequency is equal to the required
sampling frequency has to be supplied to trigger the A/D convertor.
Both the quantization (bits per sasple) and clipping level can
easily be specified through the computer console switch register
keyboard. The procedure for doing so is briefly explained below.

The console switch register keyboard consists of 13 toggle
.switches which are numberecd 12 - 0 from left to right. In the
program, the switches from 12 to 1 are for the purpose of selection
of quantization and clipping levels. If they are all in the 1
state, the coding system selected is a full 12-bits per sample
linear PCM coding with no c¢lipping. 1f the switch No. 12 (the
left hand most switch) is changed to the O state, it means 11-bits
per sample guantization with 1 bit (i.e. 6 dB) of clipping. If the
swiich Xo. 11 is also changed to the O state, the clipping‘level
is increased to 12 dB. The program counts, from the left-hand side,
the total uninterrupted number of switches in the O state, and
takes that as the clipping level and, following that,vthe total
uninterrupted number of switches in the 1 state and uses that es
the number of bits per sample. Thus, if the states of the switches,
Nos. 12 to 1 are, from left to right, 0,0,1,1,1,1,1.,0,0,0,0,0, the
coding method selecled as a 5-bits linear PCM with 12 dB ef clipping.
If switch Fo. 8 is changed to the O stale resulting in a sequence of

console~gwitch states, from left to right, of 0,0,1,1,1,0,1,0,0,0,0,0,



the coding method sclected becomes j—bits linear PCH with 12 d3

of clipping. The isolated 1 state of switch No. 7 is disregarded.
To change from one coding method to arother, the desired ncw coding
method is selected on the console switches Nos, 13 to 1, then the

state of switch No. O ig charged. The change~over of coding system

only takes place after the state of the switch Ko. O is changed.

B. A spesech data recording and playback prozram (DTEDIT):—

This program was built using the DATRAN subroutines and is ver
useful for many general purpose speech data recordiﬁg,playback, and
transfer operations. It has three basic modes of operation, namely:

1) RECORD:~ for transfer of input speech from the A/D input
to the computer disc store, the transfer rate being synchronized by
an external clock pulse.

2) PLAYRACK:- for transfer of speech date from the disc to
the D/A output. The rate of sample output is agein controlled by
the externszl clock pulse.

3) TETRAN:~ for iransfer of speech data between the disc
and the digital tape.

It interacts with the operator in a question anrd answer mranner. Vhen
loaded, it first prints on the teletype the mode that the program is
in. Then the question "CHANGE FURCTIONTY is printed. If this is the
required mode, an "N' is typed as the answer. 11 the mode is not
correct then a "Y" is typed. 1If a "Y' isg typed then another wode will
be selected by the progrem and the above procedure is repeated. By
answering "Y', repeatedly, the deuvired mode will be reached ultimntely.
Once a node is entered on receipt of the answer "I, the program will

ask further asvxilizry cuestions to establisn the paremeters of the
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transfer. For example, the starting block and the nuwmier of blocks
to be transferred etc. will be reguested. The operator can -alvays
extricate himself fron a mode entered into accidentally by returning
e negative nuinber for the number of blocks.

A useful application of the program is in the editing of speech
deta to be stored permanently on the digital tapes. Because of
storage space limitations, it is very wasteful to store the silent
intervals between test sentences, or test words as well as the utter-
ances., With this progrem, a long length of test material can be
transferred from an analogue tape recorder via the A/D convertor
onto the disc and the material recorded on the disc can then be
played back through the D/A convertor to determine the blocks
containing the wanted test mgterial. Only ﬁhose blocks containing
the required material are then transferred to a selected area on

the digitel tepe for permanent storage.

iI.4, Discussions

Using the basic.building blocks discussed in the earlier partis
of this chapter, powerfulvspeech processing and aralysis prograns
can be constructed. These routines form the basis of the simulations
and studies of the various new coders described in Chapters JV and V. 1In
.the course of the work forming the basis of Chapter IV and V, spoken
sentences were sampled at various frequencies and stored permenently
on digital tapes, so that they were immediately available as soufce
raterial for use in evaluating the performances of various coding
systems. In preparing the digital tapes, the level of the analogue
gpecch signal at the input to the A/D convertor was carcfully edjusted

suclh that, for cach complete spoken sentence, the sample of highest



anplitude was just ou the point of overloadirg tle 4,2 cowvertor.
£Tfter this adjustnent, the power level of ecch recorded sciilence was
of approximately the same value and this ithus obviated the nced for

amplitude normalization of the speech data within the computer.

The speech processing and analysis system has been used
extensively by the author and a number of his colleagues and no
major short-comings nave been discovered. However, as experience
has been gained, it has been found that there are a number of small
alterations that would be beneficial and these are summarised as
follows:~

1. Speech trimming:= In the system, speech is sampled and the
A/D converbted 12-bit szmples arc tiimmed tc 9-bit words hefore storage,
so &s to save storage space. An exponertisl trimming with 7 biis
of mantessa and 2 bits of exponent to the hase 2 is used, ard this
correspords to a piece~wise~linear p~law logarithmic guantization
with g = 32, 1In speech coding, & value of 100 or more is generally
accepted es being the rmost sul teble value for p. Thus, it is desirable
that the trimming algorithm should be modified so that the mantcssa
part is reduced to ¢ bits and exponent part increa;ed to 3 bitsg
vhich corrvespords to p = 25€. It should be pointed out, however, that
a slight drawback of using p = 256 is that resolution at low signal
ainplitude is ecquivalent to 13 bits linear I'Cl; which is 1 bit
greater than the resolution avajlable fronm the A/D ﬁonvertor. Some

inforration storage capability is therefore wasted.

2. X-~Y plotting speed:~ The plotting routine has been designed
50 as to maximize the plotiting speed withiout degrading the elarity
Fa

of the resulting plet. Thig, however, appesrs Lo place 2 mechanical

strain on the XY plotter. Although the plotting =peed can be
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reduced by simply changing the value of a constant term in the

PLTCON routines, it appears to be more desirable to alter the
plotting routines in an alternative manner so that the plotting

speed can be specified by the user as one of the subroutine arguments

(say, 4, meaning full speed and 3, three quarter speed etc.).

The analysis and processing system is capable of extension
simply by the addition of new routines which could fit into the
general data structure. VWelcomed additions would be routines for
spectrogram generation and printing, a routine for simulating
a recursive sharp-cut off low-pass filter and a routine for rapid
computations of auto-correlation functions. Spectrographic data
from the speech signal can be generated readily by the use of

(78)

a ITT routine . Other useful information regarding spectrogram
generation and printing can be found in Ref.(80). The low-pass
filtering routine can be designed such that the filter coefficient
values are automatically calculated with the specification of
the cut-off freguency. Comprehensive accounts of digital filter
designs can be found in Ref. (79). For the fast computation of
(82)

1

auto-correlation functions, the algorithm by Lopresti et al.

based on the fast Walsh transform technique, can well be used.



| I R A O O |
1
PE—
T

| | WL :/\ il |
Y At

I

L

Fig. II.1. DPlotter output examples

>eP) TEX:, PLOTTH, PRCDR, AXIS, IXPLOT, XYPLOT, PLTCON, DATRAN
1513

START?

Y

RESTART?

XCALZ 1.48FE2  YCALz 1.08H04
START?

RESTART?

i, TL.2. Teletype outpul corresponding to I'ij. IT.1



CHAPTER ITT

Amplitude Dithering for Speech Quantization

With normsl fixed~level methods of guantization, such as those
used in the conventional PCM encoding of speech signals, the quant-
ization error tends to be signal-dependent or signal-correlated. At
low bit-rates, vhere the quantization levels are necessarily coarse,
the effect of such signal-dependent quantization error is especially
ennoying and fatiguing. In investigations into digital picture
.coding, Roberts(BB) found that the technique of pseudorandomly
dithered quantization tended to smooth out the abrupt changes in
grey scale resulting from coarse quantization. It was found that,
given the same number of bhits of gquantization per sample, the
variegnce of the guantization error with the dithering method was
the same as that with the fixed-level method, but the received
picture appeared percepitually to be belter in quaiity by at least
1 bit per sample.

The question naturslly arises as to whether pseudorandomly
dithered guentization will yield a similar improvement when applied
to the encoding of speech signals. Experimental investigations have

(13) (12)

been conducted by Wocd and Turner and Rabiner and Johnson
in this respect. The conclusions reached in two independent studies
vere almost identical. It was found that the subjective preference
ig always improved but the subjective intelligibility of the coded

gpeech is not necessgoxrily improved. Rabiner and Johnoon investigeted

a wide range of bit-rates®, end found that the dithered quantization

¥ The term "biterate", ag uvsed in this chapler is syronymous with the

manbar of bite per semple os a fixed sampling frequency is assuncd.

73
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results in e speech repreoduction that was more intelligible at high
bit~rates but less intelligib1e>at low bit-rates, with the crossg-over
proint cccurring at about 4 bits per sample.

The improvements in subjective preference can probably be
attributed to the "whitening" of the gquantization noise due to
the method of dithered guantization. It has been shown in Jayant
and Rabiner*1) thai this dithering of the quantization levels
produces & guantization error that is independent of the input signal
and the abrupt steps of gquantization error that is normally assoclated
with low-bit-rate fixed-level PCH tend to te "smeared" by this very
action. However, the "whitened" guantization noise has the adverse
effect of masking the corsorant sounds to e greater extent than

(12)

the normal fixed-~level type of qusntizatiorn This is q;ite
understandable since a large number of consonant sounds are unvoiced,
i.ee are rather noise-like and lack sharp formant pesaks in the power
spectrum shape. Thus, it is likely that the asddition of a signale
independent white noise which is of not inconsiderable ampliiude ati
low bit~rates could confuse the auditory perception system and lead
to difficulties in the identification of consonants,

It is a pity that the method of pscudorandom dithering, although
it improves the subjective guality of coarsely quantized speech, should
elao reduce its intelligibility. Coarsely guentized speech without
dithering is unacceptable mainly becsuge of its appalling hershness.
Lovw~bit-rate coding of speech by the method of fixed level quantization
actually reteina o high level of intelligibility. Licklidexts experie
ments(85’86) on auplitude dechotomized, *time guentized speach waves(as)
has demongtrated that the intelligihility of speech is not sigrnificantly
destroyed, even with infinite clipping, which is equivelent to one-bit

per sarmple gumntization. Thus if a low-bit-rate gquantization method
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could be found that reduces the harshness of the guantized speech and
at the same time achieves at leest as good a degree of intelligibility
ag that achieved by the normal non-dithered method of gquantization, it
would find applicetion in those areas in which low-bandwidth, low=cost
and simplicity are at a premium, and absoluite clarity is not essential.

(84,85)

Wood and Turner(13) were aware of the results of Licklider

(86)

and Morris , concerning the importance of zero crossings in speech
intelligibility and they conjectured that the reduction in the
intelligibility of dither-quantized speech was due to the irregular
effect that the dither had on the zero crossings of the speech signal,
The position of zero crossings can be either advenced or retarded
by dithering. Also it is possible for an existing crossing to be
eliminnted or for a new crosaing to be intrcduced. This led Wood
and Turrer to suggest that there might exist a compromise bétween
low=bit~rate PCM using fixed-level quantization, with its irritating
harshness, and that using dithered guantization, with its reduced
intelligibility. They suggested that a method of dithered quantization
in vhich zero crossings are preserved might lead to a satisfactory
COLPTronise.

There ere many ways of preserving the zZero crossings of a
dither-quaentized speech signal. Some require extra bandwidth,
gome increase the variance of the quantization error and some reduce
this variance. Although there are a number of methods of dithering
so0 a8 to preserve the zero-crossings, they all share one common
feature. Because of the‘signalndependent elterations to the dithering
noise gequence that are necessary in order to preserve the zero crossings
of the signal, the resulting quantization error, unlike the quantization
noise essociated with normel dithering, is signal dependent but not as

dependent as that reeulting from normsl fixed-level quantization. The
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.

varying degreeé of signal dependence of the quantization error make
it very difficult to predict the performance associated with the
various methods of zero~crossing preservation.

In this chapter, 5 methods of dithered quantization with zero
crosging preservation are described, ard the chapfer deals with an
investigation, by subjective intelligibility testing, of the comparison
of the performance of the five new methods of quantization with the
performance of the normal fixelevel and dithered methods of gquantization.
In the comparison it was found that two of the methods of dithering
with zero-crossing preservation were more intelligible than the normal

(14

fixed~level quantization method

I1T.1l., Dithered Quantization

In this section the normal melhod of dithered quantization

is first reviewed and a briefl indication is given of how the quantization
crror that results ig statistically independent of the input signal,

The effect that the dithering has on the zero crosgings of the signal

is also demonstirated. TFollowing this, five new dithzring schemes are
described. The methods were devised so as to suﬁpress the irregular
effects of the random dithering on the zefo crossings of the speech
gignal. Iach of the schemes results in a quantization error slightly
different from the other. Rough estimates of the guantization error

variances associated with the five methods are given in the Appendix.

A. Normal pseudorandomly dithered guantization:-
The normsl method of pseudorandomly dithered guentizsation
is illustrated in Fig., I1T.l. A pseudorandom dithering nsige is

added to the input sigrnel, and, for each exsmple, the sum of the
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signal and the dithering noise is.quantized. The same pseudorandom
noise is then subtracted {rom the gquantized sum, and the resulting
signal is the dither-quantized version of the input. If the dithering
noise has a uniform probability distribution function with a

zero mean and a range equal to the step size of the quantizer (as
illustrated in Fig. III.2.), the variance of the guantization error
remains the same as that withoul dithering snd the quantization

error is independent of the input signal. These properties of the
dithered quantization error can be demonstrated easily by considering
Fige III.3.

Fig. I11.3.8. shows a situation that arises with normal fixed-
.level quantization, where the amplitude of the input signal, X, falls
within the quentization slot KA and (X+1)A, and thus is quantized
to (X)Q = (K+1/2)a (see also the quantization law in Fig. III.5.).

The gquantization error, EO, is thus given by,
By = (X)Q - X
e (K + 1/2)a - X

Note that this quantization error is strongly dependent on the actual
position of the signal, X, within this gquantization slot. Assuming
a constant protability density of X within the slot, kA to (k+1)a,
then if X does fall into this slot, the quantizatibn error is equal~
probable to take any velue from aA/2 to A/2, and not any higher oxr
lower. This error distribution is true no metter which quantization
slot the signal, X, fells. Thus, assuming that the quantizer is not

overloaded, the cerror variance is given by
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Fige IIT.b. shows a situation where the uniformly distributed
dithering noise, N, is added to the signal, X, before quantization.
The total shaded area represents the range of values that (XqN)
may toke given the value of X A part of this area (slant striped)
falls within the guantizetion slot, KA to (K+1)A, and another part
of this area (horizontally striped) falls jﬁst outside this guantization

slot, Assuming that (X+Nl) is inside the slant striped area, i.e.

X - bfel X+ < (K+1)a mmme (TIT.1)

it will be quantized to (K+1/2)8, i.e.

(X + Nl)Q = (K+1/2)a .

Thus, after Subiraction by the dithering noise, the dither quantized

version ol X is

(X)D = (X + Nl)Q ~ Ny
= (K + 1/2)4 ~ T

From Eqg. (III.1) ,

- b/2 ¢ M, { (B)a = X



Therefore

(K + 1)A >/(x)D >X = n/f2
vhich means that (X)D again lies in the slant striped ares. Similerly,
if (X+N2) is inside the horizontally sitriped area the final dither-
guantized output is also in the heorizontally sitriped area. Thuas,
for any given ¥, the dither-quantized signal, (X)D, can take any
value between (X = A/Z) and (X + A/2) and its probebility is uniformly
distributed within this range if the dithering noise has a uniform

PDF. Hence, the quantization error, E_, given by

D
By = (g~ X
has a uniform PDF between -A/2 and A/2, for any given X, and is
independent of the position of X. The vuri#nce of this quantizalion
error is given by
6/2

'\2 2 1 u
(ED> = Ep - p(DD) B

[
3]
-

wvhich is equal te the undithered case,

Thig normal method of dithered quantizestion has an irregular
effect on the zero crosgings of the input signal which is clearly
demongtrated in Pig. I1T.4. It shows a section of & speech waveform
thet has bezen reconstructed after quantization both by the fixed-level
and the dithering method. It can be seen ihnt the dithering method
can result in the zero crossings not only being signifiecantly advenced
cr rebarded, but alzo deleted or inserted. This arises becouse the

random dithering noise con ceause some signul pamples to acquire
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orposite polarities from the original signal samples. It is these

reversals of polarily that are the sole cause of the disruptions in
zero'crossings and they are thus referred to later in this chapter

as "false zero crosgings'. To preserve the original zero crossings
of a signal, all that is needed is the suppression of the false

Zero crossingg.

B. Dithered~guantization methods with preserved zero crossings:-
Consider a quantizgtion law as shown in Fig. II1.5. False

zero crossings can arise only from the dithering of signal samples

that have amplitudes in the range ~5A to +4A, since the dithering

noise has a maximum magnitude of %A. If a sample is positive and

bas a magnitude that is somewhere in the range O to &A and the pzucdo-

randor noise is of the opposite polerity, and has a magnitude

greater than that of the signal, the sum of the signal and the

noise will be negative and will be quantized to a level of ~Eh.

Subsequent subtraction of the negative pseudorandom'noise, as its

nagnitude is less thaﬁ %A, can never bring the proceassed sample back

to positive, with the result that & false zeroc crossing is intro-

duced. On the other hand, if a change in polarity does not arise

ag a result of the addition of the dithering noise, then after quant-

izetion has taken place, subsequent subtraction of the dither, which is

of magnitude lesz than %ﬂ, cen never result in a false zero crossing.
Thug, provided the dithering noisme which is subsequently to be

subtrected is limited so that its amplitude is always less than 44,

then falze zZero crossings can be eliminated if changes in polarity

due to the addition of the dithering noice sre sudnpresgsced ot the

encoder (the dithering and gquantizing part of the system).
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The encoder action can be interpreted by considering that it meodifies
the dithering noise sequence at critical points such that the above
mentioned reversal of polarity due to the addition of the dithering
noise N, could never arise. There are many ways in which this
suppression can be achieved and the following are illustrative
examples: |

(1) reduce the pseudorandom noise to zero at those instants
when a false zero crossing is about to be introduced by the encoder,

(2) reverse the polarity of the pseudorandom noise at those
instants when a false zero crossing is about to be introduced by the
encoder,

(3) if (X+N) is of opposite polarity to the signal, X, change
the dithering noise to N', where N' = -2X-N, so that X+N' = ~(X+N),

vhich is of the same polarity as X.

In fact, as long as the polarity of the sum of the signal and the
modified dithering noise is the same as the polarity of the signal,
any modification to the dithering noise at any time instent, including
that when the dithering noise would not have caused a false zero
crossing at the encoder, will serve the purpose of false~zero-crossing
suppression. Clearly, every attempt should be méde to preserve the
general nature of the pseudorandomly dithered gquantization and hence
it ig desirable to modify the pseudorandom noise as little as possible.
Ideally, though not always possible, this means changing the pseudorandom
noise only wvhen false zero~crossings have to be prevented.

It will be noted that, with cach of the above three examples of
modification of the encoder dithering-noise seguence, the output
from the cncoder is the same, in that, vhencver a signsl sample has

an emplitude in the range of O to +3A, it is always quantized to 50,
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and wheneverxr tHe applitude is in the range of C to -8, it is always
quantized to -3A. The action of the encoder always appears to be
one in which the dithering is "frozen'" whenever a signal sample has
an amplitude in the range of ~%A to +%4. In the investigation considered
in this thesis, only encoding methods that heve this "freezing"
property are studied. And, in particular, in the investigation, only
two procedures may be followedwhen modifying the dithering noise
they aret=

(1) modification of the dithering noise by reducing it to zero,
and (2) modification of the noise by reversing its polarity.

Although the output from the encoder is not effected by the
method of suppression adopted, the overall output obtained from the
decoder (that part of the system where the dithering noise is sube
tracted) depends on the dithering noise sequence subtracted by the
decoder from the quantized encoder output. Hence, the overall system
performance (associated with the properties of tﬁe qverall guantization
error) will clearly depend on the noise seguence used at the decoder.
Ideally, the methed of pseudorandomly dithered gquantization requires
that o synchronized dithefing noise sequence, identical to that added
by the encoder, be subiracted at the deccder. -In this way, the
variance of the quantization error is reduced to a level that is
essentially the same as that of normel undithered PCM. As the two
proposed procedures of modification of the encoder noise sequence do
riot result in a modified noise of an amplitude greater than 4A, the
use of an identical seguence at the decoder does not re-~introduce
{alse zero crossings corrected at the encoder and hence is acceptable
from the point of view of falge-zerc—-crossing suppression. One

complication is that, if the decoder is to remeove a noise seguehce
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identical to that added by the encoder, then it must have detailed
knowledge of when the dithering noise is modified at the encoder,

and of the way in which it is modified., If the decoder does not have
this knowledge, differences, belween the pseurorandom seguence added
at the encoder and that subsequently subiracted at the decoder, will
have to be tolerated.

As mentioned previously, five techniques for eliminating false
zero crossings vere exsmined., These technigues, which are described
below, can be divided into two fundamentally different categories.

In the first category, which ig referred to below as "category-~l
zerg~crossing preservation", false zero crossings are suppressed

at the encoder, by modification of the dithering noise sequence,
but the decoder is not informed of the suppression. In the second
category, "category~2 zero~crossing preservation", false zero
crogssings are suppressed at the encoder and the deccder is informed
of the suppression. Category-l preservation is particularly
important from the point of view of bandwidtih compréssion, since

it does not require that any information, other then that relating
to the values of the quantized samples, be iransmitted. With
category~2 suppreasions, lhowever, it is necessary to trensmit additiconal
information relating to the instants at which false zeros are
suppressed.

Although it might appear at first sight that category-2 operation
vould require that a considerable amount of extra information be
transmitted, end that synchronizaition problems might occur, this
is not in fect the case. Although some additional information has
to be transmitited, it is possible to inform the decoder of the

suppressed false zero crossings, and to do so using very little
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extra information. One technique vhereby this might be done is
cillustrated in Pig. IT1I.6, in wvhich a conventional Gray code is

used for FCHK tranemission. In the scheme illustrated, the two

outer levels of quantization are discarded, and the bit patterns
associated with them are allocated to the first positive and negatife
quantization levels, and are used whenever a false zero crossing

is suppressed. This means that, with an ne~bit~per-sample quantization
scheme, the number of available quantization levels is reduced from

2 to 2M-2,

1) Category 1 zero~crossing preservaiion (false zeros suppresceds

no infermation relating to suppressions transmitted to receiver):-

Three schemes were invesltigated under this category. They
are described below iﬁ terms of encoder-~decoder pairs. The decoder
hypothesizes on the manner in which the dithering sequence is
modified by the Qecoder, and, as {ar as possible, the decoder
modifies its own dithering sequence to match the modified sequence ih
the encoder. A good hypotlhesis would be valuable in enabling the
decoder to achieve a better matching. Places vwhere these dithering
noise sequences at the encoder and decoder differ ére pointed out.
Asg the encbder output is not affected by the differences in the
schemes, the actual differences in consiruction between the schemes
exiét only in the decoder and the different encoder actlons are

only imagined.

Schieme a: In this scheme, the encoder was siructured so that, whencver
o falge zero crossing would have been introduced hy eddition of the

poevdeorandon noise sequence, the dithering was frozen; that is, the
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dithering noise was reduced to zero. The associated decoder was
structured so that it completely disregarded any possible false
zero crossings, and functioned exactly as the decoder in a normal
pseudorandomly dithered gquantization scheme.

Clearly, with this scheme, the actual noise sequence added
at the encoder differed from tﬂ} subtracted at the decoder when
false zero crossings were suppressed at the encoder. Under all

other conditions, the two noise sequences were identical.

Scheme b: In this scheme, the encoder was structured so that, whenever
the signal amplitude was in the range ~4 to +4, and the noise was of
‘opposite polarity to ihe signal amplitude, the dithering was frozenj
that is, the pseudorandom noise to be added or subtracted was
reduced to zero. The decoder was structured so that it exanined

the received quantized signal and changed the subiracted noise
sequence in a manner depending on the received quantized signal
level. If the received quantized signal level was found to bLe at
either the first positive or first negetive quantization level,

and the noise was of opposite polarity, the decoder reduced the
pseudorandom-noise sample to zero. Under all other circumstances,
the decoder acted exactly as a decoder in a normal pseudorandomly
dithered quantization scheme.

It can be seen that, with this scheme, the pseudorandom noise
was frozen in the decoder whenever it was frozen in the encoder,
and, in addition,

(1) when the amplitude of the signal was in the range
+4 to +3A/2, it was reduced by a negative dither in the encoder
to a value below +A, and it was then quantized to the first positive

guantizaticn level.



(2) when the amplitude of the signal was in the range
-5A/2 to -A, it was increased by e positive dither at the encoder
to a value above «A, and it was then quantized to the first negative
quantization level.

These are clearly the two circumstances when the noise added

at the encoder differed from that subtracted at the decoder.

Scheme ¢: In this scheme, the encoder-decoder pair was structured

the tnput sample wag in the range -4 o +A and
so that, wheneverathe sum of the input sample and the dithering noise
‘was afso  in the range -A to +4, the encoder reduced the pseudorandom
noise to zero, irrespective of its polarity, and the decoder reduced
the noise to zero whenever the received quantized amplitude was at
either the first positive or the first negative quantization level.
It will be noted that, with this scheme, the noise sequence added
at the encoder differed from that subtracted at the decoder under

exactly the same circumstances as those under which differences

occurred with scheme b.

2) Category 2 zero-crogssing preservation (false Zero suppressed.

end information relating to suppressions transmitted to receiver)

Under this category, the two schemes described below

were lrwestigated. They are again degeribed in encoder~decoder pairs.

Schemz d:  In this scheme, both the encoder and the decoder were
gtructured so that the pszeudorandom noise was reduced to zero
whenever & false zero crogsing would have been introduced by the

addition of the pseudorandom noise.
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Scherme e: In this scheme, both the encoder and the decoder were
structured so that the pseudorandom noise was reversed in polarity
vhenever a false zero crossing would have been introduced by the

addition of the psuedorandom noise.
JIT.2. Subjective Intelligibility Tests

In order to evaluate the effectiveness of the new coding
schemes as compared with the normal fixed-level and dithering
methods of quantization; subjective tests were conducted and speech
utterances coded by the various methods were used in the test.

The coding of the speech utterances and administration of the
subjective tests were all performed under the centralized centrol
of a PDP-15 mini-computer. The details of the coder simulation,

the design of the subjective tests and the operation of the testing

system are described in this section.

A. Simulation of the‘quantization schemes: -

In all, seven quantization methods were simulated. The methods,
vhich are listed in Table III.1l, included normal fixed-level
quantization, normal pseudorandouly dithered quantization and the
five new methods of quantization. Wien testing each of the quantization
schemes, it was possible to specily any one of three different
bit-rates (3,4, and 5 bits per sample).

The simulation of various quantization schemes (encoder-
decoder pairs) was relatively straight forward with the input
speech being processed on a sample-by-sample basis. The general
scheme of the simulation system is similar to that shown in
Fig. TII.1, though the figure docs not include the various

nodifications, to the dithiering noise, that were neéessary



in order to preserve the zero cro;sings. To cbtain norrnal fixed-level
gquantization, the dither was simply frozen at all times. The pseudo-
random noise was generaled by the multiplicative congruntial method(87)
and a histogram of the amplitude distribution of the generated random
noise is shown in Fig. IIT.7. As expected, thc distribution is

approximately flat and fits the dithering noise specifications fairly

well,

B. Design of subjective {ests:-

(88)

The word lists of House et al. were used as the test material
for the reassons that subjective tesls based on these word

lists are particularly suitable for an automated administration and
scoring, and that it does not require a trairned test crew. In addition,
in view of the observations by Rabina and Johnson (12) that consonant
sounds are more susceptible +to pseudorandom dither, attention was
focussed on sounds of this type and word lists consiructed on the basis
of the recognition (or rather the confusion) of consonant scunds,

vere chosen for use in the test.

The test material consisis of six lists each containing 50 American/
Inglish monosyllabic words. The lists are so arranged that there are 50
ensembles of six eagily confused words (One from each list). The six
words in each ensemble differ only in the consonant (or absence of
congonant) immediately preceding or following the vowel. The total of
300 words in the lists includes 2l1] possible consonant gounds snd should
be presented so that the listener (subject) is given the ensemble of
six words and has to identify, oul of these six possible choices, one
closesl to a speech utlerance heard. This teclhinique is called "identific~

ation from & closed response-set” as distinet from an "spen regponsce-gelM
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where the subject hears a spoken word anrd has to identify the word heard
from (almost) infinite number of possibilities. Identification from

a closed response-set greatly simplifies the task of automated scoring
since with this type of test there is rarely any question of an error
arising as a result of incorrect spelling on behalf of the subject due
to the subjectfs unfamiliarity with the word lists or the speaker.

A number of attempts were made at various test designs and
initial trial runs were carried out. From the experience gained during
these initial experiments, some criteria were laid down for a test
deaign that was both convenient to administer and gererally applicable
for other subjective~intelligibility-measurement reguirements. The
criteria decided upon were

(1) The test results should be capable of being fitted into
an analysis of variance framework,

(2) In order to reduce listening fatigue, each subject should
not, at any one sessionf be given a test containing more than 150
words.

(3) The test should be capable of being extended indefinitely
(by using additional subjcets) so that the number of test scores could
be accummlsted until a predesignated degree of statistica} significance

. . -+
is reached in the test scores .

¥ 1In addition, experience heg shown that it is preferable to use-
fresh subjects rather than to use subjects that have been used
previocusly since learning effects have to be laken into account
when using people in the latter category.

+ With many sophisticated test designs; the total number of tests 1o

‘Dbe performed is implicit in the design structure. If the test
results fail to be statistically significant, the remedy is either
to repeat an identical set of tests, or to devise a new test
discarding ©ll the old resulis. Both of these ars impractical or
or perhaops impoasible for lhe purpose ol subjective intelligibility

" Hesting.
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It was found that if all the criteria were to be met then either
a reduced set of test words or unbalanced sets of test words had to be
used, A reduced set of test words is undesirable firstly because it
1limits the variety of sounds that can be used; and secondly because
the learning effect of the subjects increases and is difficult to
account for. On the other hand, the use of unbalanced sets of test
words means that the words used to test each system are different,
and also, different words are presented to each subject. This raises
some doubts as to the validity of the test results and makes inter-
pretation difficult. Although there are difficulties, the problems
associated with the use of unbalanced sets of test words can be
overcome if the nature of unbalance is randomized. In such a situation,
the effecti of the unbalance in the words used for testing the various
coding systems manifests itself in the form of random fluctuations in
the test scores and is thus accounted for in the tolal error variance
of an "analysis of veriance" performed on the test data.

With the above facls in mind, in the final design, the test words
were simply selected at random, and with equal probability, from = pool
of available test words. Other controlling factors, that could be
identified and isolated, were all balanced. For the particular
investigation into the relative intelligbility associated with the
various gquantization schemes, thig meant that each suhject, in a single
test session, encountercd all possible combinations of quantization
schemes, bitewvates arnd display positions on the interactive graphic
screen®s and conversely, each quantization scheme was tested with all
poasible combinetions of subjects, bit-rates and displey positions,

The order of presentation to a subject o¢f lhe various combinations

of the contreiling factors was also randomined. Thian was done in the

¥  See sub-scetion J11.2.C.



following manner. Supéose that the total number of combinations of
the various sources of veriestions is W and a subject is to identify
K.N tests words in a session, where for a balanced test K is an
integer. A table of the N combinations is first drawn up, and a
sequence of combinations is formed by consecutive random selections
from the N possibilities. As soon as a particular combination is
gelected an entry is kept in its corresponding position in the table
and if the number of entries in the itable corresponding to that
combination has already reached K, then the combination is discarded
and hence is not added £o the sequence. The process is repeated until

the table is completely filled.

C. An sutomted subjective intelligibility testing system:~

The exccution of the subjective test was completely automated
using a PDP 15 computer together with its esssociated A/D convertor,
D/A convertor and interactive graphics facilities.

The test material, consisting of the six House word—lists, we.s
pre~arranged and stored on digital tapes. The preparation of these
digitel tapes was done as follows. Initially, 2 high-quality
snalogue tape recorder was used in recording the © word lists onto
an enalogue magnetic tape. The word lists were recorded as they were
spoken by an fmerican-speaking male person. The words were then
low~pass filtered and converted into digital form using an A/D
convertor sampling at 6.5 Kz snd stored ﬁsing 9 bits (linear) per
sample on six reels of digital tape”. FEach reel of tape thus contained
50 words with each word being drawn Ifrom a separete set of six easily

cenfuged words.

% The idea of exponanticl trimming had not been considered at this

stage of research.
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As orly two tape transports were available, it was not possible
to use 211 the test material simultaneously. To overceme this difficulty
and to preserve randomness in the presentation of test material, two-
of the six tapes were sclected at random. The selected material,
which thus consisted of 100 easily confused words, was then presented
as test material to two subjects, one after the other. After the
tests involving each twe subjects had been completed, two new subjects
were called, two mew tepes were selected at random, and the tests
were repeated.

As regards the presentation of material to a particular subject,
the scheme of events was as follows. A word was selected at random
by the computer from the 100 vords aveilable on the two tapes, and
the ensemble of six easily confused words, of which the selected vord
was & member, vwas displayed on the interactive graphics unit. The
8ix words were positioned in random order at fixed points along a
horizontal line. At the same time as the word was being selectled,
and the cnsemble of six words was being éisplayed, éne of the seven
guantization schemes fo he compared was selected at random and
one of the 3 bhite-rates used was also selected &t random. On selection
of one of the 21 possible combinations of guantization scheme and bit-
rate, the word that had becen selected at random for auditory presentation
to the subjecl was processed by the simulation routine corresponding
to the chosen guantization scheme and bit-rate, and the processed
signal was then paésed ithrough the computerfs D/A convertor, low-pass
filtered and emplified, and then fed to the subject via a pair of
high~gquality carphoncs.

The seguence of cvenls perceived by the subject, and the

zetions to be taken Ly duim, were #3 follown, JFirst, a« list of six



words appeared before him on the scfeen of the display unit, and
then, after about 0.5 sec. the spoken word was heard. The six words
remained on the screen for 5 sec. during which time the subject was
required to select which of the six words he considered the spoken
word to be. After the 5 sec. period had elapsed, the set of words
was removed from the screen, and a new sel appeared in readiness
for the next test. In recording his decision, the subject used a
light pen that automatically informed the computer of the subject's
selection. The computer was progremmed so that the set of words
displeyed, the actual spoken word, the word selected by the subject
and the score obtained by the subject was recorded automatically, both
in line~printer print-outs and punched paper tapes. The subject
wvas awarded a score of one for a correct identification, and a
scorc of zero for an incorrect identification or for failure to
make a decision in the allotted 5 sec. time interval., As the test
proceeded, the paper~tape records of the test resulis were accumulated
and then, from time to time, these results were fed as iﬁput to an
"analysis of variance" program, this contirued until sufficient subjects
were tested and a pre-decidcd level of statistical significance thereby
reached.

The test program required a certain setting~up procedure
vhen it was first loaded. Information about the number of quantization
systems and the number of different bit-rates to be tested had to

be fed in., This information initialized the program to a detziled

test procedure, in accordance with the structure discussed in the
previous sub~-asccltion. Among other thinga, it enabled the program to
decide on the number of tests to be performed in a session. This
number wes simply the total number of combinations of the quantization

schemes, bit-rates and displey positions, multiplied by the largest
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integer keeping the product lcss th;n 150 It wvas by this facility
that the program is rendered universally applicable to the subjective
comparison of other speech processing systems. All that is necessary
to achieve this is the substitution of the appropriate simulation

routines.

III.3. Statistical Analysis of Intelligibility Test Results

A total of 36 subjects were tested, with each subject being
asked to identify 126 words. The tésts were organized so that each
of the 21 possible combinations of quantization schemes and bit-rate
wvere tested 216 times; i.e. 216 words vere used in testing each of
the 21 combinations.

The results of the tests, in which a scoring system aé
described in Section III.2.C. vas adopted, are shown in Table III.2,
and the results of an "snalysis of varisnce" on the test data are
presented in Table iII.B.

In carrying out the analysis of variance, a factorisl design
was used in which the controlling factors were: the number of
bits per sample (B), the quantizaticn scheme (Q), the subject (8),
and the positionigt which the correct word was displayed 5n the
screen » Also, 8 mixed effect model was used, with the factor
"subject" being considered as the random-effecl factor and cther
factors as fized~effect factors. The F ratios were computed using

(89)

the method presented in Guenter ; and the results of the analysis
show that all the facltors were significant at the 99u9% confidence
level, will the bit-rate being the most significant factor. All

interactions were either net significant or below the 75% confidence

Jevel o
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In oxrder to evaluate the relative effectiveness (quality) of
the seven guantizzation schemes, Duncan's multiple-range test(gc) vias
applied. The results of applying this test are shown in Table 111.4,
in which the quantization schemes ere arranged from left to right, in

order of merit. The values of shortest significant ranges were

derived using the formula:

Rk = \J((Mse)n)D(a;k,dfe)

where Rk = shortest significant range of

k sums,

MSe = mean~square error; in this case,
since S is taken as the random effect,

VS is taken to be MSe.

QS
n = number of tests for each quantization

method. (= 648)

D(a;k,dfe) = the value {rom the table of significant
studentized ranges for Duncan's multiple-
range test (di‘e = degrees of freedom of

MS_, i.e. of MSQS)

In Table II1.4, the heavy horizontal bars under the columns of
quantization schemes indicates the significance of the difference
between methods. Where the difference between guantization schemes
is not significent, the columns are underscored by the sazme heavy
bar.

The results given in Teble IXI.4 show that, although schemes

1, 4 and 5 scored higher than scheme 0 (normal PCM encoding), the
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difference between the three schemes and scheme O is not statistically
significent. Also, it is not possible from the statistical evidence

to make any firm quantitative statement as to the relative performance
of schemes 0, 1, 2, 4 and 5. The results of Table III.4 do show,
however,vthat guantization schemes 3 and € are superior to quantization
scheme O. Although it is difficult from the statistical evidénce to
make exact quantitative statements as to the superiority of schemes

3 and 6, the scores shown in Table III.2 indicate that the two

schemes have a superiority of at least l-bit/sample compared with

norral PCM encoding.

IIT.4. Discussions

The investigations reperted on in this chapter, have shown that
if a pseudorandomly dithered quantization is performed in such & way thet
the zerc~crossings pattern of the speech is preserved, then, at low
bit-rates, it is possible for the intelligibility of the quantized
gspeech to be improved compared with that of the correspondingly
low=-bit-rate PCM quantized speech; and the improvement can be of
the order of 1 bit per sample. The two zero-crossing preservation
schemes that show this improvement are the schemes numberéd 3 and 6
that were described in the chapter. These schemes are virtually
as easy tc implement as the normal dithered-quantization method.
Scheme % is particularly important, from the point of view of band-
width compression, since it is of the type in which the receiver is
not informed of the zero~crossing preservations. This meanaz that
no extra bandwidth is necessary, other than that required for the
trénsmjssion of information about the quantized sample values,; and
therefore, the quoted advantage over PCH encoding of 1 bit per
sample is a true advantzge. The edvantage quoted for accheme 6

hag to he reduced slightly on account of ihe smsll eddibionzl asmount
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of information that haé to be transmitted to notify the receiver
of the zero-crossing preservations.

It seems likely that scheme 3 or scheme 6, when coupled with a
suitable quantization step-size adaptation strategy could form
the basis of a simple, reliable and economical low~-bit~rate speech
digitizer. The quality of speech reproduction from such a low-bit~
rate digitizer (2 - 4 bits/sample) would, of course, not be of
commercial-telephony quality. However, its intelligibility would
remain tolerably high and because of the dithering, the subjective
acceptability would alsa be notably better. Thus, there are areas
of application, such as those where the quality requirements are not
too stringent, where the technique would be valuable on acccunt of
ite saving®in transmission bandwidth and low equipment cost.

Ain important question that arises from the series of subjective
tests, is the question of why,intelligibility wise, schemes 3 and 6
should be significantly better than schemes 2, 4-and 5 and, vhy any of the
methods of dithering should be better than fixed-leQel PCM encoding.

An enalysis of the quéntization—error variance of the dithering

schemes (see Appendix) shows that, with schemes 2, 3 and 4, the

error variance is slightly increased compared with normal PCM encoding,
wheress, with scheme 5, the error varisnce is approximately the same

ags with PCM encoding and with scheme 6, the error variance is slightly
less than with PPCM encoding. This might explain the superior behaviour
of scheme 6 but itAthrows no light{ on the question of the supefiority
of scheme 3. A poszsible answer might be found from a consideration of
the way in which the dithering noisce sequences in the encoder and the
decoder are medified from a true psevdorandon seguence and the nature
of the diffevonces that exist between the encoder ond decoder seguences

for category 1 schemes. Another factor that might have a bearing in
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the issue is the way in which the resulting quantization errors are
dependent on the input sigral. Although investigations giving

insight into the above aspects may be helpful in explaining the
relative performance of the various quantization schemes, it is felt
that the crux of the problem lieg in our present very incomplete state
of knowledge of the human auditory perception system, especially
regarding what makes one type of quantization error more harmful to
intelligibility than another. It is almost certain that a greater
understanding of the human speech processing system would lead to

the creation of amplitudé dithering schemes of better performance

than those investigated, but this is not a subject to be considered
further in this thesis. An alternative approach to the question of
the low-bit-rate encoding of speech will be adopted. In the following
chapter, atlention will be diverted to the possibility of bandwidth

compression by the use of redundancy extracting coding networks.
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Preservation of

Tdenticnl Dithering
Noise in

Cocde Method Zero Crossings - )
- Encoder and Decoder
0 Straight ICH yes Not Applicable
1 Normal Dithered PCHM no yes
2 Category 1, Scheme a:~ yes no
Mo freezing of dither at decoder
3 Category 1, Scheme bi~ yes no
Selective freezing of dither at
first positive or first negative
cuantization levels
Ly Category 1, Schewe ci- yes no
Freezing 2ll dither at first
positive or first negative
guantiration levels
5 Caterory 2, Scheme di- yes yes
Dither frozen at false zero
crossings
6 Category 2, Scheme e:- yos yes

Dither inverted at false zero

cressinge

Tahle TII.1. Quantization schemes tested

B P e = B




Bit Rate Quantization Methed
(Bits/sample) o L 5 5 4 5 2 Sum
3 167 | 165 | 158 | 179 | 156 | 172 | 180 1177
L 174 | 176 | 175 | 188 | 186 | 177 | 188 1262
5 178 | 191 | 182 | 189 | 184 | 180 | 190 1294
Sum 519 | 522 | 513 | 556 | 526 | 529 | 558

Table II1I.Z2.

Test scores of quantization schemes
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Source of Degrees Hean F miio Sipnificence

Variation Froedem Scuarces Level
Q 4669 I-ESQ/P-ZSQS = 3.9159 > 0.995
B 2.4182 MS /HS o = 17.2200 >> 0.995
P 1.1037 NS/ HS e = 8.773h >>0.995
S .5319 MSg/MSeppg = 3.6865 >>0.995
QB .1&05 MSep/MSeps = 0.9807 N.S.*
QP L1152 HSQP/MSQPS = 0.8480 N.S.
Qs L1192 MSQS/MSQBPS = 0.8265 N.S.
BP . 0844 MSpp/MSppy = C.5725 N.S.
BS L1417 MSBS/MSQBPS = 0.9796 N.S.
PS L1264 MSPS/MSQBPS = 0.8759 N.S.
QBP L1452 MSQBP/MSQBPS = 1.0060 <L 0.75
QBS L1472 MS e/ MS oppg = 0.9925 N.S.
Qs L1358 MSope/MSqnpg = 0.8759 M.5.
BPS L7 MSBPS/MSQBPS = 1.02121 < 0.75
QBES 2100 L1443

Toble TIT.7Z.

*H.S. - Not Significant

An2lysis of variance of subjective-~test doia




Shortest
Q 6 3 1 5 L 0 2 Significant
Ranges

Sums (sQ) 558 556 532 529 526 519 513 a = 0.05
Sg - SQ 2 26 29 32 39 45 R, = 2k b
33 - SQ 24 27 30 37 L3 R3 = 25.6
sl - sQ 3 6 13 19 RL+ = 250.5
Sg - S 3 10 16 Rg = 27-2
Sy, = Sq 7 3 R, = 27.7
Sg - sQ 6 R7 = 23.1

6 3 2 5 L 0 2

Table ITT.4L.

Ducans' multiple-range testi-

Quantization schemes underscored by the same heavy bar

are not significantly different.




CHAPTER IV

Residual Encoding with a One~Bit Quantizer

The method of adaptive predictive differential encoding® is
krown to be very attractive for the efficient digitization of speech
signel. Atal and Schroeder(29>, using a differential encoding scheme
that exploits the redundancies in speech waves, have achieved a
remarkable SNR advantege over PCM. 1In their scheme, the coefficients
of the short-term adaptive predictor are calculated by the inversion
of an auto-correlation matrix and the predictor coefficients ard
quantizer step size are transmitted separately to the receiver.

If the numver of predictor stages is large, en iterative adaptation
(32)

procedure is often less complex, and can be computaticnally more

efficient in calculating the values of the predictor coefficients.
In a recent development(aé), it has been shown that it is not

necessary to transmit separately information about ithe quantizer

step size and the predictor coefficienls, since, by using the so-called
"residual encoding' scheme, these parameters can be determined
synchronously from the transmitted information bit stream. A
disadvantage of the residual encoding scheme proposéd by Gibson(34)

is that the algorithm for the quantizer step~size adjustment requires
the use of a multi-bit (greater than 2 1evels) gquantizer and this

thus imposes a lower 1imif on the mininum number of bits ihat are

required per sample. One method to overcome this and reduce the

rmunber of hits appearing atl the gquantizer output of a residual encoder

*  See also Chapter I, Section I.1.A.3.
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.

vould be to use‘a variable~input~length to fixed-output-length

code similar to that used by Cohn ard Melsa(BC). This technique
does, however, sulfer in that it requires the use of buffer storage,
with its etterndant disadvantages.

In this chapter, the possibility of using a one-bit (two-1level)
guantizer as a means of reducing the bit rate required in a residual
encoding scheme is examined and an algorithm is developed so that the
step size of the one~bit quantizer can be adapted from the ouiput bit
stream. Additionally, the structure of the predictor part of the
residual encoder is considered. In the works mentioned previaisly
in this chapter, the predictor network used is a variant of the
go-called "direct-form" of vocoder filter structure used by Atal and

(63) (62)

Hanauer and by Markel . In this chapter, a new form (a lattice—-
type structure) which is suitable for use in residual encoding, is
derived. The new predictor structure is developed from the lattice-~

(65,91) -

type vocoder f{ilter structure* of Itakura The performnance
of the direct~form and the newly developed lattice~form of predictor
structure are comp&rea when using the same one-bit quantizer, and
it is shown that the lattice-form of predictor has a number of
advantages as compared with the dircct-form of-predictor and that
it is particularly suitable for use in low bit rate (less than two
bits per Shannon sample) applications.

This chapter is structured in the following way:

In Section IV.1, the question of the predictor structure is
first considered and a lattice~type of predictor is developed that
is suitable for uvse in a differential (and residual) encoder. Then,

in Section 1IV.2, the problem of adjustiing the siep size in a one-hiti

w
o
o
—
w©
o]
2
=)
o

er T, Section LT.1l.B.5.
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guantizer is examined and a stratesgy is developed which makes it
possible to synchroncusly adjust the qUantizér step eize from
information contained in the output bit stream. In Section IV.3,
the question of parameter optimization is considered and a set of
parameter adaptation algorithms is derived. If a special case of

a residual onc-bit encoder is considered, where the predictor order
is 1 and predictor coefficient is fixed, it is found that the step
size adaptation algorithm is reduced to that of an adaptive delta
modulator. This relation between one-bit residusgl encoding and
adaptive delta modulation is described in Section IV.4. A discussion
of the relative theoretical merit of the residual encoders using the
two types of predictor stiuctures is given in Section IV.5. In the
actual implementation of these new coders iﬂ wags discovered that
some modifications, to the parameter adaptation algorithms derived
in Section IV.3, could result in improvements in their performance.
These are described in Section IV.G6. In Section iV.Y, experimentsl
results are presented relating to the perforimance of the direct-form
and lattice-form of predictors when using a one~bit quantizer and

employing rezl speech as input signal.

IV.l Predictor Stiructure

It has been shown in Chapter I, Section A.2 thal with a
typical differentiai encodiﬁg and decoding scheme as in Fig. 1.2,
the SHR of the received signal, g, can be maximized by minimizing
the prediction error, E, i.e. by minimizing the output from the comparator

comparing the input, S, and the predicted sigual,P. The well-known vocoder



(65)

filter struectures of Atal and Hanuaer(65) and Itakura and Saito
are very suitable as a means of removirng the redundancies {rom
speech signals, and thereby reducing the energy contained in the
signal. Predictor networks derived from these vocoder filier
structures provided an effective way of p edicting speech so that
the prediction error is reduced and the output SNR thereby improved.

In deriving the lattice~form of predictor, it is helpful to

begin by reconsidering the conventional direct-form of predictor.

A. The direct~form predictor:-

filter (63)

The vocoder used by Atal and Hanuaer

andi by Narkel(62) is
a direct inverse of the all-pole vocal track model (Bq.(I.2)) and is
thus an nthe~order all-zero filter of the form,

n
B(Z2) = 1 ~ E aiz“i . = (IV.1)

1
If the input sigral is of sitationary statistics, then a set of
coefficient wvalues asy i = 1l,~~==,n can be calculated so as 1o
minimize the energy of the filter output. This minimal energy
output from the vocoder filter is exactly what is required as input
to the quantizer in a differential encoding scheme. Therefore, the
required error can be expressed asg .

g

E=3(1- 5“4 aiz“i) .
1

and it follows that in order 1o produce this prediction error E

by subiraction of P from S, the predicted signal P has 1o te

P = 5 - B e (IV.2)
n -4
= S, a%
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This »redicted sicnal can he expressed in tite-domnin form as

where Si = D's and D is a unit delay
operator. In a differential encoding application, the received

A
signal S is used instead of S as input to the predictor, thus

n

E = § - E aigi | e (IV.7)
1
and P = E a.g.
11
) 1.

This is, of course, the well-known direct-form predictor.

o]

In the differential encoder, the received signal é is

A «
constructed from the guantized prediction error E. On replacing

A A . .
S and E in Er@“@ by 5 and E and rearranging, it follows that

and that the complete encoder circuit with the direct-form predictor

can bhe drawn as in Fig. IV.1.

B. The lattice-form predictor:-

The lattice-form of the vocoder filter derived by Itakuvra

(65)

and Saito is reproduced in Fig. IV.2, together with its associated
inverse filter. It is important to note that in the operation of

this filter the redundancy in the input signal is rermoved success-~
ively by each of the cascaded stages of the filter. The coefficient
b., at each stope i, is optimized co s to wminimize the output.

k. from that stege alone and in this way the final output B
X

.;‘1
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65)

is automatically of minimum energy .
Let us now attempt to construct a4 differential encoder from
this vocoder filter so that the final output En+l is the input

to the quantizer, that is, is the prediction error E. From Fig. IV.2a,

it can bhe seen that

Hence, the predictor output P is given by

- _ ——— !
P S En+l (Iv.h)

n .
= E b.F,
4 1 1
1

In differentisl encoding, the predicted signal P should be derived
only Irom information that is available to the receiver. Thus

A
the values of Fi have to be replaced by the received versions Fi

and hence-"

n

A
P = Z/biFi i (1Iv.5)

1
The energzy in the intermediate prediction error Ei+1 at the output
of each Tilter stage has to be minimized individually. This inter-
mediate prediction crror can he written dewn from Fig. IV.2.a, on

. A
replacing Fi by Fi:

vhere EL = S.



\
-

Tne received ri's can be pgenerated from the guantized version
A\

En+1 of the final predicticn error E

~

A
by using E as the inrut

nfl’ n+l

to the inverse vocoder filter shown in Fig. IV.2.b., Given the initial
A A
states of Fi's, new Fi's are found (sce Fig. IV.2.b) by the following

recursive relationships,

A A A
E. = E. + b.
1 i+l 171
f" = D(?‘ b B )
i+l i i7i
for i = n,n-1,----,1. ——— (IV.7)
a, F (B 8
and, F, = Dnl) —— (IV.8)

The complete differential enceoder using a lattice-form of predictor

is shown in Fig. IV.3.

Iv.2. A Strategy for Adjusting the Step-S8ize of a One-Bit Quantizer

It is convenient to represent a two-level quantizer of variable
step size by a symmetrical clipper of unit amplitude followed by
an amplifier of variable gain o, as shown in Fig. IV.4, 1In this

case,

2 = oq : —m (IV.9)

Ideally, the gain ¢ should be such that the power of the
guantization error N is a minimum. But, it is not possible to
optimally adapt the step size of a two-level guantizer from a know-

. o A .
ledge of the quantizer output E alone, because I contains no
amplitude infermation. If, however, a two-level quantizer is to be

used in a differential encoding application, then it can be argued



that instead of attempting to reduce the powver of the quantization
error N, the step size can be adjusted.so as to reduce the power

of the prediction error B. Let us consider a linearized differential
encoder as shown in Fig. IV.5, in which the quantizer is replaced

by a linear model of proportional gain g whose value is such that

the power of the difference between the actual quantizer output ﬁ
and the linearized model output gk, i.e. (ﬁ - gE)z, is a minimum.

In this linearized differential encoder, the prediction error is
given by

(1 - G)S
1-G(1-g) ?

where G is the transfer function of the predictor
and (1 - G) is the all-zero filter H(Z)
of Eq. (Iv.1.)

If the input signal S is an all pole input then it can be
seen that, provided g % 1, then for every pole in S cancelled by
(1 - G), a new pole is produced by {1 - G(l - g)} +» This thus
means that E remains csrrelated and this in turn implies that the
power of E is only a minimum when g is egqual to unity. A value of
g = 1 means thal the power of the quantization'error N is a minimun.

This is becauge

;_. = (- E)2

- (& -eB)
which is minimum by definition. In the case when there are zeros
in 3, a sub-optimal solution will result since, in the process of

reducing E 7, ¢ may be so adjusted az to partizlly compensate for the
)y o O «

energy contributed by the seros. LAn sdjustment of g away from unity
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causes an increase in the energy 6f F due to the { 1-aG(1 -~ g)}
term, while, at the same time, possibly leading to a reduction

in the contribution due to the zeros of S. The optimal value of g,
for minimum ernergy of B, Qould be between the requirements of these
two conflicting factors., In the case of speech signals, the energy
contributed by its zeros is usuwally insignificant as comparcd with
that contributed by its poles and hence the optimal value of g will

be fairly close to unity for minimum E2. Urder these conditions

N2 will also be close to its minimum,

IV.3. Parameter Optimization

Before dealing with the guestion of parameter optimization it
is important to nole that as the prediction coefficients, ani the
quantizer step size, are to be adjusted identically at both the trans-
mitter and the receiver, it is only nccessary to consider the
optimization at the transmitter (the encoder)a The predictor
coefficients and the quantizer step size are the parameters that
have to be opltimised automatically to take account of changes in
the statistics of the input signal, and it 3s this problem which

is now considered.

A, The direct-form Fncoder:.

- In the previous section, we saw thal both the guantizer step
size ¢ and the predictor coefficilents &y should be adapted so as to
reduce the powcr of the prediction error E to o minimum. That is,

. 2 ] . .
the varience B > of E can be taken esg the error criterion.

Thav ic,

r = <}32>



1

One apprecacit to the solution of the optimizaiion problem is
through the use of an optimal gradicent method. From Eq. (IV.3),
we have that

n

E \ A
E = S -~ a.S,
A 11

1
Aséuming that each coefficient a; is independent of its previous

values, then the Si's are independent of the ai‘s and we have

JdE A .
Y = -Si , i = 1,2,m=e=,n,
i

and, therefore,

a(e?) ” .
o = - 2 <Lbi> s -2 E&i/

A

- 2ES, meme - (IV.10)

A
In the above expression, the quantized prediction error B is

used to approximate the actual prediction error E, since E is
unknown to the decoder and cannot, therefore, be used for parameter

AN
adaptation. Also, the produce ES.l is used instead of the ensemble

Ah AN
average ESi> because, at each sampling instant, ES.1 is the only
information available about this ensemble average and is thus the
closest estimale that can be made of its value.,

" To find the gradient of the error criterion with respect to

A
the step size ¢, we have from Fig. IV.l, on replacing E by ¢Q,
n

I
S, = D(eQ + Ezz a.g.)

1 11

vhere D is a unit delay operator,

and Q 1s the clipper output of unit smplitude.



And, thercfore;

’ 8] T
Ao A
E = S = al(D(oQ + Ei{ aisi)) - 52; a5,

From this expression, we see that E is ipdependent of o, if, as

in the case of the predictor coefficients, the step size at the last
iteration Do is assumed to be independent of the new step size o.
This difficulty can be avoided if the error criterioﬁ is changed

to <(D-1E)2> y where D-l is a unit advance operator. The
minimization of <(D-1E)2> s with respect to ¢, serves the purpose of
reducing the time average of E2 to a minimum, just as effectively

as the minimization of ‘<E2> « The reason for this is easy to see.
If the enscmble average at each sampling instant, be it <E2:) or
<(D-1E)2> s 28 reduced to a minimum, then the time sverage is a
minimum as well.,

It can be seen from the above that

n

n
A
p7E = 075 - (07hag ) (o + > af) . ool E 2.8
T 1 2 5 1 1

and it follows that

g<§D;1Ejsz. - -2 e )e) e (17.11)

- 2(D"1ﬁ)(D"1al)Q

fle

- Optimization of <(D"1E)2> as an ensemble average must not be
confused vwith the oplimization of <E2>> which is a different ensemble
average. In other words, two error criteria are to be optimized

simanltancously, namely:
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. ‘ / 2
(1) T, (eysaym-mmra) = (52D

(2) T (o) = {7'm)?)

There are obvious interactions between the two optimization processes.
The interactions, although obvious, are extremely difficult to
isolate, and rather than attempt this, it was decided to treat the
minimization of these two error criterions as two independent
optimization problems and to adjust carefully their relative rates
of adaptetion so as to obtain the best practical result.

With the problem thus formulated, it is a simple matter to
establish the optimal distance along the vectors cf cteepest descent
for the two optimizations. This could be done, for example, by

(92)

using the differential method described in Aoki n doing this,
the iterative algorithm for optimizing the coefficient values is

found to be:~-

a'(k+l)

. - agk) + ""’7&%?‘ , io= 1,2,mmem 0. emee (IV.12)

where X(k) is the value of X at the kih iteration.

n'\
and By = 2;<&ﬁ%t>

On account of the fact that various appréximations have to he made

in arriving at BEg. (IV.10), the gradient estimate is rather noisy

and a reduction factor r, (ra‘QK 1) has beén added in the above

expression in order to slow down the rate of asdaptetion.
Similarly, the algorithm for the minimization of

Fo»z <(D-1E)2 > with respezet to ¢ ig found to be:i~



)
E
o (k+1)

2
! C

(k1) (k+1) (k)
ay

ol

0(k+1) - O(k) + 7

where “gk) - <(a§k)Q(k'1))2>

and ro i3 & reduction factor.

A
On subtituting oQ for E and rearranging, it is found that

Jer1) J(x)
Q(k+1)a1(k+1)Q(k)
l1-r 1)
o ugh+
(k+1)

As no knowledge of @ is available at the kth iteration,

fhe ebove can be more conveniently written as
(k) o(k-l)
T T)

t ()
“O

mmee (IV.13)

which is obtained by substituting k-1 for k.

Good estimates of the eﬁsemble averages p and ko are
provided by their time averages since these time averages are relatively
independent of the adaptation process and vary mainly according to
the statistics of the inputl specch, which change relatively slowly.
In experimeﬁtal work reported on in the folloﬁing sections, exponential
time averaging with a time constant of about 2msec was used for

calculation of By and e

" B. The lattice-form encoder:-
As mentioned previously, with this form of prediction filter

structure the prediction error power from cach filter stzze has to



be reduced to a minimum wiith respect to the coefficient associated
with that stage. If the filter is of order n, the adaplation of the
predictor coefiicients consists of n parallel single-dimensional

optimization problems. From Eq. (IV.6), we have

A
E, . = E, ~b,F, , i=1,2,-m=-,n.

and hence

o ,\
a— = = 2(B o F)
. A A
= 2Ei+lFi

For siep size adaptation, the error criterion <(D'1E)2> is angain used.
In this case E = En+l’ which is the final prédiction error {rom the

nth~order lattice filter. From Egs. (IV.4) and IV.5), we have

n
-1 -1, -1 A
D7E, = DTS - D :z; b, P,
and from Egqs. (IV.7),(IvV.8) and (IV.9),we have that

n
-1A A A
DF = I = o + b.F.
1 1 J J
1
and that

n .
~1N A A .
DTF; = Fy, -~ by, (o +-j;£4bij) , 1= 2,3,mme—,n.

Therefore,

n
n+l ~1 -1
2 L {orhe - Doty e}

and it follows that



(e )? |
o< okl ) = - 2 ((D'lnn+1)e>

-]A
- 2(D En+1)6

sile

a (p™1E

where 8 = = -
d 0]

n+1)

For an nth~order predictor, the following n+l error criteria

have to be optimized simultaneously:~

(1) =amm () =~ (1) T, (b)) = (8,07

b

«D12H92>

(n+l1) I‘O(c)

If these are again considered to be independent then the following

adaptation algorithms are obtained:
6(1:) ) (k-—l) ——r (IV.14)

B (?) (k-1)
""75 -1)°

where ©

and u(h - <(G(k))2>

(9 (1)) B (), (0
2 1 11" R

And
( ) ( ) (k)l'\\ )
k+1 k 1+1 i . -
b, = b7+ Ty et R 1,2y ,a.  (IV.15)
i on
b.
A
where p. <( (}‘))2> , i & 1,2,mmme,n,
In these expressions rd and r, arc reduction factors.

i
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In additicn to the interactions between the quantizer step
size © aﬁd the predictor coefficients bi’ it is easily seen that
interactions also exist between the coefficient optimization
processes. The coefficient bi of stage i can reach its optimum,
only after the coefficients bl -----ubi_1 5f the previous stages have

all reached their optimum values. In the experimental work reported

on in later sections a graded set of reduction factors r,oo= Ty 3

i=1,2,m~=~v,n wvere used and were found to work quite weli. Th:
use of graded reduction factors means that the rate of adaptation
of the predictor coefficients gets progressively slower towards
the final stage of the filter.

It can be seen that given a stationary input signal 5, the

A A
Fi'S, except Fl’ are non=stationary during the adaplation

towards the optimal point. The power of ﬁi becomes gradually
smaller as the coefficients of stages 1,2,~e-~,i-1 converge towards
their respective optimal values. Thus, for i greater than 1, the
normal time window of stationarity than can be assumed for specch
signals is no longer valid for %i' In replacing the ensemble
averages [ by their exponential time averages, a set of greded

i . —A
time constants were also vsed. With the time constant of (Fl

>2

° -f\
23 the time constent 7, of (Fi)2 was set to be

719
1 i = 2,3y=~=~;n.

IV.4. Adapbive Delta Modulaticn

The encoders describzd can be reduced to a delta-modulator,
by using a predictor of the firsl order and having its coefficicnt

fixed at wnity, l.e. n = 1 and a, or bl = 1,

ot



From Eq. (IV.13) or (IV.14), the adaplation algorithm becomes:-

(k) (k-l)
© - () (1)
" %o (('TLTT”>

As the absolute value of Q is constant,

(U2 o (glk1)y2

Therefore,

(k-1) _
&L cls if Q(k) Q(k-l)
- T
[of
(k-1)
k o : (k) (k-1)
© = 1+ r(7 if Q = - Q

with the constrain that 0 g < 1

Thus, at the kth sampling irnstent, if the present output from
the symmetrical clipper has the same polarity as the previous
oulput the value of the step size multiplier, o, is increased
by a factor 1/(1-r )« If they arc of different polarity, o is

decreased by a factor l/(l+r Yo ‘l‘hlC companding sirategy is very

similar T that eh\Plnyed b (\b 0\ odagtive delta modulatorg
using instantaneous compandlnw ’. There is another class

e . (19,93)
of adaptive delta modulators using syllabic companding ,

that also derive the companding information from the change (or
no-change) of polarity in the output bit stream. In such schemes,

a time average of the overload (i.e. no change in the polarity

of adjacent output samples) and underload (i.e. change in polarity)
information is used to control the quantizer stef sizc. A very
similar scheme would have been derived 1f, as illustrated overleaf,
a time average had been used to estimate the ensemble average in

the pgredient expression (Bg. (IV.11)).



From Eq. (IV.11), and using &

3{(r"1e)?)
S o]

2 {(»"'r).q)

2 (D’lE).Q

e
)

2 (0 lo)sian((070).0) . |a] ?

And assuming that ¢ changes very little, the above is

2 « 20 sign ((D-lQ).Q) . |Q[ 2 ;

and the step heighl adaptation algorithm becomes

0(k+l) - 0(k) (1 + r_

QU 1lglk)

Bign

Thus the companding laws of these well known deltia modulators
can be interpreted as gradient optimization algorithms to minimize
the power of the prediction error. The use of unity as the coefficient
value for the first order predictor is quite justified. At the
high sampling rate that such delta modulators operate, the low-pass
Tiltered speech spectrum does appear to possess a strong pole at zero
frequency. This might also explain why the companding laws break
down at sampling frequencies approaching the Nyguist rate. At such
gampling rates there is considerably more signal energy at frequencies
near half the sampling freguency. The optimum value of the coefficient
of the first order filter can be much less than unity ox, even negative
for certain high frequency fricative sounds, and the appropriate step
size adeptation is thus quite different. Furthermore, a first-order
predictor becomes inadguate for describing the spectrum shape
and  the argument in secticn IV.3 leading to the adoption of the
prediction error power &g the optimization critericn, does not hold

well.
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IV.5. A Discussion of the Relative Merits of the Direct and Lattice-

Form of Encoders

A. Complexity:-

The encoder using the lattice-form of prediction filter is
undoubtedly more complex than one using the direct-forim of prediction
filter. It not only uses twice the number of multipliers in the
actual filter structure; but the adaptation algorithms for both
the step size and predictor coefficients also involve more computations.
However, as it will be shown later, the use of the lattice-form

encoder, with its increased complexity, is not without its rewards.

B. Stability:-

Due to the non-lincarity of the guantizer, and various approx-
imations talken in developing the adaptation algorithms for the
encoder paremeters; the adaptation algorithms, though seeking to
minimize the prediction crror variance, cannot guarantee the stability
of the encoder. A few iterations in the wrong direction could be
sufficient to trigger the whole encoder into unstability, especially
when the redvction ratios had been adjusted to give the maximum
convergence rate under morec favourable conditions;_With a lattice-
form of prediction filter, at least the stability of the filter
itself can be assured by keeping the coefficients within bounds

of +1 and —1(65’67).

The. checking of the stability of the direct-
form filter is not such a simple matter. Opc way of checking the
stability is to Tind the roots of the polynomial equation (Eq.
(IV.L)) and keep them within the unit circle. A simplified method

L (65)

for doing this is given in Atal , but this method is still far

koo laboricus for present purpeses. In the simuletions couducted,



the enceder using the direct-form predictor was without a stability

check.

C. Pole Sensitivity:-

63) dealing

It is generally acknowledged, in previous works(
with predictive coding of speech signals, where the predictor
coefficients have to be transmitted, that the coefficients of the
direct-form predictor have to be coded very accurately. A small
deviation in these coefficients can cause a significant change
in the pole positions of the received speech signal. The coefficients
of the lattice-form predictor, on the other hand, can be coded
mere coarsely(67), for the same accuracy of pole positions. Im
the present application, though the predicfor coefficient values
do not have to be sent, steady-state or fluctuating errors from
the optimum values can be resulted in the adapted coefficient values.
Such errors can be causcd by inaccuracies in the.gradient estimation,
non~linecarity of the quantizer, interactions of concurrent optimizations
or transmission errors. The resulting shifts in pole positions not
only increase the noise p?wer because of sub-optimal prediction,
but also cause a perceptible deterioration of.the gquality of the
regencrated speech. The lattice-form encoder, as it allows a wider

tolerance in the coefficient valuces, has an advantage over the

direct-form encoder in this respect.

D. Rate of Convergence:-

As demonatrated previously, each predictor coefficient, bi,
of the laltice-Torm cncoder is adapted in one dimension. Assuming
that the ensemble averapoes used to caleculate the optimal gradients

can be estimated exactly, theoretically the coefficicnt, b., can
ki b i b}



reach its optimum in one additional step after the coefflicients

e b ) hagd reached their optimum
I

of 2all its previous stages (bl, -

values. Or, the ith coefficient can reach its optimum in not more

than 1 iterations. On the other hand, an infinite number of itcrations
would usually be required to reach the optimum for the multi-dimensional
optimization of the predictor coefficients, a;, (i = 1,2,~===,n),

of the direct-form encoder. The rate with which these coefficient
values approach a certain proximity to the optimum point is dependent
on the nature of the covariance matrix of the input signal. Other

than in the unlikely case, where the matrix is orthogonal, the

rate is much glower than ideally possible with the lattice-~form
predictor coefficients. Such is the idealized situation. In practice,
the exact estimates of the ensemble averages cannot be obtaincd.

The effect of the error in the estimation of the censemble averages

can be considered as noise added to the theoretical response, of

the filter coefficients, to a change in the input spcech spectrunm.
Such "noise" not only deviates the adaptation direction from that
indicated by the optimal gradient, but also causes a fluctuation

or "hunting" of the final coefficient values around the optihum.

The magnitude of such fluctuatuon can be rcduced by multiplying

each iterative step by a reduction factor. This operation slows

down the rate of convergence from that theoréticaliy possible.

If the same reduction factor is used for the two systems, their
relative rates of convérgencc are still roughly in the same proportion
as their "ideal" rates.If one system has to be slowed down appreciably
more than the other for it to be useful, then the "usable" convergence
rate is not onlyifunction of the ideal rate, but is also a function

of the reduction lactor.



How much the convergence rate has to be slowed dowm depends
on how ﬁuch fluctuation can be tolerated, and on the magnitude
of the fluctuation produced by the system. It has already been
seen that the lattice-form predictor is less sensitive to the
deviation of coefficient values from thé optimum. Héwever, the
question remains as to whether its structure, and associated adaptation
algorithms can give rise to larger fluctuations. Experimental
evidences show that it does. To sece whether this is compensated
by the relative insensitivity of the system to sucﬁ fluctuations,
the following computer simulated experiment was performed, with,
_for convenience, the overall SNR being used as the performance
measure. A white noise generator was used as a signal source, and
used as input to an all-pole spectrum shaping fiiter of the lattice
form (as Fig. IV.B.b)'having fixed coefficient values of (bl =
0.7, b, = (—l)i_l-O.l, i=2,%3,~—~—,n). The output of the filter
vas used as input to an encoder of the samec order. The encoder
could be of ecither the lattice- or direct-form. The initial values
of the coefficients of the latticce-form encoder were set to the
same values as the spectrum shaping filter. An equivalent set
of coefficients ay (i = 1,2,~-~-,n) for the direct;form predictor
vere Calcﬁlated using the»recursive relation in Ref. (67) and these were
uéed as the initial values for the direct-Torm encoder. The steb
sizé, g, of the quantizer was set approximately to the final adapted
value in an initial trial ran, and the total SNR figure was measured
for a length of 512 sample, after allowing the parameters to settle
dowvn by running the setjup from initial condition for 1024 samples.
It was found that, for the séme reduction factor, the SNR is about
the same jrrespective of whether the lattice- or direct-form
encoder is used. This impHes that for the name resulting effect

on the SHR caused by the coefficient fluctuvations, the game reduction
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can be used; and, if the reduction factors used for the lattice~ and direct-
form encoders are the same, the convergence rates of the predictor coefficients
of the two encoders should be in proportion to their ideal rates. This
means that the coefficients of the lattice-form predictor converge much
faster than that of the direct-form predictor. However, remembering the
the actual reduction factor for the adaptation of each coefficient bi of
the lattice form is actually i times samller (i = 1,2,----,n), it can only
safely be concluded that the coefficients of the first few stages of thec
lattice-form predictor actually converge faster than those of the direct-
form predictor, while those of the last few stages may converge at an
equal or a slowver rate. As the greatest amount of redundancy in speech
waves 1s extracted in the first few stages of a lattice-form predictor
the convergence rates of the last few stages are of comparatively less
importance to the overall performance of the encoder.

Vhen using the direct-form encoder, one is faced with the dilema
that if the order of the prediction filter is increased so as to model the
input speech more accﬁrately, the convergence rate becomes so slow that,
when the statistics of the input speech change rapidly and last for only a
short time (e.g. plosive sounds), the prediction breaks down completely;
and this results in an extremely low SNR. Because of the rapid convergence of
its first few coefficlents, the lattice-form encoder copes with such situations

much better and at least manages to provide a sub-optimal prediction.

IV.6. Some Practical Modifications

In the actual implementation of the encoders, there are a number of

sitvatione in which 1t is found that the optimization process fails. Such failures

can be caused by transmission errors, instability, rapid transitions of the
specch spectrum or sharp rises in the speech powver, etc.. The conseguences of

a failure of the systoem to optimize are usually very severe, since incorreci

3
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prediction results and vthis leads to a disproportionately high increase
in the noise power. In those cases in which the failures are rare

and are of short duration, there is no seriocus deterioration of the
overall SNR, but the perceptual effects resulting from the failures
remain highly significant. In order to overcome these defectls, a
series of modifications have to be made to the encoders so that they
can be used in practical situations. In carrying out the modificetion
the emphasis is not so much on improving the SKNR as on 'deluning! the
optimization process so that a suboptimal set of purameters can be
obtained under adverse conditions, even though this may result in
slight deterioration of the SNR under more ideal conditions. The
various causes of difficuliy and methods feor overcoming them are
discussed below and 2 final modified set of parameter adaptation

algorithms is given in Table 1V.1.

A. Instability:-

The optimization algorithms, as they seek to reduce the power
of the difference between the inpul and the predicted signral, tend
basically towards a stable solution. However, instability can still
result because the dircction of the adaptation is not alwéys correct
on account of the errors in the gradient estimates.” The greater the
adaptation step, the larger is the effect of such an error. The
gdaptation step size could be reduced on a. once-and-for-all basis by
using a smaller reduction factor, or alternatively 1t could be reduced
selectively in those cases where the step size is particularly large
and therefore most likely to cause trouble, Froﬁ the adaptation

elgorithng given in Eqs. (IV.12), (IV.13), (Iv.14) and (IV.15),



we see that the adapation step is large when the denoninators (j.e.
A “o’.“o and My respectively) approach zero, and that the step

size can be reduced if a constant valuwe is added to these denominators.

In other words, the denominator p in these equations is replaced by

p! = p + C ~——- (IV.16),

wherc C is an experimentally selected constant which may be
different for each of the denominators.

It should be noted that instability is not a seriocus problem
with an encoder using the lattice-form of predictor, since simply
checking that the coefficient values lie within the bounds of +1
énd -1 is sufficient to ensure stability of at least the predictor
part of the encoder*. Although the lattice~form predictor is
inherently stable, a corstant C was still added, in the experimental
work, to By in order to avoid large numerical errors when Ky, becomes

small.

B. Transmission crrors:-

Errors in transmission can cause the encoder and decoder para-
meters to lose synchronism and the errors will propégate unless some
means are provided to re~establish synchronism. Ve do.this using the

method suggested in Ref. (36), A clamping bias is applied to each

predictor ccefficient, that is, if the new cocfficient value calculated

by the adaptation algorithm is a it is replaced by

at = a(l - 6) + KXo '
wherc K is the value of the clamping bias

and & is in the range of .00% to .0l.

¥ See scciion IV.6.H.
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.

The value a' is used as the %old! coefficient value in the next
iteration. During quiet passages in speech the denominators'in the
coefficient adaptation algorithms Eqs. (IV.12) and IV.15) become
very small and the change in coefficient value due to this adaptation
is very much reduced, because of the addition of the constant C to
the denominatcr as in Eq. (IV.16). The clamping bias takes effect
and gradually forces the coefficient value in both the encoder and
decoder to the value of the clamping bias. The encoder and decoder
are thus resynchronized afier each quiet passage of sufficient duration.
The quantizer step size generally does not have to be resynchronized,
as a permanent change in this only alters the speech volume and does

not affect its intelligibility or quality.

C. Rapid change of speech spectrum and speech power:-

In speech signals the situation is often encountered in which
both the speech spectrum and speech power change simultaneously. As
the quantizer step-size adaptation is highly dependeﬁt on the predictor
coefficient values, iﬁcorrect predictor coefficient values can lead
to incorrect quantizer stép—size adjustment. Hence, the step-size
adaptation cannot be done too quickly, if the actusl step-size is
to be prevented from becoming too small (or £oo large) before the
predictor coefficients approach their optimal values. This limit-
ation on the quantizer step-size adaptation rate, when coupled with
the fact that duriné the adaptation the change in step-size is a
fraction of the old step-size (see Eqs. (IV.13) and (IV.14)),
severely limits the ability of the encoder and decoder to cope with

a rapid rise in speech volume. This is not helped by the fact that
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a rise in volume is usually accomﬁanied by a simultaneous change

in spectrum shape, as occurs, for example, in the transition from a
quiet passage to the beginning of a spoken passage. In this situation,
the quantization step-size does not really start to increase until

the predictor coefficients are close to their optimal values, and the
situation is further aggravated by the fact that, under such circum-
stances, the predictor coefficients take longer than usual to reach
their optimal values for two reasons: Iirstly, the guantized
prediction error % used as an approximation to the actual prediction
error B in the coefficient adaptation algorithm is much smaller than
E; and secordly, the constant added to the denominator also reduces
£he adaptation step when the signal level is low. In the case of a
decline in speech volume such as occurs at the end of a spoken
passage, it is easy to see that the encoder can cope much more effect-
ively. The response of the quantizer step-size to changes in speech
volume is thus seen to be contrary to good speech encoding practice
which prefers a fast attack and slow decline.

It has been found possible to overcome the difficulty associated
with the holding down of thé quantizer step-size during upward changes
in speech volume by applying to the step size some stimuli in the
correct direction (i.e. upwards). The stimuli have to_be applied
automatically, and have therefore to be derived from information
relating to the correct quantizer step-size. The relationship between
the stimulus and information relating to the correct quantizer step-size
does not have to be very exact. But it is imperative that the
magnitude of the stimulus should not be limited by the guantizer
step-size at the previous iteration. A quantity .that appears to

‘satisfy these specifications fairly well has been found and the
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method of deriving this quantity.will now be considered.

Consider the circuit shown in Fig. 1V.6, which is a simplified
schematic drawing of a differential predictive encoder with a
proportional gain A added at the point between the feedback network
and the comparator. The gradient of the prediction error variance

<E2>’ with respect to this proportional gain A can be found as

follows:
E = 8§ « AP
thus,
2
g—g-i’—z = - (2EP)

. A

= = 2EP
Assuming that A is the only parameter to be optimized, the adaptative
increment of A to reduce the prediction error variance is found

to be

AL = T
vhere Ty is a reduction factor.

It is ecasy to see that A is strongly related to the guantizer step-
size. If A needs to be increased, it means that E the gquantizer
output is consistently smaller than the prediction 9rror B and vice
versa. 1In the special case where the feedback network is time
invariant, the proportional gain A can be placed before the feedback
network without it altering the circuit response ﬁnd it has exactly
the same effect as the quantizer step-size multiplier ¢. The
quantity AA is not limited by the quantizer step-size, because if
E is small, P vill also be small thus the ratio EP to P2 remains

substantially unaffected.



In practice, a multiplier is, ﬁmvever, not actually used
after a feedback network in the éncoder structures, which means that
A is always equal to one. The quantity AA is, however, added as a
disturbance in the quantizer step-size adaptation algorithm (see
Egs. (IV.13) and (IV.14). For stability reasons, in the actual
calculation of the value A), a constant CA is added to the denominator.
In order that this added constant shall not hold down the boost that
A\ is supposed to give to the guantizer step-size during a rapid rise
N and C. are used selectiveiy depending

A A

on whether the produce EP is positive or negative. The chosen

in signal level, two values C

+ -
and C., was

relatipnship for CA A

The effect of addition of AA to the quantizer adaptation algorithnm
is demonstrated most vividly in Fig. IV.7. This figure, which was
obtained when using real speech ag input, shows the response of the
quantizer step-size from a silent period to the beginning of an
articulation. Fig. IV.7.a. ig the response without the addition of
Ah. It can be seen that there is a delay before the quantizer step-
size finally begins to increase. And, sometimes, a whole syllable
is lost before this occurs. Fig. IV.7.b. shows the response with the
addition of AA. Not only does the response rise more quickly, but it
also does not suffer from a lengthy delay.

An additional advantage arising from the use of AA is that when
encoding voiced gpeech, the rise of guantizer step-size at the
beginning of a pitch period is made much sharper. On account of this
more realistic quantized prediction-error wavef&rm, the S¥R is actually
imbrovcd with the addition of the disturbance AA. Under other

situations, vhere the original quantizer adaptation algorithm would
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cope well, it was expec%ed that some deterioration of performance
would occur. However, it was found in the course of experiménts
that the only noticeable degradation was a slight increase in the

idle~channel noise.

IV.7. IExperimental Results

The SNR performance of the encoders described in this chapter
was measured using real speech as input signal. The speech material
consisted of five sentences taken from the Harvard Sentences, List
No. 1, with each sentence spoken by a different speaker. The
sentences used are listed in Table IV.2.

The encoders were simulated using a PDP 15 computer. The
input speech was filtered using a 3,020 Hz éharp-cut-off low-~pass .
filter and then sampled and converted into digital signal using
a 12-bit A/D convertor at various sampling rates selected by an
external clock generator. These converted digitai speech sentences
were stored permanently on digital tapes. Any single sentenbe_or
sentences, at any desired sampling frequency, could thus be selected
at will, from this pool of stored data and loaded into the computer
disk store before processing®. During the proéessing, the speech
signal was read from the disk and the processed signal was re-recorded
and stored on another area on the disk. This meant that both the
original signal, and the processed signal could be read from their
respective disk areas and played back throﬁgh the D/A convertor
for subjective evaluation.

As a first step in assessment, the performance of the encoders

were considered as a function of the number of p:edictor stages. The

¥ BSee also Chapter II.



135

sampling frequéncy vas set arbitrarily at & Kiz, and the clamping

bias for the coefficient values were fixed af K1=O.? and Kizo (i=2,%3,-—-——,n).
The unfiltered SNR was measured for each test sentence. The overall
average with respect to the five test sentences is shown in Fig. IV.8
as a function of the order n of the predictor, for both types of
predictor structure. When n = 1 the two types of encoder are identical.
However, with n 212, the encoder with the lattice-form of predictor
always has a superior performance. In connection with Fig. IV.8,

a possibly significant observation is that the SNR of the lattice-

type of encoder rises rapidly at first when the order n of the
predictor is increased. After the inflexion point, at approximately

n = 4, the rate of rise is very much reduced, but the increase in

SNR is nevertheless monotonic with increased predictor order. Cn

the other hand, the performance of the direct-type of encoder increases
at a lower rate when the order n of the predictor is small and

peaks when n 1s approximately equal to 7. It is Believed that this
peak is the trade-off point between the following two conflicting
factors. A closer modelling of the speech signal is afforded by
increasing the order of tﬁe predictor but the convergence rate of

the multi-dimensional adaptation process of thé coefficients of the
direct-form predictor suffers as a consequence. In the case of the
lattice~form of predictor, however, the predictor coefficients are
adapted single dimcnsionally and the rate of convergence of each
individual coefficient is not affected by fhe order of the filter.
Hence, increasing the order of the predictor only serves to improve

the SNR performance. However, inspection of Fig. IV.8 reveals that

the SNR improvement resulting from increasing the order of the

predictor beyond a certain point is not worthwhile.



In the evaluation of the encoders nt various sampling rates,
attention was focussed on low-bit-rate encoding in which less than
2 bits per Shannon sample were used. ' In the evaluation the clamping
biases were set at the same values as before and the order of the
predictors were chosen guite arbitrarily'to be 4, The unfiltered
average SNR's for the five test sentences are given in Table IV.3.
In obtaining the values shown in Table IV.3, the following expressio

for SNR was used:

where Si is-the
N
and Si is the

output

Since, with encloders of the type

ith sample of the input signal
ith sample of the unfiltered

signal.

being considered, the quantization

A
error (Si - Si) is almost white, the use at the output of a sharp
cut-off low-pass filter of bandwidth equal to the signal bandwidth

should improve the SRN by a factor of approximately

Sampling Rate
2 % Signal Bandwidth

These esti@ated SRN's are also shown in Table IV.3. In order to
check the validity of the estimated SNR's, an attempt was made

to méasure the actual SNR at the filter output. This vas done by
storing (g -~ 8) as processed signal, rather than S, playing this
stored signal back through a D/A convertor and then filtering the
output of the D/A convertor by a low-pass filter having a sharp

cut-off at 3,020 Hz. The power of the signal at the filter output

was measured using an RMS power meter of a long time constant.
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The result was compared with the power of the similarly played

back and filtered original digital speech. It was found that the

SNR determined in this way was very ciose to the estimated SNR.
These ShR's are plotted in Fig. IV.9 as a function of the

number of bits per Shannon sample. Also shown in the figure are the

1.
SNR's obtained by Gibson >
(36)

for a multi-bit residual encoder and the
SNR's obtained by Cohn for a multi-bit residual encoder using
additional compression. It should be noted thét below approximately
1.5 bits per Nyquist sample, the SNR curves for the multi-bit
encoders have been obtained by extrapolation. Also, it should

be pointed out that many other factors such as the sample of speech
material and the various time constants involved etc. could result
in significant changes in the apparent SNR performance; and the
multi-bit residual encoder curves should only be considered as
indicative of the region of performance of the new encoder$. The
estimated SNR performances of the new encoders with the one-bit
guantizer are seen to be betwéen the two reférence curves. The
encoder using the direct-form of predictor appears, on average,

to be approximately 0.7 dB inferior to the encoder using the
lattice-form of predictor. The unfiltered SNR curves seem to be
in@icative of the way prediction is improved with overlsampling.
They tend to flatten beyond the point of 2 bits per Shannon samﬁle.
It cén be envisaged, thereafter, that the filtered SNR's of the
one-bit residual encoders only improve linearly with the logarithm
of the output bit rate, whilst those of the mulit-bit encoders
continue to increase linearly with increasing output bit rate. This

thus means that there is a point beyond which the performance of the



141

one~bit enceders would become infericr even to that of the multi-
bit encoder without further compression. Extrapolation from Fig.,
IV.9 indicates that this would not happen below 2.0 bits per Shannon
sample.

The two performance curves for the-new encoders tend to
converge at higher sampling rates. This behaviour is hardly
surprising because the use of higher sampling rates allows moré time
for the predictor coefficients to adapt to the optimal values.
Therefore, the faster convergence rate of the coefficients of the
lattice-form predictor makes little difference to its performance.
;ndeed, it was found in experiments that at sampling rates higher
than 10 Ksamples/sec, it was difficult tordistinguish the difference
between the processed speech using these two types of predictor.
However, the same could not be said of the subjective gquality of
the processed speech at bit rates below 8 Kbits/sec. At bit rates
below 8 Kbits/sec, the perceptual difference appeared greater than
that expected from the values of the SNR. The procssed speech
using the direét—form predictor tended to be somewhat 'broken-up',
with some short syllables disappearing completely. It was found that
at low sampling rates, if, in an attempt to imprové the adaptation
rate of the encoder parameters, the reduction factors in the adaptation
algorithms for the parameters were increased beyond the values that
gave‘the lowest overall SNR, then the frequency with which syllables
vere lost was considerably reduced, but the encoder was then close
to being transiently unstable and sometimes became so. Although
the instability was often damped so that it Qas negligible after
a short interval, the perceptﬁal effect of this transient instability
wvas a sudden loud burst of noise which was particularly irritating

and was detrimental to the intelligibility of the reproduced speech.



The encoder using the lattice-~form of predictor did not anpear
to suffer from these problems and it functioned well when operating
with output bit rates as low as ? Kbits/sec, and even lower.

Finally, it might be of interest to see, given an upper
limit on the output bit ratio of, say, 7 Kbits/sec, and regardless
of complexity and sparing little effort in searching for the optimal
values of the various reduction factors and time constants, how
good a performance could be obtained. Some tests were carried cut
and it was found that by using an 8th order lattice-form of predictor,
an average unfiltered SNR of 9.38 dB could be obtained. This corres-
ponds to an estimated filtered SNR of approximately 10 dB. A detailed
breakdown of the SNR of cach test sentence is given in Table IV.4
and an example of the original and reconstructed waveforms is shown
in Fig. IV.10. The sound quality of the processed sentences could

be described as smooth and clear.

1v.8. Discussions

It has been shown that it is possible to use a one-bit quantizer
in a residual encoding scheme and achieve a reasonable quality of
speech waveform transmission at bit rates very close to 1 bit per
Shannon sample. The enceder with the lattice-form 6f predictor is
especially suitable for such low-bit-rate applications. At 7?7 Kbits/sec,
which is about 1.12 bits per Shannon sample, it achieves an average
SNR of 9.22 @B with a htﬁ order predictor and about 10 db with an
8th order bredictor. The adaptation algorithms may seem complicated
at.first sight. However, c}oser inspection reveals that many multiplication
operations involve the muliiplication between a variable and a
constant value; and they can be réplaced by much simpler shifting
operations. It will also be noted that the algorithms are particularly

suitable for hard-warc implementation. The parameter adaptation
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algorithms are independent of each other in the sense that the
execution of one does not have to wait until the successful completion
of another. Thus, the adaptation of the encoder parameters can

be performed in parallel by using hardware circuits. This parallel
operation very much simplifies the actual construction of the encoder
as the circuks for predictor-coefficient adaptations will be the

exact duplicates of one another. Furthermore, as each parameter
adaptation has relatively few operations to pefform, special high

speed electronic devices will not be_ required for real-time realization,
even with a predictor of very large order. Thus, on the whole,

the one-bit residual encoder with the lattice type predictor appears

to meet the requirements set forth in Section I.2. Admittedly,

its complexity, although simple by the standards of adapative_predictive
encoders, is still somewhat forbidding when compared with even

the most complex of fixed-predictor differential-encoding methods.

Ig comparing the lattice~form of predictor with the direct-form
of predictor, it should be noted that, although the former is more
complex than the latter, and more complex parameter adaptation
algorithms have‘to be used, the convergence rate of its coefficients
is faster than iﬁ the case of the direct-form predictor and stagility
can be maintained simply by keeping the cqefficients within bounds
of + 1. Furhtermore, the fact that the positions of the poles of
the processed signal do not appear to be as sensitive, to small
deviations of the coefficient values, also contributes towards
the greater naturalness of speech reproduction. Below about a
bit-rate of 1.4 bits per Shannon sample, the encoder with the
direct-form of predictor has a tendency to misé some short speech

syllables. Thus its use is nol rccommended at these bit-rates.
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Between 1.4 and 1.8 bits per Shannon sample, the lattice-form of
predictor still appears to have considerable advantages as compared
wvith the direct-form of predictor. It can be seen from Fig. IV.8
that with values of n as low as L, the performance of the lattice-form
of encoder is already superior to that of the direct-form of any
order. The problem of higher complexity is not thercfore so strongly
biased against the lattice-form of encoder and the lattice-form

of encoder is still favoured on account of its better sound guality.
At approximately 1.8 bits per Shannon sample, differepces between
the one-bit encoders are insignificant, both perceptually and in
terms of SNR. This means that it is clearly édvantageous to use

the simpler direct-form predictor at such bit rates.

The comparison of the one-bit residual encoders with the
multi-bit residual encoders is also of interest. It has been noted
ftom Fig. IV.9. that the SNR performances of the two one-bit encoders
are generally better than that of the multi-bit encoder without
further compression on the output bit-stream and would be preferred
to the latter not only bec;use of the higher performance but also
because of the simpler qugntizer and the slightly easier adaptation
procedure*. However, it should also be kept in mind that, above
about 2.1 bits per Shannon sample, on account of the strong tapering
of their SNR curves, t£e one-bit encoders would have lost their
SNR advantage and would, in fact, be much inferior at even higher
bit rates.

The multi-bit residual encoder with output bit-stream compression,

on the other hand, is always superior to the one-bit encoders; but

* The one-bit quantizer output is only a polarity signal and a
number of the multiplications can thus be replaced by a simple

"straight-through or inversion'" decision circuit.
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it requires the additional expense of a large buffer store, its
associated management circuitry and, of course, the code conversion
circuit for the actual compression. This bit-stream-compression

. ,(36)
method has been successfully applied

for compressing the data
rate of a 5-level quantizer output to a rate approximately equivalent
to that of a 3%-level quantizer output (i.e. from about 2.3 bits
per Shannon sample to 1.5 bits per Shannon sémple), with some
sacrifice in performance. However, it is doubtful whether this
method would be effective in achieving the same efficiency of
compression when applied to the output of a 3-level quantizer,
for the simple reason that the much reduced redundancies (as compared
with the 5-level quantizer case) inherent in the ocutput levels of
the 3-level quantizer would be mugh more difficult to remove.
Hence, it is felt that this method is again more suitable for
higher bit-rates. Below 1.4 bits per Shannon sample, it appears
that only the one-bit residual encoder with the iattice—form vredictor
could work satisfactorily.

Nontheless, the successful extraction of further redundancy
from the output bit—streém of a residual encoder-with a 5 (or
more) - level quantizer indicates that the prédictor network has
not extracted all the redundancies in the iﬁput speech wave as
it is meant to do, given a predictor of sufficient order. This
thus suggests that_there are some factors which prevgnt the predictor
from performing at maximum efficiency. A close inspection of the
detailed operation of a residual encoder has revealed one of the
factors contributing to the reduced efficiency. This, and a method
for overcoming the @ifficulty are discussed in the chapter which

follovws.
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Parameter adaptation algorithms




 Text Srenler
1. It's easy to tell the depth of a well. Male
2. These days a chicken leg is a rare dish. Male
2. Glue the sheet to the dark blue background. Male
L. The hog was fed chopped corn and garbage. Female
5. Four hours of steady work faces us. Female

Table IV.2.

List of test sentences

CSHR
Bits
samnplineg Direct—rornm Lattice~Forn
per
Rate Encoder Encoler
Hyquist
(Khz) ‘
Sample Unfiltere!] Gstinato Unfiltered|Zztinate?
6 1.00 L 6.9 7.86 7.55
7 1.15 7.71 3.25 8.57 9.22
8 1.33 3.30 9.56 9.10C 10.36
9 1.40 3.83 10.57 9.56 11.3%0
10 1.66 9.28 1147 9.94 12.1%
11 1.82 9.75 12.35 10.7%C 12.9C

Table IV.3.

SHR against sampling frequency

(Predictor order =



Sentence Unfiltered SKR

lo. (as)

1 8.50

2 7.24

3 9.73

L 11.05

5 10.36
Average 9.38

Table IV.4. SNR of each test sentence
with 7 KHz sampling rate (1.16 Bits/Nyquist sample)

andN=8
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Phase Dithering Applied to Residual Encoding with a One-Bit Quantizer

The principle of adapative-predictive waveform~encoding, as
developed by Atal and Schroeder<29), relies on the linear prediction
of the incoming speech samples from the previous samples so that the
power of the difference between the actuel and the predicted signal,
i.,e. the error signal, is reduced. Theoretically, if the SNR of
the quantizer (of B bits) remains constant, the improvement in SNR
of the adaptive-predictive method over PCM (also of B bits) is equal
to the ratio of the power of the input speech signal to the power
of the prediction error*<29>. However, in the casec of voiced input
speech sounds, the greater the efficiency of the prediction process
in reducing the power of the error signal, the more invalid is the
assumption that the SNR of the quantizer will remain unchanged.
Perfect (shortnterm) prediction of the voiced speech input would
reduce the error signal to a periodic train of sharp pulses.and
these sharp pulses are very difficult to code accurately with
ordinary amplitude quantizers. If the quantizer.step size is made
sufficiently large to handle these strong pitch pulses, then the
overall quantization noise will be greatly increased. On the other
hand, if these sharp pulses are allowed to be clipped by the quantizer,
then severe non-linear distortion ill result and this disrupts
the linear prediction of the subsequent speech samples. In the scheme
proposed by Atal and Schroeder, the problem associated with the pitch
pulses is not encountered.In their scheme, periodic (1ong~term) redund-

ancies are removed. This operation not only further reduces the error

* See also Chapter I, Section I.1, A.2.
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signal power but also, *to a large extent, eliminates the periodic
sharp pulses in the error signal. liowever, the extraction of
periodic redundancies requires a consideralble amount of computation
to determine the pitech period and the autocorrelation coefficients
between input speech samples that are approximately a pitch periocd
apart. OSimplified adaptive predictive encoding schemes (e.g. that of
Dunn(Bl)) often omit this periodic redundancy extraction. The
ability of these simplified linear predictive methods, to attain the
SRN gain that is theoretically possible with accurate prediction, is
thus limited by the difficulty of coding the pitch pulses witﬁ an
amplitude guantizer.

The disruption to the proper operation of a linear prediciive
encoder caused by the pitch pulses is worse for a special class of
linear predictive encoders known as residual encoders¥. 1In a residual
encoder, informaiion about the prediction residue is required for
the adaptation of the predictor coefficients and the gquantized
prediction error is usced as the estimate of the actual prediction
residue., Correct adjustment of the predictor coefficients.would
require that the prediction residue (i.e. the residual fluctuations
between pitch pulses) rather than the pitch pulsé vhich is the source
excitation, be coded accurately. For low-bit-rate applications
the quantizer is necessarily coarse and if the step size of the
coarge quantizer is adjusted to code the residue accurately, very
severe clipping of the pitch pulses results. Hence, for residusl
encoders with coarse quantizers, usually very little can be gained
by employing a large predictor order because even if the predictor
is of sufficient order to fully model the input speech signal, perfect

prediction will %We hampered either by incorrect predictor coefficients

* See Chapter IV and Chapter I, Section I.1 A.3
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or by a severely distorted excitétion. In other words, the nature
of the gquantizer placcs a limit to the maximum achievable amplitude
difference between the pitch pulse and the residual fluctations

in the error signal. This means that the limit, to which the power
of the error signal can be reduced, is set by the nature of the
quantizer and not by the predictability of the input signal.

If the excitation source is noise, as is the case with unvoiced
speech sounds, then the above problem is alleviated. Unlike the pitch
pulse energy, the energy of a noise signal is spread over a long
time interval, and it is thus much more suitable for amplitude
quantization. In a residual encoder, although this spread out
‘excitation introduces disturbances into thg prediction residue, from
which information for adjustment of the predictor coefficients has
to be derived, the magnitude of the disturbances is not more than
that which would be introduced by the quantization action. In other
words, the amplitude of the prediction residue can at least be
reduced to approximately the level of the noise excitation before
this noise excitation will have any appreciable effect in disrupting
the coefficient optimization process.

Thus, for s voiced speech input, if the periodic-pitch-pulse
excitation -can be converted into something resembling.the noise
excitation of unvoiced speech sounds (i.e. having the pulse energy
spread out over a long time interval), then it can be digitized by
a residual encoder with improved SNR. The network that performs
this conversion should be a linear network since any non-linearity
introduced might reduce the linear predictability of the resultant
signal. The conversion required is one in which the flat spectrum

pitch pulses are converted to flat spectrum noise-like fluctuations



with the pitch~-pulse energy being spread out. Thus it is clear
that the conversion network should have a flat amplitude response
and that the conversion operation can be obtained by a randomizing
of the phase of the input signal and is thus referred to as "phase-
dithering". A linear (time-invariant) phase-dithering network with
a flat amplitude response has a number of valuable properties;
among these are (i) the power spectrum of the input signal is
preserved; (ii) a periodic input signal appears as periodic at the
output; (iii) a non-periodic input signal appears at the output as
a non-periodic signal. Hence, to the human perceplion system spsech
signals appear 1o sound the same, irrespeciive of whether they are
‘processed by the phase dithering network or not. Thus, a restoration
of the transmitted speech signal to its original phase is unnecessary.
This chapter is devoted to a description of an investigation
into the application of the phase-dithering techningue to one-bit
residual encoding with & lattice-form of predictor structure of the
type described in Chapter IV, It will be shown that a significant
improvement in the SNR performance of the encoder can be obtained.
Also, it will be shown that if some of the improvement of system
prerformance is sacrificed, then it is possible to simplify considerably
the parameter adaptation algorithms of the encoder. The resulting
simplified encoder will be shown to requireapproximately 3n multiplica-
tions per iteration for a predictor of order n. This means that the
system is only approximately an ordér of magnitude more complex

than simple fixed-predictor differential encoders.

V.1l. The Phase Dithering Network
A model for the production of voiced sounds is shown in part a.

of Fig. V.I. The vocal tract is excited by a series of nearly periodic-



pPulses produced by vibration of fhe vocal chords. The acoustical
vibrations radiated from the mouth through the vocal tract form

the final voiced speech wave. In general, in Fig. V.1, the term
vocal tract transfer function is used loosely, as it represents

the total effects of the spectrum shaping due to the vocal tract,
lip radiation and the glottal pulse shape. As explained in the
previous section, if the gquasi~periodic pulse~like excitation of
voiced speech is changed to acquire the properties of the noise-like
excitation associated with unvoiced speech, the resultant waveform
is rendered more suitable for residual encoding. In Fig. V.l.b, a
network, X, is added betiween the excitation source and the vocal
‘tract transfer function to perform the conversion. The network has
to function so as to distribute the pulse energy more evenly over
the time-axis and also to preserve the flat power spectral envelope
of the excitation source. A network that approaches these requirements
is a long non-recursive digital filter whose coefficients make up

a cycle of a pseudorandom sequence. If an impulse is received as an-
input to the network then the output is exactly a cycle of this
psuedo~random sequence. Fig. V,2 shows an example of a filter of
this kind. The filter shown has, as coefficients, a maximal-length
pseudo-random binary sequence (PRBS) of cycle length 7.

It is well known that the auto-correlation of a pseudo-random
sequence is a sharp peak where the correlation delay is equal to an
integer multiple of the cycle length and that it is zero, or nearly
zero, elsecwhere*. However, with one single cycle of the pseudo-

random scquence, the auto-correlation function has a sharp peak at

# In the case of the maximal length PRBS, the maghitude of the auto~
correlation function is equal to the cycle length at the sharp

peaks and ~1 elsevhere.
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zero delay and some small fluctuétions elsewvhere, The magnitude of
the fluctuations is dependent not only on the cycle length of the
sequence but also on the starting point in tne sequence from which
the cycle is taken. To illustrate this, the auto-correlation functions
for various gingle-cycles of a PRBS of cycle length 7 are shown in
Table V.1, from wvhich it can be seen that the sequence number 4 has
the lowest values of non-zero~delay auto-correlations. In general,
the longer the cycle length the higher is the magnitude ratio of the
central peak o the highest non-zero-delay auto-correlation. The
auto~correlation function of a single cycle of the PRBS is close to
an impulse when the cycle length is large. This means that the
.impulse response 0f & non-recursive filter using this cycle of PRBS
as coefficient values has an auto-correlation function that is close
to being an impulse and, consequently, the impulse response has an
almost white (flat) power spectrum. Thus the amplitude response of
this filter is approximately flat,

With reference to Fig. V.1l.b, it is cleaxr that it is not possible
in practice to place the phase dithering filter, X, between the
excitation source and the vocal trgct transfer function. However,
a8 the phase dithering filter is a linear network, its position can
be interchanged relative to that of the vocal tract transfer function
without this having any effect on the final output. The resuli of
this errangement is ghown in Fig. V.l.c. This is important, since
it means that the desired alteration on the excitation can be
achieved by passing the speech wave through the phase dithering
filter.

It seems reasonable to assume that, to achieye an effective
apreading out of the energy in the pitch pulses, the length of the

one cycle of the PRBS should be at least a piteh period. Assuming.
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a sampling frequence of 8 kllz and a minimum pitch freguency of 100 Hz,
the longest pitch period is equal to 80 sampling~intervals. 4is the
cycle length of a maximal-length PRBS is given by (2m ~ 1), vhere m

is an integer, this means that m should not be less than 6 which

gives a cycle length of (3. The cycles of PRBS with m = 6 and 7,

that have the minimun "side lobe" fluctuation in their auto-correlation,
are given in Table V.2,

The use of a digital filter whose number of stages is of the
order of a hundred seems prohibitively costly at first sight. But,
the use of PRBS as coefficients means that no multiplications are
required, because the coefficients are either 1 or -1. Thus the
additional expense in employing this phase dithering filter is only

the cost of the delay elements.

V.2, One-Bit Residuel Encoding with Phase-dithering
The block diagram of a phase-dithered one~bit residual

encoding and decoding system is shown in Fié. V.3. Apart from the
addition of the phase dithering filter placed before the encoder,
the system is in fact a normal one-bit residual encoding and decoding
scheme of the type described in Chapter IV. On the assumption that

both the power spectrum and the voicing information of the input
speech wave are preserved by the phase dithering filter, the signal
leaving the phase dithering filter should sound the same as the
original specech. Restoration of the transmitted speech to its
original phase relationships can, therefore, be omitted. Also, since
after the phase dithering the signal can be considered as equivalent
to "the original speech, the SNR performance of the encoder can be

determined from the recongtructed speech, 53, and the phase dithered
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speech, S, that is:
822
SNR =
2
(83 - 82)

The system of residual encoding with phase dithering was
gimulated on a PDP 15 compater and the SNR of above was measured
for the test sentence "It's easy to tell the depth of a well".
The sentence, which is No. 1 in Table IV.2, was spoken by a male
speaker. This particular sentence was used since experience gained
in measuring the SNR performance of the non-dithered one-bit
residual encoder had shown that although the sentence has an
SNR which is slightly below the average SNR of the five test sentences
of Table IV.2;, the manner in which its SHR varies with the number
of predictor stages is representative of the averege behaviour with
respect to this parameter. During the course of simulation two
phase dithering filters were tested. PRBSs of cycle length 63 and
127 as shown in Table V.2 were used respectively as coefficients of
the two filters. In the experiments, the test sentence was pre-~
filtered using a 3020 Hz sharp-cut-off low-pass filter and the output
from the filter was sampled at 8 k samples/sec. The unfiltered
SNRs were measured as a function of the order of the predictor. The
results of the measurement are shown in Table V.3, where they are
tabulated and compared with those of the original non-dithered
one-bit residual encoder. The results are also shown graphically
in Fig. 4. From Fig. 4, it can be seen that, ifrespective of the
prédictor order the SHR of the residual encoder is significantly

improved if the input signal is phase dithered. The SNR advantage
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with phase-ditheriﬁg can be seen to increase with the order of the
predictor and this thus appears to confirm the conjecturve that Llhe
non~linear clipping of the pitch pulses in a non-~dithered residual
encoder is a factor which prevents the encoder from increasing

the accuracy of itsprediction as the order of the predictor is
increased. It should be noted, however, that, even with phase
dithering, the improvement of SHNR with predictor order decreases

for predictor of order greater thaniG. This is probably a result

of low-pass filtering of the original speech signal so that its
highest frequency component is epproximately 3 kHz. Usually, not
nore than 3 formants are present in speech that has been low-pass
'limited to 3 kHz and, therefore, a 6th order filter is sufficient

to describe the 3 poles. The resulis of the test show that the
advantage in SNR when using the phase dithering filter of €3 coefficients
was less than that obtained when using the longer filter of 127
coefficients and its rate of increase with predictor order was slower.
However, with predictor order greater than 6, both of these filters -
achieved an SHR improvement of about 1 dB.

The effect that phase dithering has on the waveform of the
prediction error is clearly evident from Fig. V.5. Figs. V.5.a and
V.5.b show -respectively a section of a voiced speech sound before and
after phase dithering. Fibs. V.5.c and V.5.d are the predictor error
waveforms associated with the section of speech in Fig. V.5.a. Fig. V.5.c
is the error waveform for an non-dithered one-bit residual encoder
and Fig,., V.5.d the error waveform for e dithered one-bit residual
encoder. It should be noted that the prediction error o0f the undithered
system hag sharp peaks at regular intervals corresponding to the
pitch pulses. The evror waveform assoclated with the phase-~dithered-

system is relatively corsistent in amplitude. .
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In order to verify that the SNR improvement was not something
restricted to the particular sentence urder test, ihe SHRszssociated
with the remaining sentences in Table IV.2 were measured. The tests
were carried out using predictor of order 6 and the same prefiltering
and sampling were used as when testing the first sentence. The
previously used two lengths of phase-dithering filter were again
employed. The results of the measurement are tabulated in Table V.4.
On the average, the SNR improvement over non-phase~-dithered one-bit
residual encoder is 0.9 dB with the €3-coefficient filter and 1.51 4B
with the 127-coefficient filter.

As predicted, the signal appearing at the output of the phase-~
dithered one-bit residual encoding system, does not sound different
from the pre-pvhase-dithered specech, other than the small background
noise introduced by the encoding process. The improvement in gquality
over non-phase-dithered but similarly residual-encoded speech 1s
noticeable. However, with the dithering filter of 127 coelficients,
the duration of some short spcech syllables can be éhorter than the
energy spread caused By the dithering filter. Thus, such short
syllables (e.g. the consonant "th" in "depth") are merged into
their neighbouring sounds and appear slightly muffled. However,
this is not as drastic a shortcoming of the phase dithering system
as it may seem to be. It should be noted that such relatively short
acoustic events are very difficult to be coded properly by the
normal non-phase-difheréd residual encoder in any case. For such
s short duration sound, the predictor coefficients do not have
sufficient time to adjust themselves to suit the statistics of the

sourd over the interval during which this sound lasts.
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V.3+ Phase Restoration

If a phase~dithering filter of 127 or more coefficients is to
be used, then it appears likely that it may be advantageous to restore
the phase of the phase~dithered signal (i.e. the accumulation of the
dispersed energy back to one concentrated point). Although, in
principle, this restoration could be performed by the exact inverse
of the phase~dithering filter, this is not in fact possible beczuse
the inverse of the phase-dithering filter is unstable (except for the
filter whose coefficients are the PRBS of cycle length 3, which has
its roots exactly on the unit circle). However, an approximate
reconstruction of the original phase can be obtained by using not
the exact inverse filter but a linear non~-recursive digital filter
whose coefficients are the same cycle of PRBS as in the original
filter, but in which the direction of signal flow is reversed.
Altermatively, the direction of signal flow can be kept the same
vhile the sequential order of the PRBS which forms the coefficient
values is exactly reversed. An approximate restoration filter for
the 7=-coefficients phase~dithering filter of Fig. V.2 is shown in
Fig. V.6. The impulse response of the cascade of the phase dithering
filter and the approximate restoration filter is the auto-correlation
function of the cycle of the PRBS. Thus, an impulse input produces
a delayed impulse output pius some fluctuations around the peak. The
ratio of the energy of the central spike in the impulse response to
the sum total of the energies of the side-ways fiuctuations is a
measure of how well the dispersed energy is re-accumulated. Tor a
random input, this is the average energy ratio between the part in a
sampleilhe restored signal which has originally belonged to this

sample and the part which is "spilled over" from other samples. Thus



167

.

this ratio can be termed the "spill-over rejection ratic". TFor the
cycles of PiBSs of lenstns £3 ard 127 shown in Table V.2, the "spill-
over rejection ratios" are €.67 dB and 6.25 dB respectively. With
correlated inputs, because of the randomness of the values of the
non-zerc delay auto-correlations of the cycle of the PRBS, the spill~
over energies tend to cancel and the ratio is thus a little higher.
This degree of separation of the original energy to the spilled

over energy is sufficient for the purpose of isolating the short
acoustic events but it will significantly degrade the apparent SKER
figure of the encoder, if the received and approximatiely phase-
restored speech is compared with the original pre-phase-~-dithered

speech input.

V.4. Phase-dithered one-bit Residual Encoding with Phase Restoration

In the testing of the phase-dithered one-bit residual encoder with
phase~restoration , the effectiveness of the phase restoration network
wvas evaluated first, with the cascade of the phase-dithering‘and
the phase restoralion networks shown in Fig. V.7 being simulated.
It should be noted that if the length of the cycle of the PRBS used
as coefficient values in the filters is L, then the output signal is
delayed by I-1, and its amplitude is increased L times, relative
to the input. This means that care should be exercised in any
comparisons of the input and output to take account of these changes.
It was found by liétening that the'output-from the cascade of phase-
dithering and phase restoring networks was virtually indis tinguishable
from the original., On the other hand, it was found that the apparent
neasured retio of the power of the input signal to the power of the

difference between the input and output was significant. With test



sentence No. 1, for example, theée "SNRS" were 7.09 dB and 6.69 4B
respectively for the filters of (3 and 127 coefficienis. 1t thus
appears that extreme caution should be exercised in interpreting
these SNR figures in terms of subjective quality.

As a next step, the effect of phase restoration on the phase-
dithered one~bit residuzal encoded and decoded signal was examined.
The system shown in block.diagram in Fig. V.8 was simulated. Test
sentence No. 1 was again used. The sampling frequency was fixed af
8 k Samples/sec and an 8th-order predictor was used. The results
of a short series of listening tests indicated that the slight
"muffling" of the very short consonant sound "th" in "depth"

.appeared to have been removed and the overall sentence sounded &

good deal sharper, or more precise. However, though the restoration
filter roughly reconcentrated the energy of the original speech

that has been dispersed by the dithering filter, it, being another
form of phase dithering filter, has the effect of spreading the noise
introduced by the 1-bit residual encoding. Hence, the quantization -
noise produced by the coding of a speech syllable becomes, after phase
restoratioﬁ, out of step with that speech syllable. This effect seems
to be more easily noticeable than the muffling of ghort acoustic
events without phase restoration, but is so subtle that it would be
necessary to use very elaborated subjective testing in order to-
determine whether it would have any effect on the intelligibility of
the speech or whether it meskes the received sound less pleasant to
listen to.

The overall SHR of the complete system including the phase-

dithering and restoration filter, is given by (see Fig. V.8)
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Because of the limitation of the "spille~over" rejection ratio of the
phase restor;tion network, this SNR eppeared to be rather poor. For
the test sentence No. 1, the SER is 5.45 dB for filters of 63
coefficients and 5.30 dB for a filter of 127 coeffients.

As the signal, 5S4 (see Fig. V.7), after processing by the cascade
of the phase dithering filter and restoration filter is indistinguish-

able from the original, 54 can be taken as the original signal and a

more realistic SNR of the received speech is given by (see Fig. V.8)

It was found that when using this expression, the measured SKNR's were
9.4t dB and 9.67 dB respectively for filters of 63 and 127 coefficients
and it will be noticed that these values are approximately the same

as those measured in Section V.3.

V.5, Simplified Perameter Adeptation Algorithms

The improvement in SNR performance of the oné-bit residual
encoder for a phase~dithered input signal can be exploited so as to
reduce the complexity of the encoder. The encoder is simplified by
changing all parameter aéjustments to fixed quantum-steps. This
neans that, at each iteration, eéch of the parameters (i.e. the
guantizer step size and predictor coefficients) of the residual
encoder is cither increased or decreased by a fixed value (i.e.

a quantum step). The best values for these quantum steps could be
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decided experimentally and fixed for all speech utterances. In this
case, the only informatior neecded for parameter adjustment is the
information as to whether the particular parameter should be increased
or decreased. As only polarity information is required, most of the
expensive multiplying and dividing operations in the parameter
adaptation algorithms can be renlaced by "Exclusive-Or'' type logic
operations. In Table V.5, the simplified paraneter adaptation
algorithms for a one-~bit residual encoder with the latiice-~type
predictor network are compared with the original algorithms developed
in Chapter IV. The number of multiplications and divisions is seen
to be reduced from 8n + 14 to 2n ~1, where n is the order of the
predictor. If no count is taken of the multiplications that can be
replaced by a shifting operation, the number of muliiplications and
divisions is seen to be reduced from 5n + 9 ton ~ 1. As the actual
predictor network usesanother 2n multipliers, the total number of
muliiplications to be performed, per iteratioﬁ of the simplified
encoder, 1s approximately 3n.

The simplification resulis in a degradation in SNR of about 1 dB
but, with such a simplification, the order of the predictor network
no longer poses cost problems. The significance of this is that,
to obtain a specific level of performance, it may be easier to use
8 simplified encoder together with a higher order predictor, than to
use the unsimplified algorithms and a shorter predictor. In the
absence of phase difhering, however, this idea does not hold good
because the rate of increase of the SNR of the one~bit encoder is
limited for predictor orders of 4 and above. With phase dithering,
however, the limiting point is shifted to n = 6 and there is about

1 dB 8NR advantage over the non~dithered version.
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The ideas of immediately abové were tested by simulation using
the test sentence No. 1. Simplified phase dithered one-~bit residual
encoding without phase restoration, similar 1o the block diagram in
Fig. V.3, was used. With an B6th order predictor and a 63-coefficient
phase ditherer, the measured SNR was 8.79 dB. Comparing with the
figures in Table V.3, it is seen to be better than the 8.62 4B of
the unsimplified version of order 4 which in turn is better than
the best that can be achieved without phase-dithering:-~ 8.5 dB
with an 8th order predictor. |

The viability of the simplification was further investigated
by SHNRE measurements on the other test sentences in Table IV.2. The
results, using the simplified dithered encoder of order 8 are listed
in Table V.4 against those of the other methods employing an 8th
order predictor. Not only is the SNR of the simplified phase-dithered
version generally better than the nor-dithered one-bit residual encoder,

but the s8implified version is likely to be cheaper to implement.

V.6, Discussions

Following the remarks made in the previous chapter, that the
performance of residual encoders falls short of that that appears
possible, the irvestigations reported on in this chapter were carried
out., These investigations have confirmed that improvements afe
possible and have identified one important cause of impairment, namely,
the inability of an amplitude quantizer to cope with the sharp pitch
pulse in the error waveform. Because of this limitation, perfect
prediction of a voiced speech waveform is never possible, even given
a predictor of infinite order and given instantaneous convergence of

the predictor coefficients.
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The technique of phase dithering has been proposed as a means
of overcoming this difficulty. .The improvement in the SNR performance
of the ore-~bit residual encoder that results from the use of the
phase~-dithering technigque is very encouraging. The most significant
achievement of the technique is, however, not so much in being able
to further improve on a performance that is already satisfactory,
but is in the simplification of the encoder (with accompanying
loss of SIR) that can be afforded by making use of the performance
"surplus'". The simplified encoder only requires one additional
multiplication per iteration per predictor stage for the adaptation
of all the encoder parameters and this thus appears to be about the
simplest form that a residual encoder with & lattice-form predictor
can be reduced to. The phase dithering filter can be implemented
with a single chip of a dynamic MOS shift register or, probébly more
simply, with a charge-coupled-device shift register of a relatively
short length. Hence, the additional cost of the phase-dithering
filter is relatively insignificant and a hardware impelementation
of the complete encoder could be gquite inexpensive and compact in
size.

The method employed for phase dithering is satisfactory zs
far as preservation of the original speech power-spectrum and
spreading out of the energy of the sharp pitch pulées are concerned.
It is, however, far from perfect in respect of phase restoration. A
search program, looking through all possible binary combinations
given a fixed sequence—léngth, has been designed and, on searching
through some short sequence lengths (up to 17) with this program, it
has been found that some finite~length sequences of '"spill-over-rejection-
ratio'" much higher than that of a cycle of a PRBS exist. If a
sequence of high "spill-over~rejectioneratio" and long sequence length

(say about 100) can also be found, it would be much more suitable



to be used as the coefficients of the phase-~dithering (and restoration)
filter, than the PRBS currently employed.

On the other hand, the technique of phase dithering is not
necessarily the only way of combatting the problem created by the
sharp pitch pulses. A suitable run-length code, to take care of the
infrequent situations where the magnitude of the error signal
far exceeds the quantizer step size due to the occurrence of a
pitch pulse, could be another solution. This question of how a pitch

pulse could best be coded is open for very extensive investigations.
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Firr, V.2. A non-recursive filter with a PRBS

of Cycle length 7 as coefficients
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Fir., V.6. Approximate phase restoration network

for the phase dithering filter of Fig. V.2
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Binary Sequences of Length 7 | Auto-correlation (left hand side) Non—zzjé-delay
Autocorrelation
1 -1, 1,1, 1,-1, 1,21 l,-2, 1,-2, 1,-2, 7 -2
2 -1l,-1, 1,1, 1,-1, 1 -1, 0, 1,-2,-1, O, 7 -2
3 1,-1,-1, 1, 1, 1,-1 <1, 2, 1,-2,-3, 0, 7 -3
b -1, 1,-1,-1, 1, 1, 1 -1, 0,-1, 0,-1, O, 7 -1
5 1,-1, 1,-1,-1, 1, 1 1, 0,-1, 0,-1,-2, 7 -2
6 1, 1,-1, 1,-1,-1, 1 1, 0,-3, 2,-1,-2, 7 -3
7 1,1, 1,-1, 1,-1,-1 -1,-2,-1, 0, 1, O, 7 -2

Table V.1,

The autocorrelation functions of various single

cycles of a maximal length PRBS of cycle length 7
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Energy of

Central Peak = 16129

Table V.2.

with lowest non-zero-delay auto-correlations

The maximal length PRESs of cycle lengths 63 and 127.
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Unfiltered SNR (83)
Predictor Order Fhosge-Ditherced
n Non-Phase-DPithered
63-Coef-Filter | 127-Cocf-Filter
3 7.70 8.04 8.31
L 8.07 8.12 9.20
5 8.21 9.08 9. 41
6 8.31 9. 34 9.58
7 841 3.40 9.60
8 8.56 9.50 5.72
Table V.3. SNR of test sentence No. 1

(Sampling freq. = 8 KHz)

Unfiltered SNR (dB)
Test
Sentence Phaseée-Dithered
No. Non-Phase-Dithered SRR
63-Coefs | 127-Coefs (GEiCoefs)
1 8.56 G.50 Q.72. 8.79
2 . 7.48 8.04 9.05 7.56
3 39.90 11.65 12.45 10.84
b 11.27 11.80 12.52 11.1%
5 10.56 11.33 11.62 10.67
Average G.56 10.46 - 11.07 9,80

Table VL.

SNR of test sentences

(Sampling freq. = 8 Kiz,

Order of predictor = §)
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Encoder with lattice-form predictor
(k-1) . n
(k) _ g (k) (k) _ ' (k1) (k) _ 5, (k+1), (k) (k)
-3 = ;(k—l)Q(k) + AM where © = bl G Ez'.bi bi §
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Simplified algorithms for encoder with lattice-form predictoy
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where
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- E%bi L
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rbisign(ngfi)sign(ng)))(1 ~8) + K B,

i

Table V.5.

Comparison of the simplified paramecter

adaptation algorithms with the original




CHATTER VI
Coriclusions

In this thesis, a number of new teciniques for the low-bit-
rate coding of speech signals have been proposed and investigated.
The motivation behind the development of the new techniques was
discussed in detail in Chapter I. Very briefly, the motivation is
the creation of a relatively simple speech coding system, that is
capable of transmitting reasonably clear speech at a bit rate
close to 1 bit per Shannon sample. Towards this end two alternative
approaches were ilhought to be possible. The method of the first
approach is to start from a complex vocoding method that is capable
of transmitting good gqualily speech at extremely low bit-rates and
look for methods that, by sacrificing some transmission bandwidth,
could reduce the complexity of the coding system. The method of
the secord approach is to look for methods that, by introducing
as little added complexity as possible, could eitheg redvce. the bit
rate requirements of éelatively simple waveform coders or improve
their performance for a given bit rate. Basically, it is the second
approach that is adopted in this research, although the principle of
vocoding methods does have a strong influence in the inception of some<
of the new coding techniques. In this concluding chapter, the new
techniques developed and the results of their application are
summarized in Section 1. A critical assessment of the methods
proposed in this thesis is presented in Section 2. The areas where
the present treatment is inadequate or has been neglected, are pointed

out. These are areas where further research is obviously necessary,

but i+t should be borne in mind that some of the probleus indicated
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may be relatively intractable and hence their solution may not bve
immediately possiktle. In Section 3, some more clearly developed

proposals for future researcn are discussed.

II.1. Summary of Results :-

A. Amplitude Dithering (Chapter IIT)

Methods of amplitude dithering for speech guantization with zero
crossing preservation were developed. Two of the methods were
found to improve the intelligibility of the guantized speech signals.
The improvement over conventional fixed-level PCM was found to be

eguivalent to an increase in bit rate of approximately 1 bit/sample.

B. Residual Encoding (Chapter IV)

1) A lattice form of predictor structure was developed. This
latiice form of predictor was found to be superior to the conventional
direct-form of predictor in the convergence characteristics of its
coefficients, the ease with which its stability can be maintained
and its relative insensitivity to small fluctuations in the coefficient
values. When used wiéh a one-~bit guantizer, the residual erncoder
with the lattice~form of bredictor exhibits improvement in SKR Qf
approximately 1 dB over the same encoder with the direct-form of

predictor.

2) A strategy for step-size adeptation from the output bit
stream was developed for a one-bit quantizer in a residual encoding
scheme. Algorithms for step-size adaptation were accordingly derived
for both the residual encoding with the lattice~form of predictor
and with the direct-form of predictor. The one~bit guantizer enables

the lower limit of output bit rate of a residual encoding scheme
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to be reduced to approiimately 1 bit per Sharnnon sample. The lattice
form of predictor was also fourd to be particulerly suitablé for use
at such low bit rates. With the combination of the lattice form of
predictor end the one-bit quantizer, it was found possible to transmit
speech at a rate of 1.17 bits per Shannon sample with a resultant

SNR of about 10 dB.

C. Phase Dithering {(Chapter V)

1) The technique of phase dithering was introduced to further
improve the performance of the one-bit residual encoder. By spreading
out the concentrated energy of pitch pulses in voiced speech, the
adverse effect of a coarse quantizer in clipping the pitich pulses is
reduced. When applied to a one~bit residual encoder with the laltice-
form predictor the improvement in the SNR of the encoder was found to
be greater than 1 dB. Longer phase dithering filters that spread
out the energy of the pitch pulses over a longer time interval were
found to give a greater improvement in the SNR perférmance of the

encoder.

2) Phase restoratibn was found to be unnecessary unless the
length of the phase dithering filter is 1onger-than the duration of
some short spesech syllables. In this case, the short syllable (or
acoustic event) appears to be muffled by the energy spilled over from
the neighbouring acoustic events. An approximate phase restorastion
filter which is the phase dithering filter in reverse is developed for the

reconstruction of the muffled acoustic events.

3) A set of simplified parameter adaptetion algorithms for the
one-~-hit residual encoder with the lattice~form of predicter were

developed. This set of simplified algorithms adapts the parameters
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by fixed guantum steps. With this simplification, the complexity of
the encoder is reduced so thaet it is only approxirately an order of
magnitude greater than common adeptive delta-~-modulation systems.
Although this operation results in some degradation in the performance
of the ercoder, when used with the phase dithering, the SNR of the
simplified residual encoder is still better than the unsimplified

one without phase dithering.

VI1.2. Critical Discussions -

The research work described in this thesis is mainly concerned
with the development of new ideas in order to create a coding systém
‘that meets the set of bit rate, complexity and quality specifications
laid doun at the beginning of the research. Hence effort was devoted

to the search for new -technigues that could:

1) reduce the bit rate regquirement
2) improve the reproduced speech quality

or 3) reduce the coder complexity.

The research has been successful in so far as having shown that the
proposed new techniques summarized in the previous section are

workable and the initial specifications can be met.with combinationsfﬁ}
of several.of the new techniques. In particular, the ‘coding systenm
using the combination of phase dithering, one-bit residual encoding
with‘the lattice-form of predictor and simplified péraﬁeter ad aptation
algorithms is of high potential, and likely to see practical application.
There are, nonetheless, many questions that have arisen during the

course of this research. Also, it is considered that many areas have
either been treated insufficiéntly, or have been omitted in the study. .

These are described briefly overleaf.
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A. Intelligibility Measurcmnents

The investigztiorn into the verious methods of amplitude
dithering have demonstrated clearly that the intelligibility of
quantized speech at identical, or almost identical, SNRs can be very
varied. Although the method of fully automatic computer administration
developed for this investigation can redﬁce the chores of subjective
intelligibility testing to & minimum, it is still far too time consuming
to be applicable for any purpose othef than the verification of the
intelligibility of a more or less finalized spsech coding system.
It is difficult to envisage it being used during development of a
coding system to establish whether a certain smell modification could
be beneficial. A question that thus arises is whether it is possible
to develop a more elaborate form of articulation index whose vzlue
approximately corresponds to actual subjective intelligibility. This
articulation index could be an empirical function of all known
impairments to intelligibility, e.g. the noise power, the amount of
formant shift and the change -in pitch frequency etc. caused by the
speech coding system on a standard set of input speech utterances.
In order to develop the empirical function, it would seem that a
considerable amount of subjective testing would have to be performed.
On the other hand, however, if such an empirical function could be
developed then the measurement of the articulation index should:
easily be within the capability of most computing facilities and the
task of deriving a rough guide to the intelligibility of a speech

coding system would be much simplified.

B. Step-Size Adaptation Strategy for the One-Bit Residual Encoder
In Chapter IV, Section 3, it was pointed out that to optimize

the step size of a one-bit quantizer in a residual encoder, an
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effective step-size adéptation strategy is to adjust the step~size
so as to minimize the prediction error. Also it waé demonstrated
that, given a differential encoding network with a predictor that
compensates for the poles in the input signal, then if the input
signal is truly all-pole, minimizing the prediction error is
equivalent to minimizing the quantization error (or, more precisely,
maximizing the SNR of the quautizer). If the input consists of

both poles and zeros, then the situvation is more complicated, but

it can be argued that if{ the energy introduced by the zeros is small
compared with that introduced by the poles, then the guantizer SNR
will not be far from the maximum, if the prediction error is at a
minimum. This adaptetion strategy is substentiated by its success-
ful implementation and (see section IV.5) by the analogy that can te
drawn between the step-size adaptation algorithm resulting from this
strategy ard the step-size adaptation algorithms of well known
sdaptive delta modulators. However, what exactly happens when the
input signal consists of poles and zeros is not well understood.

For example, a question that remains to be answered is: "If zeros
gre present in the input sigral, wvhat is the exaqt value to which
the step-size will be adjusted for minimum prediction-error power?",
and another question is "At this step-size, hov far from the maximun
will the quantizer SHR be?". It is also worth considering hcew the
overall SNR of the complete differential encoder will be affected
by the reduction in the quantizer SNR. Iq. I.l. in Chapter I shows

that the overall SNR is the product of two terms., The first term,

—_— 5
SE/EZ, is improved by the reduction of the prediction error power E .
The second term EZ/HZ, is the SNR of the quantizer. It will be
.interesting to see, under vhat condition, the improvement in the

. s . 2
first term due to the minimization of L~ would be able to compensate
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Tor the reduction in the SNR of the quantizer.

Cs Parameler Adaptation Algorithms for the One-Bit Residual Encoder
This is an area in which a numﬁer of approximations and
assunptions have been used; and in which much intuitive reasoning
and:;;pirical modifications have been made. An "in depth" study of
the parameter adaptation process will almost certainly lead to greater
physiczl insight and improvement in the parameter adaptation algorithms.
The interaction between the quantizer stev-size and the predictor
coefficient adaptation processes deserves particular attention. With
the present algoritums, the predictor-coefficient adaptation is most
-efficient when the guantizer step-size is optimal; but, if the predictor
coefficients are not optimal in the first place, the quantizer step-
size also has difficulties in rapidly reaciing the optimal value. An
intuitive modification to the slep-size adaptation algorithm by apply-
ing some stimuli to the step-size was found to improve the capability
of the encoder in handling rapid changes in amplitude of the input
signal. It would be interesfing to see, in a more rigorous mathematical
analysis, how this modification affects the overall optimization
‘process. Also, the present step-size adaptation a}gorithms adapt the
step-size from information about the polarity of one previous guantizer
output. An algorithm, if it could be derived, that mékes step-size
adaptation decisions from a memory of more than one previous quantizer
output, could well improve further the response of fhe step~size to
rapid sgignal amplitude changes. Furihermore, in the implementation
of the residual encoder, various ensemble averages in the formulation
are estimated by time averages of various time constants (including
the time constant of zero). Thece time constants are arrived at by

intuitive reasoning coupled with an experimental trial and error
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approach, There is no reason to believe that the best possible
choices have been arrived at. Again, a better understardirg of the

adaptation process may lead to developments in this respect.

D. Effects of Transmission Errors

The effects of transmission errors on the performance of the
encoder have been omitted in this study. It seems likely that the
methods of dithered quantization woﬁld be no more susceptible to
transmission errors then normal fixed-level PCM. On the other hand,
transmission errors could have a serious effect on the performarnce
of the residual encoding schemes. There are two reasons for this:
Firstly, the output bit stream from the one-bit residual encoder is
highly non-redundant and hence can tolerate fewer errors. Secondly,
errors in the transmission can cause the parameter adaptation processes
in the encoder and decoder to lose synchronism thereby resulting in
the propagation of the errors. The first reason-is perhaps so
fundamental that it may be very difficult to imprové any degradation
in performance due to this cause. In the cases of the second category
of transmission-error impairment, some protection is, however, built
into the present parameter adaptation algorithms. With this protection,
the residual encoding system gradually recovers, after a finite length
of time, from the damage caused by a transmissiorn error. However,
the protection does interfere with the optimization of the predictor
coefficicnts; and the faster the recovery, the slower will be the rate
of convergence. For a given channel noise condition, it is not clear
what is the best comproimise betwcen deterioration due to transmission
ercors and deterioration due to slow convergence. For example there

could be a certain transmission error rate above whiclh the recovery



rate has to be so fast that predictor coefficients just could not
conver-ge to the optimel values. At and above such errvor rales, the
sophistication of residual erncoding échemes would clearly not be
worth contemplating. Furthermore, the various types of residual
encoding schemes, with the one-bit or multi-bit quantizer, with the
direct-~form or lattice;form of predictor, with or without phase
dithering and with or without phase restorztion could behave rather
differently through the same noisy channel. Conversely, tfansmission
channel noise of different properties, like Gaussian noise, impulsive
noise tec., can also have different effects on a type of residual
-encoding scheme. This is an area that would need to be investigated
extensively if thg residual encoding methods should gain wide

acceptance.

V1.3. Suggestions for Further Research :-

In this section, some topics which are felt to be of more
immediate research interest are discussed. Some suggestions arc also

presented as to how the problems should be approached.

A. 'The Co@ing of Waveformé with Sharp Impulsive Spikes

In Chapter V, the problems associated with the 6oding of the
prediction-error waveform from a voiced input and the resulting
limitation on the performance of a residual encoder‘were discussed in
detail. As was explained, it is the difficulty of designing a coarse
quantizer that is equally effective(in terms of the quantization error) on
both the pitch pulses and the residuval fluctvations. This difficulty
can be avoided with phase dithering which transforms the sharp pitch

pulses to a more uniform distribution along the time axis. The nmethod
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of phase dithering thet was adopted has an advantage when applied
to speech signals since phase restoration is not néccssary,'pmovided
th:e phase-dithering filter is of short length. However, a longer
phase dithering filter results in greater performance improvements in
the residual encoder. In order to exploit this advantage, phase
restoration has to be employed. The present sequence of phase
dithering filter coefficients is not perfect in ithe restoration aspect
and other sequences have to be sought.

With a simple search program, some short binary segquences have
been found whose correlation function is a sequence of alternate ones
and zeros except for the central peak, with the zZeros occurring at odd
delays. Such sequences would be ideal for phase dithering and restora-
Vtion. However, it is not certain if a long binary sequence having
these properties can be found. As the number of searches to be made
increases geometrically with the length of the sequence, the initial
scarch program is so time consuming that it cannot be used to explore
sequence lengths greater than about 20, it is likely that a more
detailed knowledge of- the properties of such seguences would allow a
more sophisticated program to be developed. Possibly, such a program
would drzstically reduce the search time and a greater knowledge of
the properties of such sequences may result in a method for their
generation.

In principle, the phase dithering technique is very similar lo

(94)

the smearing~desmearing technigue used to combat impulsive channel
noise in data transmission. It may he that a modification of these
techniques can be adoplted directly for phase~dithering, but there is
sone doubt about this. In data transrission, certain non~linearities

such as alternate sampling are permissible, whercas the phase dithering

technigue, as used in Chapter V, requires explicitly thal the phase-



dithering filter be 1iﬂear. Possibly, a modification of the phascw-
ditnering technique so as to use a non-linezr filter may ve a solution.
In any case, the binary self oxrthogonal sequences* commonly employed in
smearing-~-desmearing techniques are themselves better phase dithering
sequences than the maximal length sequences in Chapter V. The auto-
correlation functions of the self orthogornal sequences are always

zero at even delays while having non-zero values at odd delays.

Another approach is to abandoﬁ phase dithering altogtner and
devise a special code for the spiky prediction errors. It may be that
the special code could be developed using the ideas of run-length
codes while making use of the property that with a voiced speech
input, the spikes in the prediction error waveform occur at regular
intervals. A major difficulty may arise from the fact that the
statistics of the error waveform that result from a voiced input
are quite different from those resulting from an unvoiced input.

Hence, it may be necessary to develop two sets of optimal codes, one
for each situation, and to have some mechanism by which the correct

code book can be selccted at both the encoder and decoder.

B. Hardware Implementation of the Simplified One-Bit Residual

Encoder with Phase Dithering
At this stage of the research, it is felt that it would be
sensible to attempt to gain some information about the practical
viability of the simplified one-bit residual encoder with phase
dithering. It is felt that very little difficulty wvould arise in
developing a hardware realization of the encoder, and it is considered

that it would be worthwhile to attempt to see just how simply

* See Chapter IV of Ref. (94).



the technique can be realised. The phase dithering filter can be
implenmented easily as a binary transverssl filter® using an 150S

dynamic shift register preceded by a delta modulator operaling

at high sampling frequencies. It is a pity that the lattice form

of predictor filter cannot be reedily implemented in the form of a
binary transversal filter. This makes the main body of the encoder
relatively more complicated than the phase-dithering filter. Perhaps
a study could be conducted to find a possible way of implementing

the lattice filter structure by using binary storage elements and

a delta modulator as the A/D convertor. On the other hand, the
implementation of the direct-form of predictor filter in the form of

‘a binary transversal filter is straight forward. Hence, alternatively,
attempts can be made to find a simple method of maintaining the
stability of the encoder using the direct-form of predictor filter,
thus meking possible the application of this predictor structure in

the simplified residual encoder. The direct;form of predictor
structure has another implemgntation advantege in that it saves
approximately two multiplications per stage of the predictor.

With the hardware realization, a number of important questions
regarding this residual encoder can be investigated. Its subjective
intelligibility, resistance to transmission channel errors and ability
to cope with various kinds of speech utterances are ail important
considerations. An empirical study can also be made on the best
procedure to take in setting the rate of adaptation of the encoder
parameters. A parallel computer simulation and analytical study can
s8lso be conducted, say, to find a way of adjusting the quantizer step-
size from a2 memory of more than one previous quantizer output. If
thig method of step-gize adjustment is found, it cén be imagined that

the incorporation of this in the hardware encoder would be s simple matter.

* See Ref. (25)



Cuantization-Frror Variance of the Various Amplitude Dithering

Schemes with Zero-crossing Preservation

In Chapter III, it was shown that for any given input
signal X, with the normal method of dithered gquantization, the
dither-quantized signal (X)D, can take any value between (X-A/2)

and (X+A/2) and the PDF of (X), is uniformly distributed over

D
this range. In Fig. A.1, the PDF of a normal dither-quantized
signal (X)D is shown in relation to the position of X. It has

also been demonstrated that the variance of the quantization error

can be calculated from the PDF and is given by

which is equal to the guantization error variance obtained with the
method of fixed-level quantization. The error variances of the various
dithered quantization schemes with preservation of zero crossings

are analyzed below in a similar manner.

A.l. Quantization Scheme 2

With this scheme the quantization-error PDF is identical to
that of a normal dithered quantization system except when the
signal X lies in the regions O to -A/2 and O to +A/2. If X lies
between O and +A/2, it will always be gquantized to +A/2. Thus after
subtraction of the decoder dithering noise, the resultant output

will have a PDF as shown in Fig. A.2. Taercfore, the

(0,

unantization ecrror iven X, is
q b 3
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Assuming that the probability of X lying on any point between

0 and A/2 is constant, then

A/2

<Eglo<x<,3/2>=v / <Eglx> . P(X)lo(x<a/2 ax
o

A2
I S 3 2,2 2 2
= 3 f (A AT X + 3AX7) . Adx
0
. L2 .

Similarly, if X lies in the range O to -A/2

1.2
—P_/A<x<o> = Bl

(v

For any other values of X outside the range, -A/2 to +A/2,
the quantization-error variance is the smme as the normal-dithered-

guantization case. That is,
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Thus, on the average, the guantization error variance of this scheme

is higher than that of a fixed-level quantizer.

A.2. QGuantization Scheme 3

Withthis scheme, the PDF of tﬁe processed signal is exactly
the same as the normal-dithered case, except when the magnitude of
the input signal X is such that

(1) o [x]< o2,

or (2) o2 | x| s,

or (3) o< |x] < 3/2
As above, the behaviour of the quantization error when X is negative
is the mirror image of that when X is positive. Thus, it suffices
to consider only the case when X is positive. The PDI's of the
processed signal with X in the positive parts of eaéh of these three
re;ions are as shown in Fig. A.3. These PDFs can easily be derived
from a consideration of the quantization procedure as described in
Chapter IIT. The variances of the quantization error with X falling
in the positive parts of each of the regions are computed as

follows:
8/2
2 ’ 1
(E ‘o<>:<a/2>= / (° X; o(x'(a/2> . P(X)’o<x<a/2 dx
0

p/2 n/2-X
= /{% (A/2--X)2+ [ EZ.ldE} .%dx
0 -X
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2 42 L2
= Y 2 b
/2 (xX)
2 2 X
(z |A<X<3ﬂ/2> - f ¢ Ix; A(X(BA/2> - P lA(X(}A/Z dx
A
30/2 5/2
- / 3(§-§)(%-x)2+ f E2.'%‘-d_EE %dx
o A-X

1 2
A D

It can easily be seen that if X falls in the negative.parts
of any of the above specified 3 regions, the resulting error variance
is the same as the corresponding situgtion inAthé positive parts
of the regions. Thus, as compared with normal fixed-level quantization,
the crror variance is decreased in region (1) and increased in
regions (2) and (3); and is the same when X falls anyvhere elsec.
If it is assumed that the probability of X falling in region (1)
is approximately the same as that of it falling in region (2),
then the increase and decrease cancel approximately and hence
the average error variance for these two regions combined is close

to
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vhich is the same as the case of fixed-level quantization. IHence,
the overall ervor variance of this scheme is slightly hicher than
that of normal fixed-lcvel quantization due to the greater contri-

butions from region (3).

A.3, Cuantization Scheme 4

With this scheme, the PDF of the processed signal also differs
from that of a normal dithered quantizer, in e#actly the same
regions as scheme 3. However, as demonstrated in Fig. A.lL, the
natures of the PDI's in the three regions are not identical to the
above. The variances of the quantization error in the positive

parts of each of the regions are computed as follows:

n/2
Flocucy? = [ we-0" % a

0
1,2
= —1-2-A
& /2
<E2’A/2<X<A> = / '3(”2‘“%)(6/2 - x)% f B2 . %dng %d):
8/2 RIS
1,2
= .]—__2-/'\
‘ 30/2 N
‘ R S 2 2 1 o
<ElA<X<3A/2>= f 3(5.--5)(5-;{) +fE de% T ax
o . a-X

With this quantization scheme, the quantization-orror.variance
ig identical to thal of noxmal fixed~level quantization, if X shouwld
fall in regions (1) and (2), but is higher if X is in region (%).

Thus the overall error variance is slightly increased.
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Adde Quantizeation Scheme 5

With this scheme, the PDF of the proceésed signal diifers
from that of normal dithered quantization only when X falls into
the region of -4/2 to +A/2. The quantization-error variancé for
X in this region can be calculated by considering the positive
part of the region only. Fig. A.5 'shows the PDI of the processed
signal when X is in the region O to +A/2. The error variance is

computed as follows:

p/2 ' n/2
<E2'0<X<A/2> ) f g( - D)a/2 - )7+ / B2 - 2 asf2/n o

I ~X

N =

2

1,
= 5 b

Thus the gquantization error variance is the same as that of normal
fixed-level guantization if X should fall in the‘range of O to
+8/2. The same is true if X is within the range of -A/2 to O.
As the PDF of the processed signal is the same as that with normal
dithering for all other values of X, the error variance is identical
to that of normal dithered quantization. Thuslthe overall error
variance of the scheme is the same as that of normal dithered or

non-dithered quantization.

LS. Quantization Scheme 6

With this scheme, the PDF of the processed signal is again
only different from that of normal dithered quantization, when X is
in the range of -A/2 and +4/2. The PDF, when X is in the positive
half of this ranze is shown in Fig. A.6. The error variance is

computed as follows:
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The same is true if X falls in the range of -4/2 to 0. For X eny-
vhere else, the error variance is identical to that of normal dithered
quantization. Thus the overall error variance is slightly less than

that of normal dithered,or fixed-level guantization.



202

0

X'% A ! X+%A |
(k=3)4 kA (k+3)s  (k+1d)A

Fig. A.l. PDF of (X)D given X,

for a normal dithered-quantization-system.

X

7

1/n

b

1
|
AN 0 3 A A
Fip. A.Bf PDF of (X)D2 given X,

for quantization scheme 2.



203

X+54!

_—

X“";‘T'Al

A
e

=<l

N O
—_—— .I.Ir.ll <
L Y]

-

FDFs of (X)D1 given X,

- A3,

Fig

for quantization scheme 3.



1
X |
|
|
|
|
|
}
| 1 I
-3 0 34 A
X
! |
'Z X I
2 A 1|
// N
//l
; %+1 al
1A VAN 12 A
¥

N
-
R

§ |

S T

Fig. A.h. PDFs of (X);, given X,

for quantization scheme 4.



P
D
R
3

e
<

Fir, A.5. PDF of (X)Dﬁ given X,

et e

for ocuantization scherme 5.

X%
\\\\\Dla

Fir. 4.6, PDF of (X)pe given X,.

e e

for guantizotion scheme 6.



(1)

(2)

(3)

(4)

(5)

(6)

(7)

(8)

(9)

TNTTTOT N IATY
REILEELCES

JAYANT, N.S., "Digital Coding of Speech Waveforms: PCM, DPCM
and DM Quantizers", Proc. IEEE, vol. 62, may 197k,
pp. 611-632.

RICHARDS, D.L., "Transmission Performance of Telephone Networks
Containing PCM Links", Proc. IEE, vol. 115, Sept. 1968,
pp. 1245-1258.

CATTERMOLE, K.VW., Principles of Pulse Code Modulation, Iliffe
Books, London, 1969. '

PURTON, R.F., "A Survey of Telephone Speech-Signal Statistics
and Their Significance in the Choice of a PCM Companding
Law", Proc. IEE, vol. 109B, Jan. 1962, pp. 60-66.

SMITH, B., " Instantaneous Companding of Quantized Signals",.

Bell Syst. Tech. J., 1957, pp. 653-709.

MAX, J., " Quantizing for Minimum Distortion'", IRE Trans.

Inform. Theory, vol. IT-6, Mar. 1960, pp.7-12.

JAYANT, n.8., " Adaptive Quantization with a One-Vord Memory',
Bell Syst, Tech. J., Sept. 1973, pp. 1119-11Lk4.

SCHLINK, W., " A Redundancy Reducing PCM System for Speech
Signals', in Proc. Int. Surich Seminar Integrated'Systems
for Speech, Video and Data communications, Mar. 1972,

pp. F41.1-F41.L.

GOODMAN, D.J. and GERSHO, A., "Theory of an Adaptive Quantizer"
IEEE Trans. Comm., vol. COM-22, Aug. 1974, pp. 1037-10L5.

(10) WILKINSON, R.M., " An Adaptive Pulse Code Modulator for

Spcech!", in Proc. IEEE Int. Conf. Communications (Montreal,

Canada), Junc 1971, pp 1.11-1.15. -



207

(11)  JAYANT, N.S. and RABINER, L.R., "The Application of Dither to
the Quantization of Speech Signals", Bell Syst. Tech. J.,

July-Aug. 1972, pp. 1293-13%04.

(12) RABINER, L.R. and JOHNSON, J.A., "Perceptual Evaluation of
the Bffects of Dither on Low Bit Rate PCM Systems',
Bell Syst. Tech. J., Sept. 1972, pp. 1487-149kL.

(13) WOOD, R.G. and TURNER, L.F., "Pseudorandomly Dithered Quantization
of Specch Samples inPCM Transmission Systems", Proc. IEE,

vol. 119, May 1972, pp. 512-518.

(14) CHEN, M. and TURNER, L.F., "Zero-Crossing Preservation in
The Low-Bit-Rate Pseudorandomly Dithered Quantization
of Speech Signals", Proc. IEE, vol 122, Feb. 1975,
pp. 119-123.

(15) DE JAGER, F., '"Delta Modulation, a Method of PCH Transmission
Using a 1-Unit Code'", Philips Res. Pep., Dec. 1952,
pp. hh2-L66.

(16) NIBELSEN, P.T., "On the Stability of a Double Integration
Delta Modulator", IEEE Trans. Comm. Tech., vol. COM-19,
June 1971, pp. 364-3%66.

(17) O'NEAL, J.B.JR. and STROH, R.W., "Differential PCM for Speech
and Dzta Signals', 1EEE Trans. Comm., vol. COM-20, Oct. 1972,
pp- 900-912.

(18) JAYANT, N.S., "Adaptive Delta Mudulation with a One-Bit
Memory", Bell Syst. Tech. J., Mar. 1970, pp. 321-3L2.

(19) GRELFKES, J.A. and RIEMENS, K., "Code Modulation with Digitally
Controlled Companding for Speech Transmissioen', Philips

Tech. Rev., vol. 31, No. 11/12, 1970, pp. 335-353.

(20) WINKLER, M.R., "High Information Delta Modulation', in IEEE
Int. Conv. Rec., pt. 8, Mar. 1970, pp. 321-342.



(21)

(22)

(23)

(24)

(25)

(26)

(27)

(28)

(29)

(30)

n
(@)
(5]

GREEFKES, J.i. and DE JAGTR, F. "Contiruous Delta Modulation',
Philips Res. Rep., vol. 23/2, 19£8, pp. 233-243.

CUMIISKRY, P., JAYANT, H.2., and FPLANAGAR, J.L., "sdantive
Quantization in Differential PCH Coding of Speech", Bell Syst.

Tech. J.,8ept. 1973, pp. 1105-1118.

JAYART, N.S., "Adaptive Quantization with a One~Word Memory',

Bell Syst. Tech. J., vol. 52, Sept. 1973, pp. 1119-1144.

COHN, D.L. and MELSA, J.L.,; "The Relationship between an Adaptive
Quantizer and a Variance Estimator", IEEE Trans. Inform.

Theory, vol. IT-21, Nov. 1975, 669-671.
STEELE, R., Delta Nodulation Systems, Pentech Press, 1975.

GOCODIAN, D.J. and GRERISTEIN, L.J., "Quantization Koise of
DM/PCM Bncoders", Bell Syst. Tech. J., Feb. 1973, pp.

NOLL, P.W., "Nonadaptive and Adaptive Differential Pulse Code
Modulation of Speech Signals", Overdruk Int Polytech.
Tijdschr, Bd. Elektrotechnick/Electronica (The Netherlands)

Nr. 19, 1972.

DONAILDSON, RJW., DOUVILLEI, R.J., "Aralysis, Subjective Lvaluation,
Optimization and Comparison of the Perfo:mance Capabilities
of PCM, DPCM, DM and PM Voice Communication Systems",

IEEE Trsns. on Commun. Tech- , vol. COM=17, 1969,
pp. 421-431.

ATAL, B.S. and SCHROEDER, M.R.,"sdeptive Predictive Coding of
Speech Signals", Bell Syst. Tech. J., vol. 49, Oct. 1970,
pp. 1973-1986.

GOLDBERG,4.J. and SHAFFER, H., "A Real-Time Adaptive Predictive
Coder using Small Computers", Private Communication, also

to be published in Trans. IBLEE on Commun.



(1)

(32)

(33)

(34)

(35)

(36)

(37)

(z8)

(z9)°

(40)

(41)

(2)

209

DULE, J.G., "an Sxperimentel 9u00 bits/s Voice Digitizer

5 E R olaey Tiyapecitoead Tt I e A e
1 '.P.]..O:A LS solgspuive LTanie Liont y Ll L278LGe 04 LOLlitille

Tecti., vol, CJI=1%, lo. o, Tee. 1971, pp. 10211032,
SCAGLIOLA, C., "Automatic Vocal Tract Farameter Estimation by an
Tterative Algorithm", in Proc. 8th International Congress

on Acoustics, Lorndon, July 1974, vol. 1, ©p. 224.

ASTROM, K.J. and EYKHOFF, P., "System Identification - a Survey",
Automatica, vol. 7, 1971, pp. 123-162.

GIBSON, J.D., JONES, S.K. and FELSA, J.L., "Sequentially
Adaptive Prediction and Coding of Speech Signals", IEEL
Trans. on Commun., vol. COM-22, Nov. 1974, pp. 1789-
1797.

STROHE, R.M., "Optimum and Adaptive Differential FPCH", Pii.D.
dissertation, Polytech. Inst. Brooklyn, Farmingdale,
L.Y., 1970.

COHN, D,L. and MEISA, J.L., "The Residual Encoder -~ An Inproved
ADPCH System for Speech Digitization", IEEE Trans. on Comui.,

vol. COM-23, No. 9, Sept. 1979, pp. 935~041.

FLANAGAN, J.L., Speech Analysis Synthesis and Perception,
Springer-Verlag, 1965.

BOLMISS, J.N., Speech Synthesis, Mills and Boon, London,
1972.

PLANAGAN, J.L. and RABINER, L.R. (Ed.), Speech Synthesis,

Dowden, Hutchinson and Ross, Inc. 1973.
FANT, G., Acousiic Theory of Speech Production,'Mcuton, 1970.
VON BEXESY, G. Dxperiments in Hearing, McGraw Hill, 1900.

UIWIN, P., "A Correlational Theory of Hearing", Hi-Fi News and

Rec. Rev. Annual, 1974, pp. 42-49.



(43)

(L)

(45)

(46)

(47)

(48)

(49)

(50)

(51)

(52)

(53)

210

STRENING, L.C. "Slow Fluid VWaves in the Cochlez: Fypothesis
on their fcvien in Titch, Feedback and Lateralisation”,

Acustica, vol. 206, Heft 4, 1972, pp. 200-212,

HOLHES,AJ.N., "The Influence of Glottal Waveform on the
Naturalness of Speech from a Farallel Formant Synthesizer',
IEEE Trans. on Audio and Electroacoust. vol. Au-21,

I‘IO. 5, ppo 298-305.
DUDLEY, F., "The Vocoder", Bell lab. Record 17, 1939, pp. 122=12C.

VILKIG, . and HAASE, K., "Some Systems for Speech-Band

Compression", J. Acoust. Soc. Am., vol. 28, 1956,

pp. 573-57T.

BAYLESS, J.W., CAMPANELIA S.J. and GOLDBERG A.J., "Voice
Signals: Bit-by-Bit", IEEE Spectrum, Oct. 1973,
pp. 28-3k.

SCHAFER, R.W., RABINER, L.R. and HERRMAN, O., "Uniform and
Non-uniform Digital ¥ilter Banks for Speech Analysis", in
Proc. 8th Internation Congress on Acoustics, London,

July, 1974, vol. 1, p.- 242.

DAVID, E.E., SCIROEDER, M.R., LOGAN, B.F. and PRESTIGIACOMO, A.J.,
"New Applications of Voice-~Excitation to.Vocoders'", in Proc.
Stockholm Speech Comm. Seminar, R.I.T., Stockholm, Sept. 1962.

FLANAGAT, J.L., "Resonance-vocoder and Baseband Complement',

IRE. Trans. on Audio, AU-8, 1960, pp. 95-102.

BOGERT, B., HEALY, M. and TUKEY, J., in Time Series Analysis,
Wiley, 1965, ch. 15.

NOLL, 4.M., "Short-time Spectrum and?Cepstrum! Techniques for
Vocal Pitch Detection", J. Acoust. Soc. Am., vol. 36,
Feb. 19C4, pp. 294=302.

OPPEVHETM, A.V., SCHAFER, R.W. and STOCKIMM, T.G., Jr., "The
Non-lincar Filtering of Multiplied and Convolved Signals"

Proc., IEEL, vol. 956, fug. 1968, pp. 1264~1291,



(54)

(55)

(57)

(8)

(59)

(50)

(61)

(62)

(63)

OFPEREEIM, AJV., and SCHAFER, R.W., "Homomorphic Analysis of
Speech", lwii Trans. iudio ©leciroacoust, vol. ~lU~1l..,

Jure 19 8, pp. 221-22¢.

OPPEIHEIM, A.V., "A Speech Analysis-Synthesis System Based on
Lomomorphic Filtering", J. Acoust. Soc. LHme vol. 45,

No. 2, 19G9, pp. 458-4C5,

FAKHRO, Y., "A Method for the Finite Discrete épectral Analysis
of Finite Real Power Systems Vaveforms", Internal Research

Rep., Imperial Collcge, London, Dec. 1975.

FANT, G., "On the Predictability of Formant Levels and Spectrum
Envelopes from Formant Frequencies", in Ior Roman Jackobson,

tS~Gravenhage, 1956, pp. 109~120.

FLANAGAN, J.L., "Automatic Extraction of Formant Irequencies
from Continuous Speech", J. Acoust. Soc. Am., vol. 28,

1956, pp. 110-118.

FLANAGAN, J.L. and HOUSE, A.5., "Development and Testing of a
Formant-Coding Speech Compression System", J. Acoust. Soc.

Am., vol. 28, 195¢, pp. 1099-1106.

COXIR, C.H., "Compuler-simulated Analyzer for a Formant

Vocoder", J. Acoust, Soc. Am., vol. 35, Oct. 1943, p. 1911.
JUDD, M.W. A Seminar given in Imperial College,.Nov. 1974.

MARKEL, J.D., "Digital Inverse Filtering - A New Tool for
Formant Trajectory Estimation", IEEEL, Trans. Audio

Electroacoust., vol. AU-20, 1972, pp. 129-137.

ATAL, B.S. and HANAUER, S.L., "Speech Analysis and Synthesis
by Lincar Prediction of the Speech Wave'", J. Acoust. Soc.

Am., vol. 50, No. 2 (part 2), Auvg. 1971, pp. 637-655.



(69)

(70)

(71)

r
-

Ciliiditi, S. and LIN, wW.C., "zxperimenval Comparison between
Stationary and Yousi~tionary Formulations of Lirenny
Predictionr /nplied te Voiced Specch fSrnwlysis", T1ED
Trens. on Acousti. Speecn aund Signal Irocessing, vol. ASSP-22,

¥o. &, Dec. 1974, pp. 403-415.

ITAKURA, Fe and SAITO, S., "On the Optimum (uantization of
Feature Parameters in the PARCOR Speech Synthesizer", in
1EEE Proc. Conf. Speech Commwi. Process, 1972, pp. 434=437.

WAKITA , H., "Estimation of the Vocal Tract Shape by Optimal
Inverse Filtering and Acoustic Articulatory Conversion
Methods", Ph.D. dissertation, Univ. California, Santa
Barbara, June 19723 also see Speech Commun. Res. Lab.,

Santa Barbara, Calif. SCRL lionograph 9, July 1972.

IARKEL, J.D. and GhEY, A ., Jr., "On Auto-correlation Bguations
as Applied to Speech Analysis", IKEL Trans. Audio and

Blectroacoust., vol., AU-21, Ko. 2, April, 1973, pp. (8-79.

GIBSOK, J.D., MELS4, J.L. and JONES, S.K., "Digital Speech
Analysis using Sequerntial Ustimation Technigues", IELE
Trans. Acoust., Speech and Signal Process., vol. ASSP.23%,

No. 4, Aug. 1975, pp. 302-3069.

MAKHOUL, J., "Spectral Analysis of Speech by Linear Prediction",
IEES Trans. Audioelectroacoust., vol. AU-21, June 1973,
pp. 140-148.

MrYECUL, J., "Spectral Linear Prediction : Properties and
Applications', TEEE Trans. Acoust., Speech and Signal
Process., vol. ASSP~23%, No. 3, June 1975, pp. 283%-29C.

XNUDSEN, M.J., "Real-time Linear~Predictive Coding of Speech on
the 5P5-41 Triple~liicroprocessor Machine", IREE Trans. on
Acoust., Speech and Signal Process, vol. ASSP-23%, Peb. 1975,

Pp. 140-145.



(73)

(74)

(75)

(76)

73

(78)

(79)

N

13

SOIRIS, LUR. and GOUCH, I, "in Zeonomical lardvere leclizaliown
of & Digitel Linear Treodictive Speech Synthesizer" in
Proc. IT5E Int. Conf. Commanicetions (Seattle, VWash, June

1973), pp. 41-2% - 47-28.

PARPOULIS, A., DProbability, Handom Variatvles and Stochastic

Processes, licGraw=-Hill, 19C5, p. 483.

WILKINSON, Red., A talk given in the Colloguiwa on Differcutial
Guantizing systems, Loughborough University, Oct. 1975.
Refer alsc to ~ "An Adaptive Pulse Code Modulztor for

Speech Signals"SKDE Leport 72001, Jan. 1972.

TORNED, L.F., A Talk given in the Collogquium on Differential
Cuantizing Systems, Loughborough University. Refer also
to -~ "Application of Data Compression to an Experimental
9.6 Kbvits/s ideptive PCH Digital Speech Systew', Iroc.

IEE., vol. 123, No. 2, Feb., 1976, pp. 109-113.

FREY, ..., SCHINDLER, H.R., VETTIGER, P., and VON FELTZH, E.,
"Adaptlive Predictive Speech Coding Based on Pitch~Controlled
Interruption/ Reiteration Techniques", in Proc. IEEY Int.
Cont. Communications (Seattle, Wash. June 1973), pp.

46,12 - 46.16.

AGRAWAL, A. and Lin, W.C., "An On-Line Speech Intelligibility
Measurement System'", IEEE Trans. on Acoust., Speech

and Signal Process., vol. ASSP-22, June 1974, pp. 203-206.

COOLEY, J.W. and TUKEY, J.W., "An Algorithm for the Machine
Computation of Complex Fourier Series", Math. Comput.,

vol. 19, April 1965, pp. 297-301.

COLD, B. and RADAR, C.M., Digital Processing of Signals ,
McGraw-Hill, 1969.

(80) SILVERMAN, H.F. and DIXON, N.R., "A Parametrically Controlled

T

Spectral Analysis System for Speech'", IEFE Transaction
ot Acoustics, Speech and Signal Processing, vol. ASSP-22,

Cet. 1974, pp. 362-381.



(81)

(83)

(84)

(85)

(85)

(87)

(88)

(89)

(90)

GOODIAN, D.J., GOODMAL, J«S. and CHEN, M., "Relstionship of
Intelligibility and Subjective (uality of Digitally Coded
Specch", Taper presenied et the 90th beeting of tuc

fecoust. Soc. of Am., San. Franc., Nov., 1975,

LOTULETY, PJVe and 3ULI, H.L., "4 Past Algorithm for thne
Estimation of Autocorrelation Functions", IEZk Tyans. on
Lcoust., Speech and Signel Process., vol. A3SP=22,

Dec. 1974, pp- 449-L453.

ROBLRTS, L.G. "Picture Coding Using Pseuvdo-iandonr Noise",
IS Trans. on Inform. Theory, vol. IT = 8, Feb. 1962,

PP. 145-154.

LICKLIDER, J.C.R., BINDRA, D., and POLLACK, 1., "The
Intelligibility of kkectangular Speech Waves'", An. J.

Psych., vol. 51, 1948, pp. 1-20.

LICKLIDExR, J.CeRey, "The Intelligibility of Amplitude Dichotomized,
Tine Guantized Specch Waves", J. Acoust. Soc. Am., vol. 22,
1950, pp. 820~823.,

FORRIS, L.K., "The lole of Zero Crossings in Speech Recognition

and Processing'", Ph.D. thesis, Imperial College, London, 1970.

HAFFMING, R.. Numerical Methods for Scientists and Engineers,
McCGraw-1311, 19C2, pp. 384-388.

HOUSE, A.S., WILLIAMS, C.E., EECKER, M.H.L. and KRYTER, K.D.,
"Articulation Testing Methods : Consonant Differentiation
with a Closed-~Response Set", J. Acoust. Soc. Am., vol. 37,
Jen. 1964, pp. 158-166,

GUENTIER, W.C., Analysis of Veriance, Prentice Hall, 13€8.

EDWARDS, A.L., Ixperimental Design in Psychological Research,
Holt International, 1970, pp. 131-135.



(91)

(92)

(93)

(9h)

215

e T s P ~ NI, m SRRt . . W mve e v - -
_LJ.;".J.\.IIJ.L.‘;’ Fo, D.-;l.-j\.f, SJ-’ L.O.LJL.LJ‘, Loey u:;\-f-.:)b, Lo’ aid S il sy Lae gy

T s W e e RN 4
> L],EL i.?_'.LUA}, Qi Xyl u;;:.l PR 1620 e (Zl{'ﬁuAOAA’,

vel, CUi-20, Aug. 1978, roe (92=-7Q7.
AOKI, M., Introduction to Otpimization Techniques, The

Maciiillan Company, 1971, p. 147.

TCMOJAWA, A., and KANBKO, H., "Companded Delta Modulz tion for
Telephone Transmission", TEEE Trans. Commun. Tech., vol.
COM~16, Feb. 1968, pp. 149-157.

ESTEBVES, N.L., "Data Transmission through Channels Perturbed
by Impulsive Noise", Ph.D. Thesis, Imperial College,
London, 1975.



