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ABSTRACT

An outline is given of the various systems that have been
developed for the production and reduction of electronographic exposures.

The typical limits to photometric accuracy are discussed.

The performance of the individual constituents of a particular
system consisting of a Spectracon image tube, nuclear emulsion and

Joyce-Loebl MKIII CS microdensitometer is described.

The problems of mounting the image tube on a telescope are discussed
and are illustrated by a description of a camera design for the

Cassegrain focus of the 60-inch reflector at Boyden Observatory.

The computing procedures followed for the extraction of morphological
and photometric data are given and are illustrated by some of the data
~produced so far., The need for monochromatic photometry of planetary
nebulae is outlined and the suitability of electronography is shown by

preliminary results from an ongoing observation programme.

The problem of the removal of photocathode non~uniformities is
tackled and the limitations set by this procedure are discussed together

with the implications for astronomical photometry.

Some improvements are proposed which might be made to existing

systems and which should be considered in setting up new equipment.
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PREFACE

The only method by which information can be obtained about
astronomical objects is by careful observation of that proportion of
their radiation which reaches us. There is no way in which we can
affect the processes within these objects and indeed, unless one restricts
observations to the very closest of our neighbouring stars, all the photons
that we are likely to detect in our lifetime have already left their

sources.

Therefore the astronomer must rely on collecting as large a fraction
~as possible of the incoming light and on proéessing it to yield spectral,
spatial and photometric information. To undertake this sort of work one
must always be aware of khe improvements in detection techniques and

their possible application to both old and new problems.

-For over one hundred years the predominant tool for optical
observations has been the photographic plate which provides a practical
means of integrating and storing the incoming light. The "two-dimensional"™
nature of this detector means that accurate relative positions can be
obtained while a knowledge of the characteristic curve, relating density
to exposure, for each plate yiélds photometric data. Over the years
emulsions have been tailored to the needs of the astronomer so that long
exposﬁres of fairly faint objects may be undertaken. The detection
efficiency of the plates has also been improved by various techniques

such as baking and nitrogen flushing which increase the sensitivity.

The inability of the emulsion to record incident fluxes lower than
a certain threshold value, coupled with limited storage of the plate,
requires that exposures be tailored to specifically faint or bright

features within any given field. Then a cross-calibration between plates
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is required. However, for survey work, where a detector of very large
surface area is required, the photographic plate remains the only

practical solutionm.

The photoelectric effect is a process which has true linearity; it
is also more efficient than photography. If the electrons released from
a.phétocathode can be detected and stored a fairly straightforward method
for photometry can be obtained. Originally the process was employed in
single channel detectors (using photomultipliers) for photometry of stars
and for the measurement of integrated fluxes from objects. The area of
sky from which the light is being collected is defined by a diaphragm
and the to£a1 amount of light which falls within this aperture is measured.
The signal from the photomultiplier can either be recorded in analogue
form or the amplified pulses from individual photo-electrons can be counted.
The severe drawback of this method is its single channel nature which
necessitates the use of a large amount of telescope time if a large area
is to be covered. Very often photoelectric measurements are used to

calibrate photographic photometry which can cover a much larger field.

Obviously if the advantagesof linearity and high sensitivity of the
photoelectric process are coupled to a two-dimensional form of image ‘

recording an improvement in detection limits should be expected.

The development of image tubes which retain spatial information
within a focussed electron image has produced several variants, each with
different read-out systems. Cascade devices simply act as image
intensifiers, the final stage having a phosphor screen at the output end,
the light being focussed onto a photographic emulsion u;ing a coupling
lens or more recently, a fibre-optic plate. Electronographic detectors,

which are single stage devices, use nuclear track emulsions to register
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the electron image directly. Television-type systems, where charge is
stored in a target, produce an analogue signal using an electron beam.

_ read-out. Finally there are photon counting systems or more strictly
photoelectron counting systems which use computer memory or magnetic tape
as the storage medium. These latter devices have only produced one-
dimensional information (e.g. Spectra) so far but two-dimensional read-

out with about 10° picture points is now technically feasible.

In each of these types of systems it is necessary to evaluate the
efficiency of the detection process and the amount of noise that is
introduced by the detector. This has led to the concept of detective
quantum efficiency (DQE) as a figure of merit. This compares the
performance of the measuring device with a so-called "perfect" detector
which would register every incoming photon with equal weight. If the
measured signal—to—noise.ratio of the detected signal is ]S/Nl and the

ouT

incoming signal-to-noise ratio is |S/N then the DQE(E) is given by
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The incoming signal-to-noise ratio is just the photon flux (M) divided

]

by its shot noise (J M); thus the DQE is given by
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E = T

It can be seen that to maximise this quantity it is necessary to

~  detect as many of the incident photons as possible with an equal weighting.



Photoelectron counting, when available in two dimensions, will
provide the nearest approximation to tpis process. However, at the
moment other forms of detection must be investigated. They are all
analogue techniques and therefore each photoelectron event will not

be given equal weighting in the read-out process.

Another important consideration is the dynamic range of the device
which is basically limited by the amount of storage available per
picture element. With image intensifier systems this limit is set by
the photographic emulsion. 1In electronographic systems again it is
emulsion which provides the limitation but the grain size of the nuclear
track emulsions is small; thus the storage per picture element is larger

than for photographic plates. Television-type systems can be limited by

the charge that can be stored on the target while a photoelectron counting

system will have virtually unlimited storage for any single element but
the range of brightness within a single exposure is governed by the

maximum data rate that can be handled by the system.

If a useful comparison is to be made between the various methods of
detection the data have to be compared at a comparable point. That is
the stage where one has extracted the numerical information that is going
to be processed to produce the final ﬁhotometric and spatial data. Thus,
in the case of emulsions being used ;s an intermediate store, the method

by which the density data is obtained becomes an integral part of the

overall system.

Therefore, it is only by a knowledge of the interaction of the
various parts of the system of image tube, emulsion and microdensitometer

that the true limiting performance can be defined.



D

Part of the work for this thesis has been to undertake a study of
the interaction of various parts of a specific electronographic system

and to understand the resultant limitations to photometriec accuracy.

At the same time the application of the system to astronomical
problems has led to a clearer understanding of the practical aspects of
operating an image tube on a telescope and the areas where minor
modifications would greatly assist the observer and would help to obtain

the best performance from the device.
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CHAPTER 1

ELECTRONOGRAPHIC PHOTOMETRY

"The naked papers, without an historical treatise
interwoven, require some other book to make them
understood."

Samuel Johnson (1709-1784)

The original concept behind the electronographic process was put
forward by Kiepenheuer in 1934 (1). Dgspite the simplicity of the idea
of using the quantum efficiency and linearity of the photoelectric
process coupled to the information storage capabilities of an emulsion,

the development of viable detectors has been a long and involved process.

The present-day devices fall into two main categories, those in
which the emulsion and the photocathode are contained within the same
envelope for the duration of the exposure, as in the Kron camera (2),
or for longer periods, as in the Lallemand camera (3), and the devices
such as the Spectracon (4) and the McMullan wide-field camera (5) where
a permanent thin mica membrane is placed between the emulsion and the
main part of the tube containing the photocathode and electron optics.
The latter devices require a higher operating potential to ensure that
a substantial proportion of the electrons released from the photocathode
pass through the mica membrane, while retaining sufficient energy to
leave tracks in the emulsion. The typical operating voltage for the
Kron and Lallemand devices is about 25 = 30 KV,whefeas for the Spectracon
and McMullan cameras a voltage of 40 KV is required. Due to scattering
within the mica the emergent photoelectrons (about 757 of the incident

electron flux) have an energy distribution which peaks at about 28 KV
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(see Fig. 1.1). Thus, although a thin membrane output window improves
the potential shelf life of the device by preventing contamination of

the photocathode by substances outgassed from the emulsion and, in the
case of the Spectracon, means that the unit can be used without
complicated auxiliary vacuum equipment, its effects on the photoelectrons
can also have a bearing on the overall photometric performance of the
dévice. Since each photoelectron reaching the emulsion leaves a track,
the length of which is energy-dependent, the higher working voltage and
the energy distribution of emergent electrons can affect both the storage
capabilities of the emulsion and the "weighting" given to the individual
tracks. Coleman (6) has shown that these are important considerations
when making an assessment of the detective quantum efficiency (DQE) of

a device such as the Spectracon.

Three of the devices mentioned, the Lallemand camera, the Kron
camera and the Spectracon are in regular use on telescopes. Thus
substantial quantities of electronographic data are becoming available
to the general astronomical community, and the emphasis is moving
towards the development of methods for the efficient retrieval of the

large amount of information stored on each exposure.

Due to the high storage capacity of fire-grain nuclear track
emulsions, such as Ilford L4, used for electronography and the linear
relationship between the density and exposure which has been shown to
hold to densities of the order of 5D (7), any measuring machine used
for data retrieval must be capable of accurate and linear measurement
over this whole range. Since density can be related to the

transmission of a sample in the following way

D = —logloT



it can be seen that the measuring system, which responds to the light
transmitted by the plate, will have to cope with incident fluxes

varying by about five orders of magnitude.

The resolution of electronographic devices is high - the
eléctrostatically—focussed Lallemand and Kron cameras reach about
70 fp/mm as does the magnetically-focussed Spectracon when operated
at single-loop focus. Higher resolutions have been obtained using
magnetically-focussed devices, for example of the order of 120 f%p/mm
.at two-loop focus for the Spectracon. In most cases the resolution of
the astronomical exposure will be set by the size of the "seeing'" disc
and the spatial sampiing rate required will be similar to that for a
photographic plate. However, in certain cases, where either the optics
have been designed to match the resolution of the device, or where
measurements for accurate photometry in regions of rapidly changing
density are needed, samples may be required at separations amounting to

only a few microns.

Since each photoelectron is capable of leaving a track in the
emulsion the electronographic process does not suffer from reciprocity
failure. That is to say, there is no "threshold" incident photon flux |
required before an image starts to build up. - The only effects that
have to be taken into account when measuring plates at low density are
those of plate fog which can be very low (less than 0.03 D for L4 (8))
and those arising from any dirt picked up on the emulsion during
processing. Due to the fine grain and high storage of the emulsions
such as L4 the human eye is totally incapable of assessing the
information stored in the exposure, and, even for straightforward
morphological studies, contour maps produced from density measurements
of the plates are required to reveal the structure present in the object.

Therefore, when using electronographic techniques, the measuring machine



and the subsequent data processing are equally as important as the

primary detector.

As with many new astronomical techniques, some of the first work
done using electronography was to take spectra (9,10). When working
with spectral datg the reduction of the exposures can be straightfofward
and the amount of data fairly small if it is possible to reduce the
information to "one dimension". This is true where the sbectrum has
been artificially broadened and where the image geometry is good.
in this case the measuring aperture of the machine can be extended
perpendicular to the dispersion and a fairly slow scan along the length
of the Speétrum can be used, thus allowing a larger "dwell time'" per
sample point. Both of these methods serve to improve measurements of
high density where the microdensitometer may be photon noise-limited
and, since only a few scans are required, without making the measuring
time prohibitively long. If, however, one is dealing with time-resolved
spectra (11), or spectra containing spatial information (for example

“across the diameter of a galaxy), or distorted spectra, then the
sampling aperture must be made small and thus the number of sample
points becomes laxrge. The problems are thén the same as those of the

extraction of spatial information from direct exposures.

For two-dimensional data, whether it be from star fields,
extended objects or spectra, it is necessary to be able to produce
accurate density measurements from samples taken at small intervals
and at fairly high rates if the scan time is not to be too long.
0f late several scanning machines which are capable of high-speed
sampling have been developed, mainly for work on aerial survey

photographs. Since many of the problems of information retrieval

- e



and data handling are common to the fine-grain, high-storage,
astronomical, photographic emulsions such as IIIaJ, these devices

are finding their way into use by astrénomers. However, photographic
emulsions generally saturate at a density not much greater than 2D.

With this limited density range fast scanning machines can be used

to good advantage but, with the high densities present in electronographs
and the short sampling periods dictated by high-speed scanning, the
measurement of density may become very inaccurate due to the low
photon-flux reaching the microdensitometer detector. Also, due to

the linear density-exposure relationship, a stringent set of conditions

are set on the inherent linearity of the measuring machine.

Therefore, when studying the limiting photometric accuracy of
observations, it is necessary to consider the overall performance of
a system comprised of the image tube, the emulsion and the scanning
machine. The final results will oBViously be peculiar to a
particular set of equipment,but it should be possible to outline

general trends which have a bearing on other systems.

Once haviné obtained numerical data from electronographic
exposures the subsequent processing is usually tailored to the
specific problem being studied.. However, in some cases the problems
that have been tackled have been dictated by the form in which data
can be extracted. The rest of this chapter is taken up with a brief
description of some of the methods used so far for processing of
electronographic exposures and an outline of the advantages and

limitations of various systems.



Broadly speaking, the photometry that has been undertaken using

electronography can be split into three main categories:

1) Spectra
2) Starfields

3) Extended Sources

This roughly follows the chronological order in which electronography
was first usefully applied in each branch. The sequence stems partly
from the availability of detectors and partly from the development of

the necessary tools for extracting the information from the exposures.

1) Spectra

The first electronographic camera that was available for use on
a telescope was the one developed by Lallemand in France. Work on
this device was first started in 1936 (12) but it was not until the
early sixties that it really came into regular use. It was originally
mounted at the Coudé focus of the Lick 120-inch reflector in 1959.
It was used with a grating giving a dispersion of 48 K/mm at the
photocathode, which corresponds to a dispersion of about 64 Z/mm at
the plate since there is a demagnification of about 0.75 produced by
the electron optics. The first result from this device was obtained
on the nucleus of M31 (13), This was shown to be in rapid rotation
by the curvature of the lines that showed up due to the large scale
of the Coudé spectrograph‘perpendicular to the dispersion. Mainly,
this was a case of utilising the speed of the device to register an
image that could not be easily obtained using a photographic plate.
"Ilford G5, a fairly fast emulsion, was used, and the data reduction
took the form of accurate positional measurement of the lines rather

than that of accurate densitometry. As well as applying this device



to other problems involving the dynamics of objects as derived from
their épectra (14,15) it has been turncd to the problem of time
resolved spectra of variables (16). The star is trailed along the
slit manually, giving a time resolution of the order of a few minutes.
As well as obtaining relative fluxes by scanning along the spectrum,

a scan along a line perpendicular to the dispersion will yield a
record of the variations within one line. Again it is a case of
utilising the speed of the device to obtain information that could

not be registered using a photographic plate.

The linear reséonse has been used to derive energy distributions
of stars and nuclei of galaxies (15,17,18) and to study the intensities
of emission lines in planetary nebulae (19,20). 1In these cases the
photometry is of more importance. However, in all these observations
the information which has been extracted has been in the form of
single scans and, perhaps of necessity, only portions of the total
information present have been selected. Similar work is now being
undertaken with the Spectracon on the same telescope and using identical
techniques (21,22). For both the Lallemand camera and the Spectracon,
Walker has found that the limitations on positional measurement are
set by the accuracy of the measuring engine and that the wavelength
resolution is equal to, or better than, that normally obtained with

photographic spectra of the same dispersion.

The Spectracon, as its name implies, was originally considered
as a device for studying spectra. The output mica window was made
- 1éng and narrow (30 mm x 5 mm) since it was thought necessary to keep
to this sort of configuration to retain sufficient strength in the 4 um

mica sheet to withstand atmospheric pressure. Being a fairly compact



sealed unit the Spectracon has been used as a primary detector in

two astronomical spectrographs designed to accommodate image tubes (23).
In both cases special optics were required (24) together with a
focussing solenoid designed to give the required uniformity of field

at the focal plane. Once designed, these spe;trographs will accept
standard Spectracon image tubes which may have photocathodes of
different types and therefore differing spectral responses. The focussing
solenoid is provided with scan coils so that the image may be trailed
electronically in a direction perpendicular to the dispersion. Thus

the spectrum may be artificially broadened without movement of the
telescope or instrument. The two spectrographs have been used

regularly on the 98" Isaac Newton Telescope and 36" telescope at the
Royal Greenwich Observatory, Herstmonceux, and on the 74" reflector
which, until recently, was sited at Pretoria, South Africa and is now

being moved to a better site at Sutherland.

Being "user instruments' the spectrographs have been used on many
different problems of both stellar spectra (25,26) and studies of
extended objects (27). Again in some cases accurate photometry has
only been obtained for what is virtually "one-dimensional information"
~and the faster electronographic emulsions have been used to obtain
spectra in fairly short exposure times for the purposes of line
identification rather than photometry. Using the linear response,
coupled with fairly simplé reduction methods, it is possible to obtain
information which would not be readily available from a single

photographic plate.

T e e S e
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2) Starfields

It is perhaps in the study of star clusters that electronography
has one of its primary applications and also where the most
difficulties in data reduction arise. The advantages of the process

are threefold:

a) The large dynamic range of the process means that both
bright and faint stars can be registered on the same plate.
Therefore it is possible to measure stars in the very
bright central regions of the cluster and relate them to
those in outer regions that are easy to measure as

standards using conventional photoelectric techniques.

b) The linearity of the process makes the transference of
magnitudes'from the standards to the rest of the cluster
easy. Only a few standards are required and there is no
need to set up different sequences for different magnitude |

regions as is required for photographic photometry.

c¢) Basically one is performing photoelectric ﬁhotometry in
two dimensions. Since the data is recorded on emulsion
the "diaphragm" through which one makes a measurement of
the stellar magnitude can be set during data reduction
and thus effects such as crowding of the field can be
taken. into account. Also one is simultaneously measuring
many stars so that the telescope time required is greatly

reduced.

However, the rapid extraction of data from such plates is still

not a routine process, although various methods have been tried.

10.
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Table 1.1

[}

Errors obtained from profile method of magnitude determination

Magnitude - Probable Error
Interval Obsexrved ( mag) Predicted (mag)

16.0<m<16.§. 10,020 | 0,001
17.0<m<17.9 0.023 0,002
18.0<m<18.9 30,028 0,005
19.0<m<19.9 20,035 £0.010
20,0<m<20.9 0., 050 £0,028
21.0<m<21.9 10,072 £0.062

22.0<m<22.9 10, 146% ' £0.161

% Small sample

Measurements taken from a 180 minute exposure using a Spectracon

plus L4 emulsion on a 60-inch reflector. Half-height diameter

of image = 2.0 (llOum);



The most regular production of results has come from Walker
(28,29,30,31,32), who used the Spectracon on the 60" reflector at
Cerro Tololo to obtain B and V observations of 13 clusters in the
Magellanic Clouds. The method used for extracting the data is simple
but slow, and only a fraction of that present on the plate is used.
Walker and Kron (33) showed that magnitudes of stars could be
determined by using the profiles of stellar images on in-focus
electronographic exposures over a range of 5 magnitudes up from the
plate limit. To extract the full information the density volume of
the image should be taken,and using an integrating microdensitometer
designed by Hewitt (34), the range can be pushed to 7 magnitudes (35).
Walker found that the use of the volume method in the crowded regions
of the cluster led to a larger scatter in the magnitudes obtained??ﬁ%n
the profile method was used (28). To obtain the profile the image is
scanned using a Joyce-Loebl microdensitometer operated as a simple
manually-controlled device. Using a measuring aperture of‘12.5 x 12.5 um
the image is moved back and forth until centred in the "Y" direction,
and then a scan is made across the diameter. Variations in local
sensitivity of the photocathode are corrected by using a map obtained

from an exposure of the dawn sky.

Table 1.1 shows the errors obtained using this method for
different magnitude regions (36). These are compared with the error
one would expect from an ideal detector registering sources of differing
brightness against a fixed background which is the predominant source
of noise (37). It can be seen for the brighter stars a limiting
accuracy of about 0.02™ is reached. Walke. attributes this effect to
the grain structure of L4 emulsion, since using a volume-integral

method on a small sample of the stars produces a drop in the error.

12.
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However, apart from the random effects of grain statistics one must
take into account microdensitometer noise at the bright magnitudes
and residual effects of local variations in sensitivity due to both

photocathode and emulsion.

Wlérick et al (38) have undertaken stellar photometry using the
Lallemand camera and methods that are somewhat similar to those used
by Walker. The reduction of the data is limited to manual scanning of
the images and several procedures have been investigated. They have
found local variations in sensitivity across both the photocathode
and the emulsion of the order of 207 over distancesof 20 mm and 8 mm
respectively. Therefore they use the night sky background around an
object as a measure of the sensitivity of the overall system from
point to point within the exposure. There are certain limitations to
this method. Since one is using the night sky as a uniform light source
emulsion fog must be low,as must the tube background. Also, scattered
light and reflections within the optical system must be removed, since

~all these may produce effects which are not uniform across the image
plane. Also this method will only work with those objects that are

small as compared with the scale of the sensitivity variations.

Four methods of measuring stellar magnitudes have been studied.
Low scattering in nuclear emulsion means that bright star images do not
tend to spread as they do in photographic plates. Therefore, assuming
that the image diameter is the same for a bright or faint star, the
peak density of the image can be taken as a measure of the magnitude.
Wlérick et al have also used the profile method of Walker, a variant
on this where three sections are used, the central one and one either
side spaced by apprvoximately the width of the measuring slit, and
finally the density volume of the object obtained from the areas of

several profiles across the whole star. With the Lallemand camera
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there is a pincushion distortion produced by the electron optics,

which leads to an increase in the size of the images at the edge of

the field. Since the sky background and the stellar image are spread
in the same way there is no need to correct the measures made using

the maximum density measurement. For the other methods corrections
must be put in for the effect of image spreading on the measurement

of local sensitivity. More important in the outer regions of the
photocathode are astigmatism and field curvature, which distort the
‘image -~ in these cases the density volume method is the one most

easily applied. Practically,the simpler and faster methods are limited
to the region of the exposure where these distortions are small as
compared with the image sizes (typically 60 um to 80 um, corresponding
to 1.5ﬁ to 23); this area is a circle of about 12 mm diameter.

To obtain 1% accuracy on the stellar images it is necessary to allow

for the effects from pincushion distortion right across the field.
Using these methods a study of stars in the field of BL Lacertae was
undertaken; the sample contained about 15 stars which had been
measured photoelectrically. Using both the density volume method and
the three-area method an accuracy of approximately 27 has been obtained

on stars in the region 14"<B<19, 3", )

All the methods described so far are slow and, apart from the
integrating microdensitometer used by Ables et al (35), all the data
is obtained by manual scanning. With the general use of measuring
systems which produce digital output, the applicétion of computer
processing to the large amounts of data has been investigated. The
scanning of the plate need not now be selective, providing that either
the program is sufficiently "intelligent" to recognise a star, or there

is some form of interaction between the system and the user. However,



to store digital data of a whole starfield, even from tubes of fairly
restricted image area, over a million picture points must be kept so
that they are readily available to the computer. Also, to produce
such large amounts of data, there is a minimum speed required of the
measuring machine if problems of long-term stability are not to be

important.

An interactive program for the processing of star fields has been
produced at Imperial College (39). Data produced by a Joyce-Loebl
microdensitometer is stored on magnetic tape and is subsequently
processed using a CDC 6600 computer coupled to an interactive graphics
terminal. The magnitude of the star is estimated by making repetitive
fits of two orthogonal gaussian profiles to the raw data and then using
these to calculate the density volume of the image. The various stars
can be "called up" by using rough‘coordinates obtained from a CALCOMP
plot of the whole field. The area around the stellar image is displayed
and the position of the window over which the fit is to be performed
can be changed. Residuals between the gaussian fit and the raw data

can then be displayed.

In the method mentioned above the locations of the stars have
to be fed into the program by the user. A system developed by Newell
and 0'Neill (40,41,42) for ESP (Elecérographic Stellar Photometry)
has a data "thresholding'" procedure for searching large arrays of data.

This locates a peak by two criteria:

1) It must have a density greater than, or equal to, that

of the surrounding eight points.

2) It must lie sbove a preset threshold density level.
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These peaks are plotted on a map. Those that are due to dirt and
non-stellar objects are rejected and then small subsets of data
centred on the remaining peaks are retrieved from the random access
disc, where the main scan is stored, and are processed using the

main photometric reduction routines.

‘The density volume of the star is extracted by using either
curve-fitting routines or a numerical integration technique which is
faster than the curve-fitting and therefore used for large amounts of
data. The method does not require that a zero level be set for each
star and so can be used in fairly crowded fields. 1In effect, a variable
‘diaphragm is used on the stellar image and the optimum size of>this
window, for a numerical integration, is determined by the variation
of the difference in magnitudes obtained by integrating in two
orthogonal directions with the different window sizes. When this
difference reaches a minimum the window size can be set. This is
obviously dependent on the crowding of the field and the seeing conditions,
and so it can be tailored to a particular group of stars. Onceva pseudo-
magnitude of the star is found by one, or an average of several,
integrations the whole field is calibrated by comparing the measured
magnitudes with established magnitudes of standard stars. Using this
method a curved magnitude calibration curve has been obtained. The

curvature is attributed to two main causes:

1) The effects of transmission averaging in the microdensitometer

on the measured density.

2) The effects of the upper density limit of the microdensitometer

at the centres of dense images.

e e 1t
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Table 1.2

Plate-to-Plate agreement of Electrcnographic Stellar Magnitudes

obtained from the cluster M13

Magnitude '~ Error in magnitude aetermination
Iy Aty
12.76 | . *0.037
13.51 : - 10.034
14.58 : *0.015
15.45 $0.013
16.30 | 20,014
17.43 ' $0.035
18.47 10.066

19.07 30.100



Both effects cause an underestimation of the magnitudes of the bright
stars. The former can be minimised by using as small an aperture as
possible, and the latter can be improved by increasing the area of
integration. However, departures from linearity then occur in the
faint stars due to the inclusion of parts of surrounding objects, and
the fainter objects are systematically measured too bright. In
practicé it has been found that the calibration curve maintains its
shape from plate to plate and is wavelength-independent. Thus it can

be used for all plates obtained and reduced under the same conditions.

In a study of two short-exposure plates of ML13 Newell and O'Neill
have shown that this method can provide accurate photometry. Using a
PDS microphotometer to produce digital data with a raster scan of 10 um
in X and Y and a projected measuring aperture of 20 um, which corresponds
to 1 arcsec on the plate, a whole exposure of 1.8 @m x 1.8 &4 was
measured producing about 3} million densities. The ihtegration for
the magnitude determination was carried out over an effective aperture
of 8.5 arcsecs. This method of integration suffers from centring
errors. The machine can accurately repeat measurements to about
t 0.003m, but if the scan pattern is shifted across the image a
variation of about * 0.01" can arise in the magnitude obtained. This
is for images of about 40 pym diameter scanned at 10 um intervals.
Reducing these effects by reducing the step length, or increasing the
aperture over which the integration is made, results in greatly
increased computing time and data storage problems in the first case,
and effects arising from background crowding in the latter. A plate-
to-plate agreement test was then undertaken using two exposures of

different length. The results are shown in Table 1.2. The increase
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in standard error in the magnitudes of the brighter stars is
attributed to calibration errors as the microdensitometer upper

density limit was approached for stars brighter than 14",

It can be seen that for regular reduction of large numbers of
cluster plates methods such as the one above have to be used. To be
able to employ these sorts of techniques one needs not only the
machine to extract the data from the plate but also the availability
of fairly sophisticated computing facilities. Investigations into
similar techniques are being undertaken by Heckathorn and Chincarini

(43) and Purgathofer (44a).

3) Extended Objects

The study of extended. objects by electronographic means has mainly
come into its own with the availability of digital output from
microdensitometers. As pointed out previously an electronographic
image does not reveal muchwlen visually inspected and it is necessary
to produce some sort of contour map to study the morphology of the
source. Machines such as the Joyce-Loebl isodensitracer will produce
maps with a varying number of grey levels, but the one scan of the
object will present spatial details at the expense of photometric
information. Equally well, manual scans across sections within the
object, or the use of an integrating microdensitometer such as that
used by Ables and Kron (44), will extract photometric information while
losing a fair proportion of the morphological detail. By scanning the
image and storing the data in digital form it is possible to process
' the results from one scan in several ways to yield the required spatial

and photometric information.



Using a Joyce-Loebl isodensitracer, Walker (22,45) has undertaken
morphological studies of both planetary nebulae and extra-galactic
nebulae from exposures taken with Spectracon image tubes. Various
emission lines from the planetaries are isolated using narrow-band
filters, and the subsequently-produced contour maps reveal the varying
structure of these objecfs in the light of particular ions. Broad-
bénd observations have been made of QSOs and compact radio sources to
investigate the faint outer structure of these objects and to look for
‘the existence of luminous bridges between galaxies of different red-

shift. On these sorts of exposures structure has been revealed by

contours set at about 1% above the night sky brightness.

Ables and Ables (46,47) used narrowly-spaced contours of the sort
described abcve to obtain the luminosity profile cof the galaxy NGC 4881,
from exposures using the Kron camera. Several maps were made and the
density-above-sky for the outer isophote was estimated for éach map.

The profile was plotted by taking the dimensions of each contour;
circular symmetry was assumed so that the data was presented as a
single profile. To extract photometric information in this manner is
a long process and also is subject to difficulties arising from the
quantised density levels. As mentioned before, Hewitt (34) has modified'
an isodensitracer to produce an integrated density along one line of a
raster scan. A potentiometer driven by the density-wedge carriage
provides a voltage (which is proportional to the density) that is
integrated using analogue techniques and displayed on a chart recorder.
Measuring errors are estimated at less than 1% for this method. The
application of this device can be somewhat limited since spatial
information is only retained in one direction, but it has been used to

good advantage by Ables and Kron (44) and Kron et al (48) on the

photometry of jets in M87 and 3C273 where they retained spatial



Table 1.3
Seein Night Sky Limiting Limiting Isophotal ' Exposure
Colour & Brightness Stellar Magnitude Used Emulsion - Time
v arcsec 2 . 2 ' i

mag/arcsec Magnitude mag/arcsec Mins

v 3.7 21.3 24,1 26.0 L4 165

Lelidvre B 2.7 22.2 © o 24.4 26.8 L4 95
U 2.3 21.4 22.9 24.8 G5 45

Wlérick v - 20.1 - 26.2 L4 80

Plate scale 1" = 40um

‘12



information across the width or along the length of the jet.

Similar integration techniques canh be performed by using several
manual scans across an object. These methods have been used by
‘Wlérick (49) for work on BL Lacertae and by Leliévre (50) in a study
of N Galaxies. With a single scan across an exposure of BL Lacertae,
taken using the Lallemand camera, nebulosity round the object has been
detected down to a level that is about 6 magnitudes down on night sky
brightness. This result was obtained using a measuring aperture of
25 uym by 25 um. To increase the size of the measuring aperture would
improve the emulsion noise, but limitations to accuracy are set below
this level by the residual effects of variations of sensitivity within
both the emulsion and photocathode. Separating BL Lacertae into a
bright central core and an outer faint nebulosity the magnitude of the
latter has been estimated out to the contour at V = 26.£“arcsec_2 to
an accuracy of 0.2". Lelidvre has estimated magnitudes of galaxies
and stellar-like objects in the field of 3C303 to an accuracy of 0.05"
and 0.10™ respectively. The galactic magnitudes are assessed within
a "diaphragm'" set by an outer isophote of given brightness per square
arcsec. Table 1.3 summarises the detection limits of Leligvre and
Wlérick. Leligdvre comments that the larger granularity of the G5
emulsion served to reduce the overall photometric performance of the

sy stem,

The application of scanning machines producing digital data has
meant that not only can a larger volume of data be handled but the

reduction routines can be more sophisticated and varied.
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A whole series of routines for studying the structure of galaxies
has been developed at the University of Texas and the Johnson Space-Craft
Centre for the analysis of data produced by a Boller and Chivens PDS 1010A
microdensitometer (43,51,52,53). The system is used on exposures obtained
with the Kron camera. The microdensitometer is operated under computer
control (from a PDP-8/e with 20K memory) and the data may be stored on
either &isc or magnetic tape. :The system is also supplied with a
high-speed teletype, a paper tape reader/punch and a precision CRT plotter.
The data can be processed in two ways, either using a qﬁick—look facility
on the PDP which can produce dénsity profiles, dummy contours and a
playback of the raster, and display them on the CRT, or by using a larger
computing facility to handle scans read from magnetic tape. Some of the
routines used for the handling of large data arrays are based on methods
outlined by Jones et al (54). This includes a program for fitting a
polynomial to the sky backggound surrounding an object and interpolating
over the object so that the sky background can be subtracted. The data
can be corrected for non-linearity in the camera-emulsion-microdensitometer
system and emulsion defects can be removed, as are stellar images that
are superimposed on the nebulosity under study. The corrected data
is then used to produce isophotes and integrated magnitudes (53).
An investigation into the performance of the microdensitometer shows
that slow scanning speéds are required for images with high peak
densities (51) since there is an apparent shift in position of the
measured image due to the response time of the photometric system.
Benedict et al (52) calculate a limiting surface brightness at 3 op
above the background density, which would be 3.8 magnitudes down on
the sky background. This is based purely on the microdensitometer

noise at high density which amounts to about 17 of the measured density.
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Gull (55), in an assessment of the performance of various
emulsiAn and image intensifier combinations, has shown that L4 emulsion
noise is swamped by the machine noise of the PDS over most of its
density range for measuring apertures larger than 10 um x 10 pm.
To obtain results on a 40 pm x 40 um aperture it was necessary to make
measurements of the plates taken on the Kron camera using a 10 ym x 10 um
aperture and then to add them to produce the given resolution. Even so,
the effects of microdensitometer noise were seen for densities in excess
of 2.4 D as measured.on the PDS. The peak signal-to-noise performance
of the system was found to be about 150:1. This would give a limiting
surface brightness about 5.4 down on the sky background with an exposure
taken to a background density of 2.4 D and an analysing aperture of
40 ym x 40 ym. Gull has used the Kron camera to take narrow-band

exposures of the Orion Nebula to produce both straight isophotes and

also maps of the ratio of continuum emission to HR.

It is the large dynamic range of the electronographic process
~which is probably of the greatest importance in surface photometry. The
ability to record, on the same exposure, both bright central regions

and faint outer extensions of an object and thus to relate the relative
fluxes accurately provides a powerful tool for both general morphology

and luminosity studies.

It can be seen that the general trend in electronography has been
to move toward more automated methods of reduction as the machines have
become available. At the moment most of the astronomy is still coming
‘from fairly simple measurements made with unsophisticated equipment.
This partly stems from the complexity of an automated photometric system
as such. Since no one part can be considered totally in isolation, it is

only by studying interaction of the constituent elements that the final



overall performance can be defined. However, once such a system is
established it should be possible to process large amounts of data

on a routine basis.
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CHAPTER II

THE PHOTOMETRIC SYSTEM

"Observe how system into system runs,"

Alexander Pope (1688-1744)

As outlined in Chapter I, it is necessary to consider the
photometric limitations of a complete system. Each constituent part
will contribute to the overall performance and, by a knowledge of

the role that each one plays, areas for improvement can be defined.
The system under study consists of the following components:
1) The Spectracon electronographic image tube

2) L4 nuclear track emulsion

3) A Mk IITI CS Joyce-Loebl microdensitometer,

producing digital output on magnetic tape.

This sequence basically deals with the incoming data, from the image
at the focal plane of the telescope to the scan data on magnetic tape.
The computer processing is tailored to a particular type of observation

and will be dealt with in a later chapter.

2.1 The Spectracon

The design and operating characteristics of this device have
been described in full detail in many publications (4,6,56,57).
Therefore an outline will be given of those features of the instrument

which have a bearing on its photometric performance.
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FIG 2-1-1 . SPECTRACON AND SOLENOID
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Fig. 2.1.1 is a cross-sectional diagram of the encapsulated tube
sitting inside the focussing solenoid. The standard photocathode
size is 10 mm x 30 mm, although tubes of larger image area have been
built by placing two such cathodes side by side (58). The photocathode
is processed in a separate cell and transferred to the main tube
through a side arm. Careful handling is required during this transfer
to avoid scratching the photocathode surface. The plate is manoeuvered
down the tube and is locked in place in a metal frame which is mounted
inside the glass tube-window. To a certain extent a pre-selection
process can be used to find photocathodes of fairly high sensitivity
before the transfer is undertaken. Using this technique cathodes.with
$-9, §-10, S-11, S-20 and S-25 responses have been successfully put
into Spectracons. However, there has. been little success with cathodes
of the S-1 type (56) which tend to lose up to 507 of their efficiency
during transfer. Typical photocathode sensitivities are 50 — 70 pA/lumen
for S-11 and 90 - 120 pA/lumen for S$-20. These white light responses
correspond to quantum efficiencies of approximately 147 at 42002 and

, o _
157 at 4900A respectively.

Obviously the speed of the device will be governed by the quantum
efficiency of the photocathode. Coleman (59) has calculated the
detective quantum efficiency (DQE) of the Spectracon used in conjunction
with various different methods for recording the photoelectrons. The
' overall DQE ranges from about 707 of the quantum efficiency of the
photocathode for track counting in emulsions and diode detection of
~photoelectrons, to-BOZ to 50% of the cathode efficiency for different
electron-sensitive emulsions scanned using a microdensitometer. The

primary mechanism which reduces the performance is the effect of the
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output mica window, which transmits about 757 of the incident electrons

and imposes an energy distribution on those emerging from it (see Fig. 1.1).

The overall sensitivity of the photocathode affects the speed of
the Spectracon, but of equal importance, from the point of view of
relative photometry within a field, are the changes in sensitivity
across the cathode surface. Peak~to~peak variations of the order of
507% of the overall sensitivity have been measured over the whole
photocathode by Smyth and Brand (60). Typical measurements over areas
of about 2 mm by 2 mm give variations ranging between 27 and 7%
depending on the photocathode quality. These fairly low spatial
frequency effects arise from non-uniform deposition of the ﬁhoto-
sensitive layer during manufacture, possibly due to varying temperature
along the surface of the plate or poor geometry within the cell. There
are also photocathode defects, which are small areas of zero-sensitivity
and can take the form of pinholes.or fine scratches. These are
produced by dust particles masking part of the cathode plate during
evaporation, and scratches may occur as the photocathode is manoeuvered

into the tube.-

When the tubé is in focus these dead spots are indistinguishable
from dust specks on the outsidé of the mica window. However, on an
out-of-focus exposure the latter show up as in-focus spots on the
plate. Any dust lying on the surface of the window can be removed
using a soft-brush. Usually the output window of the Spectracon consists
of a uniform cleaved sheet of mica about 4 um thick., Windows ranging
from 5 mm x 30 mm to 20 mm X 25 mm have been constructed and used on
Spectracons. Sometimes, during use, some of the mica may be removed
by contact with moist emulsion. The resulting structure in the mica

window is then revealed by a change in sensitivity across the image



area of the tube. This usually leads to a step—function in sensitivity
and this has to be compensated for if accurate relative photometry

across the field is required.

The resolution of the Spectracon is dependent on the emulsion that
is used with it, When operated at two-loop focus, resolutions of
70 %p/mm have been obtained with Ilford XM, 90 %p/mm with G5 and
120 f%p/mm with L4, Since this greatly exceeds the resolution required
for most astronomical optical systems and, by going to single-loop focus
the heat output of the solenoid can be reduced by a factor of four, the
tube is normally operated at single—loop focus for astronomﬁcal exposures.
The limiting resolution is then 70 %p/mm to 80 %p/mm on L4 over the
whole field. The resolution limit bf the tube itself is set by the
electron optics and scattering of the electrons within the mica and

is about 150 2p/mm.

The image geometry of the Spectracon is generally good. Distprtiong
of the order of 5 uym or less occur between the centre of the photocathode
and a radius of 2 mm. Over the usual extent of mostiof the astronomical
images obtained with this device no correction is required. The
emulsion is on a Melinex backing of 25 um or 50 um thickness, which

provides dimensional stability.

For the photometry of faint objects, and narrow-band observations,
the background of the tube must be low. Extremely high values of dark
current stem from electrical breakdown within the tube and the subsequent
corona being detected at the photocathode. These sources can of course
be non-uniform. There will also be thermionic emission from the
photocathode. Oliver (61,62)'has investigated another source of
background which is only important for tubes with $-20 cathodes. This

is the occurence of multiple-electron events (ion spots) where groups
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of 10 to 20 electrons are released from the photocathode by Cs+ ions.
These ions are formed by the evaporation of caesium from the tri-alkali
photocathode to the tube electrodes and its subsequent field desorption

+ .
from these as Cs 1ons.

With careful encapsulation and cooling of the photocathode dark
currents in the range of 50 to 500 electrons/cmz/sec have been obtained
for both S-11's and $-20's (56,57). This upper level amounts to a

density increment of about 0002D/hr on L4 and 0.02D/hr on GS5.

Signal-induced background (SIB) can also serve to reduce the
performance of the device. Coleman (6,59) has investigated the
various sources of SIB in the Spectracon and has shown that the
predominant effects are from light scatter within the face plates of
the tube (there are five glass—air or glass-vacuum surfaces), and
reflection of transmitted light by.the electrode structure. The effect
appears to be fairly uniform over most of the image surface but rises
at the extreme ends of the photocathode due to almost specular
reflection from the first electrode. Coleman gives a value for the
SIB of (10 * 2)7. This would lead to a loss of limiting magnitude of

0.05" for stellar photometry.

As can be seen from the figures presented so far, the performance
of the Spectracon cannot be defined in isolation from the method that
is used to detect the electrons. Thereforc the next stage in the

assessment of the system is the storage medium.

2.2 ©Nuclear Track Fmulsion

Over the past few years extensive work has been carried out
on the various nuclear track emulsions used for electronography

(Brand (63), Cohen (64), Harwood (65), Kahan and Cohen (7), Cohen and
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Kahan (66), Coleman (6,59), Griboval et al (8), Kron and Papiashvili
(67), Ables and Kron (68)). One of the prime areas of investigation
has been the linearity of the fesponse of the detector-emulsion
combination. Valentine (69) has proposed that the linear density
versus exposure response of electronography comes from the single hit
nature of the process (that is, one electron producing one registered

"event" in the emulsion).
Considering the definition of optical density (D)
D = logy, 'Tl'
where T is the transmission and is given by
T=1-25 '

S is the total projective area of all the blackened grains per unit

area of the emulsion. Thus the relation between D and S is
D = —loglo (1-9)

Silberstein and Trivelli (70) have taken the shielding effect of the

. . 1 . . .
grains into account and replaced S by § , the effective projective area

of the blackened grains per unit area. S' is related to S by the

following means

Hence D = -log (1-8') = log eS
10 10

'S can in turn be replaced by the product of the number of developed
grains per unit area (N) and the effective area of each grain (a).
D =0.434 N a

This is Nuttings Formula. Therefore it can be seen that if, as

Valentine suggests, a single hit process is taking place with a mean
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The grain area a is the effective cross-section of the
undeveloped grain and is associated with the scattering
and detection of incident electrons. The effective grain
area a 1is related to the size of the developed grain and
is involved with the measurement of the density of the
emulsion.
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number of electrons/track and the number of tracks in the emulsion
proportional to the incident flux, that a linear density versus
exposure relationship should follow. However, in expressing the number

of grains/unit volume (N) rendered developable by an exposure to E

-

electrons/unit area, one must take into account the probability of a
grain being hit. With an electron range of R and a total number of
halide grains per unit volume of N', each of area a', the number of
exposed grains (N), assuming a single hit law, is given by the following

expression-

. ]
N =N R (l-e =% )

Therefore the density D can be related to the exposure E in the

following manner

1 X

Ea )

D = 0.434 Na = 0.434 N'Ra (1-e

When E is infinitely large the saturation density of the emulsion is

reached.

|
D =Dgpp = 0.434 N Ra

Thus

]
~Ea
= DSAT (1-e » )

and for D<<DSAT

1
D= DSATEa

-and the linear density versus exposure relationship holds. Cohen (64)
has shown that at densities which are a substantial proportion of the
-saturation density of the emulsion (D>DSA ), the linearity of the

single hit process breaks down, departi;grgy more than 157. However,

the saturation density of nuclear track emulsion is high and thus

linearity is still maintained over a useful density range.
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Mean

. Grain
Emuls1o§/t3pe Size
um

XM, Fast speed 1.5

.G5, Medium 0.27

speed
L4, Slow speed 0.1l4

Table 2.2.1

Thickness
of Emulsion
Layer
pm

10

10

Relative
Speed at
Unit Density

110
22

1'5

Useful
Linear
Range

v 1.3D

5

2.3p
4D

4

S Vv

6D

5.6D

Reference

(64)

(64)
(69)

(64)
(69)



Varying degrees of linearity have been found for different
erulsions. The most consistent resultg come from Ilford L4, a slow
fine-grain emulsion, when exposed either to mono—energetic electrons
(69) or to the range of electron energies present from the Spectracon
(6,59). Most measurements have been taken to densities in excess of 5.
The useful linear range of an emulsion seems to some extent to decrease
with inéreasing speed (see Table 2.2.1). This will be due, at least
in part, to the lower storage of the coarser grained emulsions.
Exposures to test the linearity of G5 were undertaken by several workers
(67) in an attempt to verify the relationship. An identical method of
development was used for all the exposures, and measurements were made
on both the experimenter's own measuring machines and the Joyce-Loebl
microdensitometer at Imperial College. Substantial agreement was found
except for the results from Griboval, the disparity being attributed to

the performance of the different measuring devices.

Coleman (59) has tested the linearity of L4 using three different
developers and has found that the emulsion was linear up to densities
in excess of 5 for all three. However, stringent precautions were taken
to ensure rapid and even development; The methods used for proéessing
these exposures, and all those taken by the author for experimental work

and observations, are described in Appendix I.

As well as considerations of linearity and speed the noise of
the emulsions is important when accurate photometry is required. In
this respect L4 produces by far the best results. The zero frequency
noise power of the emulsion has been found to be proportional to density
up to about 4.5D (67). This relationship implies that the distribution
of the developed grains in the emulsion is still random at high density.
This can be compared with similar mecasures made for G5 (64) which show

some evidence for grain clumping at higher densities. Cohen (64) has
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shown that despite the lower speed of L4, the signal-to-noise
performance of L4 and G5 is similar for an exposure of fixed level.
Coleman (6) has explained this better performance in terms of the

higher uniformity of the dimensions of the L4 emulsion crystals.

The zero frequency noise power is given by the following expression

~ 2
n(0) = o A

where A is the area of the measuring aperture and oy is the r.m.s.
‘density variation obtained with that aperture. Providing the noise-
power spectrum of the emulsion is flat over the range in spatial
frequencies to which the measuring machine is capable of responding,

. . . 3 2 . L3 . -
this value is independent of scann1ng>§rea. Since a linear relationship
between n(0) and density implies a random distribution of grains at
quite high density an assumption of a flat noise-power spectrum for L4

would seem justified. Simple checks using different-sized apertures

bear this out (6).

The zero frequency noise power can in turn be related to the

Selwyn granularity, S(A)

n(0) =} sZ(a) .

Shaw (71) has related the granularity to the distribution in developed

track areas by the following expression

y s2(4) = 0.434(a12)/§)n

where Eb is the mean area of a developed track at density D. Thus

n(0) = 0.434(;]2;/§ D
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This may be rewritten as

= Y G2 ] —
n(0) 0.434 DuD (1+0uD / uDz)

The two sources of density noise are as follows. The first term in
the bracket arises from the random variation of the number of tracks
within the area A of the aperture. The second term indicates the
increase in noise over that obtained if all the tracks were of equal
area. For a narrow distribution in track areas n(0) will be

.proportional to D, a result that has been found experimentally for L4.

2
The signal-to-noise power ratio ~:Eg; at zero frequency is given
by D2/n(0) ~ thus %%%% should also be proportional to density.

The detective quantum efficiency of the emulsion at zero spatial

frequency can be defined as follows

5(0) |
By ©@ = 2O
5(0) |2
n{0) |IN
s . . o .
5767 IN is simply the number of electrons E impinging on unit area

of the emulsion.

The density for a given number of tracks per unit area (NT) is

given by
D = 0.434 NT oy

Thus the zero-frequency DQE is given by

D2

0.434HED l+o2p \E
)

Up

RONE
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- 0.434 NToD
0.4343. Ef145 2
D ClD
2
p
Nop —_—2\ "1
ED ) = —E_ l+0a‘D
ap2

where Np is the fraction of electrons which form tracks and the other
term £ arises from the non—equal weighting of tracks. Obviously
this last term requires to be kept as small as possible. Coleman (6)
has investigated the various factors affecting this spread in track
area. One of the prime requirements is a low spread in the dimensions

of the undeveloped halide grains. Again L4 is shown to have the

advantage of a fairly low spread (6).

Therefore it seems that, for performing accurate photometry, L4
is the prime candidate as far as emulsions go. XM and G5 still have
their applications in the detection of faint images that would be
below the measuring capabilities of the microdensitometer on L4, and

for positional rather than photometric work.

2.3 The Microdensitometer

As stated in Chapter I the full detail of the electronographic

image can only be revealed by using a microdensitometer to scan the
- plate. Electronographic data impose rigorous conditions on the
performance of any measuring machine (Pilkington (72)). The

requirements are not only the accurate representation of spatial
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information, which is necessary for any high-resolution emulsion,

ﬁut also the accurate measurement of densities that may be much
higher than those that are useful for photographic emulsions and also,
for applications where large areas of plate must be digitised, speed
is important. The microdensitometer is the final link in the chain
from photon image to numerical data. The three primary areas of

investigation to define its performance are:
1) Accuracy of spatial sampling
2) Linearity
3) Noise levels at high density.

Before discussing these in detail, the general properties of the
Joyce-Loebl machine used for the work. presented in this thesis will

be outlined.

2.3.1 The Joyce~Loebl Mk IIT CS Microdensitometer

The microdensitometer consists of two elements - the density

measuring device and the control and digitisation electronics.

The system for the measurement of density was originally designed
to operate as a one~dimensional scanner for spectra witﬁ fixed pre- and
post— slits and the sample table being moved through the measuring beam.
The sample table can be cpupled to the recording table by various ratio
arms which will give a sample travel ranging from 25 cm down to 125 um
for one complete stroke of the recording table. In this simple form
the "Y" position of the table can be adjusted to about 1/10 mm. In
order to use the machine for two—diménsional scanning, stepping motors
and lead-screws are added to both X and Y motions, the smallest

increment in each direction being 5 ym. These motors can be disengaged
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FIGURE 2:3-1: SCHEMATIC DIAGRAM OF JOYCE LOEDL MICRODENSITOMETER
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for manual scans. The position angle of the specimen can be altered

by about * 20°,

The measurement of density is made using a two beam optical
system (see Fig. 2.3.1). Measuring and reference beams are taken
from either side of the quartz iodine lamp (a). The measurement beam
pésses through the sample ( ¢ ) while the reference beam is diverted
through the motor-driven grey wedge ( g ). Both beams are brought
together and are mechanically chopped so that they fall alternately
onto a photomultiplier. The signal from this detector is used to drive
the grey wedge carriage, thus a servo-loop is formed that balances the
attenuatibn in both beams. The position of the wedge is then taken
as a measure of the density. When the sample is being manually scanned
a second servo-system drives the recording table so that it moves at
a slower speed when high density gradients are present. When operated
in manual mode, a pen is connected to the wedge carriage to provide
density output, when digital data is required a 100 K potentiometer
is driven by the carriage and provides a voltage input for an A/D
converter. The density range and resolution of the device can be
changed by using different wedges (see Table 2.3.1). There is also
a facility for providing zero level density offsets. Tests have been
made of the stability of the photometric system. It has been found
_ tbat, after a warm—up period of about two hours during whiéh density
measurements change due to mechanical drift of the optics arising
from temperature changes, residual drifts in density of the order of
0.002 D/hr remain. One cause of this may be the fact that the two
beams are taken from opposite sides of the lamp and are looking at
different parts of the filament. However, the effect is small for
the typical duration of scans and as compared with the density content

of the exposures.
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Table 2.3.1

Density Ranges and Resolution of Joyce-Loebl

Wedge

Density

.79

1.67

2.5

3'9

Density Resolution
of Digital Qutput

Range
0.00022
0.00048
0.001

0.0015

0.0022



The optical system has both pre— and post- slits which serve
to reduce scattered light. Since the_machine was originally designed
for spectrum scamming the Y slit control is not quite as accurate as
the X. With care, the area of the pre-slit can be set so that it
differs from that of the post-slit by less than 507 for a 10 um
aperture and by less than 107 for a 40 ym aperture. There is a facility
for chénging the objective; for electronography those of
magnifications x10 and %20 are most frequently used, having numerical
apertures of 0.25 and 0.5 respectively. The exposures are sometimes
mounted on glass plates and are measured withbthe emulsion face-up
and uncovered. However, most of the emulsion is on a Me linex backing
and during scanning thesec exposures are held between two glass plates

of about 1 mm thickness.

fhe design of the control electronics has been described by Cullum
and Stephens (39). The table can be moved under manual control (using
a joystick) or in an automatic raster scan. The output of the
potentiocmeter is fed to the A/D converter when a "wedge balanced'" signal
is received. The table is then stepped and another measurement is made.
The scan rate is slow, basically limited by the response of the
mechanical system and the wedge—-servo balance time at high density.
The maximum sample rate is 18 samples/sec; an average figure obtained

from exposures of varying density content is about 10 samples/sec.

Any wedge range can be divided into about 1,700 levels and the
density increment per level can be found by simple calibration techniques.
There is a small keyboard to write numerical identifications at the
head of a scan and the facility for writing single densities onto the
magnetié tape. The scan data is written to tape with '"beginning of

scan line" and "beginning of density-word" characters. The structure
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FIGURE 2-3-20 STRUCTURE OF SCAN

Header Record

AA|BBBBB | CIWDDDIWDDD. - -

*++++-10000] EOR

Scan

LDDDIWDDDI » = - -~

+- = -]WDDDIEOR

WDDDIwDDD |ILDDD|WDDDI - - = -

¢+« --IWDDDIEOR

Last Record

wDDDIwDDDI 00001 - - = - -

- - - 10000 |EOF

End of Scan

AA User Identity W Beginning of Density Word
BBBBL Scan Identity L Beginning of Line
C Number of Standard Densities  EOR End of Record

D Density EOF End of File
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of a typical scan is shown in Fig. 2.3.2. The 7-track magnetic tape
produced by the machine is processed on a CDC 6400 computer at the

College computer centre.

2.3.2 Accuracy of Spatial Sampling

For mapping and photometry it is necessary to have an
accurate representation of the spatial distribution of the emission
from any object. Also, if comparison or matching of two scans is

required, there must be good repeatability of a given scan pattern.

Positional information used for the mapping of images scanned
with the Joyce-Loebl is based on the assumption of equal spacing between
samples within the raster., The stepping motors and lead-screws
providing the X and Y motions of the table have a minimum step length
of 5 ym and the scan length and sampling interval are set up as multiples
of this dimension. Since there is no check on absolute or relative
position during scanning some general investigations have been made

into the table motion.

There is a certain amount of backlash between the sample table
and the lead-screw and this was taken into account when the control of
the automatic scan was designed. During scanning a pattern is followed
as shown in Fig. 2.3.3. The table overshoots on the flyback and
sampling commences as the stepping motors return the table to the zero
point. Of course, if the backlash is not taken up before starting
there will be errors in the first few data points. However, it is a
fairly simple matter to perform a short scan, which will automatically
take up the backlash, or to position the table correctly using the

joystick.
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FIGURE 2:3-5: CHECK FOR ZERO-SHIFT IN SCAN PATTERN
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Cullum (73) has made some measurements of the cumulative error
obtained on a 25 mm stroke of the sample table (25 mm is about the
longest length of scan required for a Spectracon exposure). The r.m.s.
error was found to amount to * 6 um in the Y direction and slightly

better than this in X.

To look for effects arising from individual sample intervals
being of non-standard length a check can be made by scanning a pattern
of equi-spaced lines with a fairly close separation., A diffraction
grating of 250 %p/inch was used for this test. Obviously the edges
of tﬁe bars will be smoothed out by the finite width of the slit, but
it is possible to check the length of the dark and bright bars and look
for gross irregularities (a typical scan is shown in Fig. 2.3.4).

On measurements made so far, no evideﬁce for large differences in
sample interval has been found. Another effect that can be checked

is a systematic shift in zero position. To do this one must eliminate
effects due to the grating being at an angle to the direction of the
scan (see Fig. 2.3.5). 1If the sense of the scan is reversed in the
X-direction and then the two scans are plotted so that the data
represents the same spatial orientation, the bars in the two plots
should be at the same angle unless the zero position shifts. This has

been checked and again a null result obtained.

Thus, with care, it is possible to obtain quite good positional
accuracy within a set of scan data,and if the same features are visible

within two scans it should be possible to match them.
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Objective

x20

Table 2.3.2
. Projected
., Actual SLit o)yt drh
Width
at Sample*
um um
.5 200 4,55
400 9.0
800 18.25
1600 36.4

Slit Width
Obtained
from Edge Trace

um

9.5

18.75

36.5

% Allowing for a projection factor of 2.2 between
the sample and the measuring aperture.
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Microdensitometer Modulation-Transfer Function

As well as considering the effects of positional accuracy on
the representation of the distribution of the data on the plate,
one has to take into account the effects of the microdensitometer
in filtering the spatial frequencies of the measured image. The
modulation-transfer function (MIF) of the device-gives a measure of
ﬁhese effects. The MIF of the microdensitometer can be measured from
traces of a knife-edge either by obtaining the line-spread function
" and performing a Fourier transform, or by using a method described by
Scott, Scott and Shack (74) which yields the square-wave response of
the system,which is then converted to the sine-wave response or MIF,
For this latter method the output of the microdensitometer in terms of
the measured relative brightness is required. Therefore the density

measurements must be converted to tramsmission.

Scans of a knife-edge were undertaken using the range of aperture
widths most likely to be used for digitisation of electronographs.
Thusvthe smallest slit used was about 5 um wide, coinciding with the
minimum available step length of the stepping motor. Table 2,3.2
gives the details of the scans and Fig. 2.3.6 shows the typical edge
traces. When these traces are converted into plots of tramnsmission
versus the position of the knife-edge across the slit a series of
s;raight lines are obtained, Fig. 2.3.7. This is the result one would
expect if the MIF of the microdensitometer is predominantly the filter
function of the slit rather than stemming from any limitation of the
optical system. Fig. 2.3.8 shows the calculated variation of density
and transmission with displacement for a knife-edge being drawn across
a slit. Thus it seems, in the range of slit widths likely to be used
for digitisation purposes, that the MIF of the microdensitometer can

be adequately described by the slit function alone. This takes the
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form of a sinc function so that the MIF M(f) is given by

sinnfx
nfx

M(f) =

where f is the spatial frequency in cycles/mm and x is the width of

the slit in mm. A plot of the function is shown in Fig. 2.3.9.

2.3.3 ‘Linearity

The linear response of the electronographic process
requires that the microdensitometer itself be highly linear. Certainly
the combination of the Joyce-Loebl plus L4 has been shown to be linear
over a large range in density (Kahan and Cohen (7), Ables gnd Kron
(68)), and it would seem fortuitous if this arose from mutually

compensating non-linearities in the two components.

With the two-beam system used in the Joyce-Loebl, one possible
source of non-linearity is the grey wedge. Cochen (64) reports small
scale departures of 2% or less due to inhomogeneities in the wedge and
states that these cancel out over the full wedge range. Two methods
can be used to remove these effects, either to calibrate the wedge
(Ables and Ables (47) have used the electronograph itself to do this)
or to scan twice using a small zero offset so that densities are
measured at slightly different parts of the wedge. It is also fairly
simple to check the relationship between the position of the wedge
and the output that is written onto the magnetic tape (see Fig. 2.3.10)

to look for non-linearities in the potentiometer.

A problem witﬁ all microdensitometers, and probably the major
source of non-linearity with the Joyce-Loebl, is the low assessment of
true density due to transmission averaging across the measuring slit.
Thé machine is balancing the amount of light passing through the

sample against that coming through the grey wedge, and has no means of
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compensating for the density structure across the measuring aperture.
Taking a trivial example of a slit, half of which contains zero density
and the other half contains density 1D, it can be shown that the true
average density is 0.5 D while the measured density from the average
transmission is 0.26 D. Pilkington (72) has calculated these effects
for stellar images with a gaussian profile of half density width W

and peak density D, above background, scanned with a square aperture

of side L. He has shown that the error (Am) in the magnitude derived

"from the density solid of the image is given by

L2
bp = 0.29 Dy ()

Thus for an image peak density 3 an error of 0.1" requires a slit of
widt ok m
1/3 the}half density height of the image (W) and an error of 0.01

(about 1% accuracy) requires a slit of approximately f%—w.

Taking a fairly simple case of a linear density gradient across
the measuring slit it is possible to do some order-of-magnitude
calculations on the change in density across the slit that is tolerable
for a given percentage error in density measurement.

Using the relationship between density (D) and transmission(T)

D= -loglO T
it can be shown that
T=1270=e  here K = log, 10
if D is of the form that

D=Gx + C

where x is the displacement across the aperture and C is the background

density level, then the average transmission T across a slit of width
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'a' is given by

a
T = lJ Tdx
a
(o)

a
e K (Gx+C) dx

1
[ e
o

xc | —ch] a
= -e e

KGa & o

-xc | —KG%}
T_e 1 -e

Réa -

Therefore if we now turn this into the measured density D#

D% = -loglo T = %5 loge %‘_]2
KGa

D* = C + Ga + IOglO m

But D is the true average density

Therefore the percentage departure from the true density AZ is

given by
“log,. —Ga _ Ga
~ 10 . Ga 7
- 10°2-1
A%=—D—-5—Dix100= ( ) x 100
fa + ¢



FIGURE 2-3-1i

DENSITY CHANGE ACROSS SUIT FOR 1% ACCURACY

1-0

T
4-0

BACKGROUND DENSITY

50

09



61.

Ga is simply the density change across the slit. Let this be equal

to AD, then A% is given by the following expression

. 100 [ . Kip _ _ 4D
8% = pvc | 719810 T 3 >
= 10801

A Hewlett Packard calculator was used to evaluate AD for
different values of background density C for a A%Z of 1. The results

are shown in Fig. 2.3.11.

It is very simple to extend the treatment to two gradients in
both x and y directions across a slit of side 'a' such that the density

(D) at any given point is
D = Ax + By + C
D*. the measured density is then given by

KZABa2

(10%2-1) (10%2-1)

D¥ = C + Aa + Ba + 1og10

now if A = B = G the percentage density change (A%) is given by

5% = 100 (-21og10 ——%%i—- - Ga)
Ga+C (1o -1)

. 100 (—zloglo.—-%g-—— ~ AD )
AD+C (10°P-1)

which at zero background density yields the same limit as the one-
dimensional treatment. This may at first seem odd since there is a
total change of 2AD across the diagonal of the aperture. However, by
considering the aperture siit up into strips of equal denmsity (see
Fig. 2.3.12) one can see that a heavier weighting is given to those

areas clustered round the true mean density,
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Therefore, for given image content, these figures can be used
as a guide to the maximum size of measuring aperture that can be
used. At this point it might be valuable to stress the distinction
between the "measuring aperture" and the "analysing aperture'. 1In
the first case one is considering the effective size, at the emtlsion
surface, of the measuring slit of the microdensitometer. In the
second case the analysing aperture is the area which is considered as
a single element in the numerical analysis undertaken using computer
programs. It can be the same size as the measuring slit or an integer
multiple of it. This effect is achieved by adding adjacent samples
from a scan to form a new array of data for processing. Experiments
have shown that, for emulsion noise data, the noise scales down with
the addition of samples, as would be expected. "That is, the noise is
reduced by Iﬁ'where N is the number of samples added together. However,
for systematic rather than random fluctuations this addition does not
reduce the noise. Therefore, even if a fairly large analysing aperture
is required, sampling must still be undertaken with the size of aperture
dictated by 1inearity and accuracy considerations and the data then

added together to give the required resolution element.

2.3.4 Microdensitometer Noise

Having considered the systematic errors of the
microdensitometer it is necessary to deal with the random noise arising
from both the photometric system and the digitising électronics. Since
the digitisation process is used purely to register the position of the
grey wedge, the noise arising from this source should not change over
the different density ranges. It should only be of importance at low
densities since at high density the predeminant effect should arise

from photon shot noise within the photometric system.
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Measurements of system noise have been made for the Joyce-Loebl
by holding neutral density filters fixed in the measuring beam while
scanning the table in the normal manner. The densities produced were
written to magnetic tape and were subsequently processed on an
INTERDATA 70 minicomputer to produce r.m.s. noise values. For each
density, 5 scans of 1,000 points were taken, each scan on a different
part of the grey wedge. Fig. 2.3.13 shows results for 10 um and 40 um
square measuring apertures. The r.m.s. density noise (op) is plotted
against the density of the neutral filters as measured on the Joyce-

Loebl, Using the relationship between density (D) and transmission (T)
D = —1og10 T (i)

one can relate the density variation (op) to the change in transmission

dT
.1 ar ..
op = db = Tog 10 T (11)

If N* is the number of photons passing through the slit at zero density,
in the time it takes to make a measurement, then the number of photons

(N) passing through the slit at transmission T are given by

N = TN#
Thus
dN = N* dT (iii)
and so
"*2\1" = ?IT'T (iv)
Therefore N which is the photon signal-to-~noise ratio of the

an’

photometric system of the machine, can be related to the density

fluctuation o
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LI DU S | W)
dN ODlogelO
However, since photons obey Poissonian statistics
dN = JN*%T (vi)

substituting (vi) in (iii)

ar = LT
NS

Therefore a plot of dT versus JT should yield a straight line if the
machine is limited by the photon shot nocise of the system. Fig. 2.3.14
shows the plots for different slit widths. It can be seen for the 40 um
aperture that there are two distinct parté to the plot. It-must be
remembered that what is actually being measured is Op» vhich from
equation (ii) is proportional to ar . This quantity, which in turn

T

is proportional to ;L3 will decrease at high transmissions and so

N .
eventually the limiting electronic noise of the digitisation system will
begin to dominate, resulting in an over—assessment of photon noise at
low density. One can also argue that at higher transmission the closer
spacing of points serves to give a better fit for a straight line.
However, if the slopes‘of the two lines, taken from the low transmission
measurement, are used to make an estimate of the number of photons
passing through the slit at zero density, a factor of 16.2 is found
between the two results. This is in good agreement with the factor

of 16 one would expect from the difference in areas of the measuring

apertures.

The useful working density range of the microdensitometer can be
defined by comparing its own noise with that of the emulsion for the
same given measuring aperture. The machine should always be operated
so that it is the emulsion noise that dominates - then one obtains the

correct reduction in emulsion noise when samples are added together



to provide a given analysing aperture. This limiting density will
then define the highest accuracy that can be reached for a given
resolution element. (Referring to section 2.2, for L4 emulsion,

where the zero frequency noise power n(0) is proportional to density,

s© |

(0 should also be

then the signal-to-noise power ratio

proportional to density.)

Having outlined the general properties of the photometric system,
the next process is to examine its use and performance in astronomical

observations.
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CHAPTER III

ASTRONOMICAL OBSERVATIONS

"The universe is full of magical things,
patiently waiting for our wits to grow sharper."

Eden Phillpots

This chapter deals with the acquisition of astronomical exposures
and their subsequent reduction to useful inforﬁation. There are three
maih aspects to be considered - the mounting of the image tube on the
telescope and the observational procedures, the scanning and processing

of the exposures and the interpretation of the results obtained.

3.1 Spectracon Cameras

This section deals with some of the general aspects of mounting

a Spectracon on a telescope,together with a description of a simple

camera developed by the author.

3.1.1 VWeight and Dimensions

The present—day Spéctracon solenocid (see Fig. 2.1.1) was
specifically designed to be as light and compact as possible while
maintaining an adequately uniform magnetic field. The use of mu-metal
shields ensures that the effects of stray magnetic fields external to
the coil (such as the earth's magnetic field) are reduced below the
level that would cause a serious shift in the image. (A shift of 5 um
occurs for a transverse field of 0.003 cersted at double-loop focussing.
(Bgcik (56).) The solenoid has been described in full detail by McCee

et al (75) and a variation of that design, not requiring liquid cooling,
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has been produced for operation at the prime focus of a large telescope

(McGee.et al (4)).

The outer diameter of the solenoid is about 10 cm and the length is
approximately 40 cm., When the tube and film holder are in place a
further clearance at the back end of about 20 cm is required if the filﬁ
is to be loaded and retracted without undue damage (see Fig. 3.1.1). The
entrance aperture of the solenoid is about 4 cm diameter and the tube
sits well back so that the photocathode lies about 28 mm inside the
solenoid. The total weight of the combination of Spectracon plus
focussing coil is about 11 kg to 12 kg. Thus, with design of a
sufficiently-rigid, light-weight support, this device can be mounted on

a fairly small telescope (76).

3.1.2 Cooling

The solenoid can be operated at 1 or 2-loop focussing,
producing 16W and 65W respectively. When located at Cassegrain and
Coudé foci, liquid coolant can be circulated through the solenoid. This
liquid can be either tap water or anti-freeze circulated by a cooler.

As has been mentioned previously a solenoid has been developed for
operation at the prime focus, where it is not feasible to use liquids.
In this case four Peltier coolers are located at the front of the coil
to cool the photocathode. This system is only operated at single-loop
focus and good thermal coﬁtact with a large heat sink is required.

A temperature differential of about 20%is maintained between the

photocathode and ambient temperature.

In both solenoids the cooling is concentrated towards the
photocathode end of the tube while the mica window is allowed to warm up.
This prevents condensation on the window and problems with the emulsion

becoming sticky.
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3.1.3 Power Supplies

Two sets of cabling mﬁst be run to the camera, a higﬂ
voltage cable carrying the 40 KV supply to the Speétracon and a
12-way low voltage cable which supplies the solenoid. A high voltage
connector is usually located close to the solenoid and an adequate
form of clamping and support must be pro?ided to stop the cable shifting

when the telescope is moved. A good earth return is absolutely essential.

3.1.4 Adjustments to Position Angle and Focus

The number of degrees of freedom which have to be built into
the camera depends very much on the properties of the mounting flange

and telescope to which it is being matched.

Because of the rectangular shape of the image area of the Spectracon
an adjustment of position—angle is necessary so that objects which are
greatly extended in one direction can be accommodated. This rotation
need only have a complete range of 180° and is fairly easy to provide

by rotating the assembly of solenoid and tube in its mounting.

The position of the focal plane of the telescope can usually be
set with sufficient accuracy using the telescope controls and only a

coarse location adjustment need be built into the camera.

The location of the photocathode 28 mm inside the solenoid causes
no‘problems when there is a large back focal-distance to play with.
Howeber, some difficulties can arise at the prime focus. For example
there is approximately 75 mm between the surface of the Wynne corrector
and the focal plane at the prime focus of the Isaac Newton Telescope.
This is sufficient space to fit in a filter holder and shutter

arrangement but not enough for any form of reflex viewer or field finder.
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3.1.5 Acquisition and Setting

The limited image area of the Spectracon is often cited
as a disadvantage in astronomical observations (Walker (9)). Certainly
for work on large star clusters this can be a drawback, but there is
quite a substantial class of objects that can be easily fitted onto
the photocathode provided that they can be set with a fairly high

accuracy.

The general problem of acquiring an object obviously varies in
nature with the complexity of the telescope. With a mechanically accurate
and fairly sophisticated instrument such as the Isaac Newton Telescope
accurate éo—ordinatesand off-setting techniques can be ﬁsed to good
advantage. If such co-ordinates are not available or if the telescope
cannot be set to within the accuracy required, then some form of field
viewing device and a means of relating the photocathode position to that
field are needed. This can range from a television finding system, if
it is already available, to a simple combination of cross-wire and
eyepiece. Certainly it is an advantage to be able to view the field as
seen by the photocathode and very often the efficiency of an observing
programme will be governed by the ease of acquisition and setting of

the objects.

3.1.6 Additional Requirements

As with any instrument there must be provision for some
sort of guiding eyepiece, a shutter mechanism and filters. Also care
must be taken to exclude stray light. This is pgrticularly important
when the observing floor is illuminated with red lamps and a $-20
response tube is being used. Light levels that are mot visible when a
phosphor screen is placed near the mica window can still produce clearly

visible background within an hour on L4,
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FIGURE 3-1-2: BOYDEN CAMERA
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3.1.7 Spectracon Camera for a 60" Reflector

During April 1973 observations of some southern radio
sources and planetary nebulae were undertaken using a Spectracon on
the 60" reflector at the Boyden Observatory, Bloemfontein, South
Africa. The camera that was built for the Cassegrain focus of this
instrument is shown in Fig. 3.1.2 and a cross-sectional diagram is

shown in Fig. 3.1.3.

The camera was to be mated to a fixed mounting flange so a
facility for adjusting the position angle had to be provided. The
setting accuracy of the telescope was known to be wotrse thaq 2; and,
since the Spectracon photocathode represented a field of 1 1/3: X 4:,
it was necessary to provide an adequate field-finding eyepiece for
acquisition and setting. The telescope was provided with only a 4-inch
finder so that a guiding eyepiece also had to be built into the camera.

Focusing was achieved using movements of the secondary mirror of the

telescope, although positional Adjustment of the solenoid was built in.

When WOfking on certain parts of the sky the back of the 60"
mirror—-cell comes within a couple of feet of the floor. Since the
focal plane lies in a range between 14" and 18" from the back of the
cell, a "straight through" system for the Spectracon was clearly not
feasible. Therefore, it was decided to use an accurately locating 45°
mirror to deflect the image onto the tube, this mirror being moved
to one side of the beam when the field finder was being used. The
system had been used before at the Cassegrain focus of the Isaac Newton

Telescope (INT) with satisfactory results.

The finding and guiding evepieces were mounted on a circular plate;
this could be rotated through a full 360° and clamped in position.

The guiding eyepiece was also provided with a radial motion by being
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mounted on a dovetail slide. This provided a total search area for
the guider of a little under 500 square arcmins. The guider eyepiece
was provided with a graticule with a guiding box of 23 X 23. The
unvignetted field of view of the finder eyepiece was about 5; in
diameter and a graticule with a central box of 5 mm x 5 mm (443 X 443)
was fitted. The camera was built so that the finder eyepiece could be
adjusted to be confocal with the photocathode. Therefore, by setting
the object using the main finder graticule it was possible to make it
fall on the photocathode when the 45° mirror was put into the beam,
The whole top plate assembly was supported from the base plate by four
pillars. The 45° mirror-mount was attached to one wall of the camera,

which was made of }" dural plate, while the remaining three sides of

the box were made from light-weight cladding.

Since water cooling was used there was no need to provide a large
heat sink at the front end of the solenocid. Therefore a layer of black
rubber was used between the solenoid and the filter holder and shutter
assembly to provide a light seal. As an added precaution a hood was
fitted ovér thé front part of the tube. Light leaks through the slot
in the guider plate were reduced by fitting a strip of black paper
which was free to move back and forth with the guider and which was
held down on the plate by light-weight runners made from small strips

of plastic.

The total weight of the finished camera plus solenoid came to
about 40 kg. Various parts of it have since been incorporated in a
slightly heavier version for use on the Isaac Newton Telescope. This
latter arrangement can also accommodate a narrow-gap Fabry-Perot
interferometer which can be used as a tunable filter (Reay, Ring and

Scaddan (77)).
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Further descriptions of the mountings for the Spectracon are
given by Walker (22,78), McGee et al (4) and Coleman et al (76). The
tube and solenoid has also been incorporated as the detector in a

coherence interferometer described by Dainty and Scaddan (79).

3.2 OBSERVING PROCEDURES
The Spectracon system is fairly eas& to set up and run and

only simple precautions are necessary.

1) The EHT connections to the tube should be checked to ensure
good contacts throughout,and the tube should be properly earﬁhed. The
most common cause of corona in the connectors is bad contact between
the plug and socket. However, high humidity can cause trouble, and
in this case dessicant can be packed round the mouth of the EHT junction

box and an extra seal added.

2) The cooling, focussing current and EHT should be run up well
before observing is started to allow time for both thermal and
electrical stabilisation of the tube. The EHT should be applied fairly
-slowly (over 1 minute minimum) to allow for the gradual charging up of

the glass spacers.

3) The mica window of the tube-is surprisingly strong and it
should not implode unless treated carelessly. Any dust should be removed
from it using a soft brush. These small particles are unlikely to break
it but will mask the emulsion and mar the exposure. The main trouble
will arise if the window becomes damp, because the emulsion will stick to

it when put in contact and will pull the mica away when removed.

4) To obtain good exposures care must be taken to ensure that the
emulsion remains clean during processing (sece Appendix I). Small pieces

of dirt can usually be recognised when the plates are measured, but
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smears and patches due to uneven drying will look like features of

the object, particularly in the very low contrast images.

With very elementary care the Spectracon can be mounted and
operated on many different sorts of felescopes and sites. For example,
during the past three years, as well as being used at both the prime
and Cassegrain foci of the INT, it has been used for observations in
South Africa, Tenerife and Hawaii, on telescope apertures ranging from

20" to 60".

3.3 SCANNING AND COMPUTER PROCESSING OF ELECTRONOGRAPHS

Once having obtained an electronograph one has to set about
producing useful information from it. The exposure must be scanned
and the resultant data processed to produce the required output. The
Joyce-Loebl micro@ensitometer (described in Chapter II) was designed
to produce magnetic tape in a format that could be easily handled by the
CDC 6400 computer at the College computer centre, and most of the
_ reduction routines have been developed using this machine. However,
it is a fairly simple matter to transfer them to the CDC 6600 that is
available at the Univeréity of London computer centre. Some of the
programs that will be described were originally used on data produced by
a Joyce-Loebl Autodensidater at the Royal Greenwich Observatory,
Herstmonceux. In these cases the author has had a hand in modifying
them and getting them to work with the data produced by the Imperial

College densitometer.

3.3.1 Scanning

When scanning the exposure the following parameters have to
be chosen: slit width, sample step length, extent of scan and angle of
scan, The slit width and sample length are normally chosen to be the

same. The slit width is set by linearity considerations (sce Chapter II)
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combined with the density content of the object and the plate scale of
the exposure. The scan area is usually chosen to be somewhat larger
than the visible object since, through experience, it has been found
there can be extensions to the object which are not apparent to the eye.
The angle of scan can be easily adjusted and is usually set up to be
E-W or N-S for convenience. The density range of the object can be
assessed by moving the sample back and forth in the measuring beam and

the appropriate grey wedge is chosen.

The data is written onto magn?tic tape with a header record
containing scan identification and standard densities. The magnetic
tape records are made up of 256, 60 bit words, each word representing
ten characters. Each density word is made up of four characters, thus
a full record holds 640 densities. The header record is filled up with
zeros after the last standard density has been written; and the scan is
started at the beginning of a new record. All the records are filled up,
the beginning of a new line being represented by a different leading
character from the one used for the beginning of a density word. The
last record of the scan is filled up with zeros after the last measured
density and then a file mark is put on automatically. After a scan is
completed the machine returns to the starting point and the tape is

ready to receive a new scan,

This binary tape produced by the machine can be read into the
CDC 6400 computer; it is then possible to translate it into a format
that is readable using FORTRAN programs. It is in‘this form that all
the scans are stored for archive purposes, the scan tapes being re-used

once the data has been translated.



81.

3.3.2 Computer Processing

Listings of the computer programs referred to in this

section are to be found in Appendix II.

JLTRAN (Translation Program)

The advantage of producing digital data on magnetic tape is that
it can be processed in many different ways. Since the output from the
microdensitometer is used by a lot of people it is necessary to get it
.into a form that can be handled using a high level language like
FORTRAN. Thus, if all users adhere to the same data format on the tape,

a pool of programs, that can be used on all tapes, can be built up.

The original translation routine was written by C.L. Stephens (80)
and has been modified by the author. The data can be handled in three

ways:
1) The tape can be dumped in Octal onto the line printer.

2) The tape, with a header, can be translated and written to

an archive file in "standard format".

3) The tape, without a header, can be translated and then an
addition to the program must be made to write the data to a

given output device.

The archive format stores all the information considered necessary
toAidentify the scan and to retain its usefulness if the original log
data for the scan has been lost. The header consists of identifying
characters for the user and scan number, the number of lines in the scan
and number of points along a line, two 80-character alphanumeric arrays
containing exposure and scan parameters and two arrays containing the
values of standard densities and their corresponding measured values

on the machine.
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The identifying characters, the measured densities and the number of
points in the scan are all obtained from the tape produced on the Joyce-
Loebl. The other data are read—-in from cards. If there is a fault with
the tape, so thatit does not translate properly, the scan is not written
to the archive and a message is put out on the line printer. The program
is capable of translating several files and if one is faulty it will

proceed to the next scan.

Display Programs

Having obtained a translated scan some form of display routine is
required. Most of the programs have been designed to use the plotting
package, available at Imperial College, for the CALCOMP incremental
plotter. These routines are easily transferred to the MICROFILM plotter

available at the University of London computer centre.

1) "Quick Look" Programs (LARD and MICSIT)

The first plot of any scan is used to get a general idea of
the quality of the data and alsc of the position of the object within the
scan. Two programs exist to do this job. The first, LARD, was written
by C.L. Stephens (80) for use on data from scans of star fields produced
by thg Joyce-Loebl Autodensidater at Herstmonceux. It has since been '
modified to take the standard format tapes produced at Imperial College.
A plot array is formed from either the complete scan or paft of it, each
plotting point being a single sample or an addition of adjacent samples.
As this array is formed it is searched for its maximum and minimum value.
This range in the data is then set equal tec a given value of the plot
"height". The array is drawn out line by line, the variations in density
being represented by changes in the height of the plet from a given base
line. Although this routine is economical in computer time the plot time
can be fairly long when large arrays arc being handled. An example of

this form of display is shown in Fig. 3.3.1.
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The LARD display has certain drawbacks in that it is not very easy
to see "behind" the object, therefore a program working on similar
principles (MICSIT) was written for the microfilm plotter. This again
forms a plotting array from the same data, but the range in data is
divided into a given number of grey levels. These grey levels are
displayed by using a single character in an on/off mode to produce a set
of dummy contours. This is a fairly crude form of display but has
sufficient accuracy to locate the object and to give an idea of its

extent for subsequent plotting by contour routines (see Fig. 3.3.2).

"Each plot is labelled with the two alphanumeric arrays on the archive
tape plus an array fed in from cards giving details about the area of the

scan used. A scale marker, 10 plot steps in length, is also drawn on.

2) Contour Program (DSPLY) (C.L. Stephens (80))

Again a plot array is formed from the scan data (since this
job ﬁas to be performed in many programs it was written as a sub-routine
(SECTN)). The ﬁajor sub-program (CONT) finds and draws a contour at a
given level within the data array. The contour heights can be set to
fixed levels, or a number of contours can be equispaced within the range
of data. There is also a facility for logarithmic contour levels if
requiredf The search mode of the contouring routine requires that the
complete plot array be stored in the computer. To reduce the storage
required, the "Quick Look" programs are used to select the minimum area
of the plot required to obtain contours of the complete object. An
example of the contouring routine producing 15 equispaced contours is

shown in Fig. 3.3.3.

Photometric Routines
The display routines, as such, reveal the general morphology of the

object. Thus one obtains results that are available from machines such
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as the Joyce-Loebl isodensitracer which use the exposure as a read-only
memory to produce isodensity maps. Therefore one also needs routines
which will produce information about fluxes from the object and which
can be uéed.to obtain more information from the contour maps. Most of
the simple jobs have been written into one program (VOL) which is used

in conjunction with the "Quick Look" routines.

a) Background level assessment

Using a display of the scan, to locate the object, areas of
background can be selected. The co-ordinates of these areas are fed into
the program and the background level and the noise on that background are
assessed for each area. An average value is also calculated. The r.m.s.

noise can be used to set the level of the outermost contour of the object.

b) Density volume assessment

The raster scan-pattern of the Joyce-Loebl most readily
accommodates a rectangular or square "window" over which to make an
assessment of the density volume, particularly if the size of the window
is an integer multiple of the step length. At present an average value
of the background level is subtracted since the program has been used on
narrow band observations where the background level is very low and

predominantly set by the plate fog.

For the total flux from the object the rectangular window is probably
quite sufficlient, However, it is useful to compare data from
electronographs with integrated fluxes measured using circular diaphragms
of different sizes with a photomultiplier. This will also provide a
method for absolute calibration of contour levels. Therefore a sub-routine
has been written into VOL which will take the density volume within a
dummy circular aperturc projected in the scan. Again, at the moment,
it works with an integer number of samples, the data being read-in line

by line. The difference in the valuc of the area of the "diaphragnm"
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as compared with the actual area required is plotted against the number
of steps across a diameter (see Fig. 3.3.4). Since most diaphragms used
for astronomical photoelectric observations are in excess of BG across
and the image scales used for the exposures such that at least 15 samples
may be put across a diameter, this leads to an accuracy of at least 3%.
If a higher accuracy is required two assessments of the volume can be
made with two different diameters straddling the required value and the

average volume can be found.

The programs as a whole tend to be changed and modified by different
users to produce am output to suit themselves. The basic routines
_described‘here have served as general building blocks from which many

variants have arisen.

3.4 ASTRONOMICAL OBSERVATIONS

During the past three years the author has been associated
with Spectracon observations of several types of objects including
radio-galaxies, pulsars and planetary nebulae. This has afforded
opportunitieé for working with the device at different telescope foci
and for learning about the requirements of different observing programmes.
However, the main area of interest, where the majority of the data .

reduction has been undertaken, has been in the narrow-band photometry

of planetary nebulae.

In many ways the Spectracon is well suited to the study of th?se
objects since they exhibit a wide range of surface-brightness which can
be accommodated by the high dynamic-~range of the electronographic process.
Also the majority of the nebulae are of fairly limited angular extent;

thus the small image area of the tube does not serve as a limitation.
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3.4.1 Planetary Nebulae

3.4.1.1 Formation

At present, it is believed that planetary nebulae represent
a fairly commoﬁ phase in the evolution of a large number of stars (Miller
(85)). The most likely progenitors seem to be the red giants. These
objects satisfy the mass (about 1.5M g éLiller and Aller (82))) and
distribution requirements (Perek (86)) set by the nebulae. Also, studies
of the structure of the atmospheres of these stars show that there are

processes which can provide naturalejection mechanisms.

From observations of spectra of bbth the central stars and the
surrounding nebulae, there seems to be a clear distinction between the
hydrogen-deficient nucleus and the outer envelope which, being predecminantly
hydrogen, has a composition similar to Population I objects. This
requires an ejection process which will produce a clear separation between
an outer, largely unprocessed, stellar-envelope and a highly evolved core
containing helium and heavier elements. There are three, not necessarily
mutually exclusive, models that have been considered.

1) Tonisation instability (Lucy (88), Paczynski and Ziolkowski (89)).

This is based on the fact that high~luminosity red giants can .
have envelopes with net positive energy if ionisation energy is taken
into account. If this energy is converted to a motion of the outer
envelope, the latter will escape from the nucleus with a terminal velocity
of about 30 km/sec. This is close to typical observed expansion velocities
of planetaries (Wilson (90)). So far the full dynamics of this mechanism
has not been worked out and the instability has only been shown to exist.
However, it is an attractive proposition in that it is associated with
stars slightly more luminous than the long-period variables and would

come as a result of evolution up the asymptotic red-giant branch of the
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H-R diagram (see Fig. 3.4.1).

2) Helium-burning-shell instability (Rose (91), Smith and Rose (92))

In this case ejection of the envelope results from relaxation
oscillations caused by instability in the helium-burning shell.
Calculations for models of helium-shell-burning stars have been made
showing that, in the unstable cases, the rate of nuclear-energy
generation attains a high value for a short interval during each relaxation
oscillation, the highest rate being obtained in the last oscillation,
that is at the end of the helium burning and before the star starts to
contract towards the white~dwarf stage. Cahn and Kaler (82) have shown
that the local birth rate of planetary nebulae (3.2 x 10—3 kpc—3year_ )
tallies quite closely with the local birth rate of white dwarfs
(1.6 +5) x 10--3kpc“3year—1 (Weidemanﬁ (83,84)). Therefore it 1is
possible that planetary nebulae account for the production of a large

proportion of white dwarfs.

3) Radiation-pressure forced ejection (e.g. Faulkner (93), Finzi
and Wolf (94)).
Given the correct set of initial conditions radiation.pressgre
can directly force the ejection of a stellar envelope. However, it is
not clear how these conditions are reached during stellar evolution

(Osterbrock (81)).

Of all these processes the ionisation instability mechanism seems
the most likely but the link between the formation and the observed
structure of nebulae has not yet been made. If multiple shell objects
(Gurzadian (95), Kaler (96)) result from successive ejections of
envelopes, some mechanism must be found to account for this process.

One object which has a possible bearing on planetary evolution is ¥ G Sge

which is located in the centre of a fairly old planetary, Hz 1-5



(Faulkner and Bessel (97)). This star has been steadily brightening

since ghe turn of the century, and certain spectral features show

evidence of expansion velocities in the envelope of the order of 70 km/sec.
Herbig and Boyarchuk (95,99) have proposed that F G Sge could be in the
process of producing a second planetary shell. From measurements of the
expansion velocity Flannery and Herbig (100) have set the age of the

surrounding nebula at about 6,000 years.

3.4.1.2 Spectra

Whatever the details are of the mechanism for the production
of planetary nebulae, observations can provide us with an idea of the

general properties of the well evolved nebula.

The nebulae are characterised by an emission line spectrum with a
background contiﬂuum in the visible. The central star is of high
temperature (30,000 - 100,000°K depending on the stage of evolution (87))
and emits mainly in the ultra-violet. Observations of these stars are
to some extent hindered by the bright surrounding nebulosity which derives
its emission from the degradation of the ultra-violet photons. The
primary process within the nebula is photo-ionisation of atoms from the
ground state. There are three main mechanisms which explain the observed

emission line spectrum:
1) Recombination
2) TForbidden line emission
3) TFluorescence

1) Recombination

When an electron is recaptured into a highly excited level of
an atom or ion it can cascade to lower levels emitting permitted lines.

The most abundant element in the nebula is hydrogen, while there are about
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one-fifth that number of helium atoms. The strengths of the recombination
lines are dependent on the element abundances, so that the spectra due to
hydrogen and helium predominate. However, weak recombination lines may

be observed for ions of other atoms, for example carbon, nitrogen,

oxygen and neon (Seaton (101)). Extensive calculations on the recombination
spectrum of hydrogen have been undertaken and now there is substantial
agreement between calculated and observed values (Miller (85)). This

means that the comparison of observed Balmer decrements with theory can

be used to evaluate interstellar reddening effects.

2) Forbidden line emission

The photo-ionisation process provides a source of random
kinetic energy in the nebula. This energy may be lost in inelastic
collisions and subsequent radiations. The most important inelastic
collisions are those which produce excitation of low-lying metastable
states of various atoms and ions. These states have lifetimes that are
long (a few seconds) as compared with those of non-metastable states
(10_85ec). However, if there is a sufficiently low material density
within the nebula, there will be enough time between collisions for these
states to decay, emitting '"forbidden lines" by magnetic-dipole or electric

'

quadrupole transitions. In practice, collisional deactivation is by no
means negligible as compared with forbidden line emission, and both

collisional effects as well as transition probabilities have to be

considered when making calculations of line strengths.

Physical conditions within the nebula can be inferred from ratios
of forbidden lines emitted by the same ion (see Fig. 3.4.2). For example,
the ratio of the intensities of the nebular lines to the auroral line
of [@III] is found to be heavily dependent on the electron temperature (Te)
of the nebula (Seaton (101)). Ratios of doublets from nebular transitions

in (Sli) and [QII] will give values for the electron density (Ne) while
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remaining fairly insensitive to the electron temperature.

The strength of the forbidden line emission from the nebula stems
from two main sources. First, the lack of high energy electrons (15-30 e.v.)
that can excite the higher configurations that lead to the emission of
permitted lines and, secondly, the vast extent of the nebula, which permits

the surface brightness in the forbidden radiation to build up.

The optical depth of the nebula, for the forbidden line radiatiom,
is very small. Thus, once emitted, the energy contained in this radiation
is lost to the nebula. This provides a mechanism by which the gas may be

"cooled".

3) Bowen Fluorescence (Bowen 102))

The effects of this mechanism can be seen in the spectra of many
high-excitation planetaries. Certain permitted lines of OIII and NIII
are observed to be of high intensity while other lines, which under
laboratory conditions would be as strong or even stronger, are missing.
Bowen (102) showed that all the OIII lines could be produced by atoms
cascading from é given level (2p3d3P2) and that there was a near
coincidence in the energy required for a transition, within OIII, to this
level (2p2 3P2 - 2p3d3P2) and that associated with the resonance Lya
transition of the ionised helium. Therefore, in high-excitation planetaries,
where there is a high proportion of doubiy—ionised helium, the Lya of
ionised helium is strong and the OIII fluorescence is triggered. The final
transition in this cycle has a wavelength that is, in turn, nearly

coincident with a resonance line of NIII, setting up a somewhat similar

cycle in that ion.
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Continuum Emission

Continuum emission from planetaries originates from the following

mechanisms:

a) The recombination of electrons to excited levels of hydrogen

and helium

The intensity jump in the continuum at the head of the
Balmer series is produced by recombination into the second level of
hydrogen. These second level recombinations contribute to the con;inuum
for wavelengths shorter than 36503. Recombination into higher levels
will produce continuum emission in the visible and near infrared regions.
Similar processes for ionised helium will be of importance in high-

excitation planetaries.

5]

b) TFree-Free Transition

These involve a loss of kinetic energy by free electrons
moving in an electro-static field produced by the ions. This is the

predominant source of the radio continuum emission from planetary nebulae.

c¢) 2-photon emission

This is produced by hydrogen atoms escaping from the 2s

metastable level by jumping to a fictitious p-level and then to the 1s
1
ground level, releasing two photons (Mayer (103), Spitzer and Greenstein

(104)). This process is only important under low density conditions,

since at high density the 2s-level is collisionally depopulated.

d) FEmission from dust

This process has been invoked to explain the high fluxes
found in the infrared spectra of planetary nebulae. The continuum levels
in this region are well above those that would be expected from the other
processes mentioned above. At the moment the heating mechanism for the
grains is not fully understood. However, at least part of the energy

comes from Lya radiation (Miller (85)).



Using the data obtained from spectra of nebulae it is possible to
extract information about the physical.conditions of density and
temperature and the chemical abundances within those objects. However,
one major factor, whiéh can produce anomalous results, is the effect of

the structure of the nebula on the values obtained.

For calculations on chemical abundances, made using model atmospheres,
assumptions have to be made about the dilution of the radiation of the
central star; this requires information about the geometry and the
stratification of the nebula. Also the effects of inhomogeneities in
temperature and density and the distribution of the atoms cagsing the
various states of ionisation must be taken into account (Aller and
Czyzak (105)). Several models have produced too low a flux in the lines
of {0IT} and Eﬁfﬂ (Williams (106), Flower (107), Harrington (108)). Both
Flower and Harrington were attempting models of the fairly regular
planetary nebula NGC 7662, To explain the low fluxes in the forbidden
lines Flower invokes higher temperatures in the areas where the lines
are formed, and Harrington explains the effects in terms of neglected
density fluctuations. Kirkpatrick (109) produced a better agreement
between the observed and modelled spectra by taking into account optically

thick condensations and by adjusting the central star energy distribution.

Boeshaar (110) has taken spectra of different regions of nebulae
and has shown that, using ratios of the [Eli} and {(NII] lines, the
filamentary areas have a generally higher electron density and lower
temperature than the surrounding nebula. This leads to increased fluxes
in the forbidden lines from these areas. Thus, when integrated fluxes
are taken either from spectral lines or from the whole nebula, the
filaments are given a heavier weighting in subsequent temperature and
density calculations. To some extent this explains the discrepancy between

temperatures obtained from forbidden line emission and from radio fluxes.



Thus it is only with a general picture of the morphology of the nebula

that accurate abundances and physical parameters can be determined.

3.4.1.3 Structure

When viewed through a telescope planetary nebulae appear
as pale green discs resembling the planets Neptune and Uranus, hence the
name. As has been explained, their spectra are composed of a series of
emission lines, the predominant ones arising from hydrogen and the
forbidden lines of {@IIﬂ . Much of the classification of the various
forms of nebula has been made from either white light photographs or
exposures of the bright emission lines. However, their structure can
appear strikingly different when observed in the light of different atoms
and stages of ionisation. One well-known example of this is the so-called
stratification of radiation, where the.image of the nebula appears smaller

in the light of ions of higher ionisation potential.

Several classification systems for the various observed forms have
been used (Curtis (111), Stoy (112), Vorontsov-Velyaminov (113),
'Thackeray and Evans (114), Westerlund and Henize (115), Hromov and
Kohoutek (116), Gurzadian (117)). The proliferatibn of these different
systems reflects the wide range of forms that have to be included within
the one general term planetary nebula. The different groups range from
stellar-like objects, through various kinds of discs to helical, annular
and irregular or amorphous structures. Also, a high proportion of the
observed nebulae exhibit some symmetry about an axis lying in the plane

of the sky; these objects are classified as bi-polar.

. Apart from the single~envelope objects there are those classified
as double-envelope nebulae (e.g. NGC 3242, NGC 7009) and there is also

evidence for other forms of peripheral structure and possibly third

envelopes (Duncan (117), Kaler (96)).



There have been several attempts to explain the observed intensity
distriﬁutions in terms of the two-dimensional projection of a three-
dimensional structure. By far the largest classes of planetary nebulae
are the stellar and disc-like objects. Some of these will be young
planetaries but a large proportion are obviously well-evolved objects
at large distances. Of the remaining groups, the ring nebulae predominate;

various different models have been suggested for this configuration:
1) A hollow shell of low opacity
2) A toroid viewed normally

3) A uniform sphere or cylinder with decreased emission in the

central regions

4) A uniform sphere or cylinder with increased opacity in the

central regions

Wilson (118) has ruled out the last model on the basis of the

intensities of the Doppler-separated emission-line components arising from
_the "back" and the "front" of the nebula. Since the two components of
the lines appear to be of equal intensity for several nebulae there can
be very little absorption in the central regions of these objects. The
three remaining models are possible. Hromov and Kohoutek (119) have
managed to explain other than annular forms in terms of a right-angled
toroid inclined at different angles to the line of sight, and have
produced calculated isophotes of the resulting structures. From
observations of IC 418 (120), IC 3568 (121), NGC 650-1 and NGC 6720 (122)
and IC 4660 (123, 124) it has been found that IC 418 and IC 3568 can be
explained by spherical or ellipsoidal shells, while the others require
some sort of cylindrical symmetry. More recently the radio structure

of NGC 7027 has been explained in terms of a cylindrical shell (125)

although the visible object is largely obscured by dust.

100.
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Obviously these models are only a rough approximation to the real
nebxﬂae; and it is only with the extremely regular objects that
comparisons can be made. However, a knowledge of the three-dimensional
structure of the envelope, when coupled with the gas dynamics, can give

more insight into the formation of the nebula.

An important problem in the small-scale structure of the nebulae
is the formation of and maintenance of density fluctuations in the
envelopes. These filaments are most obvious in the nearest planetary
nebula, NGC 7293. Van Blerkom and Arny (126) have explained the low
excitation of these features in terms of the shielding effect of
optically—-thick knots which prevent the radiation from the central star
from ionising the filaments. Thus they are only subject to the diffuse
radiation field present in the nebula. Capriotti (127) has suggested a
mechanism for the formation of such condensations. He has shown that a
dynamical instability can be set up in the ionisation front of the
expanding nebula. This front distorts around spikes of neutral gas,
which are finally completely surrounded by the ionised envelope. These
condensations are capable of surviving for the lifetime of the nebula
(about 104 years) although they will be ionised, to some extent, by the

stellar radiation.

Gurzadian (95) has suggested that both the large-scale and small-
scale structure of planetaries can be explained in terms of magnetic
fields. He estimates the required nebular field at about 10—3 gauss,
by equating the magnetic energy of the nebula to its thermal energy.
Isophotes can be constructed by assuming equilibrium at all parts in the
nebula. (That is, the sum of the thermal and magnetic energies is a
constant.) By comparing these calculated contours with isophotes such
as those produced by Aller (121) a value of approximately lO_Bgauss is

again obtained for the nebular magnetic field. Several nebular forms



can be explained in this manner and the knots and condensations are
considered to be the results of fragmentation of the dipole field of

the nebula.

3.4.2 Monochromatic Photometry

It can be seen that a knowledge of the morphology of
planetary nebulae is required to clarify the theoretical calculations
of both element abundances and three~dimensional structure. Quantitative
as well as qualitative data is required in order to assess, for example,
the effective contribution of radiation from high density regions to

the overall flux from the nebula.

To obtain this sort of data it is necessary to isolate the important
emission lines and to take an exposure of the nebula in each one. For
the smaller objects the use of a slitless spectrograph (121) produces a
series of images in the different spectral lines. This method suffers
from two main drawbacks. TFirst, the images will be distorted due to the
width of the lines, and secondly the images of the larger nebulae will
tend to overlap even at high dispersion. Therefore, in most cases, it
is preferable to isolate the emission lines using narrow-band filters.

In the case of the weaker emission lines or those nebulae of low surface

brightness it is also necessary to have an efficient detector.

Feibelman (128) has described a system which has been optimised
for narrow-band photometry using photographic plate. The mirrors of
the telescope are coated for high reflectivity. Other workers have used
the combination of an image intensifier with a photographic plate to
obtain exposures of faint nebulae in the forbidden lines of [NIf] and
{SIf] which f£all at the red end of the spectrum (Ford and Rubin (129),

Capriotti, Cromwell and Williams (130)).
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Table 3.4.1

[

Telescopes used for Observations of Planetary Nebulae

Telescope

Isaac Newton
Hers tmonceux

Rochefeller Reflector
Boyden Observatory
South Africa

Mons
Tenerife

Aperture

2.5

1.5m

50cn

Focus/f/no

Cassegrain
£f/14

Cassegrain
£/16

Cassegrain
£/15

Plate scale

6Il/m

8.8" /mm

28" /mm
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The electronographic process offers certain advantages in having
virtually no threshold (only that set by the fog level of the emulsion),
a large dynamic range and a linear density versus exposure response.

The latter property makes the investigation of.reiative fluxes across

the nebula a fairly straightforward process, while the reciprocity and
dynamic range should allow investigation of both bright and faint regions
of the ﬁebula from the same exposure. A low tube background is also
required, since the sky background, which in broad-band photometry
usually sets the limit to the smallest observable signal, is greatly

reduced.

Obviously, to undertake full documentation of representative nebulae
in all the different emission lines necessary for a full understanding
of their structure, an extensive research programme is required.
Exposures to reveal filaments and condensations must be taken in the low
excitation lines of OI, [NIil and [Sli] which fall longward of 60002;
thus a tube with a $-20 response is nceded. The latter device has only
recently become readily available. So far contour maps have been
obtained from observations restricted to the spectral range defined by

the S-11 photocathode.

3.4.3 Spectracon Observations

Spectracon observations.of planetary nebulae have been
undertaken on three telescopes (see Table 3.4.1). Generally the
Cassegrain focus is utilised, since a highly convergent light beam
will broaden the pass—band and reduce the transmission of the
interference filter used to isolate the emission-line. The typical
filter pass—bands have a half-power width of 1OX to 152, with the
exception of the filter used for observations of thelcombined emissions

o
of the N1 and N2 lines of [bIIi] which has a width of 50A.
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Table 3.4.2

. +

Planetary Nebulae Observed Using the Spectracon .

Northern Hemisphere . Southern Hemisphere
NGC 40 H*1 (K 3-2)

| 2022 H7
3587 H19 (1C2448)
6210 H74 . (NGC3918)
6543 H89% (IC4191)
6720 - H98  (NGC5307)
6826 H110 (IC4406)

7009 . HI22 (NGC5882)
7027 H150 (VV 78)
7662

* Henize catalogue published in

Ap.J. supplement, 14, 1967,

—



The observations taken in South Africa were limited to exposures
in HB and [OIIi] (N1 + N2). On the other telescopes electronographs
also were obtained in emission from He I, He II, [blli}A 43632 and the
nearby continuum. A list of the objects that have been observed is

given in Table 3.4.2.

Much of the data reduction was held up until the microdensitometer
and the associated software were in reliable working order. Hand scans
were used for a preliminary inspection of the exposures. When scanning
the whole nebula an area is chosen that is somewhat larger than the
visible extent of the object. Note is also taken of dimensions quoted
in the 1itérature to ensure that the complete object is measured. In
some cases this is not possible; for example NGC 6543 possesses a giant
halo that has been shown to be about 6%: in diameter (Millikan (131))

and thus extends off the edge of the photocathode.

Some of the results of this work have been reported elsewhere
(76, 132) and there follows a discussion of a selection of the data

that illustrates the general quality that has been obtained.

3.4,3.1 Necbular Dimensions

In order to find the maximum observed dimensions of the
nebulae it is necessary to assess the limitations set by the detection
process. Preliminary plotting with 15 equispaced contours very often
reveals an outer contour which is quite smooth and is obviously well
above the noise level of the plate. In order to set the 'limiting"
outer contour an assessment of the background level and the noise on
that background is made at several points round cach object. These
figures are used to set contour levels ét multiples of the standard
deviation above the general background. It is found that, for most of

the data, an outer contour at two standard deviations above background
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Table 3.4.3

. , . a b . .
Object Dimensions Outer Contour Level Dimensions® Leveld

NGC 6210 25" x 23" 0.8% 20" x 13"€ ~ 5%
NGC 6543 38" x 35" 0.27 23v4 x 19"75  ~1sy
(300)8 <0.2
NGC 6826 36" x 36" 1.6% 2517 x 24040 ~18%
(110) % <1.6
NGC 7009 36" x 30" 2.3 30" x 26M° Y
(110)7 <2.3
NGC 7027 25" x 22" 0.4 18" x 11"¢ N 63
NGC 7662 35" x 300 1.5 3072 x 26"2f 127
(130)] <1.5

oLy
a Major and minor areas of region enclosed by outer contour

b Level of outer contour expressed as percentage of peak surface

brightness in image

¢ Maximum recorded dimensions, not necessarily for monochromatic
HB observations. The figures in brackets refer to faint outer

halos only found in long broadband exposures

d Approximate percentage of peak surface brightness at boundary

defined by previous studies

e Perek L., Kohoutek L., Catalogue of Galactic Planetary Nebulae
(Prague Academic Publishing House) 1967

f Feibelman, W.A., R.A.S.C. Journal, 65 no.l, 25, 1971
¢ Gurzadian, G.A., D.A.N. 133, 1053, 1960
h  Feibelman, W.A., R.A.S.C.,Journal, 65, no.6, 251, 1971

i  Duncan, J.C., Ap.J. 86, 496, 1937

j Kaler, J.B., A.J. 79, 594, 1974



provides a good guide to the maximum observed dimensions of the nebula.

It has been found that when these measurements are compared with
those from previous studies there is a general trend to larger images
from the electronographic data. It is simple enough to check for
systematic effects by comparing separations of recognisable features.
These distances measured from the electroncgraphs are found to be in
good agreement with those from other sources. Thus the increased
dimensions are a real effect. As Baum (133) has pointed out, with the
improvement of detection techniques the observed size of an object
tends to increase. Therefore, in order to make the inter—comparison
of results easier it is useful to give a flux level at the defined
boundary in terms of a fraction of the peak surface brightness; this

also serves as a gulde to the dynamic range of the exposure.

Table 3.4.3 gives details of the dimensions found from a study of
HBR emission from six nebulae (132). The general background level is
predominantly due to plate fog. The noise on this background has two
components, one from the emulsion and the other from any dirt or defects
picked up during processing. Obviously, with care, this noise can be

very low as compared with the peak density of the image.

3.4.3.2 NGC 6543

A prime example of the large dynamic range that can be
obtained is shown in the plot of.NGC 6543 (see Fig. 3.4.3) where the
outer contour is at 0.27% of the peak surface brightness. The print at
the top shows the typical visible extent of the object on the
electronogreph. This nebula has a large faint halo which is several
arcminutes in diameter. It can be seen from the cross-sectional plot
that there is a tail-off from the central core of the nebula into this

outer envelope. Details of the exposure are given at the bottom of

Fig. 3.4.3.

108.
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FIGURE 3-4-3: NGC 6543 Hp CONTOURS

|5 minutes L4 50cm telescope
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FIGURE 34-4: STRUCTURE OF NGC 6543

CENTRAL STAR

LINE OF SIGHT

Velocities in km/sec relative to the central star
obtained from the emission lines of [0III] .



T J T T
NGC6543 @) 8085 MHz
66°38'15"}- O
2 0
2]
@
s
°
£
S
& e6v38'00"-0
66°37'45" - >
) O\ )
17h 58m368 34¢ 328
Right Ascension (1950)
<O
>

FIGURE 34:5:NCC 6543 RADIO AND HPB CONTOURS




112

The central part of the nebula presents a complex structuré which
Minch (134) has interpreted, using radial velocity data, as two helical
surfaces with the generatrix passing through the central star and
forming an angle of 55% with the line of sight (see Fig. 3.4.4). Terzian
et al (135) have produced a high resolution radio map at 8,085 Mz for
this object. A comparison of this with the HB contours for the central
region of the nebula (see Fig. 3.4.5) shows that there is substantial
agreement between the two sets of data. The central depression found in
radio measurements is also present in the HB contours. By a comparison
of the radio flux with that from HB it is possible to search for effects .
of differential extinction across the hebula; the good agreement between
the two sets of contours implies that there is no localised dust
concentration. Therefore, if continuum emission from dust is to be
invoked to explain the large infrared flux from this object (Woolf (136))

the grains must be fairly evenly distributed throughout the nebula.

3.4.3.3 NCC 7662

This object is an example of a double envelope nebula.
The HB contours (Fig. 3.4.6) show the elongated core surrounded by a more
circular outer-envelope. When a comparison is made between radio-contours

(Terzian et al) and the HB map there seems to be little evidence for

differential obscuration.

Kaler (96) has reported that this nebula has a third shell that is
just visible on the Palomar Sky Survey plates. He estimates the diameter
of this halo to be about 1303. The outer shell does not appear on the
relatively short exposure HB electronograph (see Fig. 3.4.6 for details).
However, scans of a fairly long exposure taken with the [DIIi} (N1 + N2)
filter show some evidence for this feature. Repeated scans were made
across the central region of the nebula and a rise in emission was found

to the east of the planetary at a distance of about 60" to 70" from the
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FIGURE 3-4-6. NGC 7662 HB CONTOURS

I5minutes L4 50 c¢m telescope
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Table 3.4.4
kY

* EXPOSURE DETAJILS ' DIMENSIONS (ARCSEC)

a
. . POSITION .
TON/VAVELENGTI{ &) TELESCOPE  EMULSION  EXP. TIME(MINS)  ANGLE(DEG) PRESENT STUDY’ PREVIOUS STUDIES
507 level 617 level Dimensions Level(?)S

HE 4861 © MONS L4 15 37 20 x 15 34 x 30 13.94 80

14.6x%8.7° 70

30.2:{26.2f 13

Hel 4022 MONS G5 30 35 20 x 13 35 x 32 14.8¢ 77

‘HeII 4626 MONS L4 30 37 15 % 13 23 x 24 12.14 69

' 13.8x10.0° 56

PrIi] (5007+4959) MONS -+ L& 5 35 22 % 17 36 x 31 14,19 >75

14.8x10.07 >75
5 + o
Accurate to % 5
Major and minor axes of regions enclosed by contour at 507 and 617 peak surface brightness levels

A T 4o ’ > .
Approximate contour levels in Fhe new data (expressed as percentage of peak surface brightness) that would correspond
to these previcusly measured dimensions

Vilsen, 0.C., Ap.J., 111, 279, 1950
Wright, W.H., Publ.Lick.Cbs., 13, 191, 1918
f TFeilelnan, W.A., R.A.S.C. Journal 65, No.1, 25, 1971

[v]

*911



centre of the nebula (see Fig. 3.4.7). This exposure was taken at the
Cassegrain focus of the Isaac Newton Telescope and the image scale is
such that the westerly end of the shell does not fall on the exposure;
nevertheless there is evidence of a general rise in intensity in this
direction. An upper limit of about 0.5% of the peak [OIII] surface
brightness of the nebula can be taken for the surface brightness of

the halo.

The structure of this nebula in different emission lines is shown
in Fig. 3.4.8. The contour maps are for HB, [bIIf] (N1 + N2), He I
(49222) and He IT (46862) and consist of a series of 15 contour levels
equispaced between the background level and the brightest part of the
image. The data has also been smoothed in the computer to remove the
effects of small defects on the film (Youll (137)). The outermost

contour is at about 6.257 of the peak surface brightness.

There is a striking similarity between the general features of
the HB and [bIIﬂ isophotes despite the difference in ionisation potentials
for Ha T (13.6 ev) and O0II (35.1 ev). The map of He I emission is mnoisy
due to the intrinsic weakness of the line, but the extent of the nebula
is seen to be similar to that found from the HR exposure. The central
star is also visible. The structure in the He II line is more compact
due to the high ionisation potential of de I (246 ev) and the two bright
spots seem "twisted" with respect to those in the [0III) map. Table 3.4.4
summarises the data for these maps and compares the results with previous

measurenents.

3.4.3.4 NGC 3242
This nebula is an example of a bi-polar structure with an
outer halo. The cross—sectional display of the complete scan (Fig. 3.4.9)

of an {bIII] exposure shows clearly the halo, the two peaks and the
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FIGURE 3-4.10: |OIL] CONTOURS OF NGC 3242
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FIGURE 3-4-11 1 HB CONTOURS OF NGC 3242.
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star. TFigures 3.4.10 and 3.4.11 show [QIIf] (N1 and N2) and HR contours

respectively., There are 16 contours in all, the first being 30 above the
background; this corresponds to about 1.5%7 of the peak surface brightness
of the nebula. The heights of the other contour levels are listed in the

figures.

A B and C D denote the major and minor axes of the nebula along which
the profiles of the object have been plotted (fig. 3.4.12). It can be
seen that the general shape of the nebula is the same in both [@IIi} and
HB, although the absolute flux is much bgigﬁﬁﬁx for the [pIIi] emission.
Taking the profile along the major axis it is found that, when the fluxes
are relatea<to the peak flux in the nebula, the {@IIE] is lower than HB
in the centre of the nebula and in the smaller peak, while there is good
agreement in the higher peak and the halo. Taking the minor-axis prbfile,
there is good agreement.again in the halo, but a lower flux from [DIIi}

towards the central star.

Hromov and Kohoutek (119) have produced a model which they believe
can be applied to a large proportion of nebulae. It is possible to
consider it qualitatively with respect to the central structure of
NGC 3242. The model consists of a hollow cylinder of gas which can have,
different orientation of its axis with respect to the line of sight
(fig. 3.4.13). Using this distribution of gas, various sets of isophotes
can be produced for different orientations. Hromov and Kohoutek have
found that some of the nebular forms observed in the hydrogen lines

resemble the calculated isophotes quite closely.

It can be seen that this model can be used to produce a bi-polar
structure. As a simple test, the calculated isophotes were scaled to
match the HB contours of NCC 3242 and profiles along the major and

. . (o]
minor axes of the model were taken. For the cylinder at 45  to the
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FIGURE 3-4+12: PROFILES ACROSS NGC 3242
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FIGURE 2-4-13: HROMOV MODEL FOR PLANETARY NEBULAE

ISOPHOTES FOR DIFFERENT VALUES OF P
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FIGURE 3-4-147 NGC 3242 Hp PROFILES COMPARED WITH HROMOV MODEL
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line of sight the peaks are somewhat too broad along the major axis,
while the general distribution along the minor axis gives peaks that
are too far apart. This would imply that a larger angle between the
axis of the cylinder and the line of sight is necessary; Checking the
isophotes for the angle of 67.5° the peaks along the major axis are in
better agreement, although the centre of the nebula, when viewed along

the minor axis, is almost completely filled in (Fig. 3.4.1 4).

Of course there is an involved interaction between the observed
form of isophotes and the angle to the line of sight, but if the
foreshortening effect of tilt is considered for the bi-polar isophotes
produced fﬁr the 45° orientation, one would get the correct space between
the peaks along the minor axis for an angle of about 56.5°. At the same
time there would obviously be some associated filling-in of the central

depression and a narrowing of the bi-polar peaks along the major axis.

.

This is only a qualitative discussion of the form of the central
region of this nebula, the effects of the halo having been ignored.
However, it can be seen that the observed isophotes can be explained
'in terms of a cylinder of gas. It is obviously possible to interpret
the two-dimensional brightness distribution as a projection of a three- ,
dimensional structure. With a knowledge of the dynamics of the nebula
it would be possible to produce a much clearer idea of the actual

distribution of gas in the object.

_The use of the Spectracon for observations of planetary nebulae can
yield high quality data which, for the brighter objects, can be obtained
on a fairly small telescope. One problem that has not been mentioned in
this chapter is the effects of photocathode non-uniformity. Most of the
images presented here are of fairly small extent, and the variations

across typical image areas are about 27 to 7% of the overall sensitivity
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for the tubes used. However, larger images have shown distortions in
contours due to both dead spots and sensitivity changes, and therefore
it was necessary to set up a system for removing these variations.

The results of this investigation are discussed in the next chapter.
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CHAPTER IV

LIMITATIONS SET BY PHOTOCATHODE NON-UNIFORMITIES

"Out, OUt..sssersssessssassaccursed spot!"

Robert Southey (1774-1843)

In Chapter I some of the different approaches that have been
taken to the removal of photocathode sensitivity variations were outlined.
The ease with which these effects can be compensated is highly dependent
on the form that the processed electronographic data takes. Maps of
exposures to a uniform light source can provide a gemneral idea of the
shape of the function but, for ease of manipulation, numerical data is

required.

Since the predominant application of the electronographic system,
described in Chapter II, is to the surface photometry of extended objects,
~ the use of sky background as a measure of local sensitivity (Wlérick et al
(38)5 did not seem the best approach. It was decided to set up a method
whereby an exposure to a uniform light source could be used as the
"calibration' data for the correction of an astromomical exposure.

Limitations to the process have been investigated.

4,1 The Calibration Process

The process of removing the photocathode non-uniformities can

be divided into three main steps.

1) Location of the same area of photocathode in both the

calibration data and the exposure to be corrected.



2) The production of two sets of data which are matched

in spatial orientation.

3) The production of the corrected data.

4.1.1 Location

To be able to match two scans, produced from electronographic
exposures, the same features must be located in both sets of data. These
features should define an unambiguous set of co-ordinates with a fairly
high spatial accuracy. Ideally, some form of fiducial mark should be
provided on the photocathode but, in the absence of this facility, the
small areas of zero sensitivity known as dead spots provide the reference
points. To locate these spots a clearly visible background-density is
required to throw them into relief. The measuring machine can be set up
so that roughly the same areas are scanned on both exposures. The

positions of the dead spots are then fixed in each scan.

The location of the centre of each dead spot is undertaken manually.

. Plots of the complete scans are produced and the same features are located
in both. Data from the areas around each spot are used to obtain an
estimate of the centre point. The dead spots are a few tens of microns

in diameter - thus the accuracy of location of the centre will depend on
the sampling aperture and the step length used. For ﬁhe smallest table
step length of 5um the limiting accuracy on a singie position should be

about * 2.5um.

Having located the positions of these fiducial features in both scans
“it is possible to produce two sets of data that have the same spatial

orientation.
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FIGURE 4:1-2: ARRAY OF DATA ROTATED THROUGH 45 DEGREES



4.1.2 Matching

For ease in the further processing of the data one of the
scans should be translated and rotated so that the resultant array

matches the other scan point for point. Having set up a co-ordinate

system from the positions of the dead spots it is a fairly straightforward

process to produce the required data for such a transformation.

A program has been written which, using the positions of three or
/

more features in each scan, will rotate and translate one scan so that it

matches the other. The listing of the program (MATCH) can be found in
Appendix II. The co-ordinates are taken from an origin at the top left-
hand corner of the array. A section in the program to take care of a
change of scale between the two scans was put in so that the program
could be used for matching two astronomical exposures from different
telescopes. It has no application in the calibration process. A check
has also been put in for any anomalous changes in scale arising from the

matching of two points that are not, in fact, the same features.

The densities in the new array are found by linear interpolation
between adjacent points since the small sampling distance required for
accurate matching is usually very much less than the resolution element
of the astronomical exposure and the size of the typical scale of
~ photocathode sensitivity variations. If an application is found which

requires a polynomial fit, a different subroutine can be inserted.

As a check of the program a dummy tape was written and the scan
rotated through 45°, Figures 4.1.1 and 4.1.2 show the two maps produced,
on the line printér, of the original and rotated arrays. The letters in
the second map represent the interpolated numbers. Allowance must be
madé for the 8 by 5 matrix of the line printer which stretches the array

in the 'Y' direction.
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FIGURE 4-2:i IPHOTOCATHODE NON-UNIFORMITIES



4.1.3 Correction of Data

Having produced the two arrays of data that match, the
calibration of the exposure can be uédertaken with a simple program
which obtains the ratio of the data point by point and forms a new array,
on magnetic tape, in the standard archive format. This corrected array

can then be processed using any of the routines already described in

Chapter IIIL.

4.2 Practical Limitations of the Calibration Process

In order to check the limitations of the calibration process
a series of laboratory exposures were made. A Spectracon tube was
selected which exhibited as wide a collection as possible of the various
defects. These included dead spots, a general drift in sensitivity
along the length of the photocathode and a step in sensitivity where

there was a change in thickness of the mica window (see Fig. 4.2.1).

The photocathode was illuminated by light reflected from a sheet of
- white card. The uniformity was checked used a photomultiplier with a
500um aperture placed in front of it. The whole assembly was scanned
across the region of the photocathode and measurements were taken every

mn. The illumination was found to be uniform to better than 1%.

Exposures were taken using L4 emulsion in a 5um layer on a 25um
Melinex backing. All the strips of emulsion used for this work came
from three plates in the same batch., The electronographs were processed
using the techniques outlined in Appendix I. The intensity of the light
-source was adjusted so that exposure times were between one and ten

minutes, producing a range of densities from 0.25 D to 2.5 D.
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Areas of the exposures were sampled at 10um intervals using a 10um
x 10um measuring aperture. A region of the photocathode was chosen that
had easily recognisable dead spots and also contained the step in
sensitivity due to the mica window. This latter feature was used as a
check of the matching process since any edge mis—alignment would show up.
Fig. 4.2.2 shows both the original scans and the calibrated scan for the
0.25 D exposures.‘ The data has been "blocked up" so that each plotting
point represents an element 40pm x 40um. On the two originals the
‘intensity step is about 14% of the overall level, while the emulsion noise
at this density is about 27 for a 4Oum aperture. The feature in the top
right-hand corner of the right-hand Séan was a small fibre picked up on
the emulsion during processing. There is also a general drift downwards

in sensitivity along the length of the scan.

The two scans were matched and divided in the computer, the fog level
of the emulsion being assessed and subtracted. The resultant array of
data is shown at the bottom of Fig. 4.2.2. The step has been removed
to the overall level of the noise of the plot, which is about 3%, as has

the general drift in sensitivity.

To obtain a measure of the emulsion noise on the uncorrected data &'
rough fit to the varying sensitivity was made by taking the average
background level at several points along a line and interpolating between
them. Areas free of dead spots were chosen for this measurement., Using
this process a factor of IE was found between the noise of the
calibrated scan and the emulsion noise of the originals for resolution
elements up to 40um x 40um and a background density of 0.25 D — that is

for noise levels on the calibrated data down to about 3Z.
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FIGURE 4°2:4:NOISE ON CALIBRATED EXPOSURE AS A FUNCTION OF DENSITY
FOR A 0pm ANALYSING APERTURE
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Using exposures taken to a higher demsity it is possible to check
the relationship between the noise on the corrected data and that on the
original scans for a single measuring aperture. Emulsion noise figures
obtained from this work tie in well with the estimates that can be made
using Coleman's (6) figures for the detective quantum efficiency and
sensitivity of the Spectracon combined with L4 emulsion (see Fig. 4.2.3).
The emulsion noise for a given density and measuring aperture can be
roughly estimated by treating the emulsion as a detector that registers
5 events per square micron per unit demsity. Using these figures it is
possible to check measured values of the noise on the corrected data with
that which would be expected if there was just the straightforward
addition of the two sets of emulsion noise. Fig. 4.2.4 shows just such
a plot for a 10um x 10um measuring aperture and different background
densities. On the whole the agreement is quite good to the level of the

noise at the highest demsity, which is about 47%.

Therefore from the measurements made so far both with a single
resolution element and varying density and a single demsity and varying
analysing aperture, residual effects of photocathode non-uniformities
do not seem to be present. The noise levels of the calibrated data (3%
to 47) can be explained purely in terms of addition of emulsion noise.
In order to find the limiting accuracy of the process the emulsion noise
must be further reduced until a point is reached where the noise on the

corrected data camnnot be explained in terms of emulsion statistics.

One such method is to block up the data from a corrected scan so

" that larger resolution elements are obtained. This was done for data
taken from two exposures with a density.of 0.62 D, The resultant noise
obtained from elements ranging in size from 10um x 10um to 100um x 100um
was compared with that whicli would be expected from emulsion grain

statistics alone. The comparison is shown in Fig. 4.2.5. It can be seen
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“that there is a general trend to a higher value for the measured noise

as the overall accuracy increases. In the region of 1 to 1.57 the
predicted noise from the emulsion is well outside the errors of the
measurcments. Thus it would seem that, in the.region of one to two
percent, the residual effects of non-uniformities become apparent.
However, by blocking up this data to resolution elements 100um x 100um
the effects of dead spots must be smoothed out to a certain extent.since
each element will be of the same size or somewhat larger than the average
dead spot. Therefore noise figures are required that have been obtained
from areas that are clear of dead spots to see if there is any correlation
between the measured noise of the calibrated data and the visible defects

on the photocathode.

For the two exposures at a density of 2.5 b the corrected data should
have a contribution of 1% from the emulsion to the noise for an analysing
aperture 40um x 40um. Therefore, taking this data and obtaining noise
figures from those areas free of dead spots, it should be possible to
assess whether there is still an increase in noise from some other scurce
or whether the‘observed noise levels can‘bg explained in terms of the
presence of dead spots. VYrom regions carefully selected to be clear of
visible defects on the originals (that is only areas with a slow drift
in sensitivity) noise levels of the order of 1.03 * 0.087 have been
obtained. lowever, in the areas where there are several dead spots, and
thus no systematic relationship between the density within them and that
over the rest of the exposure the overall noise level of strips 40um wide
and about 2.5 mm long sampled at 40um intervals can rise to 1.5 to 2%.
Obviously these results are only true for a Spécific distribution of dead
spots, but it would secem to point to these features providing the most

troublesome source of noise as far as the calibration of the system for a
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uniform surface-response is concerned. This would also point to the
necessity of keeping the mica window dust—free, since areas of zero
sensitivity on the emulsion due to the screening effect of dust particles

would have the same effect of reducing the performance of the system.

4.3 Noise Power Spectrunm

The spatial frequency distribution of the noise on both the
uncalibrated exposures and the coriected data serves as a guide to the
frequency at which the slowly varying sensitivity changes of the
photosensitive surface become important. The nolse power spectrum of the
L4 emulsion has been shown to be sensibly flat up to 80 cy/mm (64); thus
any substantial peaking in the raw and calibrated data should not stem

from this source.

The calculation of noise power or Wiener spectra from digital data
is fully described in several references (Bendat and Piersol (138),
Dainty and Shaw (139), Blackman and Tukey (140)). Only those features
relevant to the particular calculations made for this work will be

outlined.

The Wiener spectrum for the electronographic exposures was obtained
from the Fourier transform of the auto—correlation function of the data.

Given a density record N samples long with values Dl"""'D the first

N’
stage was to obtain the mean value of the sample D. The data was then
transformed to an array of numbers with a zero mean-value, i.e.

ceesenn where X, = - D. i is f da o—-correlati
Xl XN’ mere XN DN D From this set of data the auto-c tion

" function (R) could be obtained for displacements which were an integer

(r) multiple of the sample length h.
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The auto-correlation function for this displacement is given by

1 Xn Xn+r

r can have a value between zero and m, where m is the maximum lag
number and gives the largest displacement of the data with respect to
itself. This maximum displacement will set the resolution bandwidth
(Be) of the resulting noise power density estimate, these two quantities
‘being related in the following manner

Be = cycles/mm

L
mh

For continuous data the noise power spectrum (S) which is a function
of the spatial frequency (f) can be related to the auto-correlation

function which is a function of the lag distance (). Thus

S(F) = j R(g)e J2"Ey,

- 00
The auto-correlation function is an even function of &, therefore

Z-I R(£) cos 2wfL do
o

S(£)

and S(f)

S(-£f)
A one-sided noise power spectrum G(f) may also be defined where f only

varies from O to +», G(f) is twice S(f) over this region and is otherwise

zero. Thus

G(f) = 4\] R(L) cos 2wfR dR
o



For digital calculations the maximum length of £ is given by mh. The

integration can be replaced by a summation using the following

substitution
£ = rh
d?¢ = dr h dr = 1
fC = 1  (Nyquist or cut—off frequency)

2h

‘This leads to a raw estimate of G(f), known as the periodogram (akf))

~ m-1 A mmf
G(f) = 2h R0 +2 ¥ R cogs — + Rm cos ——

r=] r f
However, this value approximates to taking the integral of the
continuous function R over a finite range given by £ = mh. Therefore
mh
G(f) = 2 R(£) cos 2nfR de

-mh

wﬁich is equivalent to modifying the auto-correlation function by a

top hat function of width 2mh. Therefore the true noise power spectrum,
will in turn be convoluted with a sinc function to yield the raw
estimate akf). To reduce the effects of this process some form of

smoothing is required. First, the function is only calculated at m + 1

discrete frequencies, given by
£ = —% K =0,1,20000nun..m

This will yield m/2 independent estimates since it has alrcady been’
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shown that the resolution bandwidth is set at ;%; , which is equal to
2f
c

preali At these discrete frequency points the periodogram is given by

~ m-1 rrk k
Gk = 2h RO + 2 rgl Rr cos ——+ -1 Rm;]

where k is the harmonic number.

A final smooth estimate of the noise power spectrum at the harmonic
k 1is given by a procedurc known as Hanning. This value results in an

averaging process which is as follows

G = 0.5G +0.50C

o) fo) 1
G, = 0.25C,_, +0.5C +0.25C, k=1,....m-1
G = 0.5G ., +0.50C

m m—1 m

The smoothing is carried out during calculation using a Hanning lag

weighting function C. which is given by

(]
I
Rotem

(1 + cosmr) Y = 0,1,2 000000e.m
nl

Thus the smoothcd noise power spectrum may be calculated using the

following expression

m~-1 1tk
G, = 2h|R +2 I C_R cos AR
< o y=] T T m
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A program (POW) was written to perform these calculations on data

stored on the standard archive tapes; it is listed in Appendix II.

These techniques for analysing data have been developed for
stationary random processes. Strictly speaking the uncalibrated data

is not random or isotropic since the emulsion noise is superimposed on
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a fixed noise-pattern due to the changes in sensitivity of the photocathode.

However, the figures from these data are only to be used to obtain
.qualitative information. In particular the area around the large step
in density due to the change in thickness of the mica window was avoided
since this will swamp the low frequency contributions from the érue

photocathode variations.

When an aperture is used to scan an emulsion the measured noise
t . .
power spectrum (S ) can be related to the real function (S) in the

following manner
S'(U,V) = S(U:V) I T(U,V) I

where u and v are spatial frequencies related to the two directions
x and y and T is the transfer function of the aperture. For a scan '
along one line of data the relationship between the one-dimensional
information and the two-dimensional power spectrum must be found. The
auto-correlation function and the power spectrum are a Fourier pair,

thus

R(2,p) = /' j/ S(u,v)e12ﬂ<u£ * Vp)du dv
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. . 1 . .
Therefore the measured auto-correlation function R for a one-dimensional

scan (where p = 0) is given by

oo oo

/ (/ S(u,v) | T(u,v) | Zdv>ei2nuzdu

-co —co

R (2)

Equally well

[v 5]

i2mul

R' (%) s'(u) e du

1
8

Thus

(v o]

s'(u) = / S(u,v) | TCu,v) | Zav

-0

If the transfer function of the measuring optics can be ignored, then
T(u,v) can be expressed in terms of the filter function of the slit.

If the slit has a width a and a height b

S'(u) = ]/ S(u,v) sinc2 (au) sinc2 (bv) dv
S'(u) = sinc2 (au) _/@ S(u,v) sinc2 (bv) dv

-C0

If S(u,v) is constant over the region that sincz(bv) is appreciably

non-zero, then this relationship reduces to

o)

S'(u) = sincz(au) S (u,0) J/ sincz(bv) dv
. . 2(q )
§ (u) = sinc Aau) S (u,0)

b
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If S(u,v) varies over the range of spatial frequencies defined by the
slit length b then the measured one-dimensional spectrum is an
integration over the v spatial frequency of the two-dimensional function

weighted by the transfer function of the slit.

The scans which were obtained for the investigation of the
calibration process were measured using a 1Oum x 10um slit with samples
taken every 10um. This leads to a folding frequency (fc) of 50 cycles/mm.
However, the emulsion noise power is known to be flat out to 80 cycles/mm
’ i
ahd the power in the frequencies above 50 cycles/mm will be folded into
the calculated spectrum, producing an aliased spectrum. For any |
frequency‘ f in the range 0 < f < fC the higher frequencies that are
aliased with f are given by (2n fC t fyn ; 1,2¢0404400e « Thus the

power at 60 cycles/mm will be folded into the calculated spectrum at

40 cycles/mm.

To avoid these effects the spectrum should only be calculated up
to a frequency such that the power which might be folded in is small.
The 10um measuring slit serves as a filter which attenuates the higher
spatial frequencies, dropping to zero at 100 cycles/mm and only reaching
a peak of about 57 in its second lobe (fig. 4.3.1). Taking 107 as the ,
highest accuracy one is likely to obtain in these calculations the
filter has dropped to tﬁis level at about 75 cycles/mm. This frequency
will be aliased with 25 cycles/mm in the calculated spectrum so that the

function from O to 25 cycles should be substantially correct.

The resolution bandwidth (Be) of the final spectrum had to be fairly
small since the interest lay in the region rﬁund the low frequency end
of the spectrum. The maximum number (m) of lag values for the
calculation of the auto-correlation function was chosen such that Be

was 3.33 cycles/mm. For a string of N samples the normalised standard error
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for the noise-power calculations is given by

Therefore for a fixed length of scan the error goes up with the number
of lag values, i.e. as the resolution increcases. For the typical scan
lengths of about 300 points this leads to an error of about 307% on the

individual noise-power estimates.

To compare the results before and after calibration the same areas
of scan hgd to be selected and processed in the same way. A fairly
narrow strip well clear of the main step in density due to the change in
mica window thickness was chosen. The calculated spectrum was corrected
for the effects of the measuring slit which produces an attenuation at
25 cycles/mm of 0.81. The two sets of power spectra both before and
after calibration are shown in Fig. 4.3.2. It can be seen that the low
frequency components of the noise in the uncalibrated data fall off by
about 5 to 6 cycles/mm while the calibrated data produces a fairly flat
spectrum., The emulsion noise at the density of these exposures (0.6 D)

should yield a noise power of 0.12 D2u2 for the uncalibrated data and

0.24 szz for the corrected scan. The average levels from the two sets

of data are 0.11 D2u2 and 0.22 D2u2 respectively.

These figures were obtained from a fairly restricted area of the
scan which was free of dead spots. Another spectrum was calculated for
the corrected data but taking in a fairly large area. The lines were
added together to form a set of data which was equivalent to measuring

the exposures with a slit 600um long and 10um wide. This spectrum
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FIGURE 4-33 : NOISE POWER SPECTRA FROM LARGE AREA GE PHOTOCATHCDE
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FIGURE 4-4-1: SOURCES OF LIMITATIONS TC PHOTOMETRY
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(Fig. 4.3.3) again shows a reduction in fhe low frequency‘noise components.
The o%erall noise power has risen slightly in the calibrated data; this
might be expected if dead spots are taken in witﬁ the emulsion noise.

There is a peak in the spectrum around 20 cycles/mm which is also present
in the uncalibrated data. This would imply that there is some periodic

variation which is not being calibrated out.

From these power spectra it can be seen that the low frequency
components of the noise due to sensitivity changes of the photocathode
can be removed. These effects seem to be restricted to spatial frequencies
lower than about 6 cycles/mm, i.e. they are of the order of 200um in

size or greater.

4.4 Limitation to Photometric Accuracy

It has been shown that emulsion noise-limited performance can
only be obtained in areas of the photocathode that are free from dead spots.
Therefore when studying objects which extend over substantial areas of
. photocathode photometric accuracy is limited by these features to the

region of 17 to 27 of the background level, depending on the concentration'
of these areas of zero sensitivity. Figure 4.4.1 shows a summary of the
contributions arising froﬁ different sources of noise, as a function of
background density. It can be seen for the case of emulsion and
microdensitometer noise alone that the same limiting density, that is
the density at which the microdensitometer noise exceeds that of the
émulsion, is reached for all the different sizes of measuring aperture.
This would seem reasonable since fhe improvement in machine noise due to
the increased photon flux from a larger slit will be matched by the drop
in emulsion noise due to grain statistics. A straight line indicating
17 residual photocathode non-uniformities after calibration shows that

these do not severely limit the measurcments made using 10um or 20um
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slits, but for the 40um analysing aperture they prevent full use being
made of the possible storage of the emplsion. The two broken lines show

the effects 2% and 1% residual non—-uniformities would have.

One way of reducing the effect of dead spots would be to use some
form of interpolation routine. However, this will only be possible if
they are of a size that is small compared with the resolution element

in the exposure.

Since the emulsion noise on the calibration exposure is added to
that of the astronomical data, the scan used for correction purposes
should ideally have a substantially lower noise value than that required
of the final processed image. Thus the astronomical exposure need only
be long enough to reach a density which gives an emulsion noise of the
order of the final accuracy required. The noise of the calibration data
can be reduced by either taking it to higher density or by some form of
artificial smoothing, provided this does not limit the correction of the

slow changes in sensitivity.

Taking 17 as the best limiting accuracy, it is possible to calculate
the emulsion density required for 17 photometry and different sizes of
analysing aperture. Figure 4.4.2 shows that for slits smaller than 20um
the microdensitometer noise will limit the performance of the system
and of course the higher the background density required the smaller the

dynamic range of the exposure. That is to say if D, is the background

B

density and D. is the limiting density fixed by microdensitometer noise

L

the dynamic range is given by

L B
0.01D



156.

[+
w
(5]
x
5
z
o

FIGUPE 4-4:3

: - - , N o
H ™ /.v mu. W “.u

J3SDuv 1 NO ADWYNDDV 71 ¥O4 ALISNIQ

20

2224
5-C0—
20-00~



when the photocathode is limiting the photometric accuracy. If it is
the emulsion noise that is providing the limitation then the dynamic

range is given by

Thus for a 40um aperture with the emulsion noise reduced to the level

of 1% (background density 1.25 D) the dynamic range available is about
350:1. The maximum dynamic range is set by the smallest and largest
density that the microdensitometer can measure; Cohen (64) has calculated

that this is at least three orders of magnitude.

Figure 4.4.3 shows the densities required for 1% emulsion
accuracy on a 1 arcsec resolution element for telescopes of different
apertures and f-numbers. If better image resolution is required, in
terms of the number of samples per arcsecond, then a trade-off must be
~ made between photometric accuracy, field, dynamic range and exposure time.
For example, if the resolution element is increased to § arcsec then the
density must be increased by a factor of 4. Also, as the f-number
increases so the relative exposure goes up by the square of that quantity.
Thus there is a difference in exposure time of 25 between an £/16.25, 0.5m
telescope and a £/3.25, 2.5m telescope, although the image scale and the

required background density are the same in both cases.

The limitation of 1% to 27 photometry set by the photocathode means
. that features 4 to 5 magnitudes down on the sky background should be
discernible. This limitation is important for broad band photometry
where one is trying to distinguish faint features against a high sky
background. The accuracy of mcasurcment of relative fluxes across an

object is set by the dynamiec range of the electronograph and although
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each individual measurement may be accurate to the order of a few
percent the smallest measurable flux may be only a few tenths of a
percent of the peak flux from the object. Therefore in stellar
photometry, although the flux from each star can only be obtained to
an accuracy of 1% to 27, the dynamic range and linearity allow the

estimation of relative brightness over more than five stellar magnitudes.

Therefore it would seem that the extra effort required to reduce
the effects of photocathode non~uniformities is still recompensed by

the linearity and dynamic range of the electronographic process.

Some of the work described in this chapter was presentéd at the

Sixth Symposium on Photoelectronic Imaging Devices, London (1974).
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CHAPTER V

CONCLUSTIONS AND FUTURE WORK

"From the end spring new beginnings"

Pliny the Elder (23-79)

The foregoing pages have served as a documentation of three years
.postgraduate research. Perhaps they represent an unbalanced picture in
that much of the routine can be written off in a short sentence while
the thoughts of a day may be expanded to several pages. However, it can
probably be said that the routine provides the building blocks that

enable one occasionally to make a quick advance.

What, then, is the general picture that has emerged from the
drawing together of all the different parts of the photometric system?
Clearly, it can be seen that except when sampling with a very small
aperture, where emulsion noise is large, the limit to photometric
accuracy islset by the quality of the photocathode. The slowly varying
sensitivity changes due to uneven deposition of the photosensitive
surface are easily dealt with, but a large concentration of dead spots ‘
serves to drastically lower the performance. If these spots are small,
as compared with the resolution element within the image, then a certain
iﬁprovement could be obtained by interpolation across the area of zero

sensitivity., If this procedure is used it might be possible to obtain

a close approximation to the emulsion-limited noise across the photocathode.

It has been shown, for apertures ranging from 10um x 10um upwards,
that the point at which the microdensitometer noise becomes comparable
with that from the emulsion is a constant value between SD and 6D.

This "limiting" density lecads to a value for the highest accuracy that
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can be obtained for each measuring aperture and thus for a given spatial
resolution. The residual effects of photocathode non—-uniformities have
been shown to overtake the emulsion noise in the region of 17 to 2Z of
the signal level; therefore they set the practical limit to photometry

for analysing apertures larger than 10um x 10pm.

These limitations to the accuracy of a single measurement must not
be confused with the criteria which set the dynamic range of the device.
The latter are basically the smallest and largest densities which can be
taken as a true representation of an incoming flux. The lower density
level is set at 17 to 27 of the general background (provided it can be
resolved by the microdensitometer) while the upper value is simply the
"limiting" density set by the microdensitometer noise. Cohen (64) has
calculated the dynamic range to be about three orders of magnitude and
practically a range of just over 500 to 1 has been obtained (Chapter III).
This large dynamic range, coupled with the linearity of the electroncgréphic
process, certainly compensates for the extra care that must be taken.to

remove the effects of photocathode non-uniformities.

Taking the present system as being somewhat less than perfect, what

would be the general areas for improvement?

1) The Image Tube

Obviously attention must be given to the production of
high quality pﬁotocathodes. Defects such as dead spots should be removed
as far as possible while an improvement in the general uniformity would

also be useful.

Fiducial marks of some sort should be provided. At the
moment all of the matching procedures are undertaken using dead spots as
location points. For the slowly-varying surface-sensitivity a

positional accuracy of about 10um is perfectly sufficient. The marks



should define an unambiguous set of co-ordinates for ease in matching

exposures.

The reproduction of such marks on the exposure is no
problem when there is a sufficiently high background density to throw
them into relief. However, for narrow-band photoretry, where the
background is very low, a means must be found of providing illumination
to the areas of the photocathode around the fiducial marks. Probably a
simple mask which leaves just the extreme ends of the photocathode
uncovered would be sufficient, but the effects of light scattered into

the image area would have to be taken into account.

2) Emulsion
The results presented in this thesis have been explained
on the.basis that the L4 emulsion used for the experiments had a fairly
uniform surface-sensitivity, In fact there has been no evidence to the

contrary.

Recently the quality of nuclear track emulsion has been
criticised (McKay (141), Wlérick (142)) and clearly in some respects
this is a less easily-handled problem than photocathode non-uniformity.
The sensitivity of the emulsion (in terms of the demnsity for a given
exposure) will be dependent on the thickness of the emulsion layer up
to the point that this exceeds the electron range. Therefore if there
is a change in the depth of the emulsion across the exposure a variation
in sensitivity will be found that cannot be calibrated out. Coleman (6)
. has given the range for 40 KV electrons as about 8um to 10um in nuclear

track emulsion.
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The uniformity of the emulsion layer will be dependent on
the flatness of thé surface onto which it is deposited. TFor glass plates
this should be no problem, provided they are kept level, but the Melinex
backing used with the Spectracon must first be attached to a glass plate
before it is coated with emulsion. If this process is not properly done

the Melinex may 1lift and cause the emulsion to flow unevenly.

Therefore, to obtain repeatable results, the uniformity
of the emulsion layer must be good and it is probably necessary to
increase its thickness to exceed the electron range. Coleman (6) has
shown that an increase of this sort would also improve the detective

quantum efficiency of the process.

3) The Measuring Machine

By far the longest part of the production of astronomical
information from this system is taken up in the retrieval of data from
the electronographs and its processing into the required form. Because
of the nature of the machine presently used for plate measurement, most
of the manipulation of the data (spatial as well as photometric) is
undertaken using a fairly large computer. For instance the matching of
two sets of data is undertaken by handling large arrays, one being
rotated with respect to the other. This process will work quite well
for a small number of picture elements, but if whole exposures are to

be handled then it very rapidly becomes cumbersome.

Obviously one still wants the scan in digital form so that
both photometric and spatial information can be obtained from the same
set of data, but if the measuring machine is more flexible one can obtain

the specific measurements required.



The electronograph itself presents the most compact method
of storing the astronomical data on it. If it is considered as a read-
only memory then it should be possible to transfer from it to some other

storage medium (such as tape or disc) only that information that is

required for a specific job. To do this a microdensitometer with a table
of high positional accuracy, operated under computer control, is necessary.

With sufficient interaction between the operator and the machine it should

be possible to use fiducial marks to define a fixed set of co-ordinates

and to position the table so that, for example, the same areas of

photocathode are measured from an astronomical exposure and a calibration

exposure. The subsequent data handling to obtain the calibrated scan
then is trivial and fairly fast since the two sets of data can be

superimposed point by point or line by line.

As stated in Chapter I, machines capable of this type of
operation have been produced for work on aerial surveys. They are also
fast but, as has been pointed out, their very speed limits their
photometric accuracy. However, for work on single objects, rather than
star fields; a very high scanning rate is not particularly necessary.

If the photometric performance can be improved by slowing the machine
down, the loss in speed will probably be negligible as compared with the

time saved in obtaining data with the correct spatial orientation.

The problems of producing a method of measuring high
densities during fast scanning are extensive. If the high density
(greater than 2D) content of the electronographs is low an improvement
"might be achieved by a selective slowing of the scanning rate above a
certain density level, without greatly increasing the total scan time.
This would be important for stellar photometry where the high density
images will represent the bright standard stars which will be used to

estimate the magnitudes of the rest of the objects in the field. It
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remains to be seen if measures such as these can improve the photometric
performance of fast, single~beam scanners to the stage that they are
comparable, over the whole density range, with the very much slower

two-beam system such as that used in the Joyce-Loebl.

The combination of image tube, emulsion and microdensitometer is
as much a photometric system as television-type sensors or photon-
counting systems which produce digital data on the telescope. Some
thought must be given to the optimisation of the whole so that the routine
production of data is straightforward. Obviously in the future the
photometry of extremely faint sources of limited angular extent (less than
105 picture elements) will be undertaken using two-dimensional photon-
counting detectors. However, electronography will still have certain
advantages which are not to be ignoreﬁ. Electronographic devices
potentially will have available a much larger number of picture elements,
and despite the problems of microdensitometry, the nuclear emulsion
represents a very compact and stable form of information storage. For
example, to digitise a complete Spectracon exposure 3 cm x 1 cm a 7-track
magnetic tape 1,200 feet long is required. If the digital image of an
object is to be preserved for any length of time a more compact form of
storage than tape must be used. Thus for two—dimensional photoelectric
photometry of larger fields and for the storage of this data in an
archival form electronography must be considered as a prime candidéte

for some time to come.
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APPENDICES

"This concludes the supplement, with the exception of
forty pages of illustrative and mathematical notes,
which could greatly enhance the size and price of this
work, without commensurably adding to its gemeral

interest., Ed. Sun."

Richard Adams Locke

Note at the end of:

Great Astronomical Discoveries Lately Made by

Sir John Herschel at the Cape of Good Hope.
"Supplement to the Edinburgh Journmal of Science"

Published in the New York Sun, August 21st-31st 1835.
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APPENDIX I

Processing of Electronographic Emulsions

1) 2 minute soak in distilled water.
This serves to swell the emulsion and reduces the diffusion

time of the developer by a factor of about 100.

2) 5 minutes development in Kodak D-19,
A nitrogen bubble burst system is used to maintain a

continuous exchange of developer and reaction products within the emulsion.
3) 1 minute stop bath in (% acetic acid.

4)  Fix for 1} times the clearing time in Hypam fixer plus hardener.

5) Wash for } an hour in running filtered water.

6) 2 minutes rinse in 50% alcohol, 507% distilled water.

7) 1 minute rinse in 95% alcohol, 5% distilled water.

The last two processes help to shrink the gelatin and to aid in

quick drying.
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APPENDIX II

Computer Programs

This appendix contains the listings of the computer programs

described in Chapters III and IV .

Program Page
JLTRAN (ZTRAN) 163
LARD 173
MICSIT 175
DSPLY 179
VOL : 192
MATCH 196

POW 201
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N CELCED WMIRBER

ITS «Ng. O TUHEN STRULTANEOUS PRIMT OF DATA FILE
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ﬁﬁ&n{{‘li( 1H4y 20X, €HFILE 4 I2) )

BUFFEL T (1.TPAR) ( TEUFL1r. TBUFEB) )
f?Lt é&%r 1) 7,8.9,10
wirve (6,31) wF. NR _
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NPAT=1

NP2 Lo vt OF VoLoS TN LING
NPEKSHAX WORDS TN LINME ) : ¢
NL:Li W UUNMBER

BUFFER TN (1.IPARY ( TBUF(1), IBvFI2Sk) )
eril XReu
ir (UNIT,i) 1‘3-_5‘1.14-10
WRITE (5.21) NF
Focp«xxgu (" 18ko wo pate IN FILE , I3 )
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ic Yo gi,, g2« 53 83:]";5 » J.&.R

tNL. b.O)qoroeq-

M.z
kaA(kD&Y) M
DﬂT ND&TDI

IF(NDhT LT.513) GO0 7o 29
OVTPLUT A BLOCK
WRITE (7)) DaTAr

1F ( ITS.NE. 0 ) WRITE (€.40) DaTA
FEenAT ( 41v0, S2(1cF13.0, ,x))
NOaT=1

GO TO 20

TQS-T END OF LINE

IF (M. .NE. 1 ) GC TO €3

Nplﬂmp .

NPX] shiP~ . . L
Go %U ss‘

IF (NP NENP ) G TO €6

ANLsNL#+1

NL1=NL=1

NPz=C
NOARTEWNDNT =)
IF (WMPa1.5Q.0) GOQ TO €7

FLUSH BUFFeR

WRITE (7) ( CATALFR) ,KK=1,NDAT) )

Igm( TSNE.O ) WRITE (6440) ( DATALKK}, KK=21i,MN0AT )

N H]

Go Yo (81,84,32,80) ,iER .

KOQ MTINUVE

Nw T &1 . .

WRITE(D)y 28) NP, N;’x, NL. WR. NF e s

FORRRT (1HO, Is, 21H POINTS MHEN NORM FS, 1%, &6 LINE, IS5,
€ RECQRD,IS, 61 FILE,SS)

NL1®

NL
QO 10 ‘95935922-?0), LER
GET PRST FILE NARK
GUFFER TN (1vIPﬂR) (IBUE (L) e TOUF(256))

AL XRLL
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Go Th nn.sq). FLig
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NEZNF 43 ..
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peo 3 KV—):l&l.S '
WATTC (bedh) KK, 1ZUFTIKRK), TRUFIKK+1), ICUF(KKk+2), IBHF (KK+3),

TBUE (KK +6)

HRITE t6yvik) KKe TBUF(KK)
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TF(lS(P.xd.IQL) i
welTy (65,1032 ISC IScP
wsxﬂ,cr«mw Yy By 231 Ican 100 S powt Y NGREE 37 4 Xy IHTRFE ID »,16,

10%, QHCARD JO =,T6)
2‘1\—"}‘ E€NPLLT (0. D)

YN
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Cerxy NOTE, OQATA ALOCK CONSISTS OF S12 WORDS WHN FULL

WLsNPASST2Z
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REOLLE TN 9 DIRECTICN

00 6 I:1,IRLK

N&=NE RSS2

Ri= NPA-NG*S‘IZ

IF (n3—1) z,s

feadld ( NIt K=1,5122

Go
00 53 IL-—i, NG
KK=IT»
KKK~ 51
EEAD (3) (LINEUC),K KJ, KK)
K4z ki)
zREFKL
J(;(L D46, 52452
K=K

2 ﬂkabtg)s (LINEUC),szJ, KK)

KizN
0 6 « ,KL.S.T
ST =0

REDULE IN Kk pDLRECTION
Do 7 iks 1 IeLK

IRI=IRL

STOT= STOMLZNE (Tki)
POUFRIK) =FOLF (K)+STOT
INITINL VALUE OF LINITS
IF (J.GT.1) GO To ¢
XMAX=PRUVF (L)

Y HIM= XHAX
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CALL PLOT (X242e52-3)
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PLOT ARRAY LINE 8Y LINE
oC 1 JLST

waTTe (9 113y
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READ k) (PGUF(iR), TQ=1,KLST)
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X sk TN
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éﬁ:’n\; ENPLOT (2. O04FLOAT (KL STI¥DIST)
T .

END

Rt
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'

tG9ul2
039002

@ggaao2
002062

000004
gasui12

eono12
00N1Ls
61017
000020
gagoze
001023

D090 25

0000626
002032
pgoo3e
003034
0630356

00900

6gnore
002076
Go0165
cooties
00012t

090121
000123
000133

000133
B00134

FROGRAM MISSITIINPUT,,0UTPIT,;SCAN,TAPE3=SCAN; TAPES=INPUYT, TAPEZE=
1 QUTPUT ,TAR S TAPEL2)

RZAL LIME
JI1FJ°IOV LINE(2QI2) , PAUFC2002)y DATA(S12) DT (8, SCIT (L) ,PLOT (8)
1 TN

S(C)y IENM(T)
FXTEFWAL CJDLOT
SLL DUTHA INPLOT)

c
Ce**+ INITIALISE
[

RZAN(Z,1430) ICsL

100 FOAMAT (110)

c
C¥¥¥¥ ICAL IS FLAG FOUR DIFFERENI CALL TO START ,
c

CIF(ICAL~-1) 1i,14,12
13 CALL START (1)
GO TO 13
11 CALL START (1)
GO TO 13
12 CALL START(2)
13 NT=D
WEITE(G,200)
200 FURHMAT (1H1)
65 REUIND 3

RIWIND &

hT=NT+4
c
Cex¥** READ HZADER DATA AND CHECK SCAN ID
c

14 READI(3) IUR 4ISC,HLyNPX, ASOTSCDT, NI, (DS ISTIJ) ,DENMLIN
1 9 JJz=1, HIM)
IF(NT.GT.1) 6D TO 1%
FEAT(T,101) ISCP,HOP

101 FORMAT(I10/210)

T LTE{6,y291) Um,’““,A“OT,S?DT .
201 FORMAT (LH 1. USZP T404 915,20%X,104SCAN TaD. 515,/
1 x,a._c,rx,,1 EXPOSHUREyAL0,I X, 747 LLTER 4 A10,5X
2 bHOATC, A1, 5X, SHPLATE 810
3 s /7y 1N LALD 3 S, OHSLIT JALD S X, 1IHTEZLESCOPE, AL D,
A

5%, SHTULF ,Aic,,x, dAFILY L4841 10)

IF(ISCP.ENLISS) 60 To 15 .

WHITE (Q]LO')) lSug 1STF

202 FURMAT {/9X,23H SCEN ID'S J0NH'T AGRIE 4,/,:X, 9HTAPF ID =y
1 1IXy34CARD I0 =,1
CALL ENPLOT
STOP 1

1%,
3)
c

Cr*xx READ T4 CARJZ OATA TO SELECT AREA OF SCAN RENUIRED

HLUST LFST*< 2 o> MU ST ZHLST

c

c HFST HFST** ¥ ¥ 28 MEST  NLST
c * »

c % [ ’

C * »

c

c

Cerrr CONSIDER SOWN LS LN ARPAY WITH o RONS AND N COLUMNS
Crer» HFST,NFST CEFINT START OF SELRNITEN ARTR
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¢

[

P

000130
000156

000158
g0nied
ongisa
000174

000175
000177

009200

000201
0ona2og
eanacs
040207
00217
gan222
tanN224
000232

000235

000237
600243

000245
000246
000251
6on2s3
800256
000263
60926«
009226
006270
021272
000304
60n3os

Crynxs
Co!@«p
Craes
C

15

10?2
c
C% LR RS
Col&n
c
c
Crrax
c
c
Cryra
c
c
C¥arxx
c
L1
40
3
C
Cr¥rn
¢
2
c
Cz’r&x
c
5
c
Crrrs
c
4y
45
51

176.

MULST, LST NEFING M0 2F SELECTED ARE?
ITLM IS THE HtinT2 OF 20INTS I RoW 0 SILUMN
TO 3E AJDZD T& GIVvE OuE FLUTTING POINT

READ(E ,102) MFET,MFSTyMLST,HLS T, I18LY,PLOT
FORIMAT(TIL10/EA1G)

CHECK THAT AFEA FOR PLUTTIHNSG LISS WITHIN S2aN
AND CALCULLATEZ SIZE OF PLOTTING AXRAY

IF (MLSTLGTLHLYHLST=HL

IF (LS T GT W NFXIHLS TaNPX
JUST=(LST~HFST+1) Z/IBLK
KLST=(HLST-*FST+1) /I3LK

POSITION SOCAN

IF (MFST.E2.1)60 TO 2
MFAI=MFST~1

REA3 IN UMHUSED SGBNS
00 3 J=1,MFMI
NOTE. DATA BLOCK CONSISTS OF 412 WORDS WHEN FULL

N3 =NPX/512

IF {N3.57.0) GO TO 40

DO &1 5iNB=1,H3

READ (3) DATA

M2 =HPY-NB*512
TF(13.017.3)G0 TO 3

READ(3IY (DATA LB 4 M42=1y N3)
CONTINUE

FOR EACH VALUE OF J
00 4 J=1,JLST
7ER0 THE PLOTTING ARFAY

03 5 K=1,KLST
PEUF(K)=040

REJUCE IN J OIRECTION

00 6 I=1,IBLK

N3=NPX/512

KL=HNPX-HB*312

IF(N3=1) 43,44 ,65

RZAND(I) (LINE(K),y, K=1,512)
GO TO 4o

20 51 II=1,NB

KK=II*512

KI=KK-511

READ(3) (LINE(K),K=KJ, KK)
KJ=KK+1

KK = KK+ KL



000327
0an31t
009312
09071y
000323
000325
600327

0600330
D00335
000326
000361

000320
400353
000353

00035¢
000363
000366
000372
009403

000405
000410
000411
009413
gpotity
000615
000417
000429
096421
000423
000420
000432

000435
000436
000440
000341
0nnuL2

000446
00N450
0anuse2

- 000455

43
52
Lo
c
Cn- L
C
7
6
c
Crres
c
c
Crrxx
c
8
9
L
c
Cr¥3»
c
20
21
22
23
C
C¥aux
c
c
Cr¥arax
c

IF(KL-1) 45,52,452

KJ=1

KK =KL

PTAN(R) (LTIHTAK) y%=Xd,KK)
1 i=TIT-1

09 £ K={,KLST

STAT=0.0

xE3UCE IN K DIRECTION

N0 7 IK=1,IBLK
IKI=I¥T+1
STAT=STOT+LINE(IKI)
P3UF (X)) =PBUF (K) +5TOT

INITIAL VALUE OF LIMITS

IF (J.5T.1) GO TO 8
X4A¥ =P JUF (1)
XM I =XHAX

FIND XHAX=-XdIN

D0 9 K=1,KLST
IF(AIUF(K) «GT o XMAX) XMAX=PSUF (K)
IF(PRUF(K) LT XMIH) XMLIH=PIUF(K)
WXITE(L) (PBUF(I) g I=1,KLST)
REWIND &

SCALE THE PLOT

1F (ICAL-1) 20,21,22

X= 4149

X=31.0

GO 70 23

X=2846

Y=21.4

GO T0" 23

X=220.6

Y=1%,3
DIST1=(X~1.5)/FLOAT(KLST)
BIST2=(Y-2.0)/FLOAT (JLST)
DIST=ANINL(DISTL,DIST2)

TAKE OLST TO THE NEAREST 1/100TH INCH

JIST=)1IST+100.0
NOIST=IIST

OIST=HNIST
DIST=31IST/14C.0
IF(DIST.GT4041) OIST=0.1

CEHNTRZ PLOT IN FRAME

PL=DIST*FLOAT(KLST)
TL=43.0

XL=AMAXL (TLyPL)

YLU=1. 6 ¢DIST*FLOAT (JLST)
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00Au4hHN
60%un3
GRneon
CONLL?
000471

coou73
000475
009477
009591
000503
060507
000513
000517
d00523
000525
gons527
000533
000537
000563
00N5L%H
€30547
069551
000555
e00561
031556
000571

000574
ppos7?
0ID60w
000213
000629
00052k
000534
009642
000052
009561
009670
000675

foovoo
000706

DGozie
000713

gpava21
000723
gc0725
gonrzy
600730
000732
802733
001734
003735
000737
000740
00973
gaa7Le

00n7st

009755
00972
g007¢s
0na7sa
gna~n?
0on7T7n
ogo7r72

UNHLED
fi6700

o~

oo

XX =X, 5=
KN=XY/ 2, 0
AR RS R
YHEYY/P. 0

Al Y
ChLl

PLuT

PLOTLLH T Hy=3)

TN UNNE Y HALH P T

TL=TLTLE LELGTH IN INMNCHES
PL=2LUT LENGTH Tib THOHES

FIND HAXIMUA OF PLOT AND Y4TADER LENGTHS

FL=FLOAT (KLST)*DIST
TL=5.0

IF (TL=-PL)5G, 01462
FL2=0BL/2
X2=PL/2-4.0

CaLL
caLl
CaiL
[S1-ANE

SYM30L (X2,0+05041,PLDT40340,580)
SYMZIL (X2,7eu5Ge13SC0T,8940,50)
SYMS0L (X2,1.2,C41,4507,03.0,30)
PLOT (*3-0,105,‘3) )

GJ T2 b3

caLL
CALL
caLtl
CLLL

SYMNI0L (0.0,040,041,2LD7,00.9,30)
SYMIOL (3.G,045,0,1,SC0T,00,0,80)
S5YAR0L (0.0,1.0,0.1,A50T,30.6,580)
PLOT  (0aCy145,-3)

G0 TG 63
PL2=PL/2
X2=4,0-PL/2

Chit
CaLL
CaLL
catt

DRANW

CALL
caLL
Chulb
cLt
crLy

- CALL

c
ct:l.
Crarn
Crere
c
Crars
c

60

€1

62
c
Cress
c

63
C
C¥¥e ¥
c
c
c¥¥¥~¥
c

70

69

CALL
CALL
cLLL
coLL
cale
catLL

CLLCULATE GREY LEVELS (MG IS NUMBER OF GRevy LEVELS)

SYMBOL (Je052.0,041,2L07,4d040,50)
SY160L (3.03045,0.1,5C37,90.0,860)
S5YMB0L (3.6,1.0,0.1,A307,00.0,30)
PLOT (X2,1.55=3)

30X AND SCALT INDICATOR 10 PLOT STRPS LONG

PLNT(Ie0y04043)
PLOT(DLC,DISTASLOATOILET) 32)

PLOTLOTIST* FLOAT(KLST) 3 JIST* FLOAT(ILST)» 2)

PLOT(IIST* FLOAT(KLST) ,5.0,2)
PLOT(IIST* FLOAT (XLSTH3) ,0.0,3)
FLOT(IIST*FLOAT (KLST+2) ,0.0,2)
PLOT(IIST (FLOAT(KLSTI*2.5) ,0.0,3)
PLOT(IIST (FLOATIKLST) k2, 5) 413,60IST,2)
PLOT(IIST FLOGAT(KLST+3) ,12,070IST, 3)
PLOT(DIST~FLOAT(KLST+2) ,13,0~DIST,2)
PLOT(OIST* FLOAT (KLST) 50.40,3)
PLOT(I.050.0,2)

READ(F4100) NG
OX= (XHAX-X4IN)/FLIAT (HG)

PLOT

ARAAY LINE 3Y LINE

20 70 JJ=1,JLSTY
READ (L) (PAUF(K),K=1,KLST)

o 73

KK=1,¥LST

DEN=PF (KK)
DL= (N N-XHIN) 70X

Lv=0L

LaLv+l

FL=L

®2="L/72.3
2=L/2
RL2=L2

R=R2-20?

IF(~,

£N.0.3) G0 T2 70

YOz PN THELSATINY) -0T5T/2.0
YR IOIHT FLATIALS T= 1) #2T3T/0.3

Chul

ST IUL(XPy YP, OIS T usDedy=1)

coMTINUE
1P (U158 ,00P) GO 70 89

caLL

Gd 10

1

Leeliil

stop
M)

HIHPAGE
56

LT
2

APTLOR SPALE
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ppoog2

pooonz

600002
000004

000035
000042
000042
000952

000oos2
600060
000060
000062

000072

600072

0013374
000114
000114
000121
0Do1es

600137

000140
00014h2
GO0LLl
000146
0130159
000154

c

Cr¥*¥% READ I:d CARD DATA Fux SUSROUTINE WHICH FORMS PLOTTING ARRAY A

OO0 O0

1

PRUGRA Y GSPLY (IMDUT,0YTRPUT,SCAN,TARPTS=2INRPYT,TAPSG=0UTPUT,

TAPE3=SCiuN, TAPE 2,5, TAPL 2L, TAPEZ7 4 1APER)
DIMENSLON ASDT(8) 3 SCIT(S)yPLDOT(B),HT{(110)
s JINS () 3 DM (3)
COMMIN ALL000)

READ FILE DATA AND CHECK SCAN ID

REHIND 3

READ(3)IU, ISCy NLy dPX ASDT,SCOTy NOA, (OENS(JUY, 0EHM () ,0U=1,

W2 ITE(G, 100)

100 FO2MAT (1HL)

HEITE(S, 111)

NOY)

ASDT, sCOT

101 FORMAT(Z yXy4h10 45X y9HEXPOSURE ,A10,5X, 7THFILTER
WHIATE, 410, 35X, BHPLATS,A10,
P73 1Xyub 1T, 5% LHSLIT ,410,5%X,10HTELESCOPE ,A10,

1
2

.3

5Xs GHTUSE 5y ALE,5X,5H FILM 4A10)

READ(5,200)

200 FNIMATI(ILD)
IF(I53P.£0,1ISC) GO TO 2

102 FURMAT(/,X,22HSCAN ID'S DONT'T AGREE 4/,45%X,10H TAPE IQ =,I10,/,

1

HRITE(G, 102)

isce :

1SC,ISCP

35X 41JHPLOT ID = ,I10)

STOP

MFST s ilFST* ¥~ %> ¥4 FST,NLST
» *

» »
¥ »

MLST yHFST=®* *2¥N{ST,LST

»A10,5X,

C*a%= CONSIDED DATA TO 3E SELCCTED AS A fLOCK DEFINED 3Y
ALST,H,NLST. I3uLX IS THI HUMBEQ OF POLNTS

CH¥¥¥MFST, NEST

C?i#&
Cxl#l
C¥l'#

c

c

2
201

Cr*x»

c
c

Ct+*¥rs

C

b2

IN A RUN OR

PLAT IS A ALPHAMEIRIZ

AD

COLUMHe WHISH ART ADOED TOGETHER TO GIVE
ONE PLITTITNG POINT 1IN ARRAY Al

READ(Z)201)4FSTHNFSTy MLSTy NLST,ICLK,PLOT
FURITAT (S I117/CA10)

M= (fHLST-MFST+1) /I3LK

H= (NLST-HFST+1) /I3LK )

Catll SECTH(MFST yNFSTyMLSTyNLST ,IBLK 3 AsNL sNPX My N)

INITIALLISE PLOTTING PACKAGE

CALL START
CALCULATE

PL=FLOAT (H) *
TL=8.1

0.1

IF (TL-PL)S0,61462

rLe=pPL/se
X2=PL/2~0, ]
CALL SYM2uL

(X2,0405,0.1,PLOT,00.0,590)

SUMMARY OF ABOVE FOR PUTTING ON PLOQT

PLOT LENGTH FOR USE IN LAGELLING PLOT
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vaainn
R4 RN )
an2Lyn
anILe3
003174
coesan
[ M
69210
0006213
Dudllh
0097156
tny2a2
000226
Gonz3e
009236

000241
000253
601253
g30255
000265
0062267
009271
008303
000303
009305

000305
009311
0300315
009317
g00321
009323
000325
000326

000331
000333
009337
000341
009343

000345
000347
000350
6006353
000353
009355
000357

UNHSED
030300

OALL SY1200 (N2, d000, el 70,00, 4,50)
CALL SYHMaOL (XD, 140,04 4,850T,00,0,40)
4

CRl P29l (Sedyter =)

GO T L3

COLl oY oul (helig 0yl LOT4 0040y 50)
GOLL Yol (et heayBetly 0y i t, 88)

CALL SYHB0L (0e0y140,0e1,457T,y03540,80)
ShLL PuuT (Ledslewny=3)

60 TO 53
2 L=/ 2

c’l Bru
Cryas
[
Crrns
Cexax
Crera

Ce¥re
Ce¥+s
Craxe
Cr*xs
Cranas

63
202

203

=~ =

XC =0 fi=PL/2

CALL ST {00,000, 0,1, 2007, 3340, 9 )
Al SYHLUL (JeSelehylalySulTy0040,530)
Cacl SYMHIL (uauyla3,0,1,A3737,00.G,60)
CALL PLOT (X2,1.0,-3)

RTAD Td CARD DATA FOR INSTRJICTIONS FOR PLOTTING
HHTH O FLAG=1 THIN THAT PART OF THE Pw0O528H1 IS USED

CON=FLAG FOR ENULLLY 3PACTI CONTOURS

1FLIX=F LAG FOw SPESIFIED HIISHT CONTOURS.
IC0N=1 IS ALSQO REQUIAE) FO THIS PROSESSING

ICLOS=FLAG -FC LUS CORTOURS

W2OM=1UN3E2 CF CUnTIOURS FUR POTH SNUALLY

L0 FIXED HIZIGHT CONTOURS

HT I3 THE ARRLY CIHTAININS THE HEIGHTS OF THE FIXED COJTOURS

ROLOG=RUKAZY OF LUG ZOHTOURS
IRI=ZCR0 POLNT FOX LUG CONTIURS

READ(D,202) ICCH, LFIX,ICLOG
FOAMAT(3I10)

READ(5,203) NCOHLHCLOG,ZR0
FURMAT(2110,F10.5)
IF(IFIXeNEL1) GO TO 3

L0 4 V=1, HCOH

READ (5,208 LL,HT (LL)
FUVHAT(I10,F1d.4)

REAIND 3

RN=N

PLOT LIHEAR CGLTOURS

IF(ICONSNE.Y) GO TO 5

CALL COMTH (A, H Ny NCOH, IFIX, HT)
2L=RN/L0,D

IF (RLM4LT8.0) GO T2 6
XL=RLN+L .0

CiLL PLOT (XLy=0s4,y=3)

GO TO %

Cil PLOT (3.3,-0.4,=3)

PLOT LOG CONTQURS

IF (ICLUG.'E.Y) GO TO 7

CLLL CONLOG (AyMy iy HCLUG,2ZR0)
SLA=U/10. 6

IF (RLLLT.8.0) GO T3 8

XL =RLH+1.0

‘CALL PLOT (XL,=0,4,-3)

Go 10 7

Ui LL PLOT (9,0, =0e4,=3)
SonTIN

SALL EPLUT (2. 00

ST QP

ENTD

COMPILER SPACE
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anngie
gognety

T80nN1G

009017
053322
003025

goon3z
009034

000035

000036
000341
000043
000044
002057
020063
060054
000076

0001014
000104
000111

000113

000120
000121
000124
000127
009132
000137
000143
000145
000147

000151
0071566
000170
000171
000473
00017«
apni7e
000211
000213
030214

poaz1s
6anez2?
039123
0006226
0p023v
0gnz2es
gou2v 0
0ggacn

IBLT!
031004

[N
Crere
Crsan
o
G
Geere
04-4 44
C
c
C"‘""
C
c
crrax
c
c
Crexa
C}“l\-l
c
L3
L2
3
C
CHiex
c
2
5
¢
c#‘l!
c
c
Crres
c
L
45
47
63
&3
Lo
C
Cerrer
¢
7
L
4

SUTRPIITINT SECTH O ST  HFSTyHUSTy HUST  IBUY 7 L 1P Xy JLST KL3T)

Tiilsn SUPDRG T IHD S2LT0T5 A Doy, JATA 0. A FILE
VDTSV IRTO THT PLITT LG A RAY

Qlff.ﬁl)ﬁ ACSLET, LTy, LISNTARy, DATA(TD)

CHTOY FRAT Ard o FOU PLOTTING LITS HITHIMN STan
A LALCULATL 5028 OF PLOTTINS ARRAY

TF (oL ST LY LS T =i

AN ST, AT o XY NL S T=NPX

Jeosir O aT="Fairly s LK

KUST=(HLST=NFS5T+1) /17 LK
POSITION SCAN

IF(MFST.EN.L) GO TO 2
MFML=e5T=1

READ Ih UNJSED SCANS
D0 3 J=1,MFMI

NOTELOATA 3LOCK 0N STAHNDARD ARCHIVE TARE CO”SIfTS oF
£12 HORDS HWACH FULL

NB=NPX/512

IF (119, EQ.9) GO TO 42

D0 41 tiN3=1,4N3

RTAD (3) DATA

M8 =HPX-N3*512

IF(Nn3.C1.0) GO T3 3

RIAD {3) (IATA(MAS), §H3=1,M3)
COANTINYT

220 PLOTTING ARRAY

ILST=JLST*KLST
00 5 1=1, ILST
ALI)=0.0

FOR EACH VALUE OF J
00 & J=1,JLST
REIUSE It J OIRECTION

DO 6 IZ=1,I3LK

No=lPX/512

KL =hPX~434512 N
IF (N3-1) 43,44 ,4L5

PEAD (3) (LINZ(K),K=1,512)

GO TO 4%

D0 4?7 II=1,4NB

KK=II*3512

KJ=KK-511

READ (3) (LINE(K), K=KJ,KK)
KJ=KK+1

KX =RKEKL

IF(KL-1)u40,45,48

KJ=1

KK=KL

READ (3) (LINE(K),H=KJ,KK)
IKI=HNFST -1

729 b K=1,%XLST

STIT=0.0

REMCE IH K DigESTION

DO e T
R & P R &)

m

pABTLER SPALT
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0990606

030006
00300k
000006
000306
000906
0onpo?
00C0L2
00001y
00001o
000017
000020
000024

000026
000032
009€¢33
000034
000036
00004t
009955

000060
600060
000053
000077
000102
0001cs6
000107
gogo107
0oa110
000111
000112
000127

000120
000135
000137
000141
000157
000161

OO0 0O0

OO0

o000

Hy VoL )

SUIROUTING 5CHT (A, M,
Al I~1,J) 3 Al I-1y 041 )

LR XX I X

» *

» »

4 v > 2
» a
» -~

PRSI ¥

AC I, ) t AC I,J¢1)
THIS SJY3ROUTINE CALLS NINSEC, NEDG, OIST, WeY AND ARCISGT

DIHENSTION AlHyl)y X{Z03), Y(S0D), IXYLl 1530}, CX(u), CY(u),
1 N3, IHIL)
LOGICAL HIN3EC, HEDS
Su 40N /CUNTUM/ LEB(Y)
DATA IH/ 3,49142 7/

KA =0
KD=1
RIN=FLOAT(N)*0.1-0.1
RIA=FLOAT()*0.1-0
HIK=in-1
KL30K=1
KF=1
N0 A1 I=1,1500

61 IXY (1) =0

MAIN LOOP WITH INITIAL COHDLITIONS SET UP

D0 2 1IK=2,4
DO 2 JK=1,NIK
11=1IK
JJ=JK
3 IF ( KO=1500 ) ab, 45,47
L7 WRITE ( £,48) IX,JX , KD, KA
L6 FORMAT ( B34 EXIT FROM CONT JUE TO LACK O0F STORAGE SPACE AT
1 IH KO IS , I4, SH KA IS , 13 )
RETURN
46 IF( KA=500 ) 74,374,475
75 WRITZ (5,43) IKy JK, KD, XA
RETURN
T4 0O u TZ=1,4
CX(12)=0.0
CY(IZ)=0.0
4 LA3LTIZ)=0
Ki=3
K2CC=1
IF { KA END ) I=y
KoutiT=1

EXAHAINS FOR INTEASECTION OF CONTOUR ANHD BOX

IF ( NINSER { A(II,J4), A(II,JU+L), VAL ) ) GO TO S
LAJ(ROUNT) =1 R
CY (1)=FLOAT(K-11)* 0.1
CX(L)=FLOATUIN *0 1+DISTIA(II, JJ)y ACII,Jl¢1),VAL )-0.1
KOUHT=KOUNT +1

5 I ( HINSES( A(IL,JJ¢1), A(II-1,JJ%¢1), VAL )} ) GU TO &

y 2Ly

182.

CaNT IO
o ETE INE FER
COMT D8
CONT 338 :
CONT D12
CONT 020
CINT 3095
CINT AT
CONT 014
CONT DI
CINT0a L2
CONTBO L
CONT 201
CONT 001
CONT 00 16
CONTO0LT
CONT 0013
CONTO012
CoNT 0022
conuTan2y

‘CONTA%22

CoNT 0023
CONT 002,
CONTO0G2
CONT 0025
coqTeoar
GONT 0225
coNT o025
CONTND 3%
CONTCD 31
CONTII32
CONT D 3
CONT 993
CONT 3032
CONT IR 3"
conTensr
CONT 3033
CoNTRD33
CONTOO0%G
CONT 00%:1
CONT 0n2
CONT 30 43
CINTO0Q4:
CONT 0045
CONT 305
COHTID L7
CONTO0%®
CONT 004
CONTA03:
CONT 0051
GoNT 322
CONT 0053
CONT 30 3=
CoNT 2058
CINTO9ZS
CONT 0057
Conv AL
CONTBOY




Lt

000177
gon201
000204
600222
009224
go02b&1
000243
000246
000264
00N266
0p0302
000304
603306
000323
000325

OO0

000327
000330
00n332
000333
000334
000337
000341
000342
000346
000352
009353
000357
600362
000363
000364
600367
gco402
000403
000415

[2XeRe)

000426
000u27
000430
600433
000435
000436
00437
000440

000455
000456
000450
000461
000463
003463
000454
000460
00470

€2

63

b7

LAJ(KOUNT) =2

CXA(2)=FLiAT{JI+1) 0,101
CY(2)=FLUAT(M-TII)*0.1+¢0IST ( A(II,JJi+1),
KOUNT=KOUNT+1

A(li=1,JJ¢1),

IF € NINSES( A(II-1,J0%1), A(II-1,3)), VAL ) ) GO

LA3(KOUNT) =3
CY (3)=FLOAT(K-1TI+1)%0.1

CX{3)=FLOAT(JI)*0.,14DIST( A(II-1,00), A(II-1,J0¢1),

KOUNT=KOUNTedL

IF ¢ HTNSESC A(TII-1,44), ACII, W), VAL D) )

LA 3 (KUUNT) =4
CX(L)=FLOAT(JJ)*0.1-0.1

GO To 8

CY(u)=FLOAT(M=-II) *0.1+DIST( A(II,J4J), A(II-1,J0),

KOUNT=KOUHT ¢y
IF ( KOUNT +EN. 1 ) GO TO 2

SEE IF THIS BOX HAS SEEN PLOTTED ALREADY

KC=2
IF ( KD «E%. 1 ) GO TO 4%
17 =KD=-1

D0 9 K3=1,1IT
KH=IXY (KB) /7160000

IF ¢ KW «HE. JJ ) GO TO 9
KH1=103000%KHW

KX=( IXY(X3)~-XHi ) /100

IF ( KX «/lEs I3 ) GO TO 9
KX1=1490%KX

KF=( IXY(K3})-KH1-KX1 ) /10
Ki=IXY (KB)-KWL-KX1~KF*10
KC=1 .

GO TO b

CONT INUE

IF € KA +E0. 0 2AND. KC .EA. 1 AND. K4 .53FE. 3 ) GO TO 2

KA=KA+1

IF C KA ,EQ. £ ) G0 1O ( 2, 2, 10, 062y 52 )y KOUNT

GO TO ( 2, 2y 14, 63, 11 ), KOUNT
3 OR & INTERSECTIONS

Ky=3

I=4

IF ( LAB(3).EQ.3 )} I=3
X(1)=CX(I)

Y{(1)=0Y(I)

KF=1

KA=2

IF € X(1)eE0.0.0 4,0, X(1) <EQ.RIN +URe Y(1).EQ.D0.0

RIM ) 50 TO 67
JJSTR= 4y
IISTR=1T )
ISTOR=T
KLJUOK=2
GO TO 67
Ky=3
1= IW (1)
DO 64 IZ=1,3
12=LAB(12)

T0 7

VAL )

030

VAL )

var )-=0.1

183.

C2'1T Q060
Coniddonl
CONT 0dn2
CINT 3063
COUT QT ne
CONT 3065
CONTO0uLS
CANTICHT
ConTd%L:
CONTO00S3
CINT 5072
ConNT o7t
CouT9072
CONT 0073
CONT 007«
CoNT 03753
COMT J076
CoNT 0077
cCoNTBRT3
CINT D373
GONT 0839
CONT 051
CONT 0052
CINT 0033
CONT 3%
CONTO0033%
CONT 0055
CONT 8057
CIONT Q032
COHTO08Y
CoNTagen

Y CINT A0S
TCONT G092

CONY 0033
CONT 00
CINTOO0SS
CONT 30964
conTass?
CONT 30 23
conlYoass
CONTD13D
CunToLn:
CONTALG2
CONTU103
CONT 310G
CONT 0105
CONTO1CH
CONT D107
CONT 0135
CONTDLG 3
CoNT 0113
ConNT 014
Contatiz
COMTOL1S
CoNTOLG
CONTOLLS
CONTOLLw
CouT o117



i»

184.

00NL74 IF (I2) uGj bhybt CONTNLS
D0nNe72 65 IF ( AJS( CX(I2)=CX(I) ) 6T, ,000001 ,O0R, L35( GY(I2)-CY(I)).GT, CINTO113
1 " .0003901 ) 30 TD 686 C2iTa120

000511 64 CONTIHUEZ CONT 0121
000513 66 1=12 CoNT D122
a00%15 GO TO ( 50,49 )4KGC CONT 0123
0003523 50 IF ( KA.EN.,1) GO 70 72 : CONTO1 2+
000525 GO T0 17 CONTO12Y
c CONT 0125

000526 52 60 TO ( 53, B4 ), KC CONT 2127
c C0NT 0128

000534 54 I=2 CUNT 1123
000535 IF ( II.EQ.M ) I=b » » CONTO130
000540 IF ( IT.EN.2 ) I=3 " CONT3131
000543 ° X(1)=0X(1) . conTO0L32
007545 Y(1)=CY(I) CONTO0133
000545 KA=2 CINT 0134
000547 IF ( X(1)4E7.0.0 +O0Re X{1) LEQ.RIN JOR. Y(1).E0.0,0 .03, Y(1).EQ, CONTIL3S
1 RIA ) GO TO 45 CONT 0135

000564 ISTOR=1 - CONT 0137
000565 1ISTR=I[I CoNT 01338
009567 JI3T3=3) CONTN133
000570 KLUOK=2 : CONT 140
0o0ns72 45 KF=1 , CONMT 0141
000573 Kty=2 : CONT 0142
000575 CALL HAY { CX, CY, KFy I, Ki2, KM3 ) CONT 0163
000601 GO TO 49 ] CONT 0144
c CONTO145

000604 63 CALL WAY ( CX, CY, KF, KMi, I, KM3 ) CINT 0145
g00610 X(1)=CxX(I) CONT 5147
000612 Y(1)=CY(I) ' . CONT 0148
000615 KA =2 CONT 0143
000616 ° S IF (X(L).ENL0.0 4 O0R. X(1) JEQ.RIN (OR, Y(1).EN.0.0 403, Y(1).E0., CONTO150
1 RIA ) GO TO 71 CONT Q151

000635 : ~ISTOR=I CINT 0152
009636 JUSTR=JJ CNNT 0183
000640 IISTR=1II COMT 0135y
000641 KLO0K=2 . CONT 0155
000643 71 IXY(K3)=IXY(KB) +2-10%KF+10*I CoNHT D155
000051 K3=-7 CoNTO0157
000652 I=KM3 . , CONT D153
000653 GO TO 48 CONT 0153
‘ C CONT 0152
000654 i1 GO TO ( 55, 56 )y KC CONTD161
c ' CoNT 0162

000662 55 I=IN(I) CONT 0163
000654 IF ( KF +EN. I ) 50 TO 17 CONT D154
000665 CALL WAY ( CX, CYy KF, KMi, KM2, K43 ) COKTO15353
000671 KC=1 CONT 0166
800672 IF { XKM2.,HMELKC ) I=KM2 CONT 0167
000677 IF ( K3 .ME.KC ) I=KM3 CONTO158
600702 IXY(K3)=IXY(KB)+2 CONT 0169
p0p704 K3=~7 CoNT 0170
060705 GO T0 49 CONT 171,
c ConT 172

000706 s6 1=IW(I) CONTO0173
000719 CALL #AY ( CXy CY, I, KM1, KM2, KM3 )} CONT 3174

000714 KF=1 : . CONT 0475



000715
000717
000720

000723
000732
001733
000735
000737
000737
000746
000747
000751
000752
000756
000757
000766
009767
060771
000772
000776
000777
001005
001006
001010
001012
001012
001013
001015
001017

001020

goiv22
001022
001024
001326
goio27
001031
001032

001033
001042
001043
0010ut
001952
001053

goiosy’

001063
001064
001065
001074
001077
0011079
001102

OO0

(s N e X ]

10

20

22

23

24

21

14

I=¥H1
Kl =2
G0 TO 49

2 INTERSECTIONS, FiR3T POINTS ON A CONTOUR

IF ( HEDGL JJy 1y &4 ) ) GO TO 20
X(1)=CX(4)

Y(L1)=CY(n)

I=LAB(1)

GO To 21

IF € 35060 JJy HIK, 2 ) ) 6D TO 22
X(1)=Cxt2)

Y(1)=Cyt2)

I=LAB(2)

IF ( LAB{2) .EQ. 2 ) I=LABI(1)

60 TO 21 :

IF ( NFOGC TI, 2, 3 ) ) GO TO 23
X(1)=0Xx(3)

Y(1)=CY(3)

I=LAB(1)

IF (1 .EQ. 3 ) I=LABRC(2)

60 TO 24

IF ( NEDGC II, My, 1 ) ) GO TO 24
X{1)=CX(1)

Y1) =Cy(1)

I=LAB(2)

G0 To 21

I=LA32(2)

X{1)=CX{1)

Y(1)=0Y(I)

JJ3TR=J)

I1STR=11

ISTOR=I

I=LAB(1)

KLJOR=2

X(2)=3X(1)

Y(2)=CY(I)

KA=2

GO To 19

2 INTERSECTIONS WITH CHECKX FOR EODGE

IF C NEDG( II, 2y 3 ) ) 63 T3 25
1=3

60 TO 26 .

IF ( NEOG( II, My 1 ) ) GO T . 27
I=1

60 TO 26

IF ( NEOG( JJy 1) & ) ) GO TC 28
I=4

60 10 26

IF  NEDG( JJ, HIK, 2 ) ) GO TO 29
1=2
X(KA)=CX (1)

Y(KAY=CY (I)

60 TO (3w, 35, 3u, 35 ), KLOOK

185,

CINT 41
Goilat
canT gt
Convot
cenTats
CONT )1 3%
CONT 1132
CINTB1E3
CONT 01 3%
CONT 0185
CoNTaL3o
ConTd1a7
CONT 0138
CoNTIL I3
CulT 1192
CONT Ii3t
CONT D132
CINT 0123
CONT 019+
CONTO192
CONT 0135
CoNT 3197
CONT 31933
CONT I1%375
CONT 0200
GOUNTI231
conroziz2
CatiTi283
CONT 0204
SONT 0295
CONT U200
CanNTd297
conToz2as
CoHT U203
CONT 0210
CONT D218
CONTO2L?
CINT0213
COotiTd21
CONTO214:
CoHTA21n
SoNTa217
contozis
CoNT 0213
CoNT 0228
GodTO221
COoNT 922"
Conin223
courez2y
CONT d223
CONT 3225
gourdaey
COnT 82228
CONT 02273
gontozas:
CONTO231
CONT g2 32
CoNT 023553

7
7

t B |

By
7
3
3
3



UNUSED COMPILER SPAGE
025309

D0111? 34 CALL AZCIAT U Xy Y, 1, KAy, 3%, 1,0, 1.4, 0.7y G40, 2 ) ConTam iy
001127 13 IXFUKD) a¥u e 10 KF 1621101000004 CONT 3035
001137 Cradoatl CHiTIR R,
001tL1 72 KC=2 coutTan3v
001142 KA =0 CoNTI243
D0ttu? KLONK=1 CONT 0239
001144 GO 10 ¢ CalT 6240
c . : CUONTB241
c ASTION FGT SEAFCH-TATK canienn2
c CONT Q243
001165 35 KSTGR=KA CINT A2 ek
001145 IXY(vIY=Ke+1C*KF+100%1T+100030%JJ CONT 9245
001157 KU=KI+1 CONTI240
001160 37 KLOOK=Y CONT 0247
001161 11=1157TR CuNT 0245
001162 JJ=JJSTR CONT 0243
001164 I=ISTOR CONT D25
001166 G0 TO 5t CONT 0251
00L106 36 RTNIND 2 SanTo282
D0LL70 D0 33 ITC=1,KSTOR CUNT 0253
001172 IT=%X3T0G+1-1ITC CONTI25Y
001174 33 WRLTE (2) X{IT), Y(ID) CONT 0255
001210 IT3=K3TOP+1 CONTO0255
p0t212 . 00 41 IT=ITS,KA cunTo257
00t213 41 WURITE (2) X(IT), Y(IT) CONTO0258
001227 REWTINDY 2 ) . CuNT 0253
001231 0O 40 IT=1,KA GaNT 0260
001233 40 READ (2) X(IT), Y(IT) CUNT 22061
004247 KLOOK=1 CINTO262
001250 GO TO 3% CONT0263
c CINT 0264
c CONT LUDUS CONTOUR CONTN2E5
c CONT 0255
0012514 29 GO TO ( 17, 30 ), KC CoONT 0257
001257 17 KA=KA-1 CINT 0266
6012614 CHLL ARCIST ( X, Yy 1y KAy 34, 1,0y 1.0, 3,Cy 0.0y 1) CONT 3263
00t272 KLOOK=1 CONTO279
001273 KA=0 CONT 271
001274 GU 70 2 CoNHT 272
c conTIR?3
c QRIER IN WHICH THE PCINTS ARE TO 8E PLOTTID 4ND NEW II;JJ CALCULATRONTIZTH
c CoNT 0275
001277 30 I=cA2(1) COMTI275
001390 12=LA3(2) CONT 0277
008302 IF ( X{KA~1) +EA. CX(I} JAND. Y(K&-1) .EQ. ZY(I) ) /O CoNTa273
001315 X{KA)=3X (1) €0,iT 0279
001317 Y (KAY=0Y (D) . CONT 0280
001321 G0 TO 19 ConT 9231
001324 32 I=LAB(2) ConT 0232
001325 45 X(KA)I=CX(T) CONT 0283
001326 Y(KA)=CY () CONT 023y
0601339 IF ( K9 .50, =7 ) 60 TD 51 CanT 2285
001332 19 IXY(KD)=Ku+10+KF+103* IT+4109000JJ CoNT 0256
001342 KD =X0+1 CONTO287
00434" £4 IF (I WEN. 1) II=iI+1 CJliT0288
001347 IF (I «ENs 2 ) JJ=1J+1 CONTN283
p0L353 IF { I +ENe 3 ) II=II-% CoNTD290
0013%06 IF 1 JEQ. 4 ) JJ=tJ-1 CoONTO023t
001351 IF ( II.LT.2.02.I1.67.4 3 60 TO ( 34y 35y 36, 35 ), KLIOK CONT 0P 92
- 081491 IF € JJ LT 1.0P.JJ 3T HIK ) GO To ¢ 34y 335 34, 36 ), KLOUK CllT0293
601621 GO 70 3 CoHNTO2%y
001422 2 CUHT aHUE CONT 0235
001427 PETURN CONT 0236
004427 END

186.



187,

SUSROITING A=CIST ( X, Y, I1, 12, “OF, XM, ¥4, X2, YA, 151.2H ) ARC

000014 DInTwaIul X(1)y Y(1) v A0

Cfe++ U 7€ USED Th FLAGE JDF THE FULL ARCIST Tu JOIN POINTS 1T STRAIGHT

Cests LIS A2
0003014 cuLl 2L0T ( X(I1), Y(I1), 3 ) . . ARG
0099326 IZ=T1+t . AxC .
000027 po 2 J=I7,12 ARC
007030 CALL PLUT € X(WJ)y Y(J), 2
002042 2 CALL LINUYL € XMy YUII)y =L )
000058 IF ( ISWICH.EQ.1 Y ALl PLIT ( X(I1), Y(I1), 2 ) ARC 1
003072 RETURN ARC 1
000073 END . ARC 17
UNJSED COMPILER SPACE
031700

: SU3RDJTINT LINUM X, Y, I ) LinuAser

008305 COHM0d /7CaHCOM/ LAB (L) ,IIVAL,J LINUMOGC T

C IN ORUER HIT TO PUT A nRUMZER ONTC THE GRAPH PUT AW VAL= 0.5 LINUMO D .
000005 DETA ID/uwi/ LINUMIC
p0oo0cs IF € ABS(RIVAL) «LT7e 1.0 ) RETURN .
000011 IF (1) 23348 ) LINIM3 0
007013 2 J=J+t : Litiu4ae
£09204L5 LF(I3-3) 495,4 LINUMBG:
000016 5 CALL NUMSBE? ( X-.023, Y-.025, .0E, RIVAL, D.0, -1 ) LINUH432:
003025 CaLL PLOT ( Xy Yy 3 LINUYA01S
003033 3 J=3 Litiviay:
003434 4 RETURN LINUA0LE
000035 END : LINUMDLY

UNISED CONPILER SPACE
632000




iy

(3

3

s

g

0y

0y

0anoov
goooo7

000007
0000310
000017
000031
00003y

000037
000042
000044
00004s
000051
001054
0004057

000065
000067

000102
000106
000107
000114
000124
goniu2
000142
000142

UNUSED
031400

[ R
C'%'
C0¥¥

»
*
ES

CH¥*y
Ceaxs
crevy

1

3

Cx %%y

Crr*

F

C¥r e

[C NN o}

SU3+QUTING  COMLOG (AyMyHy IVAL,ZRO)
DIATNSIuH AL, 1)
COAnO/COIGUL/ZLAB (L) yRIVAL 4K

THIS SURFOUTINE PLOTS 1vAL CONTOURS

D0 57 IZ=1,H

D9 57 Id=1,M1

IF(ACL 2,101 W LR ZR2)Y A(IZ,1 =280
WRITE(uL,y5)

FORMAT (1H1)

ORAW guaXx

PRIK=FLOAT (**-1)/10.0
RMIK=FLOUAT (H-1}3/10.0
CALL PLOT(3.0,0.0,3)
CALL PLOT()40,RNIK,2)
CALL PLOT(RHLK,xHIK,y2)
CALL PLOT{RMIK,0.0,2)
Call PLOT(D40,04042)

SCALE THE ARRAY -

CALL. RANGE [AyMyNy IMAX, RMIH)
SALV=ALOG (RMAX=RNIMD ZFLOAT(IVAL+D)

PLOT CUNTOURS WITH VAL AS HEIGHT

DO 53 J=1,IVAL

Rlyabl=J
VAL=RMIHEXP(SCALV*IVAL)
CALL CONT (A M,N,VEL)
HRZTE05, 591 Jy VAL

FORRMAT (204 CCNTOUR MITH NUMBER,I3,11H HAS HIIGHT 38X FI.4)

RETURN
ENO

COMPIL®ER SPACE

&

188.



)

"

2

0090140
003013

nInNnL?
009021
03002y
009026
008031
600034
000037

000042
0002047
0003051
000353
006060
000075
000075

000075
000077

000107
000110
oonity
000414
000122
000137
000137
009137

UNUSED
031400

000307

0ganoov
nonaov?
0o0n311

009012

000921
030024
000034
pnanze
002036
a0o0037

Untseo
032300

c
Y
C
c
c
c
L0
41
c
c
c
c
13
c
¢
'
£3
54
COMPILER
c
¢
c
2
coMpPILLR

TOUTINE SonTenl (A, Hyly,
THII0W VL Dy HTOIVALY
HOa £ CanNTial Wi sle)y D00, X

: SDOPLITO VL TolToues,

b

W TeE 5
FU AT ¢ 1)

DA X

P IK=FLOAT (4=1) /10,0

AR LUAT (=1Y /1244

CaLL PLOT ( G.Uy 3.9, 3 )
CALL PLOT ( 0.0, 2HIK, 2 )
CALL PLOT ( ritlK, <4IK, 2 )
CLLL PLOT ( RIIKy 0.0, 2 )
CalL PLOT { 0.0, C.0, 2 )
BRAAING CONTOURS £T FIXED
IF(IFIX.NE.L) GO TO 13

N0 40 L=1,IVAL

VAL=AT (L)

CALL CONT (A, My HyvaL)
WEITECa, 6131, VAL .
FOR4AT (20H CCUTOUR WITH NUHM3ER, 13,114 HAS HEIGHT, SX,F3.4)
RETURI

HEIGHTS

FO? IVAL ENUALLY SPACED CONTOURS
SCALE THE AXRRAY

CALL PANGE ¢ Ay, dy Ny RMAX, RHIN )
SSV= (IMAX-RIMIH) /FLOAT(IVAL +1)

PLOT CONTOURS WITH VAL AS HEIGHT
00 58 J=1,IvAL
RIVAL=
VAL=RATHHFLOAT () * SOV
CALL SOUT [ hy My N,
WOITE (€,59) J,VAL
FOZAAT (294 CONTOUR WITH NU4DER,
RETURN

END

VAL )

I3,14H HAS HEIGHT, HX, F9e4 )

SPACE

SUIROUTING HANGE ( Ay, #, Ny RMAX, RHIN )

THIS SUBROUTINE FINIS THE LARGEST VALUZ AND THE SHMALLEST
VALtUZ (SMIN) CF Ad AREAY A, W)
DIHENS L0t Aty W)

(2MEX)

Sy AlLy D) )
Q= AnDNLC 3y, B(IyJ) )
SHES £

$PACT

189.

CoOTi L
ot s
[oRL U [N
CionTdl07
ConTundy
ConTunen
Suitud Ly
conTuny2
SoniulLL
Clitaiudty
CHiTuUl LS
CoNTUdLS
CoNTU0 LG
coHTU0 LY

CONTUO 18

coNTU619
G2nTUD 29
coTu 2L
contyoze
CoNTUN23
COHTUYE 2,
CoATU025
CoNHTUD 26
CoNTUR 28
contTun2?
conTUN 22
cutiTuUn 30
CoONTYO3L
CaNTuUl 32
CONTUO 33

6oz
033
G0
1035
oee

37
028
0313
010
04{t
012
niz
EEN

o
ra -



s

‘g

0anNnN0s
prnng
Gardtit
duant 3
Gunn13
0n9e13
6anoL7
gnant?

Uncon
032144

000010
009010
001019
0aa02n
009922
000023
000024
pdnones
000037
003045
000046
000047
660030
009051
gonos2
000054
060005
000056
9000857
0310690
009nE0
0019062
goooe2
0000563

UNUSED
031500

009985
060205
000205
308017
002031
600033
0009033

UNUSED
032000

SEAL ST ION Gl TGy YAL)
IF(ALCH Y e T
Do (uaL=AY/Z (=201
20
70 032
721,95
2 2T5T=T
R¥TURN
ND -

oy

CoelPILE? TPALT

SUISOUTINE MWAY ( OX,CY, KF, Kil, x42, KH43)
D1MENSION CX{4), CYt=), DIS(2), LOG(T),
DATA  LOG /7 ty1y2,;33b31,2 /

ng 2 1=113’2
J=(I+1)r2
K=XF+I -1
K=L0OC(K)
N(J) =X

2 DTS =( OX(K)=-CX(XF) }**2+{ CY{K)-CY(KF)

1F € D1S(1)-DIS(2) ) 3,3,4
3 KM1=N(1)
KM2=H(2)
GO TO &
4 Ki1=1(2)
wH2=H01)
5 N0 7 I=l.4
IF ¢ KF.EN.1 ) GO T0 7
IF ¢ KALeEN.I ) 63 T2 7
IF { KM24E).1 ) GO 70 7
KM3=1
G0 TO o
7 CONTINYE
6 COITINUE
RETURN
END

COMPILER SPACE

LOGICAL FU4CTION NINSEGC A, 8, v )
LOGICAL G

=, TRUE,

IF € AWGESY.ANDLV.GE.B ) 5=,FALSE.
IF C ALLELVL AN VA LELB ) G=.FALSE.
NINSEC=6
AZ TURN
END

COMPILER SPACE

190.

WAYGOD02
WAYOCLOQs
WaY0 1034
HAYO0JQG%
NAYZ3 0005
WAYD) 3207
WAYOQ0003
WAY(3032
WEYQ 1010
WAYQJO011L
HAY)OD1E
WAYQ 013
HAYG 01+
WAYQADILZ
WAY33015
WAYO0 D17
WAY)3013
WAY3O01Y
HAYJ 025
WAY2G0G2Y

WAYD OO 2%
NAYJBO0Z:
HAYC D020

NIN3TCE"
NINSECS ;
HINSZC 3.
NINSZC O
NINSZGGY,
HINGESYT
NINSECG,
NINSEGE



&

(5

0009005
009005
ponoans
000005
000016
009026
0098390
goga3o

UHUSED
0320040

LOGICAL FUNCTION NEDS ( I, IVAL, LVAL )

LUSICAL G :

COMI10' ZGONSON/ LABI(L)

6=.TRUZ,

IF (1 +EN. IVAL «AHD. LAB(1) (EO, LVAL ) G=,FALSE,
IF (I JEN. IVAL +AND. LABI(2) .EN., LVAL ) 5=.FALSE.
NENG=6

o TURN

EMND

COMPILER SPACE

HEDG
NEDG
HEDG
HEDG
NEDG
N= DG
NEODS
NZ DG
NZ0G6

ODWRENIDUIFWN

191,
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<.
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160
to00

101

= 2

201

20

21

[EY
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Aara

162

V4 =) 3 Do A 0 X0 s
CHMTIINSE D:’r‘?‘h'n
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TP N

PRLOGRAM VoL IINCUT, UuTPLT , SCAN, TRPES: INPUT , TAPEL=CYVTPVT, TATEZ2SCAN)
PIMENGION JI(30),J2010) ,K1(40),K2(13) ,A(2000) yAUAXI10) yAnIN{1C)

1 DATA(S12) ,ALLSE (40000, gUF (1000Y JSunL (L000) ,ndoT (8),

1 SCOT(EY yDENS () y DENM{ Q) ) OK(10) yRNS (1D

READ IN IDENTEITY BF SCAM,MUMEBER OF ARERS OVER WHICH BACKGRCUND
I# TO GE ASSESSID AMD BLOLKING FACTOR TO RE LSED THRCUGHDUY

N.B. A BLOCKIMG FALTAR oF ONE MUST € SED WITH THE CIRCULAR
APERTURE SURROUTINE €Ev L A

WELTE (6, 200)

FORMNAT(4fi1)

EAD (S, 1001 ISLL.N, T8 LK
ORMAT(I10r7 (107110}

REZAD IN CO-ORDINATES OF MEAS Té &F WSED FOR BALKGROUND

READIS, 101) {I4(T),K1(TY y92(T) , k2(L =1 ,N)
FORMAT(GTS) (1) ’ ’ ARath

. REpp DATA HEADER OF TAPE

READ(ITUR, IS L, NL,NPX, ASDT, SC DT, NDMy (DENS(JJ) , DENK{JI) 3 J Iz 14 NDK)
SO L T3 86 2RO T > ’ ’
WRITE 16,2012 75C1 ,TSC

FORRRT(250 SCAN 1.D.°S DON*T AGREE /L1SH RequeST T.D. =,15,

eTop 4 , : 146 TATE 1.0.7,15,]

ASSESS SEPARAKTE BACKGROUND LEVELS AND AMS HOoISE VALUES
g1

NN
NNl
M mlaia

wn

QLT R
-

-

PP aD P
et i e is o8 -4
Z
-
o ~

Pl dot > A LE i LY V2N
D21
- O
il add e
Pril el =1
oSy
-0

...
-
W
o
!
e v HLu
[T

= )
€K (3)=SuUM/ RIG ) |

Chel L NLYS A, TR ,BK LJ) , NS (JA)

REWTND 3

%gf‘z(g) FUR,ISC, NLy NPY ASDT, SCOT s NDH, (DENS(JJ) s DENMI JJ) 5 JI= 1, NOM)

SS=0. 0

=1
Yt
%
wr
~
o
>

ANS < SNS /2N
BRESEZJRN

BAK IS THE AVERAGE RRCKGROUNP LEVEIL TAKEN OVER N AREARS

NGV TS FLAG FOR_VOLUME ASSESCHMRNT TO BE OMITTED
IDA IS Fruag FOR CIRCULAR DIAPHRAGH

RERD(S 1021 Noved
FoRMAT{£10)
IF(ncuoL . B0 LY g0 TG 30
READ(S,104) IDR
IF(IDAEQ.YY GO To 3¢

NOW PROCESS TiE MAim 0B JIEECT LINE 8Y LTNE

CEADLS, 104 IMFST, 1FS T, HLST, N ST
E(MLST QT NLIMLS T N
F LS T GT.NCRINLSTENFX

JLST LG - ST ve) /TBLK

KLSTVS (NLS T=-NFSTe11/7iBL K

JF (MFST.EG.43G0 TU &

MFMT T HFST-1

00 § JIs1yHFHL
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NRINCRS S

IP(NE.EQ o)c‘o T0 &0

DO L1 NNRZi,NG
L1 F.UH)(S)OR—'H&
40 nionNeA- Nﬁ*ﬂz

IF MG, EQ, D) 40 s

QEADL3) thTﬂ(‘HMM ,NN&'I,HS)
§ CoNTIVVE

Cr*%* FOR EMM VYALUL OF § 1ERC THE LINE ARRAY

& DO & JTA,JusT
Do 7 KoiLkLST
7 BUFLKY:0.0

2:5 QEDULE IN J DIRELTION

bOo © IeLK
IR
m._up;-nc.-ﬂz . -
IF (NB~ 1} 43 LS, S : :
w5 Do 54 Tl:1,NR
Kic=1 T 1?.
KJ:KK=-511
51 &ﬁw(au LINE(K) K=k 3, KK)
‘fé’( K Le, 52,52
K y
&3 -:.l =1

52 QE«NZ)U\LINFU{),: KJy KK)
L& L= NFS

00 © K-JyKLST

sTo1:

e AEOUCE IN W DIRECTLOW
2 oo A IK—I y TOLK
: =Ixls

STCT S0 T L ALTNE (LKD)
8wF [K) BuF C) +8TOT

SORT MMt AND MIN OF OBueCT

IFLJ. 97 1)&0 TG 40
MM EXTEOF

) XHIN_;(MH

10 Doit Ksz4, KLST
IFGUF (K} QT « XHAX) AMAX =RUE (K)

11 1@ lﬂUPtK\ Lr XMTN) X INT BUF (K) .
QUL ()20 .
O 42 Kads m.

12 um_unsum.uH-BUF(x) -BoK

6 CoOwr IMIE

Toesf FIND TOTAL VOLUME OF OB JECT

Tew4=C, 0
DO 13 M-, JLST
13 TSOH-.TSUntSLHLLM)

_ D %3 QUTPUT THE BACKGROUND AND TOTAL VOLUME

2 wanfte 20 nsogémor g J8LK

202 Faidnav (2 (Satos) w BLLCCING FRLTOR USED r«gcwnour T 312474 26X
26 RATKEROUND LEVEL NESESSHENT /4 F8H REA tolonpiva

1TES OF P«\_LA HAX OF MIN CF Bauxqtoum LEVEL LS

3/ 1S54 31 K1 J2 K2 RREA ARER

} FRom THIS ARes WNOISE 4 /)

6LCS6Y manub,zcz) uI, .u( ;x%(;) y 32T s X2 €1}, AMAX (L) s AMEN (D) ,@K (T)

ai"v

‘L B
GOuEle ~ 2031r9ﬁhh‘f( ; s T2, 6%, I.ln 1x sIle,iX T4y 10X, F8 .1, 2%, FS’.!;&X:F‘-‘I 2y 4Ky

00061‘- WRITECE, zat.) BV, NS

204 FORMAT (1H 3360 gAuc(.Rc.uwb ASSESSED ON ALY AREAS = $FE.. 27
- S2w  wolSE &sszss:a OGN ALL AZEAS = LFE.37)
IF(NCYOL . B0 1Y GU ¢
IFADOR 202y Gu Yo 32

VWRTTE (6, zoﬂnr’s'{ HLS T, NFES .Nst.mM.XM «TSUM

208 FOR MM, 52H ACER LF PMERAY LEED FOR .}ss,-.ss:'mq VOLUNE OF QB JECT
1/ TR, WINFST 4 60 unu G yUHNES T, 6X LN S T/ TIX Tty EX, T4, 60 A, 6%, Thr/
124y Ltnus han:’w szu.a.-x,L«nxqm.v 4, 4 uw-,F? 1//// _
1231 VOLEHE oF CSIELT = 4F10.4
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03 For MM (3110
CYML OLELT, ), NO, NPX, BAK)
31 STOR
END

COFILEX SSACE

USE CuTInG Novs R W
SJHEB;IUN A(IA (h, Ta, Bi, EVS)
DEV 0 L"

4 iv_Dew jml—&k}&n

S S&QT {0V IRP)
CUnFILER SP G

SUBROUTINE OLE (L, J.H, NFX, By,
DinEnsTon m_medooo) , DMIA(S

= THIS SUBZULTINE FIN THE VOLY

12)
UHE F AN 0B JEC

sair QEAD TN UNUSED LINRS OF ALRAY

e

3N
IFU-.EQ 07 QO To 1
Bo 1

g-Nf‘l/S
& (NG IEQ O) qa To 3

O N
?auu IR L
B NP A-NGB51 2
E {MEan. by GO TU 4
EAD (2> (DAIA(KK) , KKs1,M8)
1 CENTENVE
In-Q
aunxd
FIND VOLUME OF O8JECT AND RREA OF DIAPURAGH

NNz TxN-1
80 G NL=i, NN

e ila]
.

&x ;uu(tu(zun /L)
AKsRX+0.5
N2 AX
LAz 2eNk=-1 -
NR=NPR/ ST 2 .
KL=NPA=-NE#51 2
JEWg-1) &2, 45,45
5 Do g1 Tizi,Ng
Ta-o12

K.J rick- Sl

3 uaotssmuuz(:) £=K J, KK)
EE!"Kkr .
IF’(KL-i\#G 52,52 .

n
§2 eemm clkuruem,x-m,zm
e TP (LX.EC o) Go 7
PO S L1,
ZaLINE( J—Nh (W)
{.&kNl—ZNcal BND oL o Nr,.i) g0 Tu &
\'\IN—M'n
6 2, LT, KHINY KRineZ
.67, mnu»«m,z
SUH‘SUNV{Z'(; )
THh=TAa+LY
S ComniwE
W-UF (6. 400 T.J,NN, TA, SUM, XMAX, XWTN
200 wanm(/ms&« PEERTURE DT w77y S (& NTRE
2Ty /740 DINKGTIER 4/ T4, 614 STERS, V7 .54 AZCR

2/
s

oW va.LmE OF OBJELY = ,F304) /7,208 HBY OF

208 MIN GF DATE CSED = F7 41
AETURN A

'
vy
M)

a0 CONTAINED N[TH;M 24 CI‘ZCUUH'. ClafHagH CiW&E I,

D\.

J DIAMETER 2N-1
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£no

CurFILER SP4CF -

(- %+ (WIS SURBROLIINE SELECTS AUD BLOCKS DATA FROM ﬂ-FILE
Lowes AND FEEPS IT INTC THE PLOTTING ARERY A
i eLm LIws
c DIHENS TGN ACILST,KLST), LINE(2090), ONTA(S512)
C~*-~ CHELK THAT AREA FOR PLOTTING LIES WITHIN SCAM
E v AND CALLULATE ST2€ OF PLOTTING @RRAY
TEMLST .G7 WL HLST =NL
IF(NLET  GT. NPXINLST= NP
JLST= (MUST-MEST + 1) 7 TBLK
. KLST3 (NS T-nFST+1) /TELK
E"“ POSITICN SEAN
IFEIMFST. 20, 1) GO TO 2
. MFMIZHFST~-4
gwu REAS IN LNUSED SCANS '
po 3 .1_=1,m=nl
<% % NOTE.DRT? BLOCK ON STAUDARD RRCHIVE TAPE CONSISTS OF
E-h« $42 WCRDS WHEN FULL
’ N3EINPXK/ST 2
nf(mz £0.0) GO0 TO 42
PO &1 NN $1,N
41 READ (3) DatA
&2 MB:wPR=lB#512
IF (MB.£Q.0) €0 TO 3
READ (3) {(DATA(HMA) 3 NHA=1,MB)
. % CONTINUE
lr # 4 LERQ PLOTTING A RRARY
2 ta.s* JLST-em.sr . .
po § I- 4, ILSF .
) 5 A0 0
C ¥+ FOR €MCH VALUE OF ’
é DO & JT1.4LET
%" ¥4 REQUETE IN J PIRECTTICN
PO 6 IZ:1,TBLK , . .
NR=NPXs 512
KLz NPY-NExS L2
IF (N3-43 43,65,48
& B0 47 IT-M ne
" ) Z
) =5
w7 READ (3) a_mum,n..x,;,xm :
K= kkd -
KL KRK :
Imm.—a)%.#s.us
&3 n'.éza ‘
48 RZAD (3) (Lmzefo.w-n.z, Ky
46 IKL=NZS
Do b K= 1 kLST
- STOT=0. ©
C-*<* QEPUCE TV K DIRELTION

i

7

SYRROUTTINE SECTN (MFST NFST ,+LST  NEST ,TRL® &y My 0P , JLSTH LS T)

? 1&'1 IBLK
Terliutty
S?of:sTc.ou“Mc(IlLI)
Lo Je LS T etkk~1)

6 A(LI=ACLY¥STOT
b CONTIMVE

CETURN
evp

Lhle-u TurbileRr Sk

e s b it mim s e s e g et Ah Y oo s o St P e e -
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000002

006002
000006
0004a06
pooaz0

000029
pogaos2
000054
000064

000064
000066
000075

0oo0o7e
0001Lh
000114
000121
000125

000137
000162
000162
000200

400200
000201
0og21e
000214
ogo21e

poo220
g0g222
080224

Crran
cerve
cryrs
Ccrres

200

100

Crams
crava

1

1

PROGRAM MATCH (INPUT,0UTPUT,SOAN,ROTA, TAPCS=INPUT, TAPCHESOUTPUT,
FTAPE3I=SZAN, TAPEG =RUT A, TAPET)

OIMENSION DATA(ELZ),QLIHE(lﬁﬂﬂlyln(lo),YA(iO),XZ&(lQ),YZA(lO),
ACLC0O02) ,ASDT(8)Y yRSUT(3),SCOT(3),0ENS(9) ,0ENS(T)

THIS PROGRANME TAKZS XKNOWN CO~OROINATCS OF FIDUCIAL
FEATU.RS IN IWO ARRAYS AND USES THCM TO PUT THE DATA

FROM OLZ ARRAY INTO 4 HNEW ONS WITH THE SAMI X,Y ORINTATION
AS THE ARRAY YOU ARE TRYING TO MATCH

WRITLE(5, 200)

FORAT (LH1)

READ(S,100) JUR,ISCL1,1IS8C2
FORMAT(ILA/TI1G/7T10)

IUR IS USER ID, ISCt SCAN TO WHICH ONE IS HMATCHING
I322 SCAN WHICH IS TO BE TXANSFORMED

READ(IIIURGZISC,,HL, NP X, ASOT,SCDT,ND%,(DENS(JJ);DFNH(JJ),JJ 15 NOH)

IF(ISC.iE0. XSCZluO T3 2
NRITE{C,201) ISG,ISC?

201 FUORMAT (1H ,1G4 T.0,.'S DON'T AGREE/X,10HTAPE ID = ,X10/

1

X, 13HMEQUEST I0 = ,I10)
STOP 1

2 WRITE(6,202)ASDT,3COT
202 FORAAT (7, Xy hAL0,5X, IUTXPOSURE LA10, 5X, THFILTER ,A10,5X,

101

Crrve

102
103

Cresw
Crrxs

Cesun
crave
crres

1
1
1

GHOATE AL D, 55X SHPLATE JA10
.l/,i)(,l; 10 bX,JHSLIY ,AiO,SX,iDHTELESCOPE ,Aloy
SX,BHTUSE ,\10,)Y SHEILHM 4, AL10)

READ(S pLOLIMFST yNFST yMLST)NLST ,IBLK

FORMAT(SI10)

Hz (HLST-MFST#1)/71I9LK

N= (HLST-RFST+1) /7I5LK
CALL SECTNIMFST,,NFST, HLST,NLST IBLK Ay HL4NPX,H,N)

THIS SUSROUTINE FORHMS THE ARRAY A IN MEMORY

PEADIS,102) IX, ({XACIJ), YACIY) yX2ALTII)Y2ACI L) 4 1d=1,1X)
FORMAT(IL0/7{u510.4))

READ(5,103) IFSTHLFST,ILST,LLST,ISCALE

FORMAT(SILD)

I AND L REFER TO THZ Y ANO X CO-ORDINATES OF THE ARRAY
TO WHICH ONE 1S MATCHING

ISTOP=D

GALL STRECHIXA,YA,X2A,Y2A,R,SC,LIX,ISTOP, ISCALE)
IF(ISTOP.NELLIGO TO &

STOP 2

REWIND 7

EACH LINE OF THE FIRST ARRAY IS LOCATED PCINT BY POINT
IN THZ SCCOMD AND A MZH ARRAY IS FORNED AND WRITTEN
ON TO TAPE 7 LINE 3Y LINE

IEND=ILST-IFST+1
LEND=LLST~LFST+1
II=IFST-1

196.



L

800226
000227
000230

000232
000235
009240
000242
000243
000244
003240
900257
gguzs3
goo270
0010272
000274
000275
pgoerzy
000304
000313
000314
000320
goa327
000332
000334

000336
000394
060344
000346

gogso0
6o0402
000405
0on4d6
000H10
000515
goo&2s
000430
gogL3e
0008440
800446
000451
000453
003455

UNUSED
0391080

Crsan

12

11

1
42

10

ceres
Cerrs
crern
Creny

104

St
50

14

D0 10 I=1,IEND
I1=TI+1
RI=LI

BLANK THE LINE OF THE NEHW ARRAY

00 12 K¥=1,LEND

ALIHE(KK) =040

LL=LFST~1

52 :1 Ls1,LEND

LL=LL+t

RL=LL

CALL CARRY (XAyYA,X2A,Y2A,R,SCyRISRLX,Y)
CALL FUIGIT(X,Ys2,AsH,H)
ALINZ(LY =2

IL=LEND/512

IF(IL.EN.DIGO TO 42

00 41 IIl=1,IL

KIL=IL*512

KIL=KIL=511

WRITE(7) (ALINEC(LI) 4LISKILL$KIL)
ILI=LEKD

ILL=IL¥512+1

HRITE(T) CALINE(LD) ,LI=ILL, ILD)
CUHTINUE

END FILE 7

REWIND 7

PUT NEW ARRAY ON TO TAPE WITH IDENTIFICATION IN HEADER
REALASE SCOT MITH A NEW ARRAY ®SOT HHICH COMTATIHNS INFORMATION
ON HWHICH SCGAN THE NEW ARRAY HAS COME FROM AND TO WHICH ONE

IT IS BZING MATCHED

READ (541 04)RSOT
FORKAT(BALD)
REWIND &
HRITECG) TURZISC,IEND,LEND,ASDT,RSOT,NOM, (DENS(JJ) ,DENM(JII),
JJ=1, HOM)

00 14 MM=1,IEND
NI=LEMO/S512

IF(HI.S2.0)60 TO 50

00 51 HII=1,NI

REAJ(7) OATA

WRITS{) -DATA
INI=LEHND-NI*E12
IF(INTLEG.3)GO TO 14
REAGAZ J(DATAINE) , =1, INT)
HRITEZ(L) (DATA (NN 3 NN=1,INI)
conTInue

END FILE &4

SToP 3

END

CONPILER SPACE
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000013
620013

000014
000315
000020
600021
000023
000026
000037
QD041
Q00044
000047
000051
000063
609070
000073
600074
g0¢n7é6
600102
goot1y
000112
000115
000120
000133

000137
000140
00014L
000142
800143
0004546
0600156
600157

600160
000162

000203
000207
500207
pogz11
800215

000224
600225
000230
000233
000246

001252
009253
000254
000255

801257
003260
000266
002274
G"'\‘i'?r
D00276
000277
0003080
000301

30 FORMAT(LH ,16H MAX OF ANGLE = ,F7.4,16H MIN OF ANGLE = 3F7.4/

c
CrF¥e
C'-*i.
c
2
1
3
[
C
Cerrs
Cerrs
c
6
5
c
Cevr»
C
31
7
9
8
10

1

SUGROUTINE STR&CH(XR,YA,XU,YB,R;SC,IK,ISTOP,ISCALE)
DIMENIION (A(L0),YA(L3),XB{10),YB(LY),R{(10),SCALE(10)
PI=3.141592b53b

IT HItL CALCULATE THE ROTATION AND CHECK FOR
A VARIATEON GREATER THAN ONC PERCENT

P2 =PI/2.0

II=IX-1

XZ=XALIv1)-XA(DL)
YZ=YALI+ L) =YA(L)
G=ATAN(XZ/YZ)

XX=X3(It1)=XB(L)
YX=Yd(Iel)-YB(1)

B=ATAN{XXZYX)

RR(I)=B-G
IF(RRIT) « GT.P2)RRII) =RR(I) =PI
IF(RR(TI) 4 LT ~P2)RRUII=]R(L) +PI
IF(I.GT.1)60 TO 2

RMAX=1R{I)

RMIN=R4AX

IF(RAUT) «GTLRHAX) RMAX=RR(I)
IF(RRCL) o« LT KMIN) RMIN=RR(I)
RN=RMAX-RMIN

VRN={ N/ (RATHERN/2.0) ) *100,0
IF(VvRlaLEeLleQ) GO TO 3
WRITE(H,;30) RHAX RMING (RA(II) ,IJ=1,I])

134 ARKAY ANSLE,/y (1H 4F10,4))
ISTOP=1

RETURN

ISTopP=0

RSUM=040

00 &4 L=1,IT

FSUH=R3IUIITRR(L)

RI=1I

R=RSUM/RI

CALCULATE SCALING FACTOR
AND CHECX FOR LARGE VARIATION

DO 5 J=1,1I

SCALE(J)‘aQ’T(((XB(J*l)-XB(J))"Z*(YB(J'i) Yalyyy=»2)s
CIXAQJ+L) XA (J)) #2224 YA+ D) =YA( L)) *2))

IFLJ.GT.1) GO TO &

SCALIX=SCALE (1) '

CALEN=SCALEX
IF(SCALE (J)2GToSCGALEX) SCALEX=SCALE(J)
IF(SCALE{J) e LTSCALENY SCALEN=SCALE(Y)

CHECK VARIATION IN SCALE IS LESS THAN THO PERCENT

SCAR=SCALEX-SCALEN

VARN=(SC AR/ (SCALEN+STAR2.0))*100.0

IF(VARN.LE.240) GO TO 7

WRITE(6, JL)SCALEXySCALEN,(SCALE{JI) yJJ=1,1II) )
FORHAT (1H ,15H HMAX OF SGALE =9F7et,15H HIN OF SCALE =,F7.4/

12H ARRAY SGALE,Z,(1H ,F10.4))
1SToP=1
RZ TURN
1STOP=0
IF(ISCALE.EN.1) GO TO 8
SUM=0. 0
00 9 L=t,II
SUH=SUNE SCALEIL)
RIX=1T
52 =5UtAnIX
GO T0 10
SC=1.0
RETURY
END

unysesn goNeILE SPACE

430500
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- 199.
SUBROUTINT CARLY (XA YA, XD, Y8,R,5C, K1, R0, X, ¥}

c
Co%m% THIS SULCCUTIIC PERFCRAS THI YRANSFOUMATION OF THE
g P CO-0RINALIS AT, RLy TO Y AND ¥ RULORCTIVELY
000014 CIMINSICN (AU}, YAL10), X
000010 MRS ' 0),x3410),Y8(10)
039016 YHARI-YA L)
acuuza VHE (K003 (2D $YNPSTHIR) ) #SC
nCcag3y WY RCLS (A -XNPSINIRY ) %S0
902357 X=dHEX (1)
86134560 Y=h'eYB(1)
8000863 RETURN
000N64HL £ND
UNYSED COMNPILER SPACE
031700
SUBROUTINE FUIGIT (X,Y3Z,A,H,N)}
c
Cerer THIS SUBRONUTINE INTERPOLATES TO FIND YHE NUMBER AT POINT
Ce*2* X,Y OF THE ARRAY SEING TRANSFORHED
G
c JI,K15¥!‘¥§OOD~'~J1.K2
C L 3 L
c L L]
c L} L
c L L
c JZ,KI""""""JZQKZ
c
ponoLo DIMENSION A{M,N)
000010 Ji=Y
000011 KL=X
005813 Je=J1wd
0008015 KZ=K1+1
000016 RJ1=J1
090017 RK 1=K1
000017 YL=A(J1, K1) CALI2, K1) ~ACIL, K1) ) * {Y=RJL)
000e32 Y2=h (1, K2 HEA(J2, K2) = ALUL,K2) I * (¥Y-RI1)
000044 Z=Y1#LY2-Y1)* (X=RK1)
p90as0 2=2+0.5
000051 1Z2=2
000052 Z=12 .
000053 RETURN .
000054 END :

UNUSED COMPILER SPACE
031700 '



3007314
0023214

000014
000017
gogoze
000026

600032
000034

000035

000036
000041
000043
009064
800057
000053
000064
ga0a76

000101
000106
000111

000113

000120
000121
03G124
060127
000132
£02137
000143
000145
000347

000151
009165
00179
ooniTt
0008173
000474
pe0L76
008241
0G6ac1 v
09uZ1n

gero1s
gor.a2
00373
003705
an3r3s
gonrub
00 2uY
£oG.2u0

DR
WS

c
C""'
Ceres
c
Ceaey
Cereer
c
c
Creas
c
c
crave
c
c
ceyexr
Crrre
c
b1
L2
3
c
c¥vvs
c
2
5
c
cryes
c
c
Creer
c
i
45
47
L3
La
46
¢
Crren
C

200.

SUSTHCUTING SUSTH FSTHES T ML STy NLSTy LUKy AL s NP X,y JUST , KLST)

THIS SUSKNUTING SELECTS AHD BLOTXS DATA FROM A FILE
AND FETZOS IT INTO THE PLOYTTING ARRAY A

REAL LINE
DLACNGIGN. LIREC(2000) yDATACS512) JACULST,,KLST)

GHECK THAT ARUA FOR PLOTTINS LIZS WITHIN SCAN
AHD CALCULATE SIZE OF PLOTTING ARRAY

IF(HLSTL OT L HLIMLST=NL

IF (HLST. ST HEXTHLST=NPX
JUST=(HMLST-HFST+1) Z7IBLK
KLST=(NLST=-HFST+1) /IBLK

FOSITION SCAN

IF(MFST4ET.1) GO TO 2
MFHI=HFST=14

READ IN UNUSEQ SCAHNS
DO 3 J=1,HFHI

NOTE.DATA BLCCK ON STANDARD ARCHIVE TAPE COMSISTS OF
512 KWORDS WHEH FULL :

N3=NPX/512

IF(i3.EQ.0) GO TO 42

00 41 hNB=1,18

RZAD (3) OATA

M3=HPX-HB*512

IF (12.EQ.0) GO 7O 3

READ (3) (DATA(MMB)4HMB=1,MB)
CONTINUZ

ZERO PLOTTING ARRAY

ILST=JLST*KLST
60 5 1I=1,ILST
ALI)=0.0

FOR EACH VALUE OF 4
00 & J=1,JLST
REQUCE IN J DIRECTION

00 6 I2=1,I8LK

K8 =MPX/512

KL=14PX=ND#512

JF(HNS=1) 4334445

READ (3) (LINE(K) 4K=1,512)
6o TO 46

D0 47 II=1,N8

KK=11%512

KI=KK=511

READ (3) (LIHE(K) ;K=KJ,KK)
KJ=XKrL

KK =XKL

IF(NL=1)bby48,48

KJ=1

KL axl

READ (3) (LINKECK) yKsKJ,yKK)
IKI=hfST=1

GY 6 N=1,KLS

ST00=3.0

REQUCE IN K DIRECTION

60 7 1K=1,18LK
181101y

ST T " ToTe TRELIVY
1= 00uhd ¥ (R-1)

6 A1) ACIYeSTOT

Gt s
e
£

COHPTILER SeacEh
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: PROGRAM oW T peuUT. CUTPUT, SCAN, TAPES = TNP LT  TAPEC =g VTPV T TAPE 3-SCnN )
neanr> DXH!NSIDN NLINF (2000, X(ZGCC‘ R 100).41(3' LOD).FK(l_OO).thA(SIZI.
’ ASDT(8), SCDT ()« DENS (G BENN(T) .
4 . RLINE(S0L)
rhnApan WRITE (6, 200)
annpre 200 FORMAT (1 1)
ann A go 30 191, STO
pran T 2C BLINE(TL) o0, 0
Aanngc READ (3)10R, TSC ML NP R ASDT  SCDT o NDM, FDENST JJ) « DENMIE 113 4 37 1.NDH)
nrnnYy? WRITE (6. DHASDT, (X
ararcy 201 FOCHAY 2(SNI0/))?
arnnry RERD (S, ‘oe)Tsc
arnnen 100 «ERHAT (T10)
arnnas IF(TSC((;iQ.L?Lg) (%ocro 1
pnengy R)TE 20 8258C, TS
LETLES 23 fornasCine , 23d hu ID!S DON™T AGREE 5 /5 11H TATE Ib = ,I648K,
Wt Ced ED = 4 I5)
anary7y . Tof A
nragnyg EADIST101) N M KK D
neagaz 101 Fo-«M'(Suﬁ /F10.24F10, &)
nany17
anng sy m,ml
anng s» AN=N
nnng s Mo
qn ny n F(= 1000, 0/(LcstH)
Anng 27 BEZ1 000, Of (RMN»H )
LRI B ¥ s@&; mz,’:RMN M K, FC L BE, 2
nant (<) . 9
ngraycs B0 ‘f:‘cnuh-r(m ,tm Let Mﬂoc,w;ttm.-cw D uor;e PowgR CAVCULATIONS
i /1 425H Nb\«:.i'& O PoieaTS YSED T &
. 2 St MAR NURBIA OF (ORRELATIEN L vhiers Lsed = 3,77
3. TH SaMPLING INTERYM. = FR,0,8H4 MiC oS 1(’ .
2014 LuTOFF FREQUENCY = ?.'.,4:.« nc»+ C'CL(.C/H €/,
% 4 EQUIVALENT RCSOLL Tidu Rakows 0T = ﬁ 1OH CRELES /MM
H 7.360 WNUARALISED §TANDMED FREOR ON ND"& =T FSL3, 0140
Qﬂr‘icr N\_o
nenyra LEAD(S, IO TY
nnnger l‘rKﬁPﬂD S 1o Ty )
arng Yo NAT LY ¢
neony 70 NBSWPN /812
neay 7T NN PRS- Nl':iS(l
nNAY RD o 2 L=
WD RN F(ns m.a) g0 To W
nnN2 ey P 3 L» .
nnnzai 3 2EAD (D) DRT-‘* »
renn4s & TFINNE A, 0140 TO 2 )
TP RTA (gmo\z)(ommtm =1, NNB) ¢
apn2sy 2 LONTINVE
Arn297 _eAD(S, 0oy 1YT . -
nannag RIYL - 141
nnro s U6 8 331,101
nona =z NS
nen2eLn IF (MR, EQ, ) qU To &
neariy B T N Y S Y , .
nnNNADLY kK'LL*S'?’Z-
nnr-ov' k’;’ SRE~S1 Y -,
neasy 7 zw‘ro(%) mx.mz(kz.),u. KJget)
ﬂ"n?)‘! o 8
Anng el ¢ ;f( [ ) TJo
annjea NN .0 o To 9
an;cv S’IGJ ,.ﬁﬁc‘ q
Arnaen y{ix lcoc«nma
prnoce £AD (2) ( M)N:LKL) Kizk2y, Kk
AnnN9 77 QU 3L 17z, . ) . .
arnze> -2 BLY ui(»Z) ’6L\N€(IZ)+M-INt(Iz)
nnprzTon (ouTiw
annznc ONTINNE
nraTys o 32 1T=1,kk
Anrnz47 32 RLINECIT) LM ITY YD
nANTZa ot szmuwe M, A L‘{,D)
nroty citL mawu
anazIn ERiL wps o éis e B M ML kL)
aeazgn WRITE {6, 207.) N - )
gnazop ZOI: to LMo‘h(i‘w ,H+h LIng byrael = 14 S, 13,
LT POTHIS HTSSED AT RegYNNING °)
ArAr oA ML (L&K’Cﬂ\,"ﬂ.’( MY D)
AncroL o 11 KR
nenrcy Fz FLOAT UcA--n*runomLH)s
nAN»zo GNIGX (LY) /GR LY
anAarnl, qus'(.usumg{ﬁmé.(\(k“ .
nrntry 11 WUITELG, WO LA
near oy 05 FORMATUTH | 213 SPATIAL FREQUENTY T 6,2, 108 CYCLESINN , 7/,
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anng -¢
nn "o :p-
R
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[ R
neeren

arnqn
LR
LLE LR
AN LA e
nAa~n Ay,

L LRI

AN ~e e
LBl

AnppLn

Argann.

bl l(’
ﬂ?ﬂ?ﬁ“

ANAane>
LLLARIRAIS ¢

geane
anap4r
Anprqy
nanaza
anrnso
nnnnz.
annnoe

annazer

nnnn e

.ArnRIn
LLEERTA
annnun
nnancg
naan s
noeqre
R
0raysz
0°3i13

ORI
1790 0n

annqay

a~nae7
frAangn
LU GERS
nnnng¢z
LUK EEA
nena g
nrnn e
Annaan
LGRS
A ARAR I
nonn L

ursor
LELET

LR
AnAanqn
neengg
nrraq"
neang
ranp; e
anan-y

[i Bl
LN R TS
nrop T
ﬁﬁhru*

LAl AN A T2 BTt
nrAapry

Lee s
qGrancr

X, 6H SHOOTHUED NPS

1
READ LS, 100) TEND

TFel \.NS [ 29 S) 40 To 2
qu TO

tL stor@
END

1

T SUR R.0UTINE NEWKL Ay iy %ot D)

1
2
[N
C-=xx
<
2
t
(errree:

r
Tof s
[y
z
A
i {"l i 'JL(".
20
7.7.0‘

DIMENSION ACNY . AAN)
HNTDe O
e 1 I:l
Qrnz EHu%ﬁ(H#I)
Nz
BHNZEMNERN
po 2 Jz2i,
X(p= bw(H"J)'RHM)*D
RETVL
END

;os%ouvnni NS (PG
DI HENSTON A1), G KZJ.Q
P12 3. 16154268

-

37 9.6577)

o IS HARNONIC WALUF LPPER LIMIT

Do 1 L=, ke
itz -1

XCLY =R(1)
\&(H &(1)
Do L s=2,M
QIFLOAT {J»U
Qicxl K

1854 51
AP TR /i

2 N R
D=(1.04CeS(RAW)Y7 2

GXCLY =GR (Ly+2. o:&tJ)vCoS(ANQ)

GRS (LY RS0y 2, ORDFR( JI*Ces5 (MIG)
Gl iLL)oL((—l.o)*iLGuM\))

GY LT~ LYH2.C¥H
GRS LY - qu(L)*z.onH—
CETURN

Enp

oo e

SVUIWUTINEG CUTO (K Mo Ny R, MH)
DiRIMSION x0u),a(nﬂ)

Cer e Lowi For Dlrr:ncuv'b|59antue~Ts

Rn:zN
Dot t I,HH
&(f }

NN’ N~ I]:

Do 2 Jz i, NN

RLT)= a(t)+x(J)«XQJ+II)
NN R

a(iy: RLI\/;"N

eeTLON

END

[
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EMH
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