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The influence of dynamics and sample shape on the magnetic hysteresis in first-order magnetocaloric metamagnetic LaFe13-xSix with x = 1.4 are studied. In solid state magnetic cooling, reducing magnetic and thermal hysteresis is critical for refrigeration cycle efficiency. From magnetization measurements, it is found that the fast field-rate dependence of the hysteresis can be attributed to extrinsic heating directly related to the thickness of the sample and the thermal contact with the bath. If the field is paused part-way through the transition, the subsequent relaxation is strongly dependent on shape due to both demagnetizing fields and thermal equilibration; magnetic coupling between adjacent sample fragments can also be significant. Judicious shaping of the sample can both increase the onset field of the ferromagnetic-paramagnetic (FM-PM) transition but have little effect on the PM-FM onset, suggesting a route to engineer the hysteresis width by appropriate design. In the field-paused state the relaxation from one phase to the other slows with increasing temperature, implying that the process is neither thermally-activated or athermal; comparison with the temperature dependence of the latent heat strongly suggests that the dynamics reflect the intrinsic free energy difference between the two phases.

1. Introduction

Magnetocaloric based solid state magnetic cooling is being considered very seriously within the context of energy efficient refrigeration technologies.[1] The scheme relies on the use of permanent magnets (along with many other energy applications such as wind turbines) and so if this technology is to be viable, the use of expensive high-field permanent magnets should be restricted. All prototypes to date use magnetic materials that undergo continuous phase transitions in field (such as Gd),[2] however in order to reduce the magnetic fields required for the applications, there is a move to considering first-order magnetocaloric materials which offer higher performance per Tesla.[3] This drive towards improved performance comes at some cost as first-order materials have complex behavior in magnetic fields. Here we study the magnetization (M) dynamics of the transition in a first-order metamagnetic material in response to applied magnetic field (H) and demonstrate the importance of sample shape in terms of engineering the magnetic hysteresis of the transition beyond the obvious role of demagnetization. We show that thin samples are required in order to mitigate the extrinsic hysteresis created as the sample approaches adiabaticity in the presence of rapidly changing magnetic field, and to shorten the time required to complete the magnetic transition, thereby allowing an increased refrigeration operation frequency. We also show that unique to first order metamagnetic materials, rectangular rather than square plate geometry is attractive to engineer the onset of paramagnetic to ferromagnetic and the reverse transition. 

First-order magnetocaloric effect (MCE) materials have associated hysteresis in the field-driven metamagnetic transition which leads to energy losses when cycling,[2,4] and degradation of the magnetocaloric properties has been seen to arise due to the strain effects from the abrupt magnetostructural or magnetovolume changes that such materials exhibit.[5] Additionally, first-order transitions occur by a nucleation and growth process with a region or period of coexistence of two phases.[6] When used in commercial-type cooling systems, cycling frequencies in the order of Hz are imperative,[7,8] with repeated cycling without degradation of the solid magnetocaloric coolant; all of these complicating factors associated with first-order transitions become of overriding importance within a technological context.

LaFe13-xSix compounds with x < 1.6 are a material of choice as they exhibit small hysteresis in their first-order itinerant electron metamagnetic transition between the paramagnetic (PM) and ferromagnetic (FM) states.[9,10] This is accompanied by an isotropic volume change of approximately 1% without a change in crystal symmetry, and the Curie temperature, TC, can be easily adjusted by partial substitution on the La or Fe sites or introduction of interstitial hydrogen, allowing TC to approach close to room temperature.[11]  There has been much research into the magnetocaloric properties of this series which are competitive with the benchmark materials such as Gd, in addition to its excellent temperature-range adaptability.[12] However, in order to gauge the potential for use as a practical magnetic refrigerant with viable operational frequencies, the importance of time dependence and field-rate effects of the MCE needs proper examination. 

Several groups have investigated the apparent dependence of the first-order transition on the rate of change of field and temperature in LaFe13-xSix-based materials;[13-16] generally the M-H loops show “flaring” as the field-rate is increased resulting in increased magnetic hysteresis (Figure 1a). These effects have been variously suggested to be caused either by extrinsic thermal effects from the inherent MCE heating of the sample,[13,14] or by an intrinsic nucleation and growth process. In the former case once the PM-FM transition has started at some part of the sample, the increase in temperature from the nucleated region heats the surrounding regions and therefore increases their critical fields. Consequently, in such a quasi-adiabatic transition, increasingly larger fields are required for the remaining PM volumes to reach their critical field as more of the material transforms and the whole system heats. This occurs similarly and oppositely with cooling for the reverse FM-PM transition. Faster field-rates keep the sample out of thermal equilibrium longer if the heat has no easy means of transfer into and out of the sample, resulting in an increased hysteresis due entirely to extrinsic properties. Alternatively in the latter case, it has also been suggested that this effect is an intrinsic nucleation and growth process dominated locally by heating/cooling at the phase boundary and the dipole interaction,[15,17] or by thermal activation over the energy barrier.[16] In either case the process is unavoidable and rate is limited by thermal conductivity and also the time to magnetoelastically extend the phase boundary. Size dependence has also been reported, where small fragments of such materials have shown minimal dependence of hysteresis on the rate,[13] and a series of graded fragment sizes at a single field-rate shows a gradual reduction in the hysteresis as the fragments reduce from millimeter-scale to fragments 20-50 μm in size.[18] In both cases this was attributed to a considerably larger surface area to volume ratio enhancing heat transfer, and in the latter case additionally due to the removal in smaller samples of strain and grain boundary effects. Improving the thermal linkage between sample and bath has been shown to greatly reduce the effects of the field-rate,[14] reinforcing the role of heat transfer in this process, and a reduction in hysteresis has been seen also when porosity is introduced.[5] Our experiments aim to clarify the processes that dominate the dynamic phenomena at the limits of field-rate achievable with laboratory superconducting magnets (10-4 to 10-2 Hz), and to elucidate the mechanisms that limit the field-transformation rate, whilst avoiding excess hysteresis or incomplete transitions. We consider the implications this might have at the much faster field-rates (of the order of Hz) needed for practical applications.
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Figure 1. a) Magnetization as a function of applied field for Scenario A at 194.5 K, 3.5 K above TC as the material transforms from PM (low-field) to FM (high field) and back. Data for two field sweep rates is shown, 1 mT s-1 (closed symbols) and 18 mT s-1 (open). b) Relaxation data in time as the field is increased from 0 T at 18 mT s-1 (along the outer loop of the plot in a)) and paused for 50 s at constant field at a variety of field values across the transition as indicated. The field is returned to 0 T and increased again to the next target for each data set. This data is represented in a) as the vertical plots of increasing magnetization as the material relaxes fully into the FM state. c) Schematic of the sample in Scenario A. Inset to a): the H-T phase line of this composition as measured at HC1​. TC is defined as the extrapolation of the line to the temperature axis. The tricritical point, Tcrit, is the temperature where the hysteresis (and the latent heat)[11,19] drop to zero.
2. Results and Discussion
2.1. Field Rate Dependence of  the Magnetic Relaxation
In order to examine the influences of demagnetizing fields and sample connectivity at a fixed temperature, the intact bulk cuboid first-order LaFe11.6Si​1.4 sample was first measured whole (Scenario A), then it was broken into three pieces which were pressed back into the original sample shape (Scenario B) and then separated into three disconnected pieces (Scenario C), see the Experimental Section for further details. Magnetization loops of Scenario A at 194.5 K with the field applied in the direction of the long axis of the sample (Figure 1c) show the first-order metamagnetic transition with a clear dependence on the rate of field change (Figure 1a). Here, for simplicity, we define for each loop the fields at which the PM-FM transition begins and completes (reaches saturation) as HC1 and HC2, and the fields at which the FM-PM transition begins and completes as HC3 and HC4 respectively. For the slow field-rate shown (1 mT s-1) the quasi-static regime is approached, thus making the system quasi-isothermal and the first-order PM-FM transition appears sharp in field (HC1~HC2). A similar trend is seen at a lower field for the reverse transition when the applied field decreases, although a more gradual drop in magnetization occurs before the transition becomes sharp, suggesting a different nucleation process between the creation and early growth of the FM and PM phases. The fast field-rate loop (18 mT s-1) shows a considerably wider transition that deviates from the 1 mT s-1 loop at both HC1 and HC3 to greater and smaller HC2 and HC4 values respectively, resulting in an increased hysteresis width and area. Driving at 18 mT s-1 to above HC1 pushes the system out of equilibrium and closer to adiabaticity, and when the sweep is paused and the field is held constant, the material relaxes into the FM state, also shown in Figure 1a and 1b. This relaxation is always to the full FM magnetization, and so maps the “fast rate” loop onto the “slow rate” loop. The relaxation time has been seen during this study to be highly dependent on the size of the sample as well as the shape and demagnetizing factor, and will be discussed in more detail below. The relaxation rate, dM/dt, becomes faster as the field is paused further through the transition (Figure 2a). In contrast, if the field is paused just below HC1, the magnetization remains stable at its PM value. We interpret this result as showing that the higher the “pause” field, Hpause, the more FM nuclei are created and so there is faster growth of the FM phase when the field is paused, with the relaxation rate having a linear dependence on how far past H​C1 this field is settled, here termed Hpause/HC1. Approaching Hpause/HC1 at two slower field rates, 8.3 mT s-1 and 1 mT s-1, shows that the relaxation rate is independent of field-rate preconditioning as also shown in Figure 2a, and the dependence on Hpause/HC1 is preserved for all field rates. As the value of Hpause/HC1 corresponds to different volume fractions of transformation for each rate, the relaxation rate is determined not just by the fraction of material transformed before the field pause, but by some combination of this and the rate at which it was transformed: we term this more simply as how far out-of-(phase) equilibrium the system is pushed before being allowed to relax. Due to the dynamic behavior of the transition, each rate has of course different values of HC2 (represented by the plateauing of dM/dt after which the transition is fully driven): the slower the rate, the smaller the increase of field before HC2 is reached. This results in dM/dt plateauing at lower values for the slower field-rates.
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Figure 2. a) The line-of-best-fit gradient transformation rate dM/dt for Scenario A derived from the relaxation plots in Figure 1b as a function of Hpause/HC1, where Hpause is the value the field is paused at to allow relaxation and HC1 is defined as the first field at which relaxation occurs: 0.74 T. Data of dM/dt when Hpause is approached at two additional field rates, 8.3 and 1 mT s-1, is included and each rate’s value of HC2 is labeled. b) d(M/MS)/dt versus field rate for the driven transformation for Scenario A at 194.5 K and the comparison second-order sample with x = 1.6 at 206 K.

The dependence of the plateau of dM/dt, (which is simply the transition rate when field-driven), on field-rate is shown in Figure 2b, normalized to the saturation magnetization, MS. Note that if extrapolated to dH/dt = 0 the transition rate is finite, consistent with the finite-time relaxation that we observe (Figure 1b). As the field-rate increases the increase of dM/dt is sub-linear, and can be fitted to a logarithmic function as shown by the line-of-best-fit. This sub-linear behavior may have negative implications for use in applications, where much larger field-rates are needed (of the order of 1 T s-1) alongside a rapid dM/dt. 

The contrasting behavior of the second-order composition, LaFe13-xSix with x = 1.6, is shown in Figure 2b. At slow field-rates the dM/dt values are much lower, as magnetic relaxation is absent and the system requires a change of applied field to produce any change of magnetization. However, as the field-rate is increased, dM/dt also increases linearly, confirming that there is not the complex dynamic behavior that is prevalent in the first-order system. Thus at the fast field-rates needed for applications a second-order system will be significantly less constrained. Nevertheless, in the first-order material, mitigation of some of these effects is possible by judicious choice of sample geometry as we discuss in the following.

2.2. Influence of Sample Connectivity on Magnetization Dynamics
When HC1 is approached at 1 mT s-1 before pausing the field in Scenario A (Figure 3a), full relaxation into the FM state can occur even if Hpause is several mT below HC1 (in contrast to the stable response at fast rates in Figure 1b), sometimes after a delay of tens of seconds. If we assume that some part of the transition has not already begun in a volume too small to be detected by VSM, we can say that the system is metastable at a so-called tipping point such that the transition can be initiated by a small perturbation in the external environment. Previous studies have shown relaxation with large dependence on the stray field and sample shape, for example Yako et al. who show that full relaxation occurs when the field is applied in an orientation in which the sample has a low demagnetizing factor, but slows and becomes arrested for field directions with high demagnetizing factors coupled with a significant increase in all of HC1, HC2, HC3 and HC4;[15]  we have confirmed such orientational behavior in work leading to this study. Concerning both the field rate-dependence and relaxation, we do not thus far entirely exclude possible contributions from intrinsic nucleation and growth, extrinsic heating or other extrinsic effects. To obtain further clarification, we now compare the performance of the sample prepared in the three states, A, B and C (Figure 3: see the Experimental Section for a full description). Comparing the relaxation of the three scenarios, Figure 3 shows a considerable difference between them: in Scenario A (before breaking), the relaxation is smooth and the transition time is approximately 46 seconds (as measured from the start of the PM-FM transition to when the magnetization reaches saturation as shown in Figure 3a); in Scenario B (broken and reassembled) the transition time is considerably longer (106 s) and transforms in at least three distinct stages. This may suggest that each of the three fragments transforms separately and consecutively, although this is only a conjecture. Dynamic magnetic imaging or other equivalent imaging methods would be required to confirm this. The shapes of the relaxation curves are consistent on repeated measuring, therefore the transition proceeds in the same way each time.
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Figure 3. Relaxation in time at 194.5 K and schematics (insets) of the x = 1.4 sample in its three scenarios: a) A, b) B and c) C with H applied in the direction indicated.  In each case the target applied field is approached from 0 T at 1 mT s-1. The field is then held constant from t = 0 s for 150 s. Between each measurement the field is returned to 0 T before being increased at 1 mT s-1 to the next field target. The horizontal lines indicated in a) and b) show the transition time and how it is determined. d) Relaxation data of Scenario B with the field instead applied in the direction indicated, termed Scenario B’. Included is the data from the fully driven transition (from the M-H loop), represented by the dashed line. This demonstrates that the saturation magnetization indicated is not attained during magnetic relaxation in paused field.
What is suggested from Figure 3 is that in both Scenarios A and B the transformation starts at one location and grows until the entire sample has transformed. For the intact sample the growth can be assumed to be driven by any or all of strain, magnetic coupling, instability of the boundary between two magnetic phases, or thermal contact. The full relaxation of Scenario B suggests that nucleation occurs on only one of the fragments, but when relaxing into the FM state the growth can cross to an unconnected but adjacent fragment, or more properly the growth of new phase in the first nucleated fragment nucleates a volume on an adjacent fragment which grows and so on until all three fragments have transformed. The mechanism for this is proposed to be the stray field created by the jump in magnetization on the first fragment permeating and influencing the next fragment via an increased local magnetic field, Hlocal = Happl. + f(Mfragment 1, (r)), where the latter term is some function of the magnetization of the fragment in the FM state at distance r to the nucleation site on the adjacent fragment; that is, a purely magnetic mechanism. Independent nucleation on all three fragments is possible but unlikely, since measurements of different sizes of material (not shown) have shown the relaxation time to generally decrease with decreasing sample size (and with increasing number of FM nuclei created, following the conclusions of Figure 1b) and therefore would be expected to be faster than in Scenario A with all three smaller fragments transforming concurrently. Thus, since strain and heat flow between fragments will be inhibited, magnetic coupling between the fragments can enable a full transformation. However, the overall relaxation in Scenario B is markedly slower than for Scenario A implying that the strain field and/or thermal linkage play an important role. As the sample expands on undergoing the transition, it is however unlikely that strain field coupling enhances the transition (indeed we have previously proposed the opposite),[20] hence we conclude that thermal linkage across the transition is an important aspect of the transition dynamics, consistent with the conclusions reached by Yako et al.[15]  

Scenario C (broken and separated) exhibits a substantial change to the relaxation and further confirms the magnetic coupling of Scenario B, since at this separation the stray field between the fragments is significantly weakened (this diminution of magnetic interaction has been supported by magnetization measurements of each fragment separately, oriented in the same direction with field as they each appear in Scenario C: the addition of all three data sets shows magnetization loops equivalent to the loops of Scenario C). There is no full relaxation from PM-FM until the system has been driven at least halfway through the transition, and instead there are small changes in magnetization corresponding to small volumes within the fragments relaxing independently into the FM phase. It should also be noted that the demagnetizing fields within each fragment are now much more significant, each approximately double those of Scenario A. Figure 3c shows that there are well-defined states of a mix of phases: there are at least five stable states with coexisting PM and FM regions arising from the three fragments, indicating that at least one of the fragments can itself become arrested in a mixed state.
To further examine the role of magnetostatics: Scenario B was examined with the field direction rotated by 90°, as shown in Figure 3d and designated Scenario B’. Under these conditions the sample is unable to transform fully but instead shows a series of arrested states similar to Scenario C. In Scenario B, magnetic flux linkage enables the transition, but in Scenario B’ due to the fact that the flux lines run parallel to the cracks, magnetic linkage between fragments is negligible.
2.3. Using Sample Shape to Engineer the Magnetic Hysteresis
Figure 4a and 4b compares the full hysteresis loops at 194.5 K at the two extreme field-rates: 1 mT s-1 and 18 mT s-1. What we see is that H​C1 is little affected by fragmentation but HC3 is: for the slow rate, HC1 does not change significantly between the three scenarios and between A and B the transition remains sharp, but becomes broader when the sample is fragmented and separated (Scenario C), consistent with the relaxation data showing that full relaxation requires the field to be driven up to 50 mT above HC1. Comparing the FM-PM transition, HC3 varies: it is lowest for Scenario A, significantly higher for B (40 mT), and even more so for C (more than 100 mT), resulting in hysteresis widths as measured from the midpoints of the PM-FM and FM-PM transitions of 0.185 T, 0.130 T and 0.098 T for the three scenarios respectively. In all three scenarios the full FM-PM transition is preceded by a slight decrease in magnetization before it transforms sharply; there are no such precursors for the PM-FM transition at HC1.
[image: image4.emf]p q q

p q q

H

applied

0

20

40

60

80

100

120

 

 

 A

 B

 C

M (emu g

-1

)

1 mT s

-1

0.0 0.5 1.0 1.5

0

20

40

60

80

100

120

 

 

 A

 B

 C

M (emu g

-1

)



0

H (T)

18 mT s

-1

a

b

c

0.0 0.5 1.0 1.5

0

20

40

60

80

100

120

 Orientation 1

 Orientation 2

 

 

M (emu g

-1

)



0

H (T)

1 mT s

-1

d

1

2


Figure 4. Comparison M-H plots of the metamagnetic transition when the field is swept at a) 1 mT s-1 and b) 18 mT s-1 for the three scenarios A, B and C at 194.5 K. c) Schematics of field lines (red) within two rectangles in applied field showing the importance of sample shape and where each phase nucleates. With the indicated field direction, demagnetizing fields cause the total field to be strongest at p and weakest at q. By changing the dimensions as shown, the total field at q is considerably weakened without greatly affecting that at p. d) M-H loops at a field rate of 1 mT s-1 of Fragment ‘i’ (see inset to Figure 3c), measured in isolation with field applied in two different orientations, as indicated in the inset. 

The invariant HC1 but differing HC3 (assuming negligible temperature variation between measurements) for the three scenarios is unique to the first order transition suggesting asymmetry in the nucleation of the new phase. One possibility is strain relief:[5] in polycrystalline samples such as ours, where there is a period of mixed phase the growth itself is known to not be symmetric,[17] thus, one would expect any relief from breaking the sample to dominate for the PM-FM case only, where the material increases in volume. Here the transition might be expected to be facilitated in Scenarios B and C with less volume constraint, whereas for the FM-PM transition and its volume decrease the difference between the three scenarios would be minimal. However the difference in scale of the sample when intact and in its fragments is not substantial, and therefore the transformation would not be expected to be much influenced. Since instead we observe a large difference between the scenarios for the nucleation of the PM phase in the FM state, we can infer that strain makes no major contribution here. The dominating factor would instead appear to be magnetic, and the large changes of HC3 but invariant HC1 is a direct result of the influence the different demagnetizing fields have on the nucleation of either phase. Although globally the demagnetizing factors of Scenarios A and B are comparable, locally this is of course not the case, in particular at the new edges and asperities formed in B, where the local internal field will be very different to those in A. Our data suggest that these local fields may greatly facilitate the onset of the PM phase at high field in B, but have little effect on the onset of the FM phase compared to A. This would be consistent with Fujita et al. in which simulations and Seebeck voltage measurements of a rectangular sample suggest that the nucleation of the FM phase for the PM-FM transition occurs at the middle of the sample, whereas the FM-PM transition begins at the ends with respect to the applied field direction.[17] The schematics in Figure 4c demonstrate the situation. The PM-FM transition begins in the high field region of the sample, and the PM-FM transition the low field. By careful choice of sample shape, the local field within the high field region can be kept constant, but the local low field region can be engineered to be significantly lower. Hence the FM-PM transition occurs in higher applied field and thereby reduces the effective hysteresis width.  We have obtained dynamic images (using a scanning Hall probe) of the transition in another cuboid sample with dimensions 1.0 x 0.4 x 0.3 mm and field applied in the direction of the long axis; these images are consistent with those ideas, but additionally suggests a complex situation where the growth of each phase is strongly determined by local geometry. (Details of this including a video of the integrated images can be viewed by accessing the Supporting Information). Studying this further, the effect was clarified with measurements on one of the fragments of Scenario B/C, labeled ‘i’ in Figure 3c, which is approximately cuboid with dimensions 1.1 x 0.4 x 0.4 mm. By measuring the response to field in two different orientations (Figure 4d), the orientation with a greater global demagnetizing factor (Orientation 2) showed a small increase in HC1 but a significant increase in HC3 compared to Orientation 1 resulting in a significantly reduced hysteresis. This is a balancing act however as it is has previously been shown that shapes with too large an aspect ratio present a significant increase in HC1 which is detrimental to maintaining a sharp transition in low field without a proportional beneficial decrease in hysteresis.[15] An example of this can also be viewed in the Supporting Information. Overall these results demonstrate that demagnetization effects can be exploited usefully in first-order systems without magnetocrystalline anisotropy such as LaFe13-xSix in a way that has not been previously anticipated.

Scenario C, with effectively three separate fragments and demagnetizing factors, sees a shift in all of HC2, HC3 and HC4 from A due to weaker internal fields which result from larger demagnetizing fields, consequently requiring a larger applied field to drive the transitions.[15] However HC1 is not affected so the effect is substantial only after the PM-FM transition starts.

For the 18 mT s-1 field-rate (Figure 4b), there is a similar trend between the scenarios: in all three cases there is an increase in the hysteresis from the 1 mT s-1 loop due to the “flaring” of the transition in both field sweep directions as in Figure 1. The FM-PM transition replicates the differing HC3 values present in the 1 mT s-1 loops, and the PM-FM transition sees all three behave almost identically with the curves lying almost on top of each other, giving hysteresis widths of 0.41 T, 0.35 T and 0.25 T for A, B and C respectively. As such, with the exception of the values of HC3, when driven at this fast field-rate the transitions behave identically, despite the physical differences between the three scenarios which are seen to play a major role in the dynamics when in paused or slow field-rates. From this observation we can state that there are two regimes of sample behavior. For slow sweep rates the geometry and connectivity across the sample (thermal as well magnetic) play an important role; for fast sweep rates the thermal connectivity across the thinnest dimension dominates, which in this case is the thickness of the sample which is a constant between A, B and C.

Thus, we find that under fast magnetic field driving conditions the transition becomes independent of the growth mechanism: driving fast creates the necessary nucleation sites, as seen in the relaxation after driving partway through the transition in Figure 1b. Further evidence for this can be extracted from measurements of the hysteresis against field-rate (Figure 5a): the hysteresis widths are different due to a shift in HC3 as discussed, but for rates faster than 5 mT s-1 the behaviors of Scenarios A and B show very similar gradients; increasing the field-rate increases the hysteresis proportionately. Additionally this is reinforced in Figure 5b where the measured transition times for PM-FM match. (The transition time measurement is defined in Figure 3a).
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Figure 5. a) Hysteresis width and b) the PM to FM transition time as a function of dH/dt for the sample in Scenario A (closed triangles), B (open circles) and C (closed squares) at 194.5 K. The hysteresis is measured as the difference between the mid-points of the PM to FM and the FM to PM transitions. The PM to FM transition time is measured for each field-rate loop as the time between the start of the transition and the point where the magnetization saturates. The point at μ0dH/dt = 0.0 represents the relaxation time of A in paused field as shown in Figure 3. This value is 106 s for B (off the graph) and doesn’t exist for C.

For Scenario C the gradient of the hysteresis is noticeably shallower (Figure 5a: 8.2 seconds compared to 10.7 seconds and 10.3 seconds for A and B respectively) and the transition times at the greatest field rates are shorter suggesting that the larger surface area to volume ratio improves heat transfer when the pieces are separated: therefore, marginally better thermal linkage with the bath which allows the transformation to proceed more quickly.[14] This does not apply for rates slower than 5 mT s-1; here we are approaching the relaxation regime where the effects of the stray field and demagnetizing factor become dominant. Therefore the crossover from the regime of extrinsic thermal effects to growth and magnetic coupling depends on the field rate and for this set-up occurs at approximately 5 mT s-1. How this crossover point varies with sample size, shape and thermal linkage is important to elucidate: we have previously shown that when fragments are small enough in closely related first-order materials (<200 μm in all dimensions), effects due to both of these factors are greatly reduced, and the dynamics for the most part vanish at all field rates observed within laboratory timescales.[13]
2.4. Temperature Evolution of the Magnetic Relaxation Rate
Recent temperature cooling-rate dependence studies of the transition in first-order LaFe11.7Co0.195Si1.105 have suggested an athermal character to the transition.[21] In the inset to Figure 1a we show the H-T phase line for LaFe11.6Si​1.4, showing its Curie temperature and tricritical point, Tcrit.[11] In the inset to Figure 6a we have drawn a schematic illustrating how the free energy landscape evolves away from the Curie point. When the material is close to TC, there is a measurable energy barrier dividing the two phases and latent heat associated with the change of magnetization. As the temperature is increased towards the tricritical point (at which the transition becomes second-order) the latent heat diminishes. Figure 6a plots the rate of change of magnetization, during relaxation in paused field from PM to fully FM, as a function of Hpause-HC1 and at a series of temperatures. We find that as T approaches Tcrit, dM/dt decreases. Figure 6b plots the rate dependence explicitly in temperature as extracted close to HC1 at μ0(Hpause-HC1) = 0.01 T. A thermal activation model of ambient kT cannot explain these observations. The inset to Figure 6b shows a representation of the temperature dependence of the latent heat that we have determined previously in these materials.[19,22]  This comparison with the temperature dependence of the latent heat strongly suggests that the dynamics reflect the intrinsic free energy difference between the two phases. More simply it suggests that the transition is driven by the local latent heat released once the transition starts.[19,22] Naturally, the latent heat decreases as the tricritical point is approached, and then vanishes: dM/dt drops accordingly. Thus for the extrapolation to dH/dt = 0 (Figure 2b), the intercept representing the transformation rate should diminish as the material composition moves from first-order towards second-order.
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Figure 6. a) Relaxation rate in paused field for several temperatures (in 1 K steps between 191.5 K and 200.5 K) above TC as a function of how far past each temperature’s respective HC1 values the 8.3 mT s-1 field rate sweep is paused. Note: once HC2 is reached the rate levels off as the driven rate as evident at several of the temperatures. Inset: schematic of the free energy of the system as T is increased towards the tricritical point, Tcrit. The curves at different T are offset for clarity. b) Rate of transformation in temperature as extracted from a) close to HC1 at μ0(Hpause-HC1)=0.01 T, with a guide to the eye. Inset: a representation of the x = 1.4 latent heat temperature dependence derived from Morrison et al.[19]
3. Conclusion

By studying the metamagnetic field-driven transition of first-order LaFe11.6Si1.4 we have found the transformation width and hysteresis to be very strongly dependent on the field-rate. When field-driven in a low-demagnetizing factor orientation, the transition is faster than its relaxation in paused field implying that there is supplementary nucleation or the growth of nuclei is quickened. We devised an experiment with a bulk sample in three scenarios: intact (Scenario A), in three fragments and reassembled (B) and separated (C) to distinguish the intrinsic and extrinsic contributions to these dynamic effects. For this sample size and shape, with field-rates above 5 mT s-1 the three scenarios behave similarly, indicating that extrinsic heating from the MCE slows the transition, rather than it being limited by any intrinsic nucleation and growth mechanism, reinforcing the importance of thin samples and improved thermal contact for applications. In the slow field-rate limit the behavior of the transition is dominated by nucleation and growth processes, which themselves are influenced greatly by the sample shape, size and demagnetizing fields. We have also seen evidence for magnetic coupling between fragments in close proximity for the PM-FM transition, underlining the role of magnetic interaction for the progress of the transformation, although this is a slower mechanism than within a single fragment. Hysteresis was seen to greatly reduce with the fragmented and separated samples, which has been shown to be caused principally by the shift in HC3 whereas HC1 remains constant. This shift suggests local changes in demagnetizing fields introduced by edges and asperities play an important and beneficial role for increasing the field at which the onset of the FM-PM transition occurs, but are much less significant for the PM-FM transition, leading ultimately to a decrease of hysteresis; this observation has interesting implications concerning the design of refrigerant shape and we give an example of a geometry where this is exemplified. The variation of the relaxation rate with temperature correlates closely with that of the latent heat, suggesting that the free energy difference between the FM and PM phases drives the intrinsic transition.
We have also shown that by cracking the sample, the sharpness of the magnetic transition is not necessarily compromised. This is important since all first-order materials being considered for application have large magnetovolume coupling and often show cracks when cycled in field. Our work implies that as long as samples retain their envelope shape, cracks will not be deleterious. Moreover it has come to our attention that work examining the structural changes of the magnetocaloric transition in the heating and cooling cycle using in situ synchrotron measurements draw complementary conclusions regarding the integrity of the sharpness of the transition width in the presence of cracks in the material.[23]
The concept of transition time is vital as the hysteresis is directly dependent on this time and if a magnetocaloric material is being cycled at say 1 Hz/T this leaves a maximum of 0.5 seconds for the full first-order transition to take place: an extremely conservative value when one considers the time required after each transition for heat transfer with the environment to take place. This is more than an order of magnitude quicker than the fastest transitions achieved here, leading to the detrimental possibility that a full transition may not have time to complete regardless of the decrease in effective hysteresis for Scenario C, so losing a significant amount of cooling power and efficiency. If this time can be reduced by design of sample geometry then the use of this material in applications becomes viable. Improving the thermal linkage across the sample appears to be the priority for achieving shorter transition times, and demands further attention.

4. Experimental Section
Samples of LaFe13-xSi​x where x = 1.4 and 1.6 were made using RF induction melting and polished into plates. The x = 1.4 sample had approximate cuboid dimensions 1.7 x 1.1 x 0.40 mm (Figure 1) and the x = 1.6 sample had dimensions 1.8 x 1.0 x 0.45 mm. Magnetization measurements were conducted using a Vibrating Sample Magnetometer (VSM) in a Quantum Design Physical Property Measurement System allowing the field to be swept at any chosen rate between 1 and 18 mT s-1. The x = 1.4 sample was measured from magnetometry to have a TC of 191 K. Rietveld analysis of x-ray diffraction data on a powder sample confirms the presence of the cubic La(Fe,Si)13 phase with a minor amount of α-Fe (6±1 wt.%). All subsequent measurements bar those investigating temperature-dependence were done above TC at a temperature of 194.5 K. Concerning the inhomogeneity in the phase composition, which is expected, no significant impact was evident on the transition suggesting a narrow range of TC; in the study of the scenarios, described in the following, the same bulk of material was used for all scenarios to isolate spurious results from any inhomogeneity present. Nevertheless, we estimate from the width of the magnetic transition that the inhomogeneity of the sample with respect to Si composition is no more than 0.4 %. Measurements were firstly made with the applied field parallel to the direction of the long axis: Scenario A. In this orientation the demagnetizing factor is minimised and above HC there is complete relaxation (at constant field and temperature) between the phases.[15] The sample was then broken along its length into three pieces and re-assembled in the same orientation as A: Scenario B; the field was applied in the same direction. In this scenario, the global demagnetizing factor and surface area to volume ratio are, apart from the effects of the new surfaces and edges, the same as Scenario A. However, effects of strain, domain growth and thermal contact between the pieces are eliminated or greatly reduced. A small amount of mass (approximately 3%) was lost during this breaking process. Measurements were then repeated with the three pieces in the same orientation but separated by 0.4 mm, a distance of the order of their thickness: Scenario C. The strain, domain growth and thermal contact conditions are the same as Scenario B, but the magnetic coupling between the pieces is greatly altered and the global demagnetizing factor is significantly larger by approximately a factor of two, as determined from analysis of the magnetization response to applied field in the FM state. Additionally there is a small increase in the surface area to volume ratio due to the new faces. The x = 1.6 sample measurements were done at 206 K: 4 K above its TC. For all the magnetometry, the samples were placed between two sheets of PTFE tape, one sheet in contact with the VSM rod and the other in contact with the coolant atmosphere of low pressure helium gas.
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