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#### Abstract

Humans as well as humanoid robots can use a large number of degrees of freedom to solve very complex motor tasks. The high-dimensionality of these motor tasks adds difficulties to the control problem and machine learning algorithms. However, it is well known that the intrinsic dimensionality of many human movements is small in comparison to the number of employed DoFs, and hence, the movements can be represented by a small number of synergies encoding the couplings between DoFs. In this paper, we want to apply Dimensionality Reduction (DR) to a recent movement representation used in robotics, called Probabilistic Movement Primitives (ProMP). While ProMP have been shown to have many benefits, they suffer with the high-dimensionality of a robotic system as the number of parameters of a ProMP scales quadratically with the dimensionality. We use probablistic dimensionality reduction techniques based on expectation maximization to extract the unknown synergies from a given set of demonstrations. The ProMP representation is now estimated in the low-dimensional space of the synergies. We show that our dimensionality reduction is more efficient both for encoding a trajectory from data and for applying Reinforcement Learning with Relative Entropy Policy Search (REPS).


## I. Introduction

Movement Primitives (MPs) are a common approach to characterize motion in robotics, usually as a compact representation that easily permits learning tasks based on changes in their parameters. Over the last years, Dynamic Movement Primitives (DMPs) have been widely used for motion representation and learning [1], [2]. However, DMPs are a deterministic approach to motion representation, thus they are not capable of representing motion variability. In contrast, the recently proposed ProMP [3] approach is capable of capturing the variance of a set of demonstrations of the same task to a robot and reproducing the trajectory with the same variance over time, thanks to a stochastic model-based linear feedback controller.

However, when learning a certain task with a robot, the number of Degrees of Freedom (DoF) of the robot is typically much higher than the dimensionality of the task space. In classic body mechanics, the Bernstein Problem [4] is known as the problem of coordinating the abundant number of actuators (muscles) of a human body, which our nervous system cannot initially handle, such that a certain motion is performed [5]. In addition, some tasks have

[^0]environment descriptors, such as goal position, via-point, etc., called context variables, that may vary and need to be taken into account for a better motion characterization.
In this paper, we address the problem of fitting a lowdimensional, probabilistic representation to a set of demonstrations of a task. In order to achieve such representation, we will modify the ProMP representation such that the movement is represented in a linear subspace of the full configuration space. Allowing for context variables, we will derive an Expectation-Maximization (EM) closed-form solution to find the mean, covariance and context dependencies of the ProMP in a latent low-dimensional subspace, its linear embedding in the joint space (with a coupling matrix) and the state covariance.

Dimensionality reduction over the DoF of robots is a common approach for grasping and hand motion [6], [7]. However, it has been less used for arm robot skills. As curse of dimensionality affects the performance of most RL algorithms when applied to robots with a relatively high number of DoF, such as the NAO robot in Fig. 1 , new approaches to Reinforcement Learning (RL) with Dimensionality Reduction (DR) are being developed [8], [9]. Both approaches are based on Principal Component Analysis (PCA) or its probabilistic version (PPCA). In this paper, we directly extract the latent space with EM, without requiring PCA. PCA is just used as initialization of the EM approach.


Fig. 1. NAO robot interactuating with people. Picture provided by the Ave Maria Foundation in Sitges.

Using EM instead of PCA in combination with the ProMP approach comes with an important benefit, since the ProMP provides a time-dependent variance profile. While the variance profile is important in many applications, it also contains relevant information for the dimensionality
reduction technique. Time points with a low variance are important for the movement and the PCA approach is not allowed to distort these time points. However, for time points with a large variance, a larger reproduction error of the DR technique is acceptable.

## II. Probabilistic Movement Primitives (ProMP)

ProMP are a general approach to learn and encode a set of similar motion trajectories that present time-dependent variances over time as seen in Fig. 22 Given a number of basis functions per DoF $N_{f}$, ProMP use a $N_{f} \times 2$ timedependent matrix $\boldsymbol{\Phi}_{t}=\left[\phi_{t}, \dot{\phi}_{t}\right]$ to encode position and velocity, $\phi_{t}$ being the vector of normalized kernel basis functions (e.g., uniformly distributed Gaussian basis function over time), thus the position and velocity state vector $y_{t}$ can be represented as

$$
\mathbf{y}_{t}=\left[\begin{array}{c}
q_{t}  \tag{1}\\
\dot{q}_{t}
\end{array}\right]=\boldsymbol{\Phi}_{t}^{T} \boldsymbol{\omega}+\boldsymbol{\epsilon}_{y}
$$

where $\boldsymbol{\epsilon}_{y} \sim \mathcal{N}\left(0, \boldsymbol{\Sigma}_{y}\right)$ is a zero-mean Gaussian noise and the weights $\boldsymbol{\omega}$ are also treated as random variables with a distribution

$$
\begin{equation*}
p(\boldsymbol{\omega})=\mathcal{N}\left(\boldsymbol{\omega} \mid \boldsymbol{\mu}_{\omega}, \boldsymbol{\Sigma}_{\omega}\right) \tag{2}
\end{equation*}
$$

This distribution can be fitted, given a set of demonstration trajectories $\boldsymbol{\tau}_{k}=\left\{\mathbf{y}_{t}^{k}\right\}_{t=1 . . N_{t}}, k=1 . . N_{k}$, by getting the weights $\boldsymbol{\omega}_{k}$ of each demonstration with least squares. Subsequently, the parameters of the distribution $\boldsymbol{\theta}=\left\{\boldsymbol{\mu}_{\omega}, \boldsymbol{\Sigma}_{\omega}, \boldsymbol{\Sigma}_{y}\right\}, \boldsymbol{\Sigma}_{y}$ being the state covariance, are fitted by a maximum likelihood estimate, i.e., we compute the sample mean and the sample covariance [10] of $\boldsymbol{\omega}$. Then the probability of observing a trajectory $\tau$ can be expressed as the product of all timestep probabilities $p\left(\mathbf{y}_{t} ; \boldsymbol{\theta}\right)$

$$
\begin{equation*}
p(\boldsymbol{\tau} ; \boldsymbol{\theta})=\prod_{t} \int \mathcal{N}\left(\mathbf{y}_{t} \mid \boldsymbol{\Phi}_{t}^{T} \boldsymbol{\omega}, \boldsymbol{\Sigma}_{y}\right) \mathcal{N}\left(\boldsymbol{\omega} \mid \boldsymbol{\mu}_{\omega}, \boldsymbol{\Sigma}_{\omega}\right) d \boldsymbol{\omega} \tag{3}
\end{equation*}
$$

Due to the probabilistic representation, the ProMP approach can represent motion variability while keeping other MP properties such as rescalation and linear representation w.r.t. parameters. It also allows for other operations such as modulation via probabilistic conditioning and combination by product [3].

In addition, ProMP also come with a model-based stochastic controller that reproduces the encoded trajectory distribution. In Fig. 2, we show the average and standard deviation of a ProMP and different sample trajectories from its distribution.

## III. Dimensionality Reduction for Promp (DR-PROMP)

Given a robot with $d$ DoF, we will reduce the dimensionality of its motion representation to a latent space of dimension $r$, which is manually given. We can express the robot's state vector $\mathbf{y}_{t}$ with latent space variables $\mathbf{x}_{t}$ as

$$
\mathbf{y}_{t} \simeq\left[\begin{array}{c}
q_{t}  \tag{4}\\
\dot{q}_{t}
\end{array}\right]=\boldsymbol{\Omega}_{2} \mathbf{x}_{t}
$$



Fig. 2. ProMP fitting a set of trajectories, the mean and standard deviation for each timestep are shown.
where $\boldsymbol{\Omega}_{s}=I_{s} \otimes \boldsymbol{\Omega}(s d \times s r)$, will be used throughout this paper as the Kronecker product of the $s$-dimensional identity matrix and what we define as coordination matrix $\boldsymbol{\Omega}(d \times r)$, a linear mapping from an $r$-dimensional latent virtual joint space into the $d$-dimensional robot joint space. With this notation, we will also simplify $\boldsymbol{\Omega}=\boldsymbol{\Omega}_{1}$.

In order to represent the trajectory as a linear combination of some parameters $\boldsymbol{\omega}$ as in ProMP, we can write (4) as

$$
\begin{equation*}
\mathbf{y}_{t}=\boldsymbol{\Omega}_{2} \mathbf{x}_{t}+\boldsymbol{\epsilon}_{f i t}=\boldsymbol{\Omega}_{2}\left(\mathbf{\Phi}_{t}^{T} \boldsymbol{\omega}+\boldsymbol{\epsilon}_{x}\right)+\boldsymbol{\epsilon}_{f i t} \tag{5}
\end{equation*}
$$

with $\boldsymbol{\Phi}_{t}=\left[\phi_{t}, \dot{\phi}_{t}\right]$ being the $n \times 2$ matrix with the kernels used for the trajectory, and $\boldsymbol{\epsilon}_{f i t}, \boldsymbol{\epsilon}_{x}$ the DR fitting error and the Gaussian noise for $\mathbf{x}$, respectively.

Thus, the probability of being in the latent state $\mathbf{x}_{t}$ given the weights $\boldsymbol{\omega}=\left[\boldsymbol{\omega}_{1}^{T}, \ldots, \boldsymbol{\omega}_{r}^{T}\right]^{T},(r n \times 1)$ is

$$
\begin{align*}
p\left(\mathbf{x}_{t} \mid \boldsymbol{\omega}\right) & =\left(\left[\begin{array}{c}
\mathbf{x}_{1, t} \\
\ldots \\
\mathbf{x}_{d, t}
\end{array}\right] \left\lvert\,\left[\begin{array}{ccc}
\mathbf{\Phi}_{t}^{T} & \ldots & \mathbf{0} \\
\ldots & \ldots & \ldots \\
\mathbf{0} & \ldots & \boldsymbol{\Phi}_{t}^{T}
\end{array}\right] \boldsymbol{\omega}\right., \boldsymbol{\Sigma}_{x}\right) \\
& =\mathcal{N}\left(\mathbf{x}_{t} \mid \mathbf{\Psi}_{t}^{T} \boldsymbol{\omega}, \boldsymbol{\Sigma}_{x}\right) \tag{6}
\end{align*}
$$

with $\boldsymbol{\Psi}_{t}^{T}=I_{r} \otimes \boldsymbol{\Phi}_{t}^{T}(2 r \times r n)$. The probability of observing $\mathbf{y}_{t}$ given $\mathbf{x}_{t}$ is given by Eq.(5), i.e.,

$$
\begin{equation*}
p\left(\mathbf{y}_{t} \mid \mathbf{x}_{t}\right)=\mathcal{N}\left(\mathbf{y}_{t} \mid \boldsymbol{\Omega}_{2} \mathbf{x}_{t}, \boldsymbol{\Sigma}_{f i t}\right) \tag{7}
\end{equation*}
$$

$\boldsymbol{\Sigma}_{f i t}$ being the covariance of the reprojection error. Thus, the trajectory distribution in the full configuration space $\mathbf{y}_{t}$ is now

$$
\begin{equation*}
p\left(\mathbf{y}_{t} ; \boldsymbol{\theta}\right)=\int \mathcal{N}\left(\mathbf{y}_{t} \mid \boldsymbol{\Omega}_{2} \mathbf{\Psi}_{t}^{T} \boldsymbol{\omega}, \boldsymbol{\Sigma}_{y}\right) \mathcal{N}\left(\boldsymbol{\omega} \mid \boldsymbol{\mu}_{\omega}, \boldsymbol{\Sigma}_{\omega}\right) d \boldsymbol{\omega} \tag{8}
\end{equation*}
$$

where $\boldsymbol{\theta}=\left\{\boldsymbol{\mu}_{\omega}, \boldsymbol{\Sigma}_{\omega}, \boldsymbol{\Omega}, \boldsymbol{\Sigma}_{y}\right\}$ is the set of parameters of the DR-ProMP representation, and $\boldsymbol{\Sigma}_{y}=\boldsymbol{\Sigma}_{f i t}+\boldsymbol{\Omega}_{2} \boldsymbol{\Sigma}_{x} \boldsymbol{\Omega}_{2}^{T}$ the total system noise. We next define how Eq. (8) generalizes to the case of context variables.

Given a context variable $\mathbf{s} \in \mathbb{R}^{M}$, where $M$ is the number of context variables, we can extend the ProMP framework
to contextual ProMP, $p(\boldsymbol{\omega} \mid \mathbf{s})=\mathcal{N}\left(\boldsymbol{\omega} \mid \boldsymbol{\mu}_{\omega}+\mathbf{K}_{\omega} \mathbf{s}, \boldsymbol{\Sigma}_{\omega}\right)$, thus (8) becomes:
$p\left(\mathbf{y}_{t} \mid \mathbf{s} ; \boldsymbol{\theta}\right)=\int \mathcal{N}\left(\mathbf{y}_{t} \mid \boldsymbol{\Omega}_{2} \mathbf{\Psi}_{t}^{T} \boldsymbol{\omega}, \boldsymbol{\Sigma}_{y}\right) \mathcal{N}\left(\boldsymbol{\omega} \mid \boldsymbol{\mu}_{\omega}+\mathbf{K}_{\omega} \mathbf{s}, \boldsymbol{\Sigma}_{\omega}\right) d \boldsymbol{\omega}$,
where $\mathbf{K}_{\omega}$ is a linear mapping between the context variables and the ProMP mean.

## A. DR-ProMP for robot control

In order to fully exploit the DR-ProMP, we must also characterize a stochastic controller that reproduces the motion variance. Assuming a known discrete-time linearized dynamics of the system with a time step of $d t$, the robot's dynamics equation is

$$
\begin{equation*}
\mathbf{y}_{t+d t}=\left(\mathbf{I}+d t \mathbf{A}_{t}\right) \mathbf{y}_{t}+\mathbf{B}_{t} d t \mathbf{u}+\mathbf{c}_{t} d t \tag{9}
\end{equation*}
$$

where $\mathbf{A}_{\mathbf{t}}, \mathbf{B}_{\mathbf{t}}$, and $\mathbf{c}_{\mathbf{t}}$ are the system, input and drift terms of the first-order Taylor expansion of the dynamical system of the robot. This translates to a reduced dimensionality dynamic equation as

$$
\begin{equation*}
\boldsymbol{\Omega}_{2} \mathbf{x}_{t+d t}=\left(\mathbf{I}+d t \mathbf{A}_{t}\right) \boldsymbol{\Omega}_{2} \mathbf{x}_{t}+\mathbf{B}_{t} d t \mathbf{u}+\mathbf{c}_{t} d t \tag{10}
\end{equation*}
$$

Hence,

$$
\begin{equation*}
\mathbf{x}_{t+d t}=\boldsymbol{\Omega}_{2}^{\dagger}\left(\mathbf{I}+d t \mathbf{A}_{t}\right) \boldsymbol{\Omega}_{2} \mathbf{x}_{t}+\boldsymbol{\Omega}_{2}^{\dagger} \mathbf{B}_{t} d t \mathbf{u}+\boldsymbol{\Omega}_{2}^{\dagger} \mathbf{c}_{t} d t \tag{11}
\end{equation*}
$$

where $\dagger$ is used for the Moore-Penrose pseudoinverse. However, in Eq. [11], we still have a control action defined in the full $d$-dimensional space. Then, we can act on the reduced dimension $r$-space by using the control signal $\mathbf{u} \in \mathbb{R}^{d}$

$$
\mathbf{u}=\boldsymbol{\Omega} \boldsymbol{\nu}+\boldsymbol{\epsilon}_{u}
$$

where $\boldsymbol{\epsilon}_{u} \sim \mathcal{N}\left(0, \boldsymbol{\Sigma}_{u} / d t\right)$ is defined as in [3]. The latent space controller $\boldsymbol{\nu} \in \mathbb{R}^{r}$ is defined with a linear gain $\mathbf{K}_{t}$ and drift $\boldsymbol{\kappa}_{t}$

$$
\begin{equation*}
\boldsymbol{\nu}=\mathbf{K}_{t} \mathbf{x}_{t}+\boldsymbol{\kappa}_{t} \tag{12}
\end{equation*}
$$

We will keep the controller noise in the high-dimensional space, allowing for exploration also outside the latent space.

Thus, inserting (12) into (11) results in

$$
\begin{align*}
\mathbf{x}_{t+d t}= & \boldsymbol{\Omega}_{2}^{\dagger}\left[\left(\mathbf{I}+d t \mathbf{A}_{t}\right) \boldsymbol{\Omega}_{2}+d t \mathbf{B}_{t} \boldsymbol{\Omega} \mathbf{K}_{t}\right] \mathbf{x}_{t}+ \\
& \boldsymbol{\Omega}_{2}^{\dagger} \mathbf{B}_{t}\left(\boldsymbol{\Omega} \boldsymbol{\nu}+\boldsymbol{\epsilon}_{u}\right) d t+\boldsymbol{\Omega}_{2}^{\dagger} \mathbf{c}_{t} d t  \tag{13}\\
= & \mathbf{F} \mathbf{x}_{t}+\mathbf{f}+\boldsymbol{\Omega}_{2}^{\dagger} \mathbf{B}_{t} d t \boldsymbol{\epsilon}_{u}
\end{align*}
$$

where $\mathbf{F}=\boldsymbol{\Omega}_{2}^{\dagger}\left[\left(\mathbf{I}+d t \mathbf{A}_{t}\right) \boldsymbol{\Omega}_{2}+d t \mathbf{B}_{t} \boldsymbol{\Omega} \mathbf{K}_{t}\right]$ and $\mathbf{f}=$ $d t \boldsymbol{\Omega}_{2}^{\dagger}\left(\mathbf{B}_{t} \boldsymbol{\Omega} \boldsymbol{\nu} d t+\boldsymbol{\Omega}_{2}^{\dagger} \mathbf{c}_{t}\right)$. Given the dynamics Equation (13), we can extract the probability of being in state $\mathbf{x}_{t+d t}$ at the next time step, i.e.,

$$
\begin{gather*}
p\left(\mathbf{x}_{t+d t}\right)=\int \mathcal{N}\left(\mathbf{x}_{t+d t} \mid \mathbf{F} \mathbf{x}_{t}+\mathbf{f}, \boldsymbol{\Sigma}_{s} d t\right) \mathcal{N}\left(\mathbf{x}_{t} \mid \boldsymbol{\mu}_{t}, \boldsymbol{\Sigma}_{t}\right) d \mathbf{x}_{t}= \\
\mathcal{N}\left(\mathbf{x}_{t+d t} \mid \mathbf{F} \boldsymbol{\mu}_{t}+\mathbf{f}, \mathbf{F} \boldsymbol{\Sigma}_{t} \mathbf{F}^{T}+\boldsymbol{\Sigma}_{s} d t\right) \tag{14}
\end{gather*}
$$

with $\boldsymbol{\mu}_{t}=\boldsymbol{\Psi}_{t}^{T} \boldsymbol{\mu}_{\omega}$ and $\boldsymbol{\Sigma}_{t}=\boldsymbol{\Psi}_{t}^{T} \boldsymbol{\Sigma}_{\omega} \boldsymbol{\Psi}_{t}$. We can match the control noise matrix $\boldsymbol{\Sigma}_{s}$ for each timestep by using the cross-correlation between consecutive steps of the trajectory distribution [3] and obtain

$$
d t \boldsymbol{\Sigma}_{s}=\boldsymbol{\Sigma}_{t+d t}-\mathbf{C}_{t}^{T} \boldsymbol{\Sigma}_{t} \mathbf{C}_{t}
$$

with $\mathbf{C}_{t}=\boldsymbol{\Psi}_{t}^{T} \boldsymbol{\Sigma}_{\omega} \boldsymbol{\Psi}_{t+d t}$. The controller terms $\mathbf{K}_{t}, \boldsymbol{\kappa}_{t}$ can be obtained by matching $\left\{\boldsymbol{\mu}_{t+d t}, \boldsymbol{\Sigma}_{t+d t}\right\}$ from the system dynamics in Eq. (14) and the ProMP model. See [3] for more details of a similar deduction,

$$
\mathbf{K}_{t}=\boldsymbol{\Omega}^{T} \mathbf{B}^{\dagger}\left[\boldsymbol{\Omega}_{2}\left(\dot{\boldsymbol{\psi}}_{t}^{T} \boldsymbol{\Sigma}_{\omega} \dot{\boldsymbol{\psi}}_{t}-\boldsymbol{\Sigma}_{s} / 2\right)-\mathbf{A}_{t} \boldsymbol{\Omega}_{2} \boldsymbol{\Sigma}_{t}\right] \boldsymbol{\Sigma}_{t}^{-1}
$$

and
$\boldsymbol{\kappa}_{t}=\boldsymbol{\Omega}^{\dagger} \mathbf{B}^{\dagger}\left[\boldsymbol{\Omega}_{2}\left(\dot{\boldsymbol{\psi}}_{t}^{T} \boldsymbol{\mu}_{\omega}-\mathbf{A}_{t} \boldsymbol{\Omega}_{2}+\mathbf{B}_{t} \boldsymbol{\Omega} \mathbf{K}_{t}\right) \boldsymbol{\psi}_{t}^{T} \boldsymbol{\mu}_{\omega}-\mathbf{c}_{t}\right]$, and the controller noise covariance estimation is given by

$$
\begin{equation*}
\boldsymbol{\Sigma}_{u}=\mathbf{B}^{\dagger} \boldsymbol{\Omega}_{2} \boldsymbol{\Sigma}_{s} \boldsymbol{\Omega}_{2}^{T} \mathbf{B}^{T \dagger}+\alpha^{2} \mathbf{I} \tag{15}
\end{equation*}
$$

Note that, defined as in (15), $\boldsymbol{\Sigma}_{u}$ would be a $d \times d$ symmetric, semipositive definite matrix with rank $r$ at most, corresponding to that of the latent subspace defined by $\boldsymbol{\Omega}$. Adding the term $\alpha \mathbf{I}$, for a small value of $\alpha$ will ensure we can explore the neighbourhood of the latent space when executing the ProMP.

## B. Fitting DR-ProMP parameters with EM

We can estimate the set of parameters $\boldsymbol{\theta}=$ $\left\{\boldsymbol{\mu}_{\omega}, \boldsymbol{\Sigma}_{\omega}, \boldsymbol{\Omega}, \boldsymbol{\Sigma}_{y}, \mathbf{K}_{\omega}\right\}$ in closed form using ExpectationMaximization (EM). Without loss of generality, we will use only joint position data, i.e., $\mathbf{\Psi}_{t}^{T}$ will now be a $(r \times r n)$ matrix, and $\mathbf{y}_{t}^{k}$ will be a $d$-dimensional vector. We will use the vector $\mathbf{Y}^{k}$ to denote the concatenated position vectors of a single trajectory $k$,

$$
\mathbf{Y}^{k}=\left[\mathbf{y}_{1}^{k^{T}}, \ldots, \mathbf{y}_{N_{t}}^{k}\right]^{T}
$$

For our EM-algorithm, we will consider the most general case of a contextual ProMP in the latent space $\mathbf{x}$. Hence, we need to estimate the following parameters $\boldsymbol{\theta}=$ $\left\{\boldsymbol{\mu}_{\omega}, \boldsymbol{\Sigma}_{\omega}, \boldsymbol{\Omega}, \boldsymbol{\Sigma}_{y}, \mathbf{K}_{\omega}\right\}$. Additionally, we want to use our model estimation algorithm for policy search algorithms that are based on data reweighting. These algorithms introduce a weighting $d_{k}$ for each trajectory. Hence, we also have to consider such a weighting in our EM algorithm. In this section, the most general case will be considered for obtaining the ProMP parameters. That is, a lower-dimensional estimation with context variables and weights for each demonstration.

For a context-free ProMP, $\mathbf{K}_{\omega}$ can be set to zero, while the weights $d_{k}$ can be set to 1 when all demonstrations have the same importance.

We will maximize the weighted marginal log-likelihood $\sum_{k} d_{k} \log p\left(\mathbf{y}_{t} \mid s, \boldsymbol{\theta}\right)$ of the data and the latent space representation, thus we have to derive the equations with the marginalized $\omega$ with the difficulties it entails. The following subsections explain how to obtain the log-likelihood function and differentiate it.

## 1) Expectation step

In the expectation step, we must find the prior probabilities for each demonstration $k$ with the old parameters $\boldsymbol{\theta}^{\text {old }}$ :

$$
\begin{equation*}
p\left(\boldsymbol{\omega} \mid \mathbf{Y}^{k}\right)=\frac{p\left(\mathbf{Y}^{k} \mid \boldsymbol{\omega}\right) p(\boldsymbol{\omega})}{p\left(\mathbf{Y}^{k}\right)} \propto p\left(\mathbf{Y}^{k} \mid \boldsymbol{\omega}\right) p(\boldsymbol{\omega}) \tag{16}
\end{equation*}
$$

where, using $\boldsymbol{\Omega}_{N_{t}}=\mathbf{I}_{N_{t}} \otimes \boldsymbol{\Omega}$,

$$
\begin{equation*}
p\left(\mathbf{Y}^{k} \mid \boldsymbol{\omega}\right)=\mathcal{N}\left(\mathbf{Y}^{k} \mid \boldsymbol{\Omega}_{N_{t}} \boldsymbol{\Psi}^{T} \boldsymbol{\omega}, \mathbf{I}_{N_{t}} \otimes \boldsymbol{\Sigma}_{y}\right) \tag{17}
\end{equation*}
$$

Note that in the contextual case, we have omitted the conditioning on the context variables for simplicity of the equations. Using the Bayes rule for Gaussian distributions, see Equations (39) and (40) in [11], we obtain:

$$
p\left(\boldsymbol{\omega} \mid \mathbf{Y}^{k}\right)=\mathcal{N}\left(\boldsymbol{\omega} \mid \boldsymbol{\mu}_{k}, \boldsymbol{\Sigma}_{k}\right)
$$

where

$$
\begin{gathered}
\boldsymbol{\mu}_{k}=\boldsymbol{\mu}_{\omega}+\mathbf{K}_{\omega} \mathbf{s}_{k}+\boldsymbol{\Sigma}_{\omega} \boldsymbol{\Psi} \boldsymbol{\Omega}_{N_{t}}^{T} \boldsymbol{\Gamma}^{-1}\left(\mathbf{Y}^{k}-\boldsymbol{\Omega}_{N_{t}} \boldsymbol{\Psi}^{T}\right)\left(\boldsymbol{\mu}_{\omega}+\mathbf{K}_{\omega} \mathbf{s}_{k}\right) \\
\boldsymbol{\Sigma}_{k}=\boldsymbol{\Sigma}_{\omega}-\boldsymbol{\Sigma}_{\omega} \boldsymbol{\Psi} \boldsymbol{\Omega}_{N_{t}}^{T} \boldsymbol{\Gamma}^{-1} \boldsymbol{\Omega}_{N_{t}} \boldsymbol{\Psi}^{T} \boldsymbol{\Sigma}_{\omega}
\end{gathered}
$$

and $\boldsymbol{\Gamma}$ is given by $\boldsymbol{\Gamma}=\mathbf{I}_{N_{t}} \otimes \boldsymbol{\Sigma}_{y}+\boldsymbol{\Omega}_{N_{t}} \boldsymbol{\Psi}^{T} \boldsymbol{\Sigma}_{\omega} \boldsymbol{\Psi} \boldsymbol{\Omega}_{N_{t}}^{T}$.

## 2) Maximization step

Given the posterior probabilities $p\left(\boldsymbol{\omega} \mid \mathbf{Y}^{k}\right)$ for each demonstration, we now maximize the weighted expectation of the log-likelihood function, where $d_{k}$ is used as weight for each trajectory, i.e.,

$$
\begin{gathered}
L=\sum_{k=1}^{N_{d}} d_{k} \mathbb{E}_{\boldsymbol{\omega} \mid \mathbf{Y}^{K} ; \boldsymbol{\theta}^{\text {old }}}\left[\log \left(p\left(\boldsymbol{\omega}, \mathbf{Y}^{k} ; \boldsymbol{\theta}\right)\right)\right] \\
=\sum_{k=1}^{N_{d}} d_{k} \int_{\boldsymbol{\omega}} p\left(\boldsymbol{\omega} \mid \mathbf{Y}^{k} ; \boldsymbol{\theta}^{\text {old }}\right) \log \left(p\left(\mathbf{Y}^{k} \mid \boldsymbol{\omega}\right) p(\boldsymbol{\omega})\right) d \boldsymbol{\omega}
\end{gathered}
$$

where

$$
\log p\left(\mathbf{Y}^{k} \mid \boldsymbol{\omega}\right) p(\boldsymbol{\omega})=\log p(\boldsymbol{\omega})+\sum_{t=1}^{N_{t}} \log p\left(\mathbf{y}_{t}^{k} \mid \boldsymbol{\omega}\right)
$$

with $p(\boldsymbol{\omega})$ defined as in 2) and $p\left(\mathbf{y}_{t}^{k} \mid \boldsymbol{\omega}\right)=$ $\mathcal{N}\left(\mathbf{y}_{t}^{k} \mid \boldsymbol{\Omega} \boldsymbol{\Psi}^{T} \boldsymbol{\omega}, \boldsymbol{\Sigma}_{y}\right)$.

Then, using the expectation identities for linear and quadratic transformations, (31) and (33) in [11], we obtain the value of the likelihood function to maximize in the Mstep:

$$
\begin{aligned}
L= & -\frac{1}{2}\left[\left(\sum_{k=1}^{N_{d}} d_{k}\right) \log \left|2 \pi \boldsymbol{\Sigma}_{\omega}\right|+N_{t} \log \left|2 \pi \boldsymbol{\Sigma}_{y}\right|\right] \\
& -\frac{1}{2} \sum_{k=1}^{N_{d}} d_{k}\left(\boldsymbol{\mu}_{\omega}+\mathbf{K}_{\omega} \mathbf{s}-\boldsymbol{\mu}_{k}\right) \boldsymbol{\Sigma}_{\omega}^{-1}\left(\boldsymbol{\mu}_{\omega}+\mathbf{K}_{\omega} \mathbf{s}-\boldsymbol{\mu}_{k}\right) \\
& -\frac{1}{2} \sum_{k=1}^{N_{d}} d_{k} \sum_{t=1}^{N_{t}}\left[\left(y_{t}^{k}-\boldsymbol{\Omega} \boldsymbol{\Psi}_{t}^{T} \boldsymbol{\mu}_{k}\right)^{T} \boldsymbol{\Sigma}_{y}^{-1}\left(y_{t}^{k}-\boldsymbol{\Omega} \boldsymbol{\Psi}_{t}^{T} \boldsymbol{\mu}_{k}\right)\right. \\
& \left.+\operatorname{tr}\left(\boldsymbol{\Psi}_{t} \boldsymbol{\Omega}^{T} \boldsymbol{\Sigma}_{y}^{-1} \boldsymbol{\Omega} \boldsymbol{\Psi}_{t}^{T} \boldsymbol{\Sigma}_{k}\right)\right]-\frac{1}{2} \sum_{k=1}^{N_{d}} d_{k} \operatorname{tr}\left(\boldsymbol{\Sigma}_{\omega}^{-1} \boldsymbol{\Sigma}_{k}\right)
\end{aligned}
$$

Now, we can derivate $L$ w.r.t. each of the parameters $\boldsymbol{\theta}=$ $\left\{\boldsymbol{\mu}_{\omega}, \boldsymbol{\Sigma}_{\omega}^{-1}, \boldsymbol{\Omega}, \boldsymbol{\Sigma}_{y}^{-1}, \mathbf{K}_{\omega}\right\}$. Using the funky trace derivative [12], that $\lambda=\operatorname{tr}(\lambda)$ for scalar values, the invariance of the trace w.r.t. cyclic permutations, the derivative of the $\log$ of a determinant, the derivative of a product in a trace [12] and the derivative w.r.t. the transpose of a matrix, we can
obtain a closed-form solution of the parameters by setting each derivative to zero

$$
\begin{align*}
& \boldsymbol{\mu}_{\omega}=\left(\sum_{k=1}^{N_{d}} d_{k}\right)^{-1} \sum_{k=1}^{N_{d}} d_{k}\left(\boldsymbol{\mu}_{k}-\mathbf{K}_{\omega} \mathbf{s}\right)  \tag{18}\\
& \boldsymbol{\Sigma}_{\omega}=\left(\sum_{k=1}^{N_{d}} d_{k}\right)^{-1} \sum_{k=1}^{N_{d}} d_{k}\left[\boldsymbol{\Sigma}_{k}+\left(\boldsymbol{\mu}_{\omega}-\boldsymbol{\mu}_{k}\right)\left(\boldsymbol{\mu}_{\omega}-\boldsymbol{\mu}_{k}\right)^{T}\right]  \tag{19}\\
& \boldsymbol{\Omega}= {\left[\sum_{k=1}^{N_{d}} d_{k} \sum_{t=1}^{N_{t}} y_{t}^{k}\left(\boldsymbol{\mu}_{k}^{T} \mathbf{\Psi}_{t}\right)\right] } \\
& \cdot\left[\sum_{t=1}^{N_{t}} \boldsymbol{\Psi}_{t}^{T} \sum_{k=1}^{N_{d}} d_{k}\left(\boldsymbol{\Sigma}_{k}+\boldsymbol{\mu}_{k} \boldsymbol{\mu}_{k}^{T}\right) \mathbf{\Psi}_{t}\right]^{\dagger}  \tag{20}\\
& \mathbf{K}_{\omega}= {\left[\sum_{k=1}^{N_{d}} d_{k}\left(\boldsymbol{\mu}_{k}-\boldsymbol{\mu}_{\omega}\right) \mathbf{s}_{k}^{T}\right]\left[\sum_{k=1}^{N_{d}} d_{k} \mathbf{s}_{k} \mathbf{s}_{k}^{T}\right]^{\dagger} }  \tag{21}\\
& \boldsymbol{\Sigma}_{y}=\left(\sum_{k=1}^{N_{d}} d_{k}\right)^{-1} \frac{1}{N_{t}} \sum_{k=1}^{N_{d}} \sum_{t=1}^{N_{t}} d_{k}\left[\boldsymbol{\Omega} \mathbf{\Psi}_{t}^{T} \boldsymbol{\Sigma}_{k} \mathbf{\Psi}_{t} \boldsymbol{\Omega}^{T}\right.  \tag{22}\\
&\left.+\left(\mathbf{y}_{t}^{k}-\boldsymbol{\Omega} \boldsymbol{\Psi}_{t}^{T} \boldsymbol{\mu}_{k}\right)\left(\mathbf{y}_{t}^{k}-\boldsymbol{\Omega} \mathbf{\Psi}_{t}^{T} \boldsymbol{\mu}_{k}\right)^{T}\right] .
\end{align*}
$$

In order to update all the parameters in the M-step, we will first obtain the new mean for the weights from Eq. 18), and subsequently use it to obtain its covariance with Eq. (19). As the next step, we compute the new coordination matrix $\boldsymbol{\Omega}^{\text {new }}$ with (20) and $\mathbf{K}_{\omega}$ in the case of contextual ProMP with 21. Finally, we use all the newly computed parameters to obtain the new noise covariance $\Sigma_{y}$ with 22 .

## 3) Initialization

Given a fixed value $r \leq d$ of the latent space dimension, a good initialization of the parameters $\boldsymbol{\theta}=$ $\left\{\boldsymbol{\mu}_{\omega}, \boldsymbol{\Sigma}_{\omega}, \boldsymbol{\Omega}, \boldsymbol{\Sigma}_{y}, \mathbf{K}_{\omega}\right\}$ can increase the convergence speed of the EM algorithm. To that purpose, we will perform PCA on the trajectories $\mathbf{Y}^{k}$ of the robot for all demonstrations $k=1 . . N_{d}$. After obtaining an initial guess for $\boldsymbol{\Omega}$ and use it in Eq.(5), we obtain the fitting weights $\boldsymbol{\omega}_{k}$ for each demonstration $k$, which we will use to initialize $\boldsymbol{\mu}_{\omega}, \boldsymbol{\Sigma}_{\omega}$

$$
\begin{gathered}
\boldsymbol{\mu}_{\omega}=\frac{1}{N_{d}} \sum_{k=1}^{N_{d}} \boldsymbol{\omega}_{k} \\
\boldsymbol{\Sigma}_{\omega}=\frac{1}{N_{d}} \sum_{k=1}^{N_{d}}\left(\boldsymbol{\omega}_{k}-\boldsymbol{\mu}_{\omega}-\mathbf{K}_{\omega} \mathbf{s}\right)\left(\boldsymbol{\omega}_{k}-\boldsymbol{\mu}_{\omega}-\mathbf{K}_{\omega} \mathbf{s}\right)^{T} .
\end{gathered}
$$

Finally, we can initialize $\boldsymbol{\Sigma}_{y}$ as

$$
\boldsymbol{\Sigma}_{y}=\frac{1}{N_{d} N_{t}} \sum_{k=1}^{N_{d}} \sum_{t=1}^{N_{t}}\left(\mathbf{y}_{t}^{k}-\overline{\mathbf{y}}\right)\left(\mathbf{y}_{t}^{k}-\overline{\mathbf{y}}\right)^{T}
$$

where $\bar{y}$ is the average over all timesteps and demonstrations of the joint state vector.

In the case of a contextual ProMP, we will initialize [ $\boldsymbol{\mu}_{\omega}, \mathbf{K}_{\omega}$ ] together using weighted least squares with the weight vector $\mathbf{d}=\left[d_{1}, \ldots, d_{N_{d}}\right]$

$$
\begin{equation*}
\left[\boldsymbol{\mu}_{\omega}, \mathbf{K}_{\omega}\right]^{T}=\left(\mathbf{S} \cdot \operatorname{diag}(\mathbf{d}) \cdot \mathbf{S}^{T}+\lambda \mathbf{I}\right)^{-1} \mathbf{S}^{T} \operatorname{diag}(\mathbf{d}) \mathbf{W}_{d}^{T} \tag{23}
\end{equation*}
$$

where $\mathbf{W}_{d}=\left[\boldsymbol{\omega}_{1}, \ldots, \boldsymbol{\omega}_{N_{d}}\right]$ are the weights obtained from fitting the demonstrations, $\lambda \mathbf{I}$ a regularization term, $\mathbf{d}$ the weights vector for each demonstration and $\mathbf{S}$ is a matrix containing all the context vectors for the demonstrations

$$
\mathbf{S}=\left[\begin{array}{ccc}
1 & \ldots & 1 \\
\mathbf{s}_{1} & \ldots & \mathbf{s}_{N_{d}}
\end{array}\right]
$$

where the 1 s in the first row are added to be able to simultaneously compute $\boldsymbol{\mu}_{\omega}$ and $\mathbf{K}_{\omega}$.

## 4) Comparison of EM versus PCA

To illustrate the benefits of the EM-based algorithm presented in this section in comparison to PCA, we created $d$ dimensional probabilistic trajectories, tracked with a stochastic optimal controller as that in Fig. 2. We fitted these trajectories using both a PCA matrix projection and our EMbased approach and used the Kullbach-Leibler divergence [13]. We computed the KL divergence between the data distribution and the fitted models using EM and PCA. In Fig. 3. we can see the color plot of the ratio $\rho$, defining the relative KL-divergence gain w.r.t. the PCA approach for a set of simulated ProMP and their DR fitting. We can observe that, despite not being significantly better when the fitting dimension is equal or almost equal to the original dimension, the KL-divergence of the original trajectory distribution fitted with our approach is reduced by around $20 \%$ over the PCA approach with $\rho$ defined as
$\rho=\frac{\sum_{t=1}^{N_{t}} \mathrm{KL}\left(p\left(y_{t} ; \text { data }\right) \mid p\left(y_{t} ; \boldsymbol{\theta}^{e m}\right)\right)-\operatorname{KL}\left(p\left(y_{t} ; \text { data }\right) \mid p\left(y_{t} ; \boldsymbol{\theta}^{p c a}\right)\right)}{\sum_{t=1}^{N_{t}} \mathrm{KL}\left(p\left(y_{t} ; \text { data }\right) \mid p\left(y_{t} ; \boldsymbol{\theta}^{\text {pca }}\right)\right)}$,


Fig. 3. Plot of the ratio $\rho$ defined in 24, showing that the EM approach reduces the KL-divergence by around $20 \%$ w.r.t. PCA.

## C. Reinforcement Learnig with DR-ProMP

The proposed EM algorithm can be straightforwardly used for RL algorithms that are based on data re-weighting [14]. These algorithms are used to choose the weighting $d_{k}$ of each data trajectory. We will use the REPS algorithm [15], which can also be applied in the contextual case and has been shown to perform well in practice. REPS can be used for arbitrary policy representations and learns the parameters that maximize the expected reward. In order to obtain the policy update, it uses a bound on the KL-divergence between the old trajectory distribution $q_{\theta}(\boldsymbol{\tau})$ and the new trajectory distribution $p_{\theta}(\boldsymbol{\tau})$. In practice, REPS provides weights $d_{k}$ for the set of $N_{k}$ trajectories, which are then used to infer a new policy by using weighted maximum likelihood estimation. In our case, we will use our EM algorithm for learning synergetic ProMP to obtain a new policy. In the case of contextual variables, a contextual version of REPS can also be found in [14].

```
Algorithm 1 EM-REPS learning with DR-ProMP
Input:
Previous DR-ProMP parameters \(\boldsymbol{\theta}^{\text {old }}=\)
\(\left\{\boldsymbol{\mu}_{\omega}, \boldsymbol{\Sigma}_{\omega}, \boldsymbol{\Omega}, \boldsymbol{\Sigma}_{y}, \mathbf{K}_{\omega},\right\}\).
Kullback-Liebler divergence bound \(\epsilon_{k l}\).
Other ProMP parameters \(d t, N_{t}, N_{f}\).
    for \(k=1 \ldots N_{k}\) do
        Obtain the context variable \(\mathbf{s}_{k}\).
        Reproduce ProMP sampling from the trajectory dis-
    tribution, store joint data \(\mathbf{Y}^{k}\) and evaluate reward func-
    tion \(R_{k}\).
    end for
    Compute weights using contextual REPS: \(d_{k}=\)
    reps. \(\left(\mathbf{R}, \epsilon_{k l}\right)\)
    while no convergence do
        Perform weighted EM in Sec III-B to obtain new
    parameters \(\boldsymbol{\theta}^{\text {new }}=\left\{\boldsymbol{\mu}_{\omega}, \boldsymbol{\Sigma}_{\omega} \boldsymbol{\Omega}, \boldsymbol{\Sigma}_{y}, \mathbf{K}_{\omega}\right\}\).
    end while
```

After observing a set of a trajectories, and given their relative importance (weights) provided by the REPS algorithm, we can use the EM estimation in Section III-B to update the parameters of the ProMP using Equations (18)-(22). In $\operatorname{Alg} 1$. we show the iterative procedure for learning with the EM-REPS approach. This algorithm updates all the ProMP parameters given the reward-based weights of the executed trajectories. If no context variables are considered, $\mathbf{K}_{\omega}$ and s can be ignored from Equations 18 - 22 , and use the noncontextual REPS in [15].

## IV. EXPERIMENTS

We performed two experiments to evaluate the proposed approach, a first one fitting a lower-dimensionality walking policy for the NAO robot, and a comparison of methods for RL with DMP and REPS on a planar manipulator.

## A. Walking Couplings of a NAO robot

We used our DR-ProMP approach to encapsulate similar walking behaviours of the robot $N A O$ in Fig. 1. The trajectories for its leg joints, which are 6 -DoF for each leg, were obtained by controlling the Zero Moment Point of the robot [16]. In Fig. 5] we show the observed distribution (in red) obtained from 13 different walking experiments and its fit with the proposed method (in blue) for a reduced dimensionality of $r=4 \leq 12=d$. We can clearly see that 4 synergies are enough to represent the whole walking behaviour. We can extract its couplings and relations from the matrix $\Omega$, which relates the joints according to the correlation matrix plotted in Fig. 4 Note that the intuitive couplings between joints are those arising from a symmetry of the legs position and thus, joints $\langle 1,7\rangle,\langle 3,9\rangle,<4,10\rangle$, $<5,11>$ will usually have opposite values, while $\langle 2,8\rangle$, $<6,12\rangle$ would have the same sign. In fact, joints $\langle 1,7\rangle$ are mechanically coupled, so the effective dimensionality is $d=11$.

Joints Correlations rin Coordination Matrix $\Omega$


Fig. 4. Correlation between joints provided by the coordination matrix $\boldsymbol{\Omega}$. Black color indicates $r \sim-1$ while white indicates $r \sim 1$.

## B. Planar Trajectory Tracking

We simulated a $d=15$ DoF planar arm, with the all joints having a length of 1 m . The task was to follow a cartesian trajectory. Using the same initial and desired conditions for all experiments, we compared the following learning strategies:

- $D M P+R E P S$. We obtained the weights for each demonstration with least squares, and fitted a distribution $\boldsymbol{\omega} \sim$ $\mathcal{N}\left(\boldsymbol{\mu}_{\omega}, \boldsymbol{\Sigma}_{\omega}\right)$ over them, which was used for sampling and exploring with REPS.
- ProMP + REPS.
- EM-ProMP + REPS as in Alg. 1 with the full dimension.
- EM-ProMP + REPS as in Alg. 1 with $r=8$ and no perturbation $(\alpha=0)$ on $\boldsymbol{\Omega}$.
- EM-ProMP + REPS as in Alg. 1 with $r=8$ and a perturbation of $\alpha=0.01$ on $\boldsymbol{\Omega}$.

To keep the possibility of exploring outside the restricted joint subspace provided by the projection matrix $\boldsymbol{\Omega}$, we will add a perturbation $\epsilon_{\alpha} \sim \mathcal{N}\left(0, \alpha^{2}\right)$ to each element of the coordination matrix before every rollout, which will provide a similar effect to the $\alpha$ value given in Eq.(15). We used 100 trajectory samples, and updated the policy every 20 samples once we had the first 100 . For the REPS algorithm, we took a Kullback-Leibler bound of $\epsilon_{K L}=0.5$. We used 8 Gaussian kernel functions for each DoF, up to a total of $8 d$ or $8 r$ for the reduced dimension cases. We performed 100 policy updates and the reward function was given by

$$
\begin{equation*}
R=\sum_{t=1}^{N_{t}}-\left(\mathbf{e}_{t}^{T} \mathbf{D} \mathbf{e}_{t}+\ddot{\mathbf{q}}_{t}^{T} \mathbf{H} \ddot{\mathbf{q}}_{t}\right) \tag{25}
\end{equation*}
$$

where $\mathbf{D}$ and $\mathbf{H}$ are diagonal matrices. To generate samples with ProMP, the desired framework would be to use the stochastic controller defined in Sec III-A However, the controller is computationally more expensive and can be sensitive to numerical conditioning of the covariances involved for a small timestep. For these reasons, we sampled the trajectories by directly evaluating $\boldsymbol{\omega} \sim \mathcal{N}\left(\boldsymbol{\mu}_{\omega}, \boldsymbol{\Sigma}_{\omega}\right)$.

In Fig. 6, we display the average and standard deviation over 10 experiments for each algorithm. The results show that, for $r=d$, the EM-based algorithm does not improve over the standard REPS update. This behaviour was expected as, for the full-rank case of the coordination matrix, the parameter update mostly becomes equivalent to the standard REPS case, with the addition of possible numerical error. However, the DR on the ProMP (black line in the plot) slightly improves performance over the previous algorithm. This improvement becoming more substantial when a perturbation $\alpha$ is added to the coordination matrix, yielding also a faster improvement on the earlier updates, due to the reduced parameter dimensionality. For the DMP case, we observe a more unstable behaviour in the earlier steps but better average (with more variance) on reward than with the standard ProMP approach.

## V. Conclusions

In this paper, we provided a novel, EM-based approach to fit trajectory distributions with ProMP that computes a linear latent space for the DoF of the robot. Working in this latent space with a small perturbation on the coordination matrix or the controller provides a faster algorithm for RL with REPS, thanks to the drastical reduction of the parameters associated to those eliminated DoF. Our future aim is to automatically estimate the optimal space dimension $r$ and improve the computational cost of evaluating the posterior of the expectation step in Sec III-B. 1
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Fig. 5. Original walking trajectory distribution, in degrees, for each one of the 12 NAO leg joints (red) and the fitting obtained with a reduced dimension of 4 (blue) in a normalized time-scale. We can see that, despite the dimensionality reduction, the trajectory distribution could be reproduced accurately.


Fig. 6. Comparing different learning approaches on a $15-\mathrm{DoF}$ planar manipulator simulated task.
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