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ABSTRACT

part 1 of this thesis describes an investigation of
the possible use of time-varying speckls patterns as a measurement
tool in biology., The statistical properties of laser spsckle
patterns are discussed, and the extension of these results to
fluctuating speckle patterns is presented. The closse relationship
between the analysis of speckle fluctuations and the techniques
of intensity fluctuation spectroscopy is pointed out, and a
brief survey of the latter field is given, Some experiments on
the speckle fluctuations produced when botanical specimens are
illuminated with laser light are described, and ths Qaualength
dependence of these fluctuations is emphasised. A model is
proposed to explain the effects observed, and suggestions are

made for further work in this field,

Part 2 deals with the application nfvholographic
interferometry to the measurement of plant growth. A brief
historical revisw of holographic interferometry is followed
by a description of experiments carried out on various plants,

The difficulties of using living organisms as holographic

subjects are discussed, and in particular the speckle fluctuations
which led to the work described in Part 1 of this thesis. These
fluctuations impose severe restrictions on the usefulness of
holographic interferometry as a biological tool., The more promising
areas of application are identified, and proposals are macde for

future work,

A perennial problem in the field of holographic
interferometry is that of the guantitative interpretation of the
fringe patterns observed, Part 3 of this thesis is an attempt to
remove some of the confusion that has arisen on this subjsct, and
starts with a critical review of the literature. The problem of
fringe localisation is discusssd in some detail, and an attempt

is made to reconcile the various conflicting views, The many



different interpretation techniques are rationalised into four
main classes, and their fundamental equivalence is stressed.
Finally, recommendations are made regarding the choice of techniqus

to employ in different types of gpplication,



"....and most things twinkled after that...."

- the Mad Hatter, in 'Alice's Adventures

in Wonderland', Lewis Carroll (1865)
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NOTATION ACOPTED IN THIS THESIS

Roman upper case

Roman lower case

camplex amplitude a ~arbitrary constant
C autocaovariance c (1) normalised autocovariance
distance from aobject to (2) wvelocity of light
far field d displacement of object point

DT diffusion constant f arbitrary function

E electric field g normalised autocorrelation
(E = €% 4+ €= ) function

G autocorrelation function h fringe spacing

I intensity J—1

J Bessel functian k (1) clipping level

L distance from hologram (2) sensitivity factor (for
to image holo-~diagram)

N (1) number of data points m fringe number, or order

(2) number of fringes n refractive index
(2) number of scatterers q = %Fsini§-
: (1) p;ggi?;iity density r intensity ratio,
- background/speckle
(2) object point s (1) scattering area radius
ObJECt.lent (2) fringe radius
distance from'object (or £ time variable
image) to fringe plane _

5 intensity distribution of u spatial frequency in x directio
light leaving scattering v (1) v " "oy "
surface (2) velocity

T (1) exposure time v half-uidth velocity

(2) time resolution
rbitrary real variable b4 coardinate direction in either
arbitrary real va ~ far field or hologram plane

u Wiener spectrum y coordinate direction in eithetb

far field or heologram plane

Symbols z coordinate direction along

line of sight
vector
modulus

Superscripts

ensemble average

< S ‘time average ‘ * complex canjugate

i . (1) first order, pertaining to
{ >, spatial average field
A

hest estimate of (2) secand arder,

intensity

pertaining to



Greek upper case

r

JAN

17
P

half-width of Wiener spectrum
(Lorentzian distribution)

(1) small change in a variable

(2) change in optical path

product of terms

sum of terms

Greek lower case

X

scattering angle

phase of single component of
scattered light

angle between displacement vector
and some other direction, e.ge.
line of sight

(1) small increment in variable
(2) cdelta function

angle between displacement vector
and x-z (horizontal) plane

= q.T

coordinate in object (scattering
surface) plane

(1) angular coordinate

(2) angle between illumination
direction and line of sight

angle of incidence of illumination
angle between line of sight and

normal to object surface
wavelength

semi~angle subtended at the image
by the two measurement points
on the hologram (HF technique)

frequency of light

coordinate in object (scattering
surface) plane

intensity ratio, background/total
- standard deviation of intensity
variance of intensity

time lag

time constant, or decorrelation time

‘Greek lower case (ctd.,)

¢

resultant phase of
scattered light

angular fringe spacing

angular subtense of frimg

angle of rotation
angular frequency

Doppler shift

Subscripts

A

c

complex amplitude

(1) clipped function

(2)'11C = time constant
V. = half—m%dth

velocity

background beam (Dainty)

double-clipped function

imaginary component

moving scatterers

m'th fringe

speckle intensity (Dainty)

typical member of set:

stationary scatterers

real component

spatial

single-clipped function

temporal |

component in x-~direction
[ 1" y_ A

" " Z - "
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PREAMBLE

0.1 -~ Background of the Project

The project described in this thesis arose from a
suggestion made by Dr M C Probine (Director of the Physics and
Engineering Laboratory, Department of Scientific and Industrial
Research, Lower Hutt, New Zealand), that holographic interferometry
might be used to monitor the growth rate of plants. Some initial
work was carried out in New Zealand in 1972-3, and the results
were fairly encouraging. It was decided to continue this work
at Imperial College, and the original aim of the project was
simply the investigation of holographic interferometry as.a

viable tool in the measurement of plant growth.

Soon after the commencement of the project in June 1973,
professor Welford suggestec that an attempt should be made to
unravel the complications of the interpretation of holographic
interferograms, and that this analysis should form part of the
thesis, Much confusion had arisen in the literature on the subject,
and it was thought that a critical review of the field and a
rationalisation of interpretation techniques would form a useful
contribution to the art of holography. At this stage, then, it
was envisaged that the thesis would consist of tuwo separate but
linked parts - an account of experimental work on the measurement
of plant growth by means of holographic interferometry, and a
rationalisation of techniques for interpreting. the fringe patterns

obtained in holographic interferograms.

Experiments carried out during late 1973 and early 1974
revealed problems in using living piants as holographic subjects,
When fringes were obtained they could be interpreted by means of
standard techniques, and gave results which were consistent with

the long-term growth rates measured by traditional methods.
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Homever,‘it proved difficult to achieve any deqree of repeatability
and consistency in the obtaining of fringe patterns, and even of
acceptable reconstructions of the holograms. Further experiments
eliminated lack of stability as a source of the trouble, and it
became apparent that the problem arose from the nature of the
specimens themselves., At about fhis time, in March 1974, DOr Nils
Abramson, of the Royal Institute of Technology, Stockholm, Sweden,
paid a visit to the Imperial College Optics Group, and shouwed

some interest in the work we were doing. During the visit, he
casually asked if we had noticed that "when an apple is illuminated
with laser light, the speckles movel" This chance remark immediately
suggested a possible cause of the lack of success with holograms

of plants, and experiments soon confirmed that there was some
correlation between speckle "“movement' and the ability of a
particular plant to produce good fringes, or even good holegrams.
Thus the "moving speckle'" can be used to determine in advance
whether a particular botanical specimen is suitable for holegraphic
interfercometry, and is a limiting factor in the usefulness of

the technique.

However, attention was now turned towards the speckle
movement itself, and it was soon established that the "movement"
was really a fluctuation in the intensity of each individual
speckle. The fact that different specimens, and even different
parts of the same specimen, exhibited different degrees of
fluctuation, suggested that the phenomenon might be able to tell
us something about what was happening inside the plant, and an
investigation of the effect was initiated. This paved the way for
a third part to the thesis, dealing with the statistics and
possible applications of the speckle fluctuations observed when

biological specimens are illuminated with laser light.,
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0.2 — Summary of the Thesis

The thesis is divided into three separate but linked
parts, each dealing with one of the three main lines of work
ocutlined above., For reasons of continuity, the fluctuating speckle
effect is considered first. This is followed by an account of the
application of holographic interferometry to the measurement of
plant growth, and finally by the investigation into the interpretation

of holographic interferograms,

Part 1 starts with a chapter on the mathematics of
laser speckle patterns, Well-sstablished results for the statistics
of static speckle patterns are quoted, formal proofs being given
in an‘Appendix to this thesis, The statistics of fluctuating speckle
patterns are treated in more detail, and the case of speckls patterns
produced by a mixture of moving and stationary scatterers is given
particular prominence., Chapter 1.2 covers the theory and practice
of intensity fluctuation spectroscopy, a technique which is very
usefui in the analysis of speckle fluctuations. The mathematical
relationships used in the application of the fechnique are quoted,
the reader being referred to the literature for formal proofs. The
development of autocorrelators for analysing fluctuating intensity
fields is reviewed, and specific applications of such instruments
are mentioned. The third chapter describes experiments carried out
on the speckle fluctuations from botanical specimens illuminated
with laser light. The wavelength dependence of these fluctuations
is stressed, and a model is proposed to explain the observed
effects. Some guantitative analyses of the fluctuations are ‘

presanted,'and suggestions are made for further work.

The first chapter of Part 2 presents a brief and
qualitative review of holography and holographic interferometry.
This is followed by the main chapter on the measurement of plant
growth by means of holographic interferometry. The problems
encountered in obtaining fringes with double-exposure holograms
of growing plants, and even good reconstructions from single-exposure

holograms, are discussed. Particular attention is paid to the



- 13 -

problems caused by the fluctuating speckls effscf, which led to
the work described in Part 1 of this thesis, and it is pointed
out how this effect can be used to predict the suitability of a
particular specimen for holographic measurements. The results of
some successful experiments are presented, and it is shown that
growth rates calculated from double-exposure holographic
interferograms with a time lapse of a few seconds betwsen the
exposures agree quite well with the long-term growth rates
measured over a period of several hours by traditional techniquses.
Finally, we review the advantages and the limitations of holographic
interferometry as a means of measuring plant growth, and suggest
situations in which the technique might be of practical uss.

Some particular botanical investigations are proposed, as is the
extension of the technique by the incorporation of some degres

of magnification into the optical system to produce a low-powered

holegraphic interference microscope,

The third and final part of the thesis opens with a
historical review of holographic interferometry. The various
interpretation techniques are classified in Chapter 3.2 into four
main approaches, and the basic theory of sach method is given.

The fundamental equivalence of the different ahpraaches is stressed.
One of the main sources of confusion and conflict in the literaturs
is the concept of fringe localisation, and this is the subject of
Chapter 3.3. Part 3 closes with some recommendations concerning

the choice of interpretation scheme for particular types of

applicatian.
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PART 1 -~ TIME~VARYING SPECKLE AS A MEASUREMENT TOOL IN BIOLOGY
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CHAPTER 1.1

THE MATHEMATICS OF LASER SPECKLE PATTERNS

Te1e1 = A Qualitative Account of Laser Speckle Phsnomena

When a diffusely reflecting object is illuminated
with laser light; a high-conﬁrast *spackles pattern" is produced,
This phenomenon, illustrated in Figure 1.1 , was first reported
in the literature by Rigden and Gordon (1962). At first, the effect
was regarded purely as a nuisance, sipce it sevsrely affected
resolution when laser light was used, and much effort has been
directed towards reducing speckle in images formed in laser

light (McKechnie 1975),

However, human behaviour - or scientist behaviour -
being what it is, it was not long before peopls started to study
speckle for its own sake, and practical applications of the
phenomenan began to be resported in the literature. The two main
approaches have been aimed at measuring surface roughness by the
effect that this has on the statistics of the speckle pattern
(Crane 1970, Fujii and Asakura 1974), and at measuring displacements
and deformations of a surface by means of a technique known as
speckle interferometry (Archbold et al. 1970, Burch 1971)., At the
same time, the statistical propsrties of laser speckls patterns
have been investigated, starting with the pioneering work of
Goodman (1963),

Even an uninitiated person, seeing a speckle pattern
for the first time, realises that there.is something odd about it.
He gets the impression that he cannot focus his eyes proparly on
the surface exhibiting the speckle‘pattern, and he notices that
the épeckles move as he moves his head. If hg were to try a feuw

simple experiments he would discover sven stranger sffects, For



(b)

Figure 1.1 - Speckle produced on an image by laser illumination,
(b) showing the effect of reducing the aperture of

the viewing system.
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example, if he were-to-observe the speckle pattern through a
pinhole held in front of his eye, he would find that the speckles
appeared larger (see Figure 1.1). If he were to look at the light
scattered by the object and falling on a screen, he would find
that this, too, produced a speckle patterﬁ, and that in this case
the speckle size depended on the area of the object surface
illuminated - the smaller this area, the larger the specklas (sese
Figure 1.2). This latter type of speckle pattern will be referred
to in this thesis as "far~field speckle', while the speckle
observed on an illuminated surface will be called “image speckle”,
(In Gabor's terminology (Gabor 1970) they are referred to as

“objective”™ and "subjectivae” speckle).

112 — A Qualitative Explanation of the Speckle Effect

The fact that speckle patterns only came into prominence
with the inventiaon of the laser suggests that the cause of the
phenomenon is the high degree of coherence of the laser. Further
investigation shows that this is, indeed, the case, although it
isy in fact, possible to observe speckle paﬁterns with other,
less coherent, sources such as mercury lamps, and even, in certain

circumstances, with sunlight.

Speckle can be regarded as an interference pattern
produced by coherent light reflected from different parts of the
illuminated surface. If the surface is rough compared with the
wavelength of the light, rays reflected from different parts of
the surface within a resolution cell (the size of which is
determined by the limiting aperture of the observing system)
will traverse cifferent optical pathlengths in reaching the eye of
the observer (or the observing screen in the case of far-field
‘speckle), and the resultant intensity at a given point on the
object (or on the observing screen) will be determined by the
coherent addition of the complex amplitudes associated with each
of these rays. If the resultant amplitude is zero, a dark "speckle"

will be seen at the point, while if all the rays arrive at the
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Figure 1.2 =~ Speckle produced in the far field of an object
illuminated with laser light, (b) showing the

effect of reducing the area illuminated.
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point in phase an intensity maximum will be observed.,

In the case of far—field speckle (Figure 1.3), tﬁe
whole of the illuminated area of the object contributes to each
speckle obéerved on the screen, The'intensity at any point on
the screen is given by the quafed modulus of the resultant
amplitude obtained by the coherent addition of complex amplitudes
of rays arriving at that point from sll parts of the object. It
is intuitively reasonable to deduce that the larger the surface
contributing to the pattern, the more rapid will be the variation
in resultant amplitude across the far-field speckle pattern, and
hence the smaller will be each individual speckle, In fact, it
can be shown that the average speckle size is equal to that of
the Airy disc produced in the far field by diffraction from an

aperture the size of the illuminated area.

In image speckle (Figure 1.4), the size of a speckle
is also determined by an aperture, but in this case it is the
limiting aperture of the observing system which is important,
When an object is viewed with the unaided eye, the limiting
aperture is the pupil of the eye itself. The speckle size in
the case of image speckle is equal to the resolution limit of
the optical system used, and hence once again the speckle size
increases as the aperture of the system is reduced. In this case,
of course, the light rays contributing to the intensity of a
particular speckle can only come from that same resolution cell;
this is an important difference from far-field speckle, in which
light from the whole illuminated surface contributes to every
speckle. However, it can be shoun that the same basic mathematical
theory governs the properties of both types of speckle, providing
a large number of scattering centres contribute to each speckle.
In the case of far-field speckle, this condition is met simply
by arranging for the illuminated area to be very large compared

with the roughnass of the surface.
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speckle pattern
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Figurs 1.3 = Expsrimental arrangement for observing

far-fiald speckle patterns,
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Figure 1.4 ~ Expsetimental arrangement for obaserving

imags speckle,
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1.1.3 = First and Second Order Statistics of Laser Spsckle Patterns

In this ssction, the mathematicel propsrties of

speckle patterns will be stated without proofj; formal derivations

of most of the formulae are given in thevAppandix.

We consider specifically the base of far~field speckle,

though the same formulation applies equally to image speckle. We

shall assume that the sﬁrface producing the speckle pattern is

rough compared with the wavelength of the light, and that both

the coherence length of the light and the size of the scattering

area are much larger than the path differences introduced by the

roughness of the surface,

We shall adopt the following notation (see also -

Figure 1.3):

P(1)

are

are

are

are

is

is

is

is

is

is

is

coordinate directions in the far=field speckle

pattern;

small increments in x and y;j

coordinate dirsctions in the plane of the

scattering surface;

spatial frequencies in the x and y directions

the

the

the
the

the
the

in the speckle pattern;

distance from the scattering surface to
the observing scrsen;y

radius of thse scattering area, when
considered circular;

intensity at a point in the far field;
ensemble average of intensity: in practice,
this can be taken to be the msan intensity
in the speckle pattern;

standard deviation of intensity in the
speckle pattern;

variance of the intensity;

probability density function of intensity
in the speckle pattern: this is the
probability that the intensity at a point

in the far field will have the value I;
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G(zj(ﬁx,Sy) is the autocorrelation function of intensity,

defined by the equatien:

2 -
642 (€x,5y) = (T(x,y) 1(x+8x,y+Ey 3
9(2)(5x,8y) is the normalised autocorrelation function:
(2) oy cvy = 820 (Ex,5y)
g (OXQGY) = 2
<I(Xv)')>

C(z)(gx,ﬁy) is the autocovariance of intensity, defined by

the equationg
e 2 (5x,6) = {(10xpy) = ) (1(x45x,y45y) =< )) 3

c(z)(Gx,Sy) is the normalised autocovariance:

2 (5x8y)

2
o

(D x,ay) =

S(Ev?) is the intensity distribution of light leaving

the scattering surface;

31 is a first-order Bessel function;

Q(u,v) is the Wiener spectrum (pouwer spectrum) of spatial
frequencies in the speckle patterng

A is the wavelength of the light used,

We also make the fellowing assumptions:

(i) there is a very large number of scattering
centres contributing te the speckle pattern;
(ii) they are distributed randomly in the scattering area;
(iii) the resulting speckle pattern is hence random,
and is stationary (its properties have no
dependence on x and y, but are identical

at all points in the speckle pattern),

(a) First order statistics

The first order statistics describe the properties of
a speckle pattern point by point: they are not concerned with the
relationship between intensities at different peints in the

speckle pattern,
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The probability density function of intensity is

found te follow a negative exponential law:

p(1) = —}—Sexp(—l/{I}) Ce e e (1)

e

This leads to two apparently paradoxical results:

(i) the most probable intensity at any point is zero;
(ii) it is possible to have an infinite intensity at

some points.

The first of these properties is, in fact, true, and
has been confirmed experimentaily (Condie 1966, Dainty 1970,
McKechnie 1974), The second cannot, of course, be true, and the
intensity at any point in the speckle pattern is limited éhsolutely
by the total amount of energy scattered by the surface, and by the
fact that this energy must be spread over at least one speckle,
whose minimum size is limited by diffraction theory. However, it
has been shown by Parry (1975) that the intensity at a point in
the far-field speckle pattern can exceed the mean intensity by a
factor of several thousand. (The situation is a little more
complicated in the case of image speckle, and is still under

consideration).

The other important first order property of the
speckle pattern is its variance, which describes the spread
of values of intensity about the mean, and hence is a measure
of the contrast of the speckle pattern. The variance of an ideal
speckle pattern is, in fact, equal to the square of the mean
intensity:

B = LI e e e e e e e e e e e e e (142)

The simplicity of this relationship leads to a very
useful parameter for describing the contrast of speckle patterns,
namely the ratio o/{I». For an ideal speckle pattern, formed in
perfectly coherent light, this ratio is equal to unity, but for
a so-called reduced speckle pattern (McKechnie 1974) its value

will be something less than unity..
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{(b) Second order statistics

The second order statistics of a speckle pattern
describe how rapidly the intensity varies from point to point
in the pattern., They thus give an indication of the size of the

speckles, and the distribution of speckle size in the pattern,

We consider first the auvtocorrelation function of

intensity, There is some confusion in the literature over the
definition of this function. Workers in the fields of photon
counting and intensity fluctuation spectroscopy (see, for example,

Jakeman 1973) usually define the autocorrelation function as follouws:

6 (5x,8y) = CI(x,y)I(x5x,y45y)> 1.3

(We are using the index (2), following the practice of workers
in photon counting and intensity fluctuation spectroscopy, to

indicate that this is the second order autocorrelation, i.e. the

autocorrelation of intensity; the first order autocorrelation, .
0(1)(Sx,8y), is the autocorrelation of the field, i.,e. of the
amplitude).

Un the other hand, workers in speckle statistics tend
to regard the autocovariance of the intensity as a more useful
function, and to define the autocorrelation function as the

normalised autocovariance:

c(2)(gx,gy) = <(,I(x,y)—(l))%l(x+€x,y+gyl_<1>)> -

o

In this thesis we shall follow the first of these alternatives,

and we define the following functions:
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‘(i) Autocorrelation function

c¢2)(Ex,8y) = CT1(x,y)I(x+5x,y+5y)) 1.5

(if) Normalised autocorrelation functiaon

(2 6x.5y) = ENEx6y)

(?

- (2) (54,8
( = - (ileY) from Equation 1.2
) [0

(iif) Autocovariance

c{2)(5x,5y)

{(1(x,y) = IP)(T1(x48%,y+Sy) —<I?)> 147

"1t is easily shown that, for.a stationary process, in which

(I(x,y)> = {I(x+5%,y+6y))> , this is equivalent tos

{2 (5x,5y) = LI1(xay)T10xEx,y48y)> = (DZ 1.8
Bu)(sx,sy) -<I>2 1.9
{(iv) Normalised autocovariance
(2)
C(z)(‘o-x,sy) - E;éﬁxfiy)E | 1.10
a

In all of the above expressions the angular brackets,
4 >, again indicate an ensemble average, which for the purposes
of the present discussion can be taken to be the spatial average

over the whole speckle pattern.

The limiting properties of the above functions are
compared in Table 1.1,
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Limiting Properties of Autocorrelation Functions and Autocovariances

of Speckle Patterns

function zero lag infinite lag
(5x =Sy = 0) (§x,5y —> 00 )
e Dsusy) {12} (1y?
9(2)(Sx,8y) ; 2 1
cPsx,5y) G -(DP= 0
(B (sx,8y) 1 | 0

The advantage of using the autocovariance rather
than the autocorrelation function (as defined in this thesis)
can now be seen to lie in the fact that its valus at large lags
goes to zero, Normalising the function merely facilitates the

comparison of different autocorrelation curves.

The autocovariance of intensity in the far field can
be expressed in terms of the Fourier transform of the intensity

distribution of the light scattered by the surface:

0 2
2 273 .
c( )(Sx,Sy) = Jifs(g,n)exp(jra (ﬁ.8x+7.%y)) df dy 1.11
-0

Now let us consider the scattering arsa to be circular
in shape, with radius s, and uniformly illuminated. In this case,
S(f,q)—a(f), and the autocovariance is given in terms of a first

order Bessel function:
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ya

27s 2 2.
B sx,8y) = <1)? 231(T5w/‘6"’ + (5)

—2{—3 [(07% + (5y)?

1.12

Finally, let us consider the Wiener spectrum, which

is analogous to the power spectrum of electronics theory. This .. -

has the same form as the optical transfer function (OTF), and

in fact the Wiener spectrum of the speckle pattern produced by

a uniformly illuminated, circular scattering area takes exactly

the same form as the OTF of an aberration-free lens (Goldfischer 1965).
The function is related to the autocorrelation function by a

Fourier transform relationship:
Wlu,v) = .[jﬁ(z)(Sx,Sy) exp(=~2Ti(Sx.u + Sy.v)) d(8x)d(dy) 1.13

It should be noted that if the autocovariance,
C(2)(6x,5y), is used in this expression in place of the autocorrelation
function, 5(2)(Sx,€y), the effect is merely to subtract a d.c.
term (<I>2) from the autocorrelation function, and hence to remove

the delta function from the origin in the Wiener spectrum,

(c) Effect of a finite aperturs

It should be emphasised that the above account of
speckle statistics is purely theorsetical, and is based on the
concept of intensity measurements being taken at a "point® in
the speckle.patterﬁ. When practical measurements of speckle
patterns are carried out, the intensity measurements must be made
through finite apertures, and are thus integrated over an area,
albeit a very small area, of space. This has the effect of
smoothing out the speckls pattern and modifying the abovs statistics.,
This effect has been investigated by several authors, and appropriate
corrections have been derived (Goodman 1965, Condie 1966, Dainty 1971,
Barakat 1973, McKechnie 1974), Since our main concern in this

thesis is with relative rather than absolute measurements on
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speckle patterns, we shall not concern ourselves too much with
the effect of finite apertures, but merely note that the statistices

will, in practice, be modified,

1.1.4 — The Statistics of Speckle patterns added to Uniform

Background Fields

(a) Coherent background field

The statistics of the light field resulting from
the coherent addition of a speckle pattern and a uniform background
have been investigated by Dainty (1972). Using a result previously
obtained by Goodman (1967), Dainty gave the following expression

for the standard deviation, o , of the resultant pattern:

& . (2r + 1)%
ad> ~ T + 1

where <I> = average total intensity of the
combined beams,

r = ratio of the intensity of the
background beam to the mean
intensity of the speckle pattern,

ID/<IN> in Dainty's notation.

Squaring Equation 1.14 gives the following expression
for the variance of the pattern resulting from the coherent
addition of a speckle pattern and a uniform background:

61 _ 2r 4+ 1

<I>2 - (¢ + 1)?2

We have proposed a simpler and more convenient
form of this expression (Briers 1975e), which has also been used
recently by Pedersen (1974). This is obtained merely by using

the ratio of the intensity of ths background beam to ths.aVerage
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total intensity of the combined beams as the parameter, instead

of the ratio used by Dainty. Using Dainty's notation, we define

e = 1, /41) = ID/(ID‘+<IN‘>) 1.16

and we use this parameter instead of r = ID /<IN> as used by
Dainty.,

Making this change results in the following expression

for the variance:

02
= 1_9 117
<I>2 .
This should be compared with the rather more complex
Equation 1,15, Equation 1,17 has the additional advantage that
it is more conveniently inverted to give e {and hence the contribution

of the background beam to the pattern) in terms of the variance:

: 02 3
e = ( - 1.18

(D*

(b) Incoherent background fisld

The case of a uniform background intensity being

added incoherently to a speckle pattern can best be regarded‘From

a purely physical viewpoint, It is intuitively obvious that the
effect is merely to add a constant intensity ID to the whole area
of the speckle pattern, and hence that the variance 02 will
remailn unchanged while the mean intensity of the combined pattern

will be increased by an amount I _. Since for the original speckle

D
pattern alone o‘2 = {IN>2, it follows that the variance for the

combined field is given by

0‘2 _ 0_2 3 <I N> 2

Kt (1, + ID)2 (1, + ID)2
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Substituting p=1_/ ({1, + I. ) as before, this becomes:
R= o N D

pac il (1 -p)? | 1.20

This equation can also be derived analytically from the expression
given by Burch (1970) for the probability distribution of intensity
in the combined field. In Dainty's notation this expression takes

the form:

‘ I -1
P(1) =+@exp - —WD;[ 1.21

Equation 1.20 should be compared with the coherent case given by

Equation 1.17:

Equations 1.17 and 1.20 are plotted for comparison in Figure 1.5,

1¢1.5 — The Spatial Statistics of TimeéAueraged Fluctuating

Speckle Patterns

S0 far we have been concerned only with time~independent
speckle patterns produced by stationary diffusers. The question of
moving diffusers has been considered by several authors (e.g.
Arsenault and Lowenthal 1970, Lowenthal et al. 1970) in connection
with speckle reduction techniques, We shall now consider the case,
not of the scattering surface moving as a whaole, but of the
individual scattering centres movipng independently of each other.

In this case, the instantaneous far~field speckle pattern will
be a nofmal speckle pattern with negative exponential distribution
of intensities and o /{I) = 1 (see Section 1.1.3). However, if all

the scatterers are moving at random relative to each other, this
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Figure 1.5 -~ Variation of 02/<T>2 with p for addition of
speckle pattern and uniform background:

(a) coherent addition; (b) incoherent addition.
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speckle pattern will be constantly changing, and will decorrelate
after a time long snough for the majority of the scatterers to
have moved a distance greater thap the wavelength of the light
used, If the integration time of the detector is long compared
with this decorrelation time, the speckle will be completely '
smoothad out and no intensity variations will be apparent over
the far field. This, in fact, is the explanation of the obssarvation
that no speckle pattern is produced when milk (or any similar
suspension) is illuminated with laser light. The Brownian motion
of the scattering centres causas rapid fluctuations of the
instantaneous speckle pattarn, and the decorrelation time is
extremely short - much shorter than the integration tims of ths

aye,

1f the speckle pattern degenerates into a uniform
intensity in this way, the ratio o /{I» has, of coursa, become
zero, and it is interesting to ask how the ratio changes from
unity to zero as the integration time of the detsctor is increased
from zero. In fact it can be shown (Goodman 1965) that the spatial
variance in the time-averaged speckle pattern is given by the
average value of the temporal autocovariahce-.of intansity (averaged

over the integration time), i.e.:

.
(7)) = —;—JC(2)('C)d«: 1,22
Loy

This relationship can be used as a possible method, albeit a
clumsy one, for measuring the temporal autocovariance of the
spackls pattern. However, this function will be discussed in
more detail in Chapter 1.2, when more appropriate methods of its

measurement will be introduced.

Of more interest is the case of speckle patterns
prodﬁced by mixtures of moving and stationary scatterers, In this
casa, the speckle pattern will not be smoothed out completely,

even after long integration times, but the contrast, specified by
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o /<I>, will tend to a minimum value as the integration time is
increased. We shall now consicder this situation in some detail

(see also Briers 1975e).

Consider a scattering medium consisting of a mixture
of stationary anc moving scatterefs, and illuminated with laser
light. Assums that the motion of the moving scatterers is random.
The resulting far-fisld speckls pattern produced by the light
scattered by the medium can be considered as consisting of two
independent components, one from the stationary scattsrers and
one from the moving scatterers. At any instant in time these
two speckle patterns will add coherently to produce a third
speckle pattsrn with normal speckle statistics (negative
exponential distribution of intensities, o =17, stc.).

Let the mean intensities of the individual speckle patterns
from the stationary and moving scatterers be <I°> and {1,
respectively, anc let their complex amplitudes at a given time
and at a given point in the far fisld be Ao and AM respectively,.
Since the two bsams combins cohsrently, we must add complsx
amplitudes rather than intensities in order to determine the
resultant intensity. Thus, at the given point in the far field,

the instantaneous intensity is given by:

I(x,y,t) =

ro + ]

where x,y designates a point in the far field

and t designates a particular time.

The time~averaged intensity at the given point, such
as would be obtained by exposing a photographic plate to the
far-field speckle pattern for a time which is long compared with

the decorrelation time of the pattsrn, is given by:

2
Ao + AM] :>t _ 1.23

where <>t denotss time—averags.

1%y, = <
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Since Ao and A, are complex quantities, Equation 1.23 can be

M
written:
* *
Ty, = Ay + A (A, + Ay
*® .
where denotes the complex conjugats.
ding thi i d noting that A A *
Expan ing is expression, and noting a AOAD = Io’ ANAM = Im,
and <Am>t = <AM> £ = 0, we obtain:
Galxay Ny = I0xy) + I3y )y S 1.24

Since the addition of intensities, rather than
amplitudes, is involved, it follows that the time-averaged speckle
pattern is produced by the incoherent addition of the speckle
patterns from the stationary and the moving scatterers. Further,
since Im(x,y) is varying randomly over all permissible values
(providing the exposure or integration time of the detector is

long enough), it is apparent that:

<IM(><,y)>t <Im(1‘.)>s (£ >4 = spatial average)

<IM> (the ensemble average)

constant at all points in the far field.

Hence the resultant time-averaged speckle pattern
is equivalent to the incoherent addition of the speckle pattern
due to the stationary scatterers (mean intensity <IO(X’Y)>S )
and a uniform background intensity‘<1ﬁ>. (This result is also

used in speckle interferometry (Archbold et al. 1970)).
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From Equation 1.20, therefore, the variance of the

time-averaged speckle pattern is given by:

L (-
X e

_ Thus the ratio, p, of the mean intensity of the light
from the moving scatterers to the total intensity of the scattered
light is given in terms of the contrast of the time—averaged

resultant speckle pattern by the following expressions

If it can further be assumed that the moving and
stationary scatterers are identical in scattering properties,
and that all the light scattered into the far field is scattered
by these particles, then Q also represents the ratio of the number .
of moving scatterers to the total number of scatterers involved.
Even if these last two assumptions are not valid, comparative
measurements of Q, made on the same or similar systems, will give
an indication of how the relative number of moving scatterers
varies from system to system, or from time to time in the same
system. As explained above, the temporal autocovariance of intensity
can also be determined, in principle, from measurements of the
spatial variance of the time-averaged speckle patterns averaged
over varying integration times, In the casse of a mixture of moving
and stationary scatterers, therefore, it is possible to obtain
information about both the number of moving scatterers (from the
variance of the time—averaged speckle pattern with a long integration
time) and the velocity distribution of these scatterers (from the
autocovariance, obtained via the variances of patterns with
various integration times from zero upwards) — both from the spatial
statistics of time-~averaged speckle patterns. We shall see later,
however, that at least one of these properties - the velocity
distribution = is much more easily obtained from the temporal

statistics of the fluctuating speckle pattern.
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1417.6 — The Temporal Statistics of Fluctuating Speckle Patterns

We now consider the temporal statistics of a randomly
fluctuating speckla pattern. Again we shall consider the fluctuations
as beilng due to the fact that the scattering medium contains a
mixture of stationary and moving ‘scatterers., When wse considerad
the spatial statistics of the time-averaged spsckle pattern due
to this arrangement, we found that the result.of the averaging
was the same as adding an incoherant background intensity, equal
to the mean intensity of ths spackls pattern due to the moving
scatterers, to the stationary specklé pattern produced by the
stationary scatterers. The fact that such an arrangsment would
involve incoherent addition might have been foreseen, since the
time-averaging process could be expected to destroy the effective
coherence of the light. In the case of temporal statistics, howaver,
we are concerned with the intansity fluctuations at ons point in
the speckle pattern as a function of time, and hence all combinations
of light beams aras to be performed instantaneously in time. This
lack of time-averaging should lead us to anticipate that the
addition in this casa should be coherent, and indeed this does

turn out to be the case.

Consider ona point in the far-field spsckle pattern
produced by a mixture of stationary anc moving scatterers. At any
instant, the complex amplitude at the point will be given by the
coherent additiion of a fixed complex amplituda, AD, due to thas
stationary speckle pattern produced by the stationary scatterers,

and a randomly varying complex amplituds, A dua to thes fluctuating

m,
speckla pattern produced by the moving scatterers.

Thus the resultant intsnsity at the point at any

instant of time is given by:
9

2
I = iAo + Am‘ 1,26

* . *
(Ay + A (A, + AY)
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3*
I = Io + I+ AOA + A Ao 1427

and, as before, the time—averaged intensity at the point is

given by:

(y = I+ LIy | 1.28

Howsver, we are interested this time in the temporal variance of
the intensity, rather than the spatial variance of the time-averaged
speckle pattern. This can be obtained by remembering that the

variance, from its cefinition, can be written as follows:
2 2 N2 |
o = {19, -, 1.29
From Equation 1,28 we have:
o\ 2 2 2
{py = 15+ 21, {10, + Iy 1.30
Also, from Equation 1.27 we have the instantansous intsnsity:
* *
I = I +I_+ AA_ + A Ao

o M oM M

Squaring this and taking the time average gives:

2 2 2 .
{19, 12+ {1y, + 21, 0+ 21 {0y,
(all other terms go to zero on time-averaging)

teen: (0% = 124 )+ a1 G, 1.3

further, if the fluctuating part of the speckle
pattern is produced by a large number of scatterers moving randomly

with a normal distribution of velocities, then the tgmparal statistics
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of the fluctuations must be identical to the spatial statistics
of the instantaneous speckle pattern, and in particular the
variance will be equal to the square of the mean:

2 2" ‘
M, = awt ‘ 1.32

But by definition we have:
Um: = <Il%|>t - <Im»§
Hence, (I;)t = _2<IN>§ | 1433
Substituting this in Equation 1,31 gives:
<12>t = Ig + 2(1m),§ + a1 {1y, 1.34

From Equations 1.29, 1.30 and 1.34 we now have:

2 2
o = 210<h&>t + I 1,35

(This expression is the temporal analogue of an equation derived
by Goodman (1967) for the spatial variance of a speckls pattern

added coherently to a uniform background intensity).

The presence of the cross—term in Equation 1,35 is
due to the coherent nature of the combination of the two speckle
patterns, and tells us that the temporal variance of the._fluctuating
speckle pattern depends on the valus of Io’ and hence depends on
the point in the speckle pattern at which the fluctuating intensity
is monitored. Hence if any meaning is to be attached to the temporal
variance, it must first be spatialiy averagaed over the speckle

pattern,
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Let us now consider the effect of such a spatial

averaging on Equation 1.35:

2 2
o, = :210<1m>t + (IM}t

Taking the spatial average of this gives:

Log?,

2{1 ) LI + <1m)§ | 1.36

(due to ergodicity, we have:
{10, = {1 =4Iy » the ensemble

average).
2 \ 2 2
hence, Loty = (1), + Ly ) - 1.37
Sincs I0 and IM are independent, this can be written:

<fo~,"z>s = (1, + Im>§ - <ID>§ 1.38

and hencs,

<°%>% <ﬁ;>§

7 = 1- 7
<Io + Imfs <Io + IN>§
= 1= (-9
/2
. Loty
i.e. t’s — = e(2 _e) 1.39
<10 T |

Hence @, the ratio of the intensity of the light
scattered from the moving scatterers to the total scattered
intensity, and hence (if all the scatterers are identical) the
proportion of scatterers which is moving, can also be obtained
from the temporal variance of the inteﬁsity fluctuations in the
far—fiéld speckle pattern, providing the variance is averaged

over the speckle pattern,
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In order to obtain information about the velocity
distribution of the moving scatterers, it is necessary to go to
the second order statistics of the temporal fluctuations, and to
measure the temporal autocorrelation function (or the autocovariance)
of the intensity at a point in the far-fieid speckle pattern.
Since the second order statistics of a stationary process do not
vary from point to point, spétial averaging of this fumction over
the spéckle pattern is not necessary, and any one point in the
far field can be used., This brings us into the realm of intensity

fluctuation spectroscopy, which is the province of the next chapter,
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CHAPTER 1.2

INTENSITY FLUCTUATION SPECTROSCOPRY

1.2.1 = The Background to Intensity Fluctuation Spectroscopy

Intensity fluctuation spectroscopy, eor light beating
spectroscopy as it is called by some authors, came inteo prominence
with the advent of the laser. Prior to that, classical spectrescopy,
using gratings or Fabry-Perot etalens, had proved adequate for
use with conventional sources. The latter had such large bandwidths,
due usually to Doppler broadening, that there was little point
in extending the resolving power aof the technique beyond the 10—6
easily attainable by traditional methods., The arrival of the
laser, however, with its very narrow spectral lines, soon placed
classical spectroscopy and interferometry well out of court.

The reason for this can be seen from the following argument (Pike 1973).

In classical spectroscopy the optical fiseld is split
by the spectrometer into its spectral components, the Wiener
spectrum being related to the optical field by the Fourier transform

equation of the Wiener-Khintchine theorems:
(2]
W(w) = j(e”(r)s’(n)) e 1ty 1,40
-0

where ()
E(t)

angular frequency
EV(t) + E7(t)
instantaneous value of the field

at time t. This is related to the

more familiar quantity, the
intensity I, by the equation

1(t) = ET(t)ET(t) 1,41
(Glauber 1963)



- 47 -

Thus the Fourier fransform pair are the Wiener spectrum,
W(w), and the field autocorrelation function <E+QC)E_(D$% which
we shall designate by 5(1)06). If the spectrum W(s) is broad,
6(1)Qt) is narrow (i.e. the decorrelation time - or coherence time
in this context - is short), and vice varsé. Equation 1.40 is
therefore the mathematical formulation of the well-knoun phenomenon
that the narrower the spectral line, the longer is the coherence

timB.

In order to resolve two spectral frequencies &o apart,
we have the choice of two approaches. We can measure Des directly,
as a beat frequency between the two frequencies w and w+0; this
involves a time resolution T = 2w/Aw, Or we can measure the distance
over which the two frequencies « and w+de get out of step by one
wavelength; this requires an instrument of length L = woX/Aw,

For optical wavelengths (A e D.5um), the requirements are summarised
in Table 1.2 (Pike 1973).

TABLE 1.2

Instrument Lengths and Time Resplutions Required for Given Frequency

Resolutions in Spectroscopy

1N 27 4}
Resolution L = 2n T = ~—
’ Aw A
&
w
-5 v
10 50mm 200ps
-6
10 500mm 2ns
10”7 Sm 20ns
~B '
10 50m 200ns

It can now be seen why intensity fluctuation spectroscopy
was not developed earlier. Prior to the invention of the laser, the
nature of conventional sources was such that, due to the Doppler

. . . . -6
broadening mentioned above, resolutions in excess of 10 were
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rarely feasible., At these relatively low resoclutions, the fluctuation
times (T) are too short to be easily measurable, while the length of
interferometric instrument required is perfectly realisable,

However, the increased resolution offered by laser sources swung

the balance in favour of correlation technidues, since the fluctuation
times became more reasonable, while interferometer lengths became
unmanageable. The dotted line in Table 1.2 represents the break-sven
point between interferometric and correlation techniques, A detailed
comparison of interferometric aﬁd correlation techniques has beaan

given by Vaughan (1973).

Although, as we have said, fluctuation measurements
did not come into prominence until the laser was available as a
light source, it should perhaps be mentioned that the first correlation
experiments were, in fact, carried out a few years earlier using
non-laser sources., These were the beating together of the tuwo
components of the Zeeman-split mercury line at 546nm, observed by
Forrester st al. (1955), and the intensity interferometry experiments
of Hanbury Broun énd Tuiss (1956a,b). It was the laser, houwever,
wvhich created a real need for higher resslution, and hence stimulated
the rapid development of the techniques of intensity fluctuation

spectroscopy.

The idea of investigating spectral coentent in the
temparal rather than the spatial domain was not, of course, an
entirely new concept. Techniques had bsen developed for use at
longer wavelengths - those of the microwave and radioc bands -
and were in regular use as methods of information extractian from
carrier waves. However, such techniques cannot be taken over directly
to eptical freqguencies because in the latter case square law
detection is invelved - there is no way of continuously monitoring

the field itself, but only the quantity iE*(t)[z.

Two methods have been developed to extend the resolution
beyond the practical limit of classical techniques, and thus to take
advantage of the narrow spectral lines of laser sources. The first

of these involves the use of analogue spectrum analysers to measure
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the Wienar spectrum, W(w), directly. Although this techniqué has

now been virtually superseded by the second one, it is still claimed

to have the advantage in some circumstancas, such as work at very

high fregquencies (> 20MHz) and with narrow spectral lines (Cummins 1973a).
A review of the spectral analysis'approach to intensity fluctuation
spectrascopy has been given by Cummins and Swinney (1970). The

sacond technigue, that of digital autocorrelation to give the Fourier
transform of the Wiener spectrum, will be discussed in some detail

in Section 1.2.3.

1242 = The Mathematics of Intansity Fluctuation Spactroscopy

"For the purposes of the pressnt discussion, we shall
assume that the intensity fluctuations to be investigated comprise
a stationary, ergodic system. (A stationary process is one in which
the statistics do not change with time, i.a. P(V(t)) = P(v(t+z)),
wvhere V is any real time-dependent variable; this alsoc implies
that {v(t)v(t +T)> = {v(0)v(¢))> . An ergodic system is one in
which the ensemblg average is equal Eg the time-average,

iees (F(V)> = J—f(U)P(U)dU = lim-%- f(v(t))dt ). For such a

- T=>0 "y

system, we can define the temporal autocorrelation function as follouss

1 +T/2
G(e) = <v(O)vx)) = 1im-T-g v(t)v(t +< ) dt 1.42
‘ ‘ -T/2

T—=o=
The Wiener-Khintchine theorem relates this quantity

with the Wiener spectrum, W(w):
w »
N(Q)) = J G('tf)eml(h’t de 1443
— o

i.a. the Wiener spectrum is the Fourier transform of the autocorrelation

function,

In general, a complete statistiecal description of
V(t) can only be provided by a knowledge of the entire set of multiple
joint probability distributions P(V(ti)), or, equivalently, by a
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o«

knowledge of the entire set of moments <Vn(t)> = J-u“p(v) dv
[oe] — 00
ny
J p(vi)T;I' vy .dUi

~02

il

. . n; '
and correlation functions <TU (ti)>

(Jakeman 1973). However, it can be shown that for Gaussian fields,
all higher order spectral properties can be expressed in terms of
the first and second order statistics. Hence for such a system it .
is only necessary to measurs the Wisner spectrum, or, by Equation 1.43,

the autocorrelation function,

Turning to optical fields, we immediately ancounter
a problem in that the response time of practical detectors is
much too short to follow the oscillations of the field, and ths
quantity actually measured is the square of ths envelope of the
field, usually referred to as the intensity. Thus optical detectors
are invariably square-law detectors, and neither the phase nor the
frequency of the field are measured. Hence we cannot measure the
statistics of the field itself, but only those of the intensity.
Referring to Egquation 1.40, we have ths Wisner-Khintchine theorem

applied to optical fieldss

W) = JG(”(«:)e'i“c de

OO .
where 8(1)(t) = <E+(t)E-(0)> is the temporal
autocorrelation function of the optical

Due to the limitation of square-law dstectors, however,
we are upable to measure G(1)(t) directly, but are restricted to
the measurement of the autocorrelation function of the intensity,

defined as follows:
) = (1))

It is again ussful at this stage to define a normalised’
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autocorrelation function:

it Gee) = u(o)u(e)).
then define g(Z) = <!£?%%§$)> 1.44
Adopting this device, we have (Jakeman 1973):
oMy = SENDET D 1.45
(D
and oDy = <L@IEP 1.46

{1)?

These two pormalised functions can be related by

the so-called Siegert relation (Siegert 1943, Glauber 1963, Jakeman 1973):

o) = 14 !9(1)(1)le 1.47

providing Gaussian fields are involved; this implies that a large

number of scatterers is involved in the scattering volume.

As an aside at this point, it should be mentioned that
for non-Gaussian fields the actual relationship between 9(1)Qc) and
g(z)(f) might provide useful information about the scattering process.
Hence it would be useful if a direct measurement of 9(1)61) could
be achieved. Notuithstanding the remarks made about sguare-lauw
detectors earlier in this section, such direct measurements can
be made using a heterodyne approach, in which the unscattered
laser beam is used as a local oscillator, Howsever, these techniquas,
which are widely used in the specific application of laser Doppler
anemometry = and which are directly analogous to the uss of a
reference beam in holography -~ lie outside the scope of this thesis.
Tha ﬁsual approach im intensity fluctuation spectroscopy is to
measure g(z)(d) and use the Siegert relation (Egquation 1.47) to
find g(1)(<). |
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Returning to.Equation 1.47, the following properties of
~the normalised autocorrelation functions 9(1)Qt) and g(z)ét) should

be noted:

G(”(n) <EX(O)ET (0D
{1y <I> -

Doy - £y o>
<I>2 <I>2

(i) at zero lag, g€1)(0) 1

(ii) at long lags (full decorrelation),
My = EHOETEY _ENRET Y | |
{1y <

oDy = L@IEy LRy _
ROS O

These properties, which are identical to those given in Table 1.1 in
Section 1.1.3 for spatial autocorrelations, are obviously consistent
with the Siegert relation (Equation 1.47), which has been quoted

in the form in which it is usually employed by workers in intensity
fluctuation spectroscopy., However, if we replace the autocorrelation
function of the intensity fluctuations by the autocovariance, the
relation becomes even simpler, For a stationary process, we have,

by amalogy with Equation 1.8:

c(2) ey

1

(1O I(<)) = (1)2

6(D () - ¢1y? 1.48

Hence the normalised autocovariance, 0(2)((), is given by:
0(2)(,g) = 9(2)(,5) -1 1.48

and the Siegert relation becomes simply:

ey = [oM0)|?

BRISE 1.50

(since ¢(A> = 0 )
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Both c(1)(c) and c(2)¢<) take the value 1 at zero lag, and fall off
to zere (though at different rates) at large lags, (Equétion 1.50
is the temporal analegue of Equation 1,11 of Section 1,1.3 - see
also Equations A26 and A27 of the Appendix). Workers in intensity
fluctuation spectroscepy and photon countinQ, however, usually use
the autocerrelation function (Jakeman 1973), and hence use the
Siegert relation in the eriginal form of Equatien 1.47. It is
interesting te note, however, that they usually plot g(2)6ﬂ) -1
against € in arder te have the curve fall from unity at zero lag

to zero at large lags!

Having obtained 9(1)Qf), via 9(2)(1), we cCan now
find the Wiener spectrum, w(®), by applying the Wiener~Khintchine
theorem of Equation 1.40, If we are dealing with meoving particles,
however, it is of more interest to go directly te the velocity
distribution P(y) - or, more likely, the speed distribution P(|v|).
It can be shown (Nossal et al, 1971) that-—P-—(r‘-i-li‘-2 and §l9(1)(§)|

are a Fourier transform pair, where @ = g€ and q =-£ﬂ:sin-gi, < being

M 2
the scattering angle. In other words, the Wiener-Khintchine thearem

takes the form:

. |
P(fvl) = %\dj‘glg“)(ﬁ)
Q

sin(€ |v]) d€ 1.51

Since the autocorrelation function mﬁst be truncated
at some point, spuriocus oscillations will be introduced into P(|v]).
Some a priori knowledge of P(]v|) must be assumed so that these
oscillations can be suppressed; ons simple technique that has been
proposed by sems authars is te take the envelope of the distributiom

as approximating the real distribution..

If we are interested only in some measure aof the
average particle velacity rather thanvthe velocity distribution
of all the particles, we can avoid the computation of the Fourier
transform in Equation 1.,51. If we assume that the Wiener spectrum

is a Lorentzian distribution of half-width [, then the autocorrelation
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function g(1)0t) will be a negative exponential with time constant

'I,’C =1/,
. . R . . i
i,e, if the Uiener spectrum is given by W) = —_s
. wrs O
then the autocorrelation function is 9(1)(<) =  exp (—ITT/T%).

Even if the assumption of a Lorentzian Wiener spectrum
is not completely valid, the autocorrelation function will often
be found to approximate to a negative exponential curve. If we take
the value of € at the 1/e point on the autocorrelation curve, we
shall obtain a typical "decorrelation time"’tc, from which we can

obtain a typical "half-width velocity" as follows:

R S
c 21T,

14743 = Digital Autocorrelation Techniguses

As we have already mentionad, early experiments in
the field of intensity fluctuation spectroscopy were carried out
using spectrum analysers to obtain the Wiener spectrum directly.
Although these instruments do have advantages in certain circumstances
(see Section 1.2+1), they have now been largely superséded by
digital autocorrelators such as those developed at the Royal

Radar Establishment, Malvern (Pike and Jakeman 1973).

The advent of the laser, with its very narrow spectral
lines, prompted the need for the extension of the frequency range
of optical spectroscopy below the 1MHz limit of the Fabry-Perot
etalon, This led to an intensive programme at RRE which culminated
in the development of a digital autocorrelator capable of covering
the frequency rtange from 1 to 108Hz. The original aim in developing
such an instrument was the investigation of the statistical
properties of various light sources (3Johnson et al., 1965). Hence
the requirement was to measure photon statistics by the detection

of individual photons. Although the original application of the
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digital autocorrelator was as a tool in photon-counting experiments,
its use at higher light levels, where continuous intensities are
being. measured, is equally valid, and it was not long before its
potential as a tool in intensity fluctuation spectroscopy was
realised and exploited. (It should be notéd, howsver, that an
autocorrelator working in the photon-counting mode displays a

higher aeccuracy than one operating in a capacitative integration
mode such as is usually adopted when analogue (continuous) signals

are being monitored (0liver 1973)).

A digital autocorrelator can be constructsed, in
principle, frem a shift register and a digital store (see Figqure 1.6),
The signal at a given time, either an instantansous value of the
intensity or the integrated intensity (or total photon count) over
a chosen integration time, is multiplied by previous signals in
turn and each product is fed into the appropriate store corresponding
to that lag time. Continuous cycling allows the accumulabtion-of data
in these stores, and in this way the autocorrelation funciion of the
intensity 1is built up. The resolution of the instrument is determined
by the shift time, and the frequency range by ths total sample
length (cycle time).

Unfortunately, the attainment of even a modest resolution
involves the multiplying togsther of many pairs of numbers in very
short times, and this would involve very expensive computing
facilities. In ordsr to circumvent this practical objection to
digital autocorrelators, the technique of "clipping" the signals
has been introduced., The clipping procedure is a one-bit quantisation -
in which the analogue signal V(t) is replaced by a two~level scheme -
Vc(t). In an extreme form of clipping knouwn as *hard limiting",

Vc(t) takes the value -1 if Vv is less than its mean valuse, and +1

if it is greater than this,
i.eo \.’ = "1 if U( <V>

V. o= #1 if v (v
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fFigure 1,6 - Block diagram of a many-bit correlator

(after Jakeman 1973 and Oliver 1973).
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If we can assume that U{t) is normally distributed
about {V), it can be shown that the clipped normalised autocorrelation

function, gdc(m) ==<Uc(t)uc(t +%)), is given by the following:

1%—grc sin g{x) 1.53

94c(C) =
This is known as the Van Vleck theorem (Van Vleck and Middleton 1966).
gdCQﬂ) is much more easily obtained than g(x¥) since it involves

only the multiplication of a series of +1's and -1's.

The above form of clipping, in which all the signals
are clipped according to the above scheme, is known as double-clipping
(hence the use of the subscript "dc" in the above expressions).
It is also possible to define a single-clipped version, in which

only one channel is hard-limited, according to the following scheme:

v = 0 if ve <

vV = 1. if v QO

In this case the function measured is called the single-clipped
autocorrelation function gsc(() = <Uc(t)U(t +'Cf>. This is related
to the unclipped autocorrelation function, g(¢), by an even simpler

formula:

o (2) = —— gle) 1.54

st J;;ﬂ

If we try to apply the Van Vleck theorem (Equation 1.53)
to the optical cass, we come up once more against the problem of
square-law detectors, and the theorem is not valid., However, a

similar relationship can be derived for the case of single-clipped

autocorrelation functions and Gaussian signals (Jakeman and Pike 1969):

2

ggi)(t) = 1+ 1—1;15};-; o' ") (<) 1.55

where k = clipping lsvel:
vc(t) =0 if V<k
=1 if V> k
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No such simple relationship can be derived for the
case of double clipping, although some reduction is possible for
the special case of clipping at zeroc (Jakeman and Pike 1969).
However, double c¢lipping introduces distortion of the time-dependence
of the intensity autocorrelation function, whereas no such distortion
is introduced by the single clipping approach =~ indeed, if k = {I),
the relationship expressed by Equation 1.55 becomes identical to

the Siegert relation of Equation 1,47.

The design of a digital autocorrelator to operate in
the single~clipping mode is relatively straightforward and is
illustrated in Figure 1.7. The shift register remains as in the
original unclipped version, but imput to the stores is now controlled
by simple'AND gates, The clipped signals are fed into the shift
register as a set of 0's and 1's every shift time and the value of
the unclipped signal is fed simultaneocusly to each of the gates,
Storage is only accepted in channels where the shift register holds
a 1, Further details of this autocorrelator, including the effects
of spatial and temporal integraticn and of non-Gaussian fields,
can be found in the review paper by Jakeman (1973). The practical
applications of the autocorrelator, together with potential sources
of error such as source and detector imperfections (frequency and

amplitude instabilities), have been discussed by Oliver (1973),

1.2.4 ~ Applications of Intensity Fluctuation Spectroscopy

In general, two effects afe apparent when a laser beam
is scattered by an agglomeration of particles. First, any random
velocity distribution of the scattering particles results in a
Doppler broadening of the spectral line, i.e. in a reduction of
coherence of the laser lighf. Representing the incident laser light
as an idsalised §-function spectrum of frequency® (i.e. zerao
bandwidth, or infinite coherence length), the spectrum of the

scattered light will have a finite banduwidth 1/tc, where {c is
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is the decorrelation time (or the coherence time). Both'cc and the
velocity distribution of the particles can be derived from the
autocorrelation curve, and this can be obtained by means of an
autocorrelator such as was described in the preceding section.
The second effect is that any overall motien of the scatterers
leads to a Coppler shift Auuin the frequency of the scattered
light. This is usually detected by heterodyne techniques, using
the unscattered laser neam as a local oscillator, and providas
the basis of the techniques of laser Doppler anemometry. This is
a very active field (Abbiss et al. 1974) but lies outside the
scope of this thesis, in which we shall concentrate mainly on

the spectral broadening of the scattered light,

‘This may be an appropriate point at which to emphasise
the equivalence between the Doppler broadening, mentioned above,
and the phenomenon of the fluctuating speckle patterns produced
by groups of moving scatterers. If we consider just two scatterers,
one stationary with respect to the obéerver and one moving -
with a velocity component v along the line of sight (positive
towards the observer), then a classical interferometry approach
tells us that the light scattered from the two particles anc reaching
an observer will be in phase when the separation of the two particles
is a whole number of wavelengths and out of phase whenm it is an
odd numbsr of half-wavelengths. Thus a fluctuation rate of 1 Hz
implies that the szparation of the two particles is changing at
the rate of one wavelength per second, and hence that v = A.
Using the Doppler approach, if the frequency of the light from
the stationary particle is v, then the frequency of the light from
the moving particle is given by v' = v(1 + v/c), where c is the
velocity of light. Hence the difference in frequency between the
light from the two scatterers (and hence the beat freguency

measured by the observer) is given by Ay = y' =~V = v.g- =-%—(since
§-=)\), and for Av = 1 Hz, we again have v = N. (In order to keep

this discussion simple, we have neglected the effects due to the

fact that the incident light is propagating towards a moving particle,
and have considered what happens only after the light has left the
scattering particles; it is a trivial matter to generalise the

arqument).
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Historically, the first application of intensity
fluctuation spectroscopy was reported twenty years ago by
Forrester et al, (1955), who used a spectrum analyser toc measure
the beat freaquency bhetween the two Zeeman éomponents of the
mercury S546nm-line, Similar tecﬁniques have been used to investigate
the stability of light sources, and it was this application that
led to the development of the RRE digital autocorrelator. The large
and important field of laser Doppler anemometry has already bsen
mentioned, and other applications have included the study eof critical

phenomena in fluids (Swinney 1973) and of liquid crystals.

One of the main applications of intensity fluctuation
spectroscopy has been in the study of Brownian motion by the
measurement of diffusion constants. Spectral broadening of laser
light by diffusion was first observed by Cummins et al. (1564),
who used a suspension of polystyrene latex spheres., For spherical

scatterers, it can be shown (Cummins 1973b) that:

9(2)(<) = 1 + exp (—2DTq2< ) 1.56
where D_. = diffusion constant
T
4rn ., ot
qQ = - ss.n—é—
n = refractive index
o+ = scattering angls.

In practice, the quantity actually measured im digital autocorrelation

experiments is:
6(2)(f) = 1 4+ a.exp (-ZDqum ) 1.57

where a = a caonstant depending on

spatial coherence, etc,

D; can be found from the slope of a plot of log, (6(2)(c) - 1)

against €, The above applies strictly only to ideal spherical

scattering particles, The situatiaon is more complicated far
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non-spherical scatterers, and this, together with other effects
of non-ideal scatterers, has been dealt with by Cummins (1973b),

and in more detail by Pusey (1973).

pDiffusion measurements are very important in biological
work, the first reported experiments being carried out by Dubin
et al., (1967) on the translational diffusion constants of bioclogical
macromolecules, A detailed revisw of the biclegical applications
of intensity fluctuation spectroscopy has been given by Cummins (ﬁ973b),
and we shall content ocurselves here by mentioning only the main
developments, Spectral broadening by motile micro-organisms was
first reported by Bergé et al. (1967), who showed, in experiments
with rabhbit sparmatazeca, that motile organisms show more spectral
broadening than do passive ones, Similar experiments on bacteria
have been carried out by Nossal et al, (Nossal 1971, Nossal
et al, 1971, 1972a,b), who have dsduced the speed distribution
P( {v]) of the organisms fraom autocorrelation measurements, and
by Schaeffer (1973). Experiments on the motion of isolated
bacterial flagella have been reported by Fujime et al. (1972a,b),
and elsctrophoresis measurements have been described by Ware and

Flygare (197%s 1972) and Uzgiris (1972).

Turning to larger biological structures, it is appropriate
at this point to quote a passage from Cummins (1973b) which is of
relevance to the experiments on fluctuating speckle from biclogical

specimens to be described in Chapter 1.3 of this thesiss

"Living cells are known to be characterised by many internal
dynamical procasses, and it should be possible to analyse
many of these processes by light scattering if the changes

occurring during the process can couple to the light",

Experiments have been performed on contractile muscle tissue

(Carlson and Fraser 1973), blood flow within the eye (Riva et al. 1972),
and motions inside a single cell, using a microscope to ensure

that a small scattering volume was involved (Maeda and Fujime 1972).
The transport of ions across a cell membrane in blood cells wuwas
reported by Bargeron et al. (1972), but the spectral broadening

that they had observed later turned out to be a spurious effect
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caused by convection set up by the incident laser beam (Bargeroh

‘et al, 1973) - a dire warning to uvorkers in this Tield! Finally,

work on protoplasmic streaming has besen reportecd by Piddington (1973)
(ses also recent work by Piddington (1975) and Langley et al. (1976})}.
Piddington and his colleagues claim to have separated streaming

from the Browhian motion of passive particles, This, of course, is

of cdirect relevance to the work reported in Chapter 1.3 of this
thesis, and provides further support that intensity fluctuation
spectroscopy (or speckle fluctuations) should be a useful tool in

the monitoring of biological activity,
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CHAPTER 1.3

SPECKLE FLUCTUATIONS WITH BDTANICAL SPECIMENS

1ede1 ~ Qualitative Observations of Speckle Fluctuations

After a remark by Abramson (1974a) that the speckle
pattern observed when an apple is illuminated with laser light
appears to scintillate, and the realisation that this effect may
be the source of some of the problems that we were encountering
in applying holographic interferometry to living plants, we

decided tao investigate the properties of these speckle fluctuations.

The first simple experiment consisted of placing a
red tomato and a red chess piece side by side on a table and
illuminating them with light from a helium-nean laser, (Thess
abjects were chosen to represent living and inanimate objects
because they were approximately the same colour, and had comparable
curvatures). It was observed that the speckle pattern on the tomato
appeared to be of lower contrast than that on the chess piece.
When the scene was observed through a pinhole in order to increase
the size of the spebklas (see Section 1.,1.1), so that they were
more easily resolvable by the eye, it could be seen that the contrast
in the speckle pattern on the tomato was actually quite high, but
that the whole pattern was scintillating, with an apparent time
constant of a few seconds, (It should be noted here that the fact
that the speckle fluctuations could be followed by the eye in real
time immediately places us on a much different time scale from ‘
that usually encountered in intensity fluctuation spectroscopy -
the speckls fluctuations resulting from Brownian motion, for example,
are so rapid that no speckle pattern is visible to the eye when

a suspension such as milk is illuminated with laser light).
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A hologram taken of the tomato and the chess piecs,
with an exposure time comparable with the observed time canstant
of the speckle fluctuations, produced the interesting result of
a very good reconstruction of the chess pipce but only a hint of
an image of the tomato, This was strong supporting evidencs that
the speckle fluctuations were at the root of some of the problems
ancountered in applying holographic interferometry to living

plants (see Chapter 2,2 of this thesis).

Observations of speckle fluctuations when other
botanical specimens were placed in the helium-neon laser beam
soon showed that the effect varied from subjesct to subject, and

even from point to point opn the same specimen.

1.3.2 ~ Wavelength Cependence of the S5peckle Fluctuations

When the gresn line of an argon ion laser (wavelength
- 514nm) was used to illuminate a tomato, it was apparent that the
spackle fluctuations were not so pronounced as they were with the
helium-neon laser (wavelength 633nm). (In order to eliminate the
possibility that the laser light itself was acting as a stimulus
for the effect, the observations were made with the specimen
illuminated by both lasers at once, the viewing being carriad

out through appropriate filters - in any case, if energy absorption
were to be the cause of the wavelength dependence we should have
expaected the more violent fluctuations to occur with the green
light, since this is absorbed by a red tomato). In order to
investigate further this apparent wavelength dependence, a green
(i.e. unripe) tomato was cbtained and the observations repeated.
This time the effect was reversad - the speckle fluctuations were
more pronounced in the green light from the argon ion laser.
Figure 1,8 shows typical microdensitometer traces taken across
photographs of a2 red and a green tomato placed side by side and
illuminated with (a) argon ion laser light and (b) helium-neon
laser light (Briers 1975a)., The modulation of the traces reflects
the contrast of the speckle pattern recorded on the film, and this

contrast is in turn a measure of the fluctuation that has occurred
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Microdensitometer scans of photographs of a
red and a green tomato illuminated with
(a) green light (A=514nm) frem an argon ion laser,; and

(b) rad light (A= 633nm) from a helium-necn laser

(from Briers 1975a)
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in the speckle pattern during the exposure time of the photographs
(16 seconds for (a) and 32 seconds for (b)). The smoother the trace
in Figure 1.8, the more pronounced is the fluctuation of the speckle

pattern.

This Qaualength dependence was also observed in far~field
speckle patterns, and with other specimens., For example, Figure 1.9
shows typical microdensitometer traces across photographs of far-field
speckle patterns (obtained by simply placing the photographic film
in the far field, with no camera lens) produced by a single pepper
(capsicum) illuminated with laser light. The pepper chosen was
partially ripe, and had both green and red areas, The traces of
Figure 1.9 are listed in Table 1.3, which also gives values of

o /{I) calculated from the traces,

TABLE 1.3

Details of the Ficrodensitometer Traces of Figure 1.9

Colour of portion Colour and nature Exposure o
Trace | of pepper illumi- of laser light . time {1y
nated
{a) red red (He-Ne, 633nm) 4 s 0.07
(b) % red red ( ¢ " ) 2 s 0.05
5 , 1
(e) red green (Ar, 514nm) T s 0.48
(d) | red green (¥ " ) 4 s 0.35
» 1
(e) | greerm green ( " v ) 5T s 0.18
(F) green i green ( " " ) 4 s 0.14
(g) green | red (He-Ne, 633nm) 1 s 0.21
(h) green red ( " " ) 2 s 0.12
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Figure 1.9 (c)
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It should be pointed out that the values of oo/ I
in Table 1.3 are all on the low side - a result of the finite
scanning aperture of the microdensitometer and (perhaps) of the
smoothing effect of the photographic process, This was emphasised
by measurements taken on a photograph of a stationary, inanimate
object (trace not illustrated). Tﬁe theoretical value of o/ I
in this case should be 1,0 (see Section 1.1.3), but was, in fact,
0,38, However, we are not interested at present in absolute
measurements of speckls statistics, but merely in comparing the
statistics for the different combinations of conditions listed

in Table 1.3, From this table the following trends are apparent:

(1) the contrast, given by o /{I), decreases as the

exposure time is increased;

(ii) o /I is higher when the colour of the laser light
is complementary to that of the specimen, and lower
lower when the colour of the light is the same as

that of the specimen.

(The second property above is very apparent for the red portion of
the pepper, but less so for the green; also, we have the anomalous
result of o'/<I> for two of the traces ((c) and (d)) being higher
than that obtained for the inanimate object. These discrepancies
are probably due partly to the relatively low number of sampling
points used in the calculation of the o /<I) ratios (250), and
partly to the crude nature of the experiment; more carefully
controlled experiments are required in order to confirm the trends

recorded above),

133 = Angular Dependence of the Speckle Fluctuations

Superimposed on the wavelength dependence of the
speckle fluctuatians was an angular dependence, The fluctuations
were observed to be much less pronounced in the neighbourhood of
the'"highlights"-caused by specular reflection., This is illustrated

in Figure 1.10, in which the microdensitometar trace has been
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Microdensitoﬁeter scan across a photograph
of a red and a green tomato, including
specular highlights; a red chess piece
is also shouwn, for comparison

(source = helium-neon laser, 633nm

exposure = 64 seconds at f/22).




- T4 -

arranged to pass across these highlights in a photograph of a

red and a green tomato illuminated with red light from a helium-neon
laser, (The exposure time of the photograph was 64 seconds, and

a red chess piece was inclucded in the photngrabh for comparison).

It can be seen that the modulétion of the trace is more pronouncsd
in the neighbourhood of the highlights (indicated by peaks in the
trace), which in turn means that the time-averaged speckle in thess
areas is of highér contrast than that in the remainder of the image,
and hence that the temporal fluctuations in these areas are less

pronouncede.

1e¢3¢4 = A Proposed Modsl to explain the Wavelength and Angular

Dependence of the Speckle Fluctuations

A tentative explanation of the phenomena described
in the preceding sections has been formulated (Briers 1975a), based
on the fact that the colour of a tomato, for example, is due to
the presence of discrete, pigmented bodies (plastids) that selectively
scatter light of that colour. When a red tomato is illuminated with
red light, most of the light is scattered from red chromoplasts
inside the cells of the tomato. When green light is used, this is
absorbed by the chromoplasts, and most of the light reaching an
observer or a detector arises from specular reflection at the skin
of the tomato, For a green tomato the situation is reversed: the
green chloroplasts within the cells preferentially absorb red light
and scatter green, Thus it is suggested that light from an illuminated
tomato consists of two components, a component scattered from the ‘
plastids, and a quasi-specular component reflected from the skin.
The specular component will show much more angular dependence than

the scattered component, as illustrated in Fiqure 1.11.

This model can be used to explain all the phenomena
described in the preceding sections, if it is further assumed that
the plastids are in motion and that the skin of the tomato is-
stationary. This would result in fluctuating speckle in the light
scattered by the plastids (due to time-variations in the optical

path lengths from plastid to detector), and stationary speckle in
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Figure 1.11 - Suggested explanation of the wavelength and
angular dependence of the speckle Fluctuations:
(a) colour of specimen = colour of laser lightj;
(b) colour of specimen complementary te colour

of laser light

(from Briers 1875a).
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the specular component., When the colour of the tomato is the same
as the colour of the light, most af the observed spesckle pattern
will be due to the scattered light from the plastids, and will
hence show fluctuations; in one particular directian, houwever,
the specular component will be predominant (Figure 1.11(a)) and
the fluctuations less pronounced¢ When the colour of the fruit is
complementary to that of the laser light, the specular component,

and hence stationary speckle, will always predominate (Figure 1.11(b)).

No movement of plastids has been obssrved during
microscopic examination of tomato sections, but it can be argued
that the taking of a section interferes with the life processes
and might arrest any motion, In fact, motion of chloroplasts
(cyclosis) has long been established for thin biological specimens
which can be examined in viveo under a microscope, ths classic
example being Lanadian pondweed (Elodea canadensis). When a leaf
af this plant, mounted in water on a microscope slide, was illuminated
with the argon ion lagser beam, the far-field speckls pattern showsd
fluctuations whose intensity varied as the beam was scanned across
the leaf, the fluctuations being most pronounced near the central
vein of the leaf. Microscopic examination of the same leaf revsaled
that the chloroplasts in the cells near the central vascular tissue
were much more.aCtive than those nearer the edge of the lsaf. The
same leafl was examined some time later, when it was found that all
cyclosis had ceased; the far-field speckle pattern was again abserved,

and this time showed no signs of any fluctuations,

Order-~of-magnitude measurements also tend to support
the validity of the model, The chloroplasts of Elodea canadensis
vere observed under the microscope to be moving with velocities
varying between zaro and 4{m 3-1, with a heavy bias towards the
louwer end of this range. A rough estimate put the mean velocity
between 0.1 and O.4um 5_1. The intensity fluctuations of a single
speckle were observed, and the time constant of the fluctuations
was of the order of five seconds, This can be associated, to an
order-of-magnitude approximation, with an average movement of the
scattering particles of one wavelangth, and hence with an averags

vaelocity of about O.1pm,s-1. (It should be pointed out, however,
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that the microscope observations give an estimate of the transverse
component of the.velocity, wvhile the speckle fluctuations are
caused by the line-of-sight component). Further, the intensity
envelope of the speckle pattern is determined by the size of the
scattering particles, and diffraction theory gave the size in the
present case as approximately Bum. Microscopic measurements gave

the diameters of the chloroplasts as 4 to 6pme

If the above interpretation of the phenomena is correct,
an analysis of the statistics of ths speckle fluctuations should
yield information about the motion of particles inside the cells
of living organisms. Such analysis could be carrisd out, at increasing
levels of sophistication, by (i) a study of the time-averaged
speckle patterns discussed in Sections.1.1.5, 1.3.2 and 1.3.33
(ii) by a study of the first order statistics of the fluctuations,
as described in Section 1.1.6 and to be mentioned again in Section 1.3.63%
(iii) by a study of the second order statistics of the fluctuations
such as will be discussed in Sections 1.3.7 and 1.3.8; and (iv) by
the use of the intensity fluctuation spectroscopy techniques

described in Chapter 1.2.

1.3.5 ~ Recording and Analysing the Speckle Fluctuations using a

Double-Clipped Autocorrelator

It will be obuioué*From Chapter. 1.2 and Section 1.3.4
that the ideal method of analysing the speckle fluctuations
observed when laser light is scattered from biological specimens
would be to use a single-clipped autocorrelator of the type
described by Pike and Jakeman (1973) and the techniques of intensity

fluctuation spectroscopy (Cummins and Pike 1973). Unfortunately,
such an instrument was not available, and the nearest approach to

it was a double-clipped autocorrelator which had been designed by
br 3 C Dainty. The circuit diagram of this instrument is shown in
Figure 1,12, It will be remembered from Section 1.2.3 that the

double~clipped autocorrelator is not a very suitable tool for

* It would appear from recent discussions with Dr M Corti (1975),
of the Centro Informazioni Studi Esperienze Segrate (Milan),
that perhaps this is not so "obvious" after all ~ Dr Corti
warned us of difficulties in wusing fast autocorrelators to
analyse slow fluctuations.
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analysing intensity fluctuations, but we decided to,carry out
some experiments with the instrument in eorder to show the general

nature of results obtained with fast autocorrelators.

The experimental arrangamantAconsistad simply of
a photemultiplier placed in the far field of a specimen illuminated
by an undiverged laser beam, with its output fed directly to the
" autocorrelator. A pinhole, whose aperture was much smaller than
the average speckle size, was placed in front of the photomultiplier

to ensure that the intensity of a single speckle was being monitored.

Figure 1.13 shows the averaged results of several
experiments carried out using a green tomato as the specimen and
the green line (514nm) of an argen ion laser as the illuminating
source. The readings from the autocorrelator have been nermalised

to give ggz)Q(), and we have plotted the funttion ggz)(f) -1

against the lag <, following the usual practice in intensity
fluctuation Spectroscopy. (It will be remembered from Section 1.1.3
that this function is the one that we have called the normalised

autocovariance, cgz)Qt);»It can also be seen from Table 1.1 in that

section that this functien should tend to zero at infinite lag. The
slight discrepancy between this theoretical limit and the experimental
curve can probably be attributed to an error in setting the clipping
level of the autoceorrelator; this clipping level should be set
accurately to the mean signal level if the correct limiting value

at infinite lag is to be obtained).

The decorrelation time, taken as the 1/e point on
the curve aof figure 1.13, is approximately 0.07 seconds. This is
very much on the low side, compared with both the visual estimales
given at the beginning of this chapter (Section 1.3,1) and the
experiments to be described later, and the discrepancy is probably
due to the distortiopns introduced by taking the double~clipped
autocorrelation function (see Section 1.2.3). Figure 1.13 is
included in this thesis merely to show the type of curve that is

obtained from digital autocorrelators.
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T = lag {seconds)

figure 1.13 «~ Double-clipped normalised autocovariance curve
for a graen tomato: averaged results of several
runs with different sample lengths

(source = argon ion laser, 514nm).
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1.3.6 ~ Recording and Analysing the Speckle Fluctuations using

an Oscilloscopes o /¢I) Measurements

Slnce the double-clipped autocorrelator does not give
full.lnformatlon about the autocorrelatlon function of the unclipped
signal, and since the preferred single-clipped autocorrelator was
not available, we decided to carry out some experiments on far-field
speckle fluctuations by recording the time-varying signal from a
photbmultiplier by means of an oscilloscope and a camera. The
arrangemant is illustrated in Figure 1.14. The -output from the
photaomultiplier, placed at a point in the far-field speckls pattern
produced by a specimen was fed via a variable filter to the oscillo-
scope. The capacitance of the filter could be adjusted to filter out
fluctuations above a predetermined frequency. The oscilloscops
traces were recorded photographically by means of a 35mm camera.

Typical traces are illustrated in Figures 1.15 to 1.19,

Once the traces are recorded, it is possible, in
principle, to obtain both the first and the second order statistics
of the fluctuations. This, however, requires some method of extracting
the data from the oscillographs., Since ths only method that.we -had!:
available for doing this was the very tedious and time-~censuming
one of reading off the data point by point, a full analysis,
leading to autocorrelation curves, was only carried out for a few
of the traces, It is possible, however, to obtain an estimate of
the standard ceviation, o, and the mean, {I), of the traces by
adopting an approximate method used in industry for quality control
purposes. The method is based on the property of a Gaussian
distribution which states that 68% of the members of such a
population will lie within one standard deviation of the mean.
Applying this property to a batch of data, assumed to follow a
Gaussian distributiomn, the method consists of discarding the upper
16% and the lower 16% of the data, and taking the difference between
the highest and the lowest values remaining as twice the standard
deviation, and the mean of these two numbers as the mean of the
population. In our case, the method is applied by laying a straight-

edge across the trace, parallel to the time axis, and adjusting its
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object

camerq

photomuitiptier variable oscilloscope
' filter

Figure 1,14 =~ Experimental arrangement for momitoring intensity

fluctuations in the far-field speckle pattern.
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Figure 1,15 =~ Oscilloscope trace of the intensity at a
paoint in the far-field speckle pattern
procuced by a stationary metal block (for

compariscn purposes)

(time base = 8 secends, full scalej

spurce = argon ion laser, 514nm),
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Figure 1,16 =~ Oscilloscope traces from tobacco, showing
differences between different parts of the

same specimen: (a) stem; (b) leafl

(time base = 8 seconds, full scale}

source = argon ian laser, S%14nm),
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Figure 1.17 - O0Oscilloscope traces from Elodea canadensis:
(a) near the central vein; (b) mid=-way betuween

the vein and the edge of the leaf

(time base = B8 seconds, full scalej;

source = argon ion laser, 514nm),
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Figure 1,18 <~ (0scilloscope traces from green tomatos
(a) 20° from specular ditectiong

(b) in specular cdirection

(time base = 10 seconds for (a), 8 seconds
for (b), both full scale;

spource = argon ion laser, 514nm),
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Figure 1.19 -~ (0scilloscope traces from red tomato:
(a) 20° from specular direction:

(b) in specular direction

i

(time bass 8 seconds, full scale;

source = argon ion laser, 514nm).
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position so that the trace is above it for 16% of its range. This
determines the value which is one standard deviation above the mean,
and a similar procedure is followed to find the lower limiting
value. The assumption of Gaussian statistics implies, in our case,
that the method is only valid, even as an approximation, for traces

with a low value of o KID.

The traces of Figures 1,15 to 1.19, and others (not
illustrated), were analysed in this way, and the results are
summarised in Table 1.,4. Some values of o /{I)> calculated subsequently
by a computer program (see Section 1.3.7) are also included for
comparisony it can be seen that, in general, there is quite good
agreemsnt between these computed values and those calculated by

the approximation method outlined above.
The following trends can be deduced From'Table 1.4:

(a) Tobacco

These results show the differences obtained from

different parts of the same specimen - see also Figure 1.16.

(b) Elodea

The gualitative observation reported in Section 1.3.4,
that the fluctuations are more pronounced nearer the central

vein of the leaf, is supported by these results.

gc! Tomato

The wavelength/colour dependence of the speckle fluctuations
is confirmed by the measurements on green and red tomatoes,
the value of o /{I) being significantly higher for the green
tomato in the green argon ion laser light used for the
experiments, (It was not possible to reinforce these results
with experiments in red light, since we had no helium—neon
laser available which was powsrful enough for the photomultiplier

used).
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"TABLE 1.4

Approximate Values of 0'/(I> from Oscilloscope Traces

Example of Time base o | No. of ComputediNo,. of
Sub ject trace (if any)|(full scalse) ¢I> | traces . o /1) jtraces
Metal block - 5 s 0.03| 1 - -
1.15 8 S U.D3 2 R w—
- 50 s 0,03 1 - -
White paper - 8 s 0.03 1 - -
Tobacco: stem 1.16(a) 8 s 0.05 1 - -
" : leaf 1.16(b) s 0.11 3 - -
Elodea: near - 400ms 0.11 1 - § -
veim - 2 s 0.37 1 - | -
1.17(a) 8 s 0.46 3 0.29° | 1
"2 off - 400ms g.09 2 - -
vein - 2 s 0.15 2 - -
1.17(b) 8 s 0.16 2 0.13 : 1
Greem gomato: - S5 s 0.21 3 - % -
20 from 1.18(a) 8 s 0.20 4 0.22 2
specular - 10 s D.24" 3 - -
: - 50 s 0.23 3 0.22 11
- Im 0.27 8 0.246 ¢ 1
Green tomato: 1.18(b) 8 s D16 5 D.24 1
specular - 40 s 0.25 1 - -
Red tomato: 1.19(a) 8 s 0.15 2 0.15 1
209 ' - 32 s 0.18 1 - -
' Red tomato: 1.19(b) s 0.16 5 0.13 1
specular ' !
Cucumber: - 2 s o.08 3 - -
papar* - 8 s 0.08 3 - -
Cucumber: - 2 s 0.38 2 - -
lower stem - 8 s 0.26 3 - -
Cucumber: - 2 s 0.18 1 - -
mid=stem - 8 s 0.43 1 - -
Cucumber: - 2 s 0.29] 2 - -
iplumular hook - 8 s 0.34 3 - -
*
Wheat: paper - 8 s 0.04 1 0.06 1
¥ ¢ lower
coleoptile 8 s 0.34 2 0{41 1
"oz Smm
below tip - 8 s 0.44 3 - -
" s tip - 8 s 0.49 3 0,42 1

3* "papar“ =

the paper supporting the seedling in
the specimen tube.(included for comparison),
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The angular dependence of the fluctuations, observed
qualitatively (see Section 1.3.3) is not supported by these
measurements, the ualueé of o /{1y for the specular region
being for both colours of tomato of the same order as those
for 20° off axis. There are two passible explanations for
this discrepancy. One is simply that the experiments were
not carried out with sufficient care, or enough times, to
obtain a true spatial average for o /{I)>; further experiments
should be carried out to check the results of Table 1.4. The
second possibility is that the abserved differances in the
degree of fluctuation between the specular and off-axis zones
are due, not to differences in o /<I> (i.e. the amplitude of
the fluctuations, related to the number of moving scatterers),
but to differences in the frequency of fluctuation (related
to the velocity aistribution of the moving scatterers);
detailed‘autocorrelation experiments would be required to

check this possibility,

(d) Cucumber

The difference in the measured value of o /AKI) at
different points on the stem of the ssedling is not significant
compared with the expected experimental error. Hence the
qualitative observation that the fluctuations are most
pronounced in the neighbourhood of the plumular hook (see
Section 2,2.6 in Part 2 of this thesis) is not borne out
Ey these measurements, Further work on this aspect of the

speckle fluctuations is called for.

!e) Wheat

The results suggest that the fluctuations are mare
pronounced nearer the tip of the coleoptile, an observation
which agrees with the biological fact that the active growth
region of a cereal coleoptile is in this areaj however, the
differences in the values of o /{I) are only slight, and may

not be significant,



- 96 -

1.3.7 -~ Recording and Analysing the Speckle Fluctuations using

an Oscilloscope: Computed Autocorrelations

A computer program was written (see Figure 1.20) to
calculate the autocorrelation function (or, more precisely, the
normalised autocovariance as defined in Section 1.1.3) from data
entered via the ksyboard of the computer terminal. The program also
calculates the value of o /(I) for the data. During the testing of
the original program, in which the autocovariance was calculated

from Equation 1.,48:

Dy = Gy sy - <,

we found that for several ssts of data the results of ths program

were far from being well-behaved autocovariances. Instead of tending

to zero at large lag-values, the autocovariance would often start to
increase again after ap initial fall, and continue to increass to

values well in excess of unity! This bshaviour was eventually

attributed to the non-stationarity of the traces involvad: due _
either to genuine long-term fluctuations or to spurious external effects
such as laser instabilities, the msan signal level was not steady

over the duration of the experiment, It will be remsmbered from

Section 1.1.3 that the condition for Equation 1.48 to represent the

true autocovariance is that of statioparity, i.e.:

1(e)> = {1(t +<)>

This condition was not satisfied for several of the oscilloscope
traces, and hence the use of Equation 1.48 was invalid. (That this
factor could be the cause of the anomalous autocovariances obtained
is demonétrated by the fact that for ons particular trace it was
found that a 1% error in the mean could lead to a 100% error in the

autocorrelation at large lag-valuss!).

Another factor which may bave been affecting the
computation was a result of using a truncated signal as the input
data, The use of a truncated signal involves averaging over a

progressively smaller sampie (the region of overlap) as the lag is
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fFigure 1.20 - Computer program for calculation of

normalised covariance,
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- increased., Several methods of correcting this were tried, including
(i) veighted means (weighted towards the area of overlap, since the
data in this area were used tuice in the computation while theose at
the ends of the batch were only used once); (ii) constant sample
length (using the end of the data batch only et large lag-values,

and re-calculating the mean for each lag-value); and (iii) including
a string of additional values, eqch equal te the mean of the whole
sample, at the béginning and end of the sample (these being brodght
into use progressively as the lag was increased, thus ensuring that
all of the original data were used twice at all lag-values). The third
of these methods, it was found, also had the effect of removing the
discrepancy caused by non-stationarity (see above), and restering the
validitf of Equation 1.48 as a representation of the autocovariance:
it also resulted, whem tested with several sets of data, in auto-
covariance curves which were relatively well-behaved - tending te
zero at large lag-values, We decided, therefore, to adopt this
approach and to incerporate the device into the computer program.

It must be remembered, however, that this method of avoiding
end-effects and non-stationarity effects in the autocorrelation

of a truncated sample is someuwhat ad hoc and may have a disterting

effect on the computed autecorrelations (or autecovariances),

5ince the extraction of data from the oscilloscepe
traces is a very tedious business - the only method available for
doing this was simply to read off the data point by point - only a
few of the many traces obtained were treated in this way. Figures 1.21
te 1.26 shouw typical autocorrelation (strictly, normalised auto-
covariance) curves computed using the preogram of Figure 1.20,., The
large oscillations at large lag-values are statistical fluctuations
caused by the relatively small number of data used (250 data points
from each tracej it can be shown (McKechnie 1974) that the statistical
error is proportional to N—%, where N is the number of data peints),

The folleowing trends can be detected from the curvess

ga! Flodea

There is a slight, but probably insignificant, tendency
for the fluctuations in light scattered from near the vein

of the leaf to decorrelate more slouly than those in light
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o)

¥ = lag (seconds)

Figure 1,29 = Normalised autocovariance curves {or Elodeas
(a) near the central vein; (b) mide=way betuwaen

the veln and the 2cge of the leaf

(sample length = B8 seconds

sgurca = argon ian laser, S514nm).
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’

scattered from other parts of the leaf. The decorrelatian
time,ltc (taken at the 1/e points on the curve), for both
curves of Figure 1.21 is approximately 0.6 seconds, and the
time taken for compléte decorrelation is about 1.5 seconds,
This is a little on the low side compared with the time constant
of 5 seconds reported earlier for Elodea and based on visual
observations (see Sectioh 13,4, also Briers 1975a); the
discrepaﬁcy could be due to any of a number of possible
causes, such as a tendaency for the eyes to integrate out

the more rapid fluctuations in the visual observations,
distortion of the autocovariance by the truncated signal

and the small number of data points, or simply the fact

that the observations were not carried out on the same
specimen of Elodeal The most likely explanation, howevsr,

is that the short sample time of the traces (8 seconds)
prevented the recording of the low-~frequency fluctuations
which had been apparent in the visual observations. According
to Equation 1.52 of Section 1.2.2, a decorrelation time

of 0.6 seconds would correspond to a half-width velocity

of approximately B¢15Hm 5-1.

(b) Tomato

Figure 1.22 shows normalised autocovariance curves for
a green and a red tomato in green light (514nm) from an
argon ion laser. The scattering was approximately 20°
backscatter and was also about 20° from the specular dirsction.
The difference betwusen the two curves is probably significant,
and indicates that there are slower fluctuations in the light
scattered from the green tomato,., If the model proposed in
Section 1.3.4 is correct, these slower fluctuations would be
gue to chloroplast motion, The decorrelation times,fc'C (at
the 1/e points) for the curves are 0.3 seconds for the green
tomato and 0.15 seconds for the red tomato. These would
correspond to half-width velocities of approximately 0.3

and 0.6um s“q respectively.
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figure 1,22 = Normalised autocovariamce curves for tomatoess

(a) green taomatoj {b) red tomato

(sample langth = B8 secands

source = argon ion laser, 514nm),
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Figures 1,23 and 1.24 also shouw autocovariance curves
for a green tomato in green light, but with lenger sampling
times - 50 seconds and 3 minutes respectively. The decerrelation
times (1/e points) for the two curves are approximately
1.3 seconds and 3.3 seconds respectively, indicating that
the longer sampling times have allowed the inclusion of
lower-frequency components of the fluctuations, The corresponding

half-width velocities for the tweo cases are 0.06 and U.DZSFm 3-1.

(c) Wheat

The twe curves in Figure 1;25, one for the tip and one
for the lower part of a wheat coleoptile, can be sesn to be
uirtually ceincident, with a decorrelation time of about
0.3 seconds, corresponding to a half-width velocity ef
approximately 0.3pm s~1. (These values are very clese to
those obtained for the green tomato with the same sampling

time of B ssconds).

(d) Cucumber

Figure 1.26 shows an autocovariance curve for a
cucumber seedling with a sampling time of 2 seconds. The
decorrelation time for this curve is approximately 0.4 seconds,

corresponding to a half-width velocity of about B.2pm 571.

138 - Computation of Autecorrelations from Directly Recorded Data

An altemnative to the use of an oscilloscope and camera
for recording the fluctuations is the direct logging of the output
from the photomultiplier. A system built by Or T S McKechnie (1974)
for investigating the statistics of stationary speckle patterns can
also be used to monitor fluctuations at one point in the fTar-field
speckle pattern, This has the very important advantage of avoiding
the need for manual extraction of the data from the oscilloscope
traces, since the instantaneous values of intensity measursd by the
photomultiplier are punched directly on to paper tape in a form

which enables the tape to be fed directly into a mini-computer for
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processing., Unfortupately. the system is limited (in the present
application) by the slow speed of the tape punch to sampling rates

of less than 3 per second. Hence high-~frequency fluctuations are
lost when using this equipment. (According to the sampling theorem,
only frequencies lower than 50% of the sampling rate can be detected,
which limits the method to the analysis of fluctustions with a

frequency below 1.5Hz).

Gespite this limitation, we decided to carry out one
sxperiment with the equipment, and chose to measure the autocovariance
of the fluctuations from a green tomato in the 514nm line of ths
argon ion laser. Several runs were taken, a typical one being
illustrated in Figure 1.,27. The decorrelation time (1/e point)
for this curve is approximately 0.5 seconds, corresponding to a
half-width velocity of about 0.16pm 5—1. (The total sampling time
for the run was about 15 minutes, much longer than was feasible

using the oscilloscopsa),

1.3.9 — Discussion of the Expsrimental Results, and Suggestions

for Further dYork

The results of the experiments described in this
chapter go some way towards confirming the validity of the model
proposed as an explanation for the wavelength depsndence of the
speckle fluctuations (ses Section 1.3.4, also Briers 1975a), There
are, however, some discrepancies - for example, the failure to
confirm the angular dependence of the fluctuations. Alse, it is
not clear at this stage whether the differences observed, for
example in the statistics of the fluctuations from red and graeen
tomatoes, are sufficiently large for them to lie sufficisntly far
outside the range of experimental error and statistical variation
to be useful, On the other hand, the measured statistics are
compatible, at least to an order of magnitude, with the proposed
model, and suggest that the fluctuations could indeed be due, at .
least in part, to the motion of chloroplasts or other bodies inside

the cells of the specimens, liuch more work needs to be done before
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we can decide whether or not the statistics of the fluctuations
can be related to processes occurring inside the specimens, and
we strongly recommend that if such work be undertaken, it should
be as a joint project between a physicist gnd a biologist. We

would make the following suggestions for further experiments:

(i} the use of equipment which will allow the monitoring of
the fluctuations to be carried out over a wide range of
sampling rates and sampling times, and which will give
both the first order statistics (o /{I>) and the second
order statistics (autocorrelations) of the fluctuations;
some provision should be included to allow the spatial

averaging of the former;

(ii) detailed measurements of the fluctuations from differently
coloured specimens, and using different mauelehgths of
laser light, in order to investigate further the validity

of the proposed models

(iii) an investigation of the effects, if any, on the statistics,
of changes in the environment of the'Specimens and of
different treatments of the specimens - preliminary
experiments along these lines, using tomatoes, were

inconclusive,

If the results of these experiments were the confirmation
of the validity of the proposed model, and the analysis of the speckle
fluctuations were to provide a means of monitoring cell activity
in living organisms, then it is possible that the technique could

be used as a diagnostic tool in biological experiments,

Finally, we suggest that the wavelength dependence of
the speckle fluctuations might prove to bes a useful tool in other
applications of intensity fluctuation spectroscopy, where the motions

of coloured particlés are involved (Briers 1975a,b).
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PART 2 -~ HOLOGRAPHIC INTERFEROMETRY APPLIED TO THE

MEASUREMENT OF PLANT GROWTH
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CHAPTER 2.1

THE PRINCIPLES OF HOLOGRAPHY AND HOLOGRAPHIC INTERFEROMETRY

2+1.1 ~ The Origins of Holography

In 1947 Dennis Gabor, at that time employed by the
British Thomson~Houston Caompany, was working on the possibility
of improving the resolution of the elsctron microscope. The
performance of that instrument was limited by aberrations of the
electron lenseé, and Gabor had the idea of recording an electran
image produced by such an instrument, but in a manner which would
retain all the information in the electron beam, both amplitude
and phase, and correcting the defects later by optical means. Two
short steps from this starting point led Gabor teo the realisation
that in order to retain the phase information he would nead both
cohgrent illumination and a reference beam with which to compare
the phase of the wavefront from the object being recorded. Thus
was holography born (Gabor 1948), and the first crude holograms
were produced using a mercury lamp, the best compromise available
at the time between intensity and coherence, Gabor's technique
for recording and reconstructing holographic images is illustrated

in Figure 2.1.

During the next few years the mathematical basis of
holography was formulated (Gabor 1949, 1951) and physical inter-
pretations were devised (Rogers 1950, 1951). However, apart from
a small amount of work carried out in the USA in 1952, little or
no Fﬁrther progress was'made for over a decade, and holography
appeared to die a natural death for lack of a good coherent sourcs
of light, The world had to wait until the invention of the laser

in 1960 before the real potential of holography could be realised,
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(a) recording; (b) reconstruction.
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In the fifteen years since the inventicn of the
laser, the science and art of holegraphy have been investigated
in great cepth. It is not the purpose of this thesis to present
a detailed review of the subject, and the reader is referred to
the standard text books on holography (Stroke 1966, 1969, DeVelis
and Reynolds 1967, Smith 1969, Collier et al. 1971), and to a
DSIR (New Zealand) report by the present author (Briers 1973a),
An introduction to holography and its applications is also included
in a recent review of laser applications (Briers 1973b). We shall
content ourselves here with a brief historical account of holography,
and of its important sub-branch, holographic interferometry,
together with a few words about the basic principles involved in

the technigues.

2.1.2 =~ The Relationship between Holography and Photography

The technique of recording an image on light~sensitive
materials by the process knoun as photography has been with us for
well over a century. Unfortunately, the photographic process
records only the intensity distribution across a light beam ~ all
the phase information is lost, This loss of information results
in the loss of a dimension, so that a photograph is a flat,
two-dimensianal picture of the scene being recorded, Even so-called
three-dimensicnal or stereoscopic photographs, which achieve their
effect by presenting slightly different views of the scene to each
eye, only give the view from one angle - it is not possible to

loack raound an aobject by moving one's head,

If the third dimension of s scene is to be recorded,
some method must be found of recording the phase information in
a light beam. Holography solves the problem by using a reference
beam with which to compare the phase of the light beam from the
scene to be recardad., In practice, cocharent light must be used if
the phase information is to be stored in a recovarable faorm. Since

all the informatiaon in the light beam is recorded, phase as well as
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amplitude, the resulting "hologram" contains all the informatian
necessary to reconstruct a full-parallax, thres-dimensional image
of the original scene, the reconstruction is carried out by
"decocding” the hologram with a reference beam similar to the one

used for the recording of the hologram.

In simple terms, the main differences between holography
and conventional photography may be expressed in the following way.
In photography a lens, placed between the object to be recorded and
the film, focuses all the light from one point on the object to one
definite point on the film, Thus each point on the film receives
information from one point on the object. The result is a two=-
dimensional perspective of the object as seen from a point at the
centre of the camera lens. In holography, on the other hand, no
lens is usad and light from all parts of the object is allowed to
reach all parts of thé film, Each point on the film receives
information from all parts of the object visible from that point,

The information is coded for recording on the film by using

coherent light and arranging for a reference beam to illuminate

the film at the same time as the light from the object. The reference
beam and the object beam must be mutually coherent, which in practice
means that thay must originate from the same coherent sourcse. The
result is that each point (or, more precisely, a small area around
each point) on the hologram reconstructs a perspective image of the
object as seen from that point, so that changing the viewpoint
changes the perspective ~ in other words, a three~dimensional image
is produced, For an account of the physical and mathematical
explanation of the mechanisms involved in holography, the reader is

referred to the CSIR report already mentioned (Briers 1973a}.

241.3 - A Brief History of Holography

The invention of holography by Gabor (1948, 1949, 1951)
was described in Section 2.1.1, where we left the new technique

languishing for want of a good source of coherent light. The great
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leap forward came in 1960 with the invention of the laser. For

the first time the world had a source of really coherent light,

and the whole field of optics was revitalised. Workers at the
University of fichigan had been applying holographic techniques

to side-looking radar, and when the laser became available they

were able to translate their ideas into the visible realm. By
combining holography with the new coherent source, and by applying
the ideas of communication theory to the problem, they produced

the first laser hologram (Leith and Upatnieks 1962, 1963). These
early Michigan holograms were already vastly superior to the original
efforts of Gabor, Not only did the coherence of the laser allow a
greater latitude in path length, but it also permitted the concept
of "off axis" holography to be developed (see Figure 2.2). This
resultead in the comhlete separation of the reconstructed image from
both the reference beam and the so-called conjugate images (a major
problem in Gabor holography was the superposition of the zero-order
beam and both giffracted beams from the hologram), and allowad the
application of holography to opaque, three-dimensional’objects,
instead of merely to transparencies as in Gabor's ariginal "in-line"

arrangemsnt,

Following their initial successeé, the Michigan team
intensified their efforts in the field and the science of holography
progressed rapidly. It was not long before other universities and
laboratories, and industrial organisations, were taking an interest,
and today there is hardly a major firm or laboratory in the world
that is not involved in some aspect of holography. During the middle
1960's refinements and extansions to the techniques of holography
were being announced almost daily. The original holograms of Gabor
and of Leith and Upatnieks, now known as fresnel holograms, uwere
joined by Fraunhofer holograms (Develis 1964) and Fourier transform
holograms (Stroke 1965), The introduction of bleaching processes to
remove the silver from the exposed and developed hologram resulted
in the use of Yphase holograms" with brighter reconstructed images
(Cathey 1965), Colour holography was introduced by using two laser
beams of different wavelengths (Pennington and Lin 1965), and later

improved by the use of three wavelengths (Friesem and Fedorowicz 1966).
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An idea, pioneered by Denisyuk (1962) in the USSR, which used the
full thickness of the emulsion by setting up standing waves in it
between the object besam and the reference beam travelling in
opposite directions, was developed to produce "volume holograms”
(stroke and Labeyrie 1966) which could be reconstructed-in white
(incoherent) light. This interest in having holograms which codld

be viewed in ordinary light also led to the development of "image-~
plane holograms” (Brandt 1969), in which the three~dimensional image
is produced approximately in the plans of the hologram rather than

at some distance behind it.

The emphasis in recent years has been on the agplications
of holography (Briers 1873a,b) rather than on its technigues, although
work is continuing on some aspects, such as extending the ranqge of
holography beyond the visible spectrum and into the infrared
(Sakusabe and Kobayashi 1971) and X-~ray regions (Kikuta et al. 1972),
and the development of alternativs recording media such as photochromic
glass (Kirk 18966), photopolymers (Colburn and Haines 1971, Booth 1975},
photoresist (Sheridon 1968, Beesley and Castledine 1970), and
thermoplastics (Lee 1974, Gray and Barnett 1974, Colburm and Tompkins 1974),

2e1.4 = The Origins of Holographic Interferometry

Although holography has found application in a wide
variety of fields, among which we might mention three-dimensional
display, data processing, pattern recognition, and image enhancement,
it is generally conceded that one of its most dramatic and important

applications has come from its combination with interferometry.

Holographic interferometry was born - by accident - at
the University of Michigan in 1964, R L Powell and K A Stetson had
been given the problem of investigating and eliminating dark bands
which tended to appear superimposed on reconstructed holographic
images. Instead, they deduced that the bands ware really interference
fringes formed as a result of slight motion of the object during the

recording of the holoqram., FThey then went on to show how these
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fringes could be used to anslyse the vibrational modes of an object,
leaving it to their colleagues at Michigan, K A Haines and B P Hildebrand,
to extend the techniqua'to the analysis of simple translations and

rotations, and of general deformations,

Powell and Stetson (1965) reported their work to the
Spring Meeting of the Optical Society of America in April 1965, and
are thus credited with the first announcement of holegraphic
interferometry. (A paper by Horman (1965), published in Applied
Optics in March 1965 and received by that journal in October 1964,
although combining the techniques of holography and interferometry
in wind tunnel work, did not go sc far as to realise that interference

could actually occur within the holographic reconstruction itself),

However, since the work of Haines and Hildebrand (1966)
on the application of the technique to unidirecticnal motien was not
announced until January 1966 (letter received by Applied Optics in
July 1965) (Hildebrand and Haines 1966a), equal credit must also go
to the National Physical Laboratory (UK) team of Burch, Gates and
Wilton, who developed the technique independently in May 1965 and
announced it at a meeting of the Institution of Production Engineers
in June of that year (Burch 1965). (In the published version of this
paper, dated September 1965, Burch refers to the independent
discovery of holographic inﬁarfaromatry by Reid and Wall of the
Atomic Weapons Research Establishment, Aldermaston). The NPL work

was fully reported in a subsequent paper by Burch et al. (1966).

Most of the large number of papers on holographic
interferometry published since 1966 have been concsrned either with
particular applications of the technique, or with methods of inter-
preting holographic interferograms; the former mainly lie outside
the scope of this thesis, and the latter will be considered in

detail in Part 3.
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24145 =~ The Basic Techniguses of Holographic Interferometry

As mentioned in the previous section, the first problem
to be attacked by means of holographic interferometry was vibration
analysis (Powell and Stetson 1965),., If a hologram is recorded of a
vibrating object, and the exposure time of the hologram is long
compared with the period of vibration, the resulting holograpbic
image will exhibit an interference fringe pattern. Th? fringes
indicate loci of equal amplitudes of vibration, with the mechanical
nodes showing up as exceptionally bright fringes. This technique is

now known as ' time=averaged holographic interferometry..

The phenomenon of time-averaged holographic interferometry
can be regarded as the interference of many different holographic .
wavefronts produced continuously during the exposure of the hologram
as the object vibrates. A particular case of this general situation
might be, say, the interference of just two such holographic
vavefronts representing two different states of the same (stationary)
object. This is the basis of the "before-and-after” type of
holographic interferometry developed independently at the NPL (Burch 1965)
and at the University of Michigan (Hildebrand and Haines 1966a,
Haines anc Hildebrand 1966),., If two nearly identical holographic
wavefronts are superimposed, they will reinforce where they are in
phase and cancel where they are in antiphase. In practice the
superposition can occur either at the time of recording the hologram
or at the reconstruction stage. In the first case, if a hologram is
recorded of an object, the object is then moved or deformed, and
a second hologram is recorded on the samz photographic plate, the
reconstructed image from the final composite hologram will be
crossed by interference fringes indicating the amount of displacement
or deformation applied., This technique is now known as double—exposure
(or frozen-fringe) holographic interferometry. Alternatively, the
hologram of an object can be replaced in its original position so
that the reconstructed image is superimposed on the actual object,
which is viewed through the hologram. If the object is now displaced
or deformed an interference pattern will appear which can be followed
dynamically, This technique is now known as real-time (or live~fringe)

holographic interferometry. Yet another technique, that of superimposing
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the reconstructed wavefronts from two separate holograms, can

also be used (Gates 1568, Havener and Radley 1972, Gori and Mallamace 1873,
Hariharan and Hegedus 1973). Havener and Radley (1972) referred to

this method as dual hologram interferometry. A similar technigue,

in which the tuwo holograms are sandwiched together and moved,

either together or separately, to assist in fringe interpretation,

has recently been developed by Abramson (1974b),

This summary of the basic techniques of holographic
interferometry has been intentionally very brief and cursory. A

more detailed review of the subject will be given in Part 3 of this

thesis,
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CHAPTER 2.2

. HOLOGRAPHIC INTERFERDMETRY APPLIED TO THE MEASUREMENT OF PLANT GROWTH

2e2¢1 = The Role of Growth Rate Monitering in Beotany

In many botanical experiments it is necessary to
moniter the rate of growth of the plant, and in particular to
detect changes in the rate of growth which eccur in response to
applied stimuli or changes in envirenment. Typical experiments
might include the effect of light stimuli on growth rates and on
the direction of growth (for example, the study of phototropism,
the growth of a plant towards, or away from, a light source), the
effect of the local environment on growth patterns, and the response
of plants to hermones or other chemical stimuli. The actual chemical
and physical mechanisms of differential growth (as in the phototreopic

response) are also topics of great interest to biologists,

Traditional methods of measuring the growth rates of
plants have been purely visual, usually either by‘a shadawgraph
technique or by physically marking the specimens, and it has
generally bsen possible anly to measure the average rate of grouth
over a period of several hours. These rather crude technigues have
provad adequate for most work, but it would be useful if the botanist
could have available an instantaneous method of measuring the rate
of growth. This would also facilitate the measurement of the response

times of plants to the application of stimuli.

Some attempts have been made in the past to deavise
methods of measuring instantaneous growth rates, but they have
usually failed because they have entailasd physically attaching
something to the plant, and this can interfere with the grauwth
rate that the experimenter is trying to measure {C fMer, private
communication, 1974), What is required is a non~contact technique

that does not interfere with the plant in any way.
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242.2 = The Attractions of Helegraphic Interferometry as a

Method of Measuring Plant Growth Rates

We can summarise the requirements of a suitable

technique for measuring the growth rate of plants as follous:

(i) the method should be cépable of measuring growth rates
which are typically of the order of 1mm per hour for
cereal coleoptiles (much used by botanists in experiments
on plant growth), but which may be much slower for

other types of speciman;

(ii) the method should be a nen=contact techmique, and should

not influence the growth of the plant in any way.

The first of these requirements immediately suggests
that holographic interferometry might be a suitable technigqus, since
we are dealing with growth rates which are of the order of one
wavelength of light in a few seconds. Depending on the type of
specimen, the motions to be measured might be in-plane extensions
or translations, line~of-sight deformations or translatiens,
rotations (for example in phototropism), or any combination of
these. Holographic interferometry can handle any of these types
of motion (see Part 3 of this thesis), and is ideally suited to

the time scales invalved,

The second requirement can also be met, at least
partially, by holographic interferometry. Although the technique
is certainly a nen-contact one, it is known, of course, that plants
co respond to even small amounts of light, and there is a real
danger that the laser used for the holography will affect the growth
rate of the plant., Fertunately, we can avoid this problem to some
extent by making use of the same property of laser light that makes
holegraphy possible - its narrow spectral bandwidth., Plants respand
in different ways to light of different wavelengths, and there are
some wavelength bands te which the respense is neqligible, or even
zero. It is known that plant growth is stimulated by red light, and
that a phototropic response is triggerad by blue light. Most plants

are, however, relatively insensitive te green light. By a careful
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choice of laser, and taking into account the known spectral response
curve aof the particular plant under investigation, it will usually
be possible to devise a holographic system that will not influence
the growth rate being measured. Light of other wavelengths could

then be used as controlled stimuli in the experiments,

It would appear, then, that holographic interferometry
should be an ideal togol far measurihg the grouwth rates of plants,
Yet this application of the technique has been noticeably ahsent
from the literature, and this suggests that there may be hidden
problems in store for the experimenter. We shall see later that

this is indsed the case,

2.2.3 -~ Summary of Pravious Work

The first reference to the possibility of applying
holographic interferometry to the measurement of plant grouwth
occurred in the discussion following the presentation of Burch's
paper on applications of lasers, given at the meeting of ths
Institution of Production Engineers in June 1985, It was in this
paper (Burch 1965) that the new technique of holographic interferometry
was annnunced., In reply to a guestion from the floor, regarding
potential applications of the technique, Burch said that "there
might be biological applications"™ and that he Yhad even been

tempted to try recording ths growth of mushrooms!i".

The only other published references that we have been
able to find are a reconstruction of a double~2xposure hologram of an
opening tulip bud, published in two papers by Martienssen (1968, 1870),
and a hint of interest in the subject in a papar by Ashton et al. (1971).

Martienssen's photograph showed fringes on the reconstruction
of the tulip bud, which was taken from a doubla-exposure hologram
with a time interval of 15 seconds between the two exposures, The
photograph was included merely as an axample of a possible application

of holographic interferometry in a general discussion of the subject,
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and it is believed that the matter was not taken any further.

The paper by Ashton et al, described the application
of holographic interferometry to the stretching of a rubber band
and to the corrosion of metal surfaces by acid attack. The experiments
were intended to be a prelimipary to work on plants -~ the stretching
of the rubber band simulated growth, and the corrosion experiment
was used to investigate the effect of a change of surface texture
(such as might occur in plant growth) on the visibility of holographic
fringes., The result of the first experiment was that the stretching
of the rubber band produced fringes which could be interpreted by
standard techniques. (Ashton et al., expressed surprise that the
fringes tended to be localised in front of the image rather than
behind it, as is usually the case in holographic interferometry
(ses, for example, Haines and Hildebrand 1966); however, it is
easy to show that localisation in front of the image is to be
expected for in-plane defarmation by stretching). The corrosion
experiments showed that a change in surface texture had a very
deleterious effect on fringe visibility, and the authors warned
that this might be a serious.prnblem in experiments on plant growth,
No sequel to this paper was published, but in response to an enquiry
by the present writer one of the authors of the paper, Professar
Gerritsen (private communication, 1973), said that some experiments
had, in fact, been carried sut on the growth of cactus planté, but
had been abandoned because of uncertainties about the interpretation

of the fringes obtained,

The only other investigaticn that we have been able ta
trace is some unpublished work by Brosks and Knox. We were informed
of this work by 3 U Goodman (verbal communication, 1974), and in
response to our enquiry Df Broocks (private communication, 1974)
kindly provided photographs of reconstructions of double-exposure
holograms of growing mushraoms., Although these showed definite
changes on the cap of the mushroom compared with a reconstruction
from a single-exposure hologram (alss supplied by Or 8rooks), there
were no really distinct fringes and it would appear that surface

texture changes (or other factors) were affecting the experiments,
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2.2.4 = Experiments with Growing Plants: Qualitative Dascriptions

{a) Opening rese bud

As a preliminary feasibility study we repeated
fMartienssen's expeariment (Wartienésen 1968, 1970), but using a
rose instead of a tulip. Figure 2.3 shows a reconstruction from
a double-exposure hologram with a time interval of approximately
20 seconds between the two exposures. The fringes indicate movement
of the petals betwsen the two exposures, and their form and
loealisation properties are consistent with their being caused
by the opening of the bud. The visibility of the fringes is not
as high as would bs expected with imanimate objects, but the
fringes could certainly be used to give a measure of the rate

of movement of the petals,

(b) Growth of cereal coleoptiles

Ceresals such as oats, wheat and maize are often used
by botanists in experiments on plant growth, and this would be a
very useful area for the application of a rapid method of measuring
growth rates. Experiments have been carried out in an attempt to
measure the growth rates of some cereals, and particularly of wheat
coleoptiles, by means of holographic interferometry. (The coleoptile
is the sheath which grows from the seed of a cereal and which protects
the young leaf af the'plant. If the seedling is grouwn in the dark,
the coleoptile will grow to a length of severzl centimetres; if
the tip is stimulated by light, however, the coleoptile will stop
growing and the leaf will grow from it. This is the plant's mechanism
for determining when the coleoptile has reached the surface of the

soil and is no longer required to protect the tender leaf).

Initial results of experiments on wheat and maize
colecptiles were encouraging, if somswhat inconsistent, Using a
low~powered helium-neon laser, exposure times of the order of a
few secands, and time intervals between exposures of up to one

minute, clearl fringes were obtained on some double-expaosure halograms,



Figure 2.3 -~ Reconstruction from a double-exposure hologram
of a rose bud, showing fringes caused by the

opening of the petals

(source = helium-neon laser, 633nm

time interval = 20 seconds, approx.).
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but not on others, It was soon realised, however, that these fringes
were being caused, not by growth of the coleoptile between the two
exposures, but by gross movement during the actual exposures. (This
was confirmed when fringes were produced on single-exposure holograms).
When the laser power was increased, and the coleoptiles grown between
filter paper and glass to prevent ‘gross movement, it became much

more difficult to obtain fringes on the coleoptiles (although faint
fringes were sometimes obtained). What did happen, howesver, was

the appearance of clear fringes on the filter paper, indicating the
movement of the paper caused by the growth of the plant. This is
illustrated in Figure 2.4, which shows two reconstructions

from double-exposure holograms of a wheat coleoptile grown (in the
dark) in a specimen tube, and supported by a cylinder of filter

paper inside the tuba, Figure 2.4{(a) shows the start of the formation
of a fringe pattern when the time interval between the two exposures
(each of 50 milliseconds) was 5 seconds, and Figure 2.4(b) shows the
fringe pattern when the time interval was 30 seconds. It is possible
that this in itself might be a useful technique for botanists to use,
but we repeat that the production of high-visibility fringas on the
coleoptile itself is both difficult and unpredictahle. We also found
that holograms of coleoptiles, with an exposure time of the order

of a few secondas, often gave very dark reconstructions of the plant,

and especially of the area near the tip of the coleoptile.

(c) Growth of cereal leaves

By exposing a growing coleoptile to light its growth
can be arrested and the production of the leaf stimulated. Holograms
of the growing leaf were usually successful in producing fringes of
rTeasonable visibility, and they certainly did not cause the same
degree of difficulty as we experienced with the coleoptiles. When
the fringes were analysed by means of the fringe counting technique
(see Section 3,2,3 of this thesis) they gave growth rates that were
consistent with the long-term growth rates measured over a period

of several hours by traditional techniques.
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Figure 2.4

(b)

Reconstructions from double-exposure holograms
of a wheat coleoptile grown between filter paper

and the glass wall of a specimen tube:

(a) time interval 5 seconds; (b) time interval 30 seconds

(source = argon ieon laser, 514nm; exposure = 50ms) .
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(d) Experiments with other plants

Experiments with pea, bean ancd cucumber seedlings
have shown that it is sometimes possible to see faint fringes on
reconstructions from double-exposure holograms of these plants
(see Figure 2.5). The presence or absence of fringes is rather
unpredictable, but they are more likely to be observed on the stem
of the plant well below the plumular hook. If fringes are obtained,
they can be interpreted by means of the fringe counting technique
and give growth rates which are consistent with measured long-~term

growth rates,

Dark reconstructions of holograms were also observed

with these plants, and especially with the plumular hooks.

2.2.5 =~ A Possible Explanation of the Cifficulties Encountered

Gross movement of the plant can be discounted as a cause
of the unpredictable appearance of fringes, their low visibility when
they are present, and the dark reconstructions, since the phenomena
occur even when the plant is pravemted from moving laterally. We

must therefore seek another solution to the problem,

WYhen a botanical specimen is illumipated with laser
light and obsesrved through a small aperture, the speckle pattern
produced an the surface of the specimen is observed to fluctuate.
This phenomenon has already been reported in the literature (Briers 1975a),
and forms the basis of the work described in Part 1 of this thesis,
We suggest that these speckle fluctuations are the source of the
gifficulties encountered when holograms are recorded of plants,
since it is essentially the speckle pattern that is recorded in
the holographic process. (The phenomenon was alsa noticed by
Brooks (private communication, 1974) and blamed by him for his
difficulties with holographic interferograms of mushrooms - see

Section 2.2.3).
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Figure 2,5 ~— Reconstruction from s doublae~sxpaosurse hologram

of a broad bean seedling, showing fringes

(source = helium~-neon laser, 633nm
time interval = 2 minutes

expaosure time = 10 seconds).
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2,2.,6 — Correlation between Speckle Fluctuations and Holographic Problems

The first experiment that we carried out to establish
a link between speckle fluctuations and the problems encountered
when using plants as holographic subjects was the attempt described
in Section 1.3.1 to record a hologram of a red tomato. As we sawyg
when the hologram was subsequently reconstructed a chess piece
included in the scene for comparison was clearly visible, while
the image of the tomato was extremely faint., The hologram uwas
recorded in the red light frém a helium~neon lassr, and it will
be remembered from Section 1,3.2 that a red tomato exhibits marked
speckle fluctuétions when illuminated with red laser light (see

also Briers 1975a,b).

We reported in Part 1 that the speckle fluctuations
are often more pronounced in some parts of a specimen than in others,
There appears to be a definite correlation between the degree of
speckle fluctuation and the guality of holographic reconstruction,
For example, investigation of a cucumber seedling grown in a specimen
tube shouwed that the fluctuations were more pronounced in the
neighbourhood of the plumular hook than they were lower down the
stem: a single~exposure hologram, with an exposure time of eight
seconds, produced a reconstruction in which the lower part of the
stem was clearly visible, but whose brightness diminished towards

the top of the plant, the plumular hook being hardly visible.

We suggest that these speckle fluctuations are the
cause of the difficulties experienced with holograms of grouwing
plants, If the time constant of the fluctuations is of the same
order as the time interval betwseen the two exposures of a double-
exposure hologram, the effect will be a deterioration in the visibility
of any fringes, and ultimately their complete loss; if the time
constant is of the same order as the actual exposure time, the
result will be a reduction in the brightness of the reconstruction.
The latter problem can be overcome by increasing the laser pouwer
and reducing the exposure time (see Figure 2,4), but little can
be done about the time interval since this is dictated by the

growth rate itself,
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2.2.7 = Quantitative Analysis of some Hologréphic Interferograms

Although the appearance of fringes on double-exposure
holagrams of plants is a rather unpredictable phenomenon, and appears
to be affected adversely by the Fluctuating speckle effect, we have
already indicated that when fringes are obtained they can be inter-
preted by standard techniques and tend to give answers of the right
order of magnitude. We now present some examples of the analysis
of holographic interferograms, using the examples of double-—exposure

holagrams given in Figures 2.3 to 2,5.

{a) Rose

The fringes of Figure 2.3 are seen to bs, in general,
sets of approximately parallel lines, one set to each petal,
Observation of the actual holegram shows that there is virtually
no parallax betuween the fringes and the specimen as the eye is
scanned across the hologram. We shall see in Part 3 of this thesis
(Section 3.2.2) that parallel fringes localised at the image in
this way are caused by rotation of the aobject about an axis in the
plane of the aobject, or in other words by tilt of the object. The
axis of rotation is parallel to the fringes, and the angle of tilt

is given by Equation 3.4:

Po= h(00392 + 00581)
where A = wavelength of the light
h = fringe spacing
B. = angle of incidence of the
1 . . .
illuminating beam
92 = angle between the direction

of view and the normal to
the surface of the abject.

The geametry of the experiment was such that we can approximate
c0592 + 00391 as being 1.5, and taking the value of the fringe
spacing for the petals at the extreme left and extreme right of
the photograph as 1mm, we find from the above equation that this

corresponds to a tilt of the petals of approximately 0.4 milliradians,
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or 1.4 minutes of arc. The fact that the fringes are not exactly
pérallel, especially for the petal at the centre top, means that
some deformation (change of shape) of the petals has also occurred,
as would be expected, These tilts and deformations have, of course,
occurred during the twenty seconds between the two exposures of

Figure 2.3.

!b! WYheat

The fringes of Figure 2.4, produced on the paper used
for supporting the specimen against the wall of a glass tube,
can be interpreted to give a measure of the swelling (or possibly
the lateral movement along the line of sight) of the coleoptile
during the time interval between the two exposures of each hologram,
The single fringe on Figure 2.4(a) indicate that the paper has moved
approximately half a wavelength, or 0,25pm, in the five seconds
time interval, and the three fringes on Figure 2.4(b) represent a

movement of about 0,75um in thirty seconds,
c) Bean

The fringes of Figure 2,5 are localised by parallax
in front of the image, a property typical of fringes caused by
extension or growth (see Section 2.2.3). The regiun over which
fringes aré visible extends over about 10mm of the stem of the
broad bean seedling, and the parallax between the fringes and the
image varies from zero at the bottom of this zone to three fringes
at the top, as the eye is scanned a distance of 35mm vertically
across the hologram. The distance from the reconstructed iﬁage to
the hologram when these measurements were made was 170mm, and the
fringe counting technique (see Section 3.2.3 of Part 3 of this thesis)
gives the verticezl motion of the object at this point as approximately
fifteen wavelengths, or 10pm. Thus the differential growth betuween
the two extreme ends of this 10mm zone is 10pm in the two minutes
between the two exposures of the hologram. If the same differential
growth rate were to occur over the rest of the seedling above this
zone, then by extrapolation the tip of the plant would have increéséd
its height by about 40pm in the same two minutes. If the same growth

rate can be assumed to persist over twenty-four hours, this would be
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equivalent to a growth of the seedling of just under 30mm per day,
which is of the right order of magnitude for a seedling at this
stage of its development, and agrees with the long-term growth

rates measured over a period of twenty-four hours.

Other experiments (not illustrated) have alsa given
grawth rates which agree with the measured long-term graowth rates,
For example, when faint fringes were obtained on a wheat coleoptile -
one of the few occasions when they were not completely destraoyed
by the speckle fluctuations -~ analysis by the fringe counting
technique gave the growth during the ten seconds interval between
the two exposures as 2,3um,. This is equivalent to a growth rate
af about 20mm per day, which again agrees with the observed daily

grouwth,

2+2,8 —~ Possible Applications of Holographic Interferometry in Botany

Success with holographic interferograms of growing
plants is more likely to bs achieved if the areas of pronounced
speckles fluctuations can be avoided. Not surprisingly, we find
that the known areas of high activity in a plant produce the mors
marked speckle fluctuations. For example, growth in a coleaptile
occurs mainly in an area a few millimetres below the tip; growth
of a cereal leaf, on the other hand, occurs at its base, thz upper
portion of tha leaf being pushed upwards by the new material being
produced below, It will be remembered that it was coﬁsiderably

easier to produce fringses on a leaf than it was on a coleoptile,

It would appear, thersfore, that the application of
holographic interferometry to the measurement of plant growth is
likely to pé more successful if the areas of high activity can be
aveided, Unfortunately, it is just those areas that are more
interesting to the botanists, but if they can accept this limitation

we believe that the technique might prove to be of value.

If fringes can be obtained in holegraphic interferometry
experiments they can usually be interpreted, and we have seen that

when growth fringes are obtained on holographic interferograms of
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plants they yield growth rates which are consistent with those
measured by more traditional techniques, Since these traditional
techniques can only give an average growth rate over a period of
.minutes, or even hours, we suggest that holographic interferometry,
which can give an almost instantaneous measure of the growth rate,
might, despite its limitatiaons caused by speckle fluctuations, be
a useful tool for botanists, The following precautions should,

howsver, be takens

(i) gross movement of the specimen should, if possible,

ba prevented;

(ii) speckle fluctuations should be used as a guide as to
whether a particular specimen, or a particular part
of a specimen, is a suitable subject for holographic
interferometry - the spackle fluctuations can be
observed by viewing the spacimen, illuminated with
laser light, through a pinhole (say 1mm aperture),

and areas of high activity should be avoided,

Subject to the restrictions outlined above, the
instantaneous measurement of growth rate provided by holographic
interferometry should provide a method of measuring the response
times of plants to external stimuli or to changes in conditians.

An obvious application would be an investigation of the phototraopic

response of plants,

2.249 = Suggestions for Further Work

We have shown that in certain cases holographic
interferometry can be a viable tool for the monitoring of plant
growth, though there are certainly severe restricticns on its
usefulness. If the biologists fesl that, despite these limitations,
the technique is worth investigating further, we strongly recommand
that any such development should be carried out in close consultation
with a botanist, and preferably as a joint project between a physicist

and a botanist,
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It is likely that the prbvision of some degree of
magnification in the holographic arrangement would make the technique
more attractive to botanists. A low-powered holographic interference
microscope such as that described by Magill and Wilson (196B8) might
be a useful instrument, and it is also possible to use a full-scale,
high-powered holographic microscoﬁe (williams 1973) for holographic

interferometry of microscopic specimens.

Finally, it would be useful to have a real-time process
for measuring the growth rates so that a truly instantaneous.
measurement could be made and the development of the fringes
followed dynamically. Unfortunately, this is not practicable with
photographic emulsions, since ths growth of the plant cannot be
halted while the hologram is processed, and too much growth is
likely to have-occurred before the procassed hologram is returned
to the apparatus, What is required is a recording material which
can be processed in situ virtually instantaneously. A suitable
material, for example, might be a thermoplastic medium such as
that used by Gray (1975) (see also Gray and Barnett 1974), and uwe
suggest that the use of this material be investigated for use in
the application of real-time holographic interferomstry to the

measurement of plant growth,
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PART 3 =~ THE INTERPRETATION OF HOLOGRAPHIC INTERFEROGRAMS
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CHAPTER 3.1

A HISTORICAL REVIEW OF HOLOGRAPHIC INTERFEROMETRY

(Note: The dates in the headings to the sections of this chapter
refer to the dates of verbal presentation of a paper, or
of its receipt by a journal, rather than to the actual
publication dates; this has been done in order to establish
chronological precedence,)

3,149 = Laying the Foundations: 1965-1966

The story of the discovery of holographic interferometry
has already been told in Section 2.1.3, where due credit was given
to the pioneering Michigan teams of Powell and Stetson (1965a,b)
and Hildebrand and Haines (1966a), and te the NPL team led by
Burch (1965).

The work of Powell and Stetson concentrated on “"time-._
averaged” holeographic interferometry, in which a hologram is recorded
of a vibrating object, and this paved the way for the development of
a whole sub-branch of holographic interferometry, its application to

vibration analysis (Stetson and Powell 1965a,b, 1966).

Haines and Hildebrand were more concerned with the
application of the technique to cisplacements, rotations and
deformations by analysing the fringes produced by interference
between the holographic images of an object hefore and after the
motion or deformation had occurred, This interference could occur
either between the object itself and a holegraphic reconstruction
of it (Yreal-time"™ or "live-fringe" holographic interferometry), or
between two holographic images recorded on one photographic plate,
the displacement or deformation having been appliad to the object
between the two exposures (“double-exposure® or "frozen—-fringe"

holographic interferometry). Haines and Hildebrand (1966a,b) gave
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a method of interpreting the fringe patterns for rotation about

an axis in the plane of the object, when the fringes were localised
on the surface of the object, and for in-plane translations, when
the distance from the object to the plane of lecalisation of the
fringes was used as a parameter., (This fringe localisation (FL)
technigque of fringe interpretation-will be discussed in detail in
Section 3.2.2). They also gave a set of very complex equations for
interpreting fringes due to a combination of rotations and trans—

lations (Haines and Hildebrand 1966a).

The NPL tesm also published further details of their
work in holographic interferometry. Burch et al. (1966) introduced
the concept of multiple-exposure holography with equal increments
of strain between each exposure and the next in order to sharpen
the fringes ~ and to indicate failure of Hoocke's law when a lack
of sharpness followed., Burch and Ennos (1966), and later Archbold
et al, (1967), gave an account of the application of holographic

interferometry to the comparison of cylinder bores,

Work on holographic interferometry had also been in
progress, independently, at 8ell Telephone Laboratories, and an
account of that work was published by Collier et al. (1965). They
described both double-exposure anc real-time technigques, and explained
the fringes as a moire effect similar to that obtained by the
superposition of two diffraction gratings, though they went on to
suggest that "interference” might be a betiter word than "moiré".
Prompted by this work, Nassenstein (1966), of Farbenfabriken,
Leverkusen, Germany, published some examples of holographic
interferograms of subjects such as cogwhesls, but attempted no

analysis of the fringe patterns,

The interpretation scheme put forward by Haines and
Hildebrand (1966a) suffered from several major disadvantages. First,
it relied on the cetermination of the plane of localisation of the
fringes. It will be seen later (Chapter 3.3) that fringe localisation
in holographic interferometry is not so straightforuward as might

at first be thought, and Haines and Hildebrand admitted that
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uncertaintises in the localisatiaon of the fringes often led to
errors of up to 60% in the calculated translations! Secondly, the
method gave only the "in-plane” caomponents of any translation

{i.e. the components normal to the line of sight). If the third
component of the motion was required, this could only be found

by changing the angle of view through the hologram, repeating

the measurements, and combining this new set of data with the

first set in order to deduce the component along the line of sight.
Since the geometry usually allous bnly a slight change in the
viewing angle to be made in this way, the line-of-sight component
of motion could not be measured with any great accuracy. Thirdly,
the equations to be solved when both translations and rotations
were present together were so complex that analysis by this technique
was not really a practicable proposition. It was not surprising,
therefore, that alternative methods of analysis began to appear

in the literature,

The first of these alternative methods of interpreting
holographic interferograms came from the U55R, when Aleksandrov
and Bonch=-Bruevich (1567) announced a "dynamic" method of inter-
pretation which we shall call the fringe counting (FC) technique.
Details of the technique will be given in Section 3.2.3, but the
principle of the method is that the observer counts the number of
fringes which pass the point under consideration on the holographic
reconstruction of the object as he moves his head (and hence the
area of hologram through which he is looking) in a linear direction,
Thus one of the objections to the method of Haines and Hildebrand,
that of locating the fringes, was overcome - the parallax between
the Fringes and the aobject was used, rather than the actual position
of the friﬁges in space. On the other hand, this method alsoc gave
only the in~plane components of the displacement of the paoint under
cansideration, and relied on a change of viewing angle to determine

the third component,

The analysis of fringe patterns obtained with holograms
of phase objects presents little difficulty, since the geometry aof
the apparatus can be made much simpler than when dealing with

diffusely reflecting objects, Heflinger et al. (1966) - zze also
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Brooks et al, (1965) - of TRW published holographic interferograms

of shock waves caused by bullets, and of electric lamps. A qualitative
explanation of the fringes in terms of moiré effects at the hologram
was given, and interpretation of the fringes was carried out simply

in terms of changes in optical path length élong the line of sight.

Another application of holographic interferometry was
developed in these early days of the subject. By using two wavelengths
of laser light for recording the hologram, but only one for reconstruction,
contour fringes could be superimposed on a holographic image (Haines
and Hildebrand 1965), The eifect relies on the magnification which
occurs when a hologram is reconstructed in light of a wavelength
different from that of the recording light: interference takes place
between the tuwo different-sized reconstructed images. Haines and
Hildebrand showed that for a contour spacing of 1mm depth, the
wavelength difference should be about O0.4nm., It was later shown that
the same effect could be achieved by using two separated sources of
the same wavelength at the recording stage (Hildebrand and Haines 1966b) .
Both'techniques were fully described in a later paper by Hildebrand
and Haines (1567).

3s142 = The Years of Consolidation: 1967-1969

Following the initiagl enthusiasm for holographic
interferometry in the previous two years, 1967 was actually a
lean year for the subject. No major advances were announced, and
the only significant contribution was a review by Ennos (1967)
of holography as a whble, ancg of the NPL work on holographic
interferometry in particular. He also mentioned the decrease
in fringe contrast which occurs if the surface texture of the
object changes during the experiment.,The possibility of using
holography to measure velocity was reported incependently by
Redman (1967) and Lurie (1967), the latter dealing in general
terms with holograms of moving objects, This topic was also
discussed by Neumann (1968). A new method of contouring, by

immersion of the object in liquids of different refractive indices
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for the two exposures, was introcuced by Tsuruta et al. (1967).
A progress report on holographic techniques of vibration amnalysis
was presented by Barnett (1967), and the effect of speckle aon

fringe visibility was discussed in a paper by Tanner (1968).

In contrast, 1968 and 1969 were very busy years for
holographic interferomstry. A new method of interpreting holographic
interferograms was introduced by Ennos (1968), Based on first
principles, the technigue assumed that the zero-order fringe could
be identified., For this reason we shall refer to it as the |
"zero-order fringe" (ZF) techpique, and we shall discuss it in
detail in Section 3.2,6. The method gave the component of motion
in a direction biseeting the illuminating and viewing directions,
whiech in most cases is in a direction close to the line of sight.
The other compungnts of the motion were obtained by recording three
separate hologramsvwith three different lines of sight and operating
numerically on the fringe order number derived from the three patterns
in order to gbtain the resolved part of the motion in any direction,
The application of the technigque te a particular example, the
stretching of a metal foil strip under tension, was described in
the same paper. Papers by Lurie (1968a) and Lurie and Zambuto (1968)
gave a generalised theory of holographic interferometry for any type
of motion, Using cohsrence theory, they produced a general formula
for the coherence between the incident and reflected light and shouwed
that it reducecd to the formula of Powell and Stetson (1965b) for
the case of sinusoidal vibration. A gsneralised theory of fringe
formation was also given by Brown st al. (1969), and applied to the
specific cases of time-averaged sinusoidal vibrations (Jg fringes),
uniform motion at constant velocity (sin62 fringes), double-exposure
or real-time case in which the object has two discrete states (cosine
fringes), anc real-time vibration analysis ((1+3Jg) fringes). An
interesting result given in this paper is that the maximum allowable.
velocity of an object if a good hologram is to be recorded in an
exposure time T is given by the expression v,,, < /57 (for motion
towards the hologram), Other work reported before the Strathclyde
Symposium ol 1968 included the use of stroboscopic techniques as
an ald to.real-time holographic interferometry of vibrating

surfaces (Archbold and Ennos 1968), the extension of Hildebrand and
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Haines' (1967) contouring method to larger surfaces, using an

auxiliary imaging system (Zelenka and Varner 1968), the application

of holographie interferometry to the monitoring of the bending of

a bar and the propagation of a stress wave through a bar (Gottenberg 1968),
and a description of a holographic interference microscope, aperating

at magnifications between x6 and x15, for time—averaged holography

of small vibrating objects and real-time holography of stresses

applied to small transparent objects (Magill and wWilson 1968).

At the 1968 Strathclyde Symposium on YEngineering Uses
of Holography" (Robertson and Harvey 1970), there were several papers
.on the applications of holographic interferometry. Most of these
described specific applications, such as the measurement of crystal
vibrations and of creep (Bradford 1968), the testing of diaphragms
(Butters 1968), the measurement of large-amplitude vibrations (Wall 1968),
and contouring by the twe-source and the two-wavelength techniques
(Hildebrand 1368). The possibility of combining moiré techniques
with holographic interferometry was raised by Ger Hovanesian and
Varner (1968). Amang the more general papers, Abramson (1968, 1969a)
introduced his "holo-diagram™j this algorithm, based on conforal
ellipses, was claimed to make the task of the ekperimenter much
simpler, The holo-diagram, which its inventar suggested should be
drawn directly on the holography table, could, it was claimed, be
used to ensure good holeograms even of long objects (by positioning
the object carefully in relation to the ellipses of the holo-diagram),
to pre-select the regquired fringe spacing (sensitivity), to optimise
the position of the reference mirror, to minimise the sensitivity
of the holeographic apparatus teo unwanted movements, and finally to
evaluate the hologram {(in conjunction with the ZF technique — see
Section 3.2.6). Abramson also extended the principle of the holo-
diagram to classical interferometry to produce his so-called '
"interferoscope, a grazing-incidence interferometer for non-optical
surfaces (see also Abramson 1969b, Briers 1971). The problem of a
runified theory” of holographic interferometry, to explain all types
of fringe pattern, was attacked separately by Lurie (1968b) and by
Stetson (1968). Lurie produced a formula of which the previously
reported formulae for vibrations (Powell and Stetson 1965b) and for

constant velocity (Redman 1967) were speclal cases. Stetson derived
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a similar formula and applied it to the specific cases of pure
translation, pure rotation, pivot motion (rotation about an axis
normal to the line of sight, but not necessarily in the plane of
the object), screw motion (translation along the axis of rotation),
and in-~plane rotation, He also considered the problem of fringe
localisation, defining the surface of localisation in terms of
maximum visibility of the fringes. Both authors later desveloped
these general formulations further (Zambuto and Lurie 1970,

Stetson 1969, Molin and Stetson 1970).

Still at the 1968 Strathclyde Symposium, viénot =t al. (1968)
described an investigation of the fringe patterns of holographic
interferometry. The object that they used was a rectangular metal
plate oriented perpendicular to the plane containing the source,
the hologram, and the observation point (defined as the centre of
the aperture of the camera used to photograph the resulting fringe
patterns). Photographs of typical fringe patterns were presesnted
for the cases of in-plane translation, line-of-sight translation,
rotation about an axis in the plane of the object, rotatiaon about
an axis parallel with the line of sight, and a so-called “coplanar®
combination of translation and rotation, These results were then
used to analyse fringe patterns according to whether the fringes uwere
{i) equally spaced straight lines localised on the reconstructed
image (caused by rotation about an axis normal to the line of sight),
(ii) equally spaced straight lines localised behind or in front of
the image (coplanar displacement), (iii) closed rings (translation
along the line of sight). The‘authors iptroduced the concept of
"homologous rays" - rays from the same point on the object, which
may ba travelling in different directions after the object is
displaced. It wss claimed that the contrast of the interference
pattern would be highest, and hence the fringes localised, at the
intersection of these homologous rays. The fringe localisation (FL)
method was used to calculate in-plane translations from the fringe
patterns, puring the discussion of the paper, a guestion from the
floor by Genby, about the method used to determine thaz plane aof
localisation of the fringes, was not answered very satisfactorily
by the authors, (It will be remembered from the previous section

that the main disadvantage of the FL technigue is the difficulty
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of locating the fringe plane). An extended version of this paper

was later published by Viénot (1970).

A later paper by the authors of the paper discussed
above (Froehly et al. 1969) introcuced a so-called Ysecond class"
of straight interference fringes which were visible at the “image
of the source" (i.e, in the undiffracted, or zero-order, beam
after pagsing through the holegram). These fringes were claimed
only to exist if the object had undergone pure displacement yithout
deformation. It was suggested, theiefure, that this "second class”
of fringes could be used to differentiate betwesen deformation and
pure displacement. We shall return to the subject of these fringes
in Section 3.2.8, but we might perhaps point out at this stage that
the fringss appear to be the same fringes that are observed in

speckle interferometry (Archbold et al. 1970, Leendertz 1970).

In 1959, Boone and Verbiest (1969) applied the fringe
localisation technique to the cases of bending and in-plane translations,
For the bending experiments they used the simple rotation formula
af Haines and Hildebrand (1966a) (see Section 3.2.2), and they
improved on the latter authors' technique for measuring in-plane
translation by using the real (conjugate) image fraom the hologram;
in this way the fringes could be projected directly on to a screen
and loecalised {(by the criterianlof maximum visibility) much more
accurately. The homologous ray concept of localisation introduced

by Viénot et al., (1968) was also invaoked,

A detailed description of the fringe patterns produced
by cdifferent types of displacement was given by Tsujiuchi et al. (19869)
(see also Tsujiuchi and Matsuda 1970). Photographs were given of
fringe patterns due to displacement along the lina of sight (concentric
Haidinger fringes, located at infinity in collimated light), in-plane
displacement (straight, equally spaced Brewster fringes, located at
infinity in collimated light), and rotations (straight, equally
spaced fringes localised on the image), Formulae were given in each
case connecting the fringe spacing with the displacement or ratationj
the problem of the fringes being at infinity in same cases was

overcome by using the angular fringe spacing, though it was not
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stated how this was measured. The paper went on to explain houw
deformations along the line of sight coulc ba regarded as rotations
about an axis in the plane of the surface,.and how in-plane
~deformations cculd be treated as in-plane rotations. A method of
differentiating between deformations and rigid-body rotations was
then proposed, using information aﬁout the fringe orders at three
points on the surface of the image to calculate the deformation
separately. Rigid-body translations, it was suggested, could also

be obtained by measuring the angular fringe spacing and off-set

of the centre of the Haidinger fringe system mentioned above. Hence,
it was claimed, it was possible to measure and differentiate between
rotations, displacements and deformations from a single holograh,
merely by separating the fringes localised on the surface of the
image from those localised at infinity - and this separation could
be achisved simply by using an aperture to vary the depth of field
of the observing system. We shall return to this possibility of
obtaining full three-~dimensional information about the motion of

an object from a single<hologram and ths use of the off-axis

Haidinger rings in the next chapter,

An interesting paper by Sollid (1969) revieuwed the FC
interpretation method used by Aleksandrov and Bonch-Brusvich (1967)
and the ZF technique of Ennos (1968), pointing out the cdisadvantages
of each. $0llid then gave a "general theory” of fringe formation for
tuo~-cimensional motion, and showed that the resulting uery>simple
formula was consistent with both the aforementioned techniques, The
generalisation of the formula to three dimensions, however, led to
a very complex set of eguations. (A fundamental error in the derivation
of these eguations was later pointed out and corrected, though without

any resultant simplification of the equations, by Vest (1973)).

Ennos' (1968) zero—order fringe (ZF) technigus was
reviewed in an important paper by Gates (19589), who pointed out
the need to use thres separate holograms in order to measure all
three components of a motion, He then showed that this restriction
only applies if a small portion of the hologram is used, as when

the fringe pattern is photographed. If the full area of the hologram
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is used, three~dimensional information can be obtained from a

single hologram, If this is done all at once, for example by using

a large aperture for photographing the fringe pattern, the result

is merely to blur out the fringes, since the patterns due to different
illumination and viewing directions are all superimposed. Gates
described four methods of using the full area of the hologram

without losing the information in this way. The first technique
consisted of placing a small aperture stop at the point on the object
under consideration. The interference pattern then seen on the

surface of the hologram "is a series of curved bands whose spacing

and orientation give the transverse displacement (of the point).....
esevin two orthogonal directions and whose curvature shows the
displacement in the direction of the centre of the ring

pattern® (Gates 1965). Each point on the object was treated in

turn, and "a contour map of the three-dimensional distortion....
+ee..built up" (Gates 1969). This was the first account of a technique
which wa shall call the hologram fringe (HF) technique, and which

we shall describe in more detail in Section 3.2.7. Gates' second
method of obtaining three-dimensional motion from a hologram involved
the recording of two separate holograms, one of each state of the
object, and the manipulation of one of them until the fringe pattern
observed on the superimposed reconstructed images was "fluffed out”,.
The movement of the hologram then indicated how the object had moved
between the two exposures. (The technique of using two separate
holograms had been introduced earlier by Gates (1968) for use with
phase objects; the method was subsequently used, in various forms,

' by Havener and Radley (1972), Gori and Mallamace (1973), Hariharan
and Hegedus (1973), ancd Abramson (1974b,1975)). The third technique
described by Gates was a "real-time” version of the second, in which
the distorted object was superimposed on the uncistorted reconstructed
image from a hologram and the object (or the hologram) moved until
the fringes observed at the point on the object being investigated
did not change shape or position when the angle of view was changed;
the applied motion of the object (or the hologram) had then compensated
for the original displacement, and the process could be repeated for
other points on the object. This and the previous technigue we shall

call the "null” method of interpretation. The fourth and final
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method described in this paper was the fringe counting (FC) technique
of Aleksandrov and Bonch=-Bruevich (1967) - though Gates aid not give
a reference to the latter paper., The method is only applicable to
in-plane motion, and Gates suggested the use of one of the null

technigues for measuring the line-of-sight displacement of an object.

A detailed description of a practical application of
holographic interferometry was given by Sampson (1970). He used
Ennos' (1968) zero-order fringe (ZF) technique, but chose three
carefully selected and closely controlled positions for the three
holograms used, This was done in order to facilitate the analysis,
and the resulting formulae are certainly easy to apply, though the
technique assumes that the object can be positioned and manipulated
at will, The paper also described a multiple-exposure method of

fringe sharpening, a moiré technique for measuring the differences

between two loads, using two couble-exposure holograms on the same
plate, the two-liquid method of contouring, and flaw cetection in

an aluminium honeycomb structure vibrated at its resonant frequency.
Another specific application of holographic interferometry was
described by Wilson (19780a), who used the technique to investigate
the rotation of a solid cylinder and the torsion of a flexible shaft,.

The analysis of the fringe patterns was from first principles.

The problem of fringe localisation was attacked by
several writers in the late 1960's, Tsuruta et al. (1969) and
Walles (1970a) ussd fringe visibility to define the plane of
localisation, while Welford (1969, 1970a) used zero parallax as
the criterion. This problem of fringe localisation will be discussed

in detail in Chapter 3.3.

Other papers on holographic interferometry written
during the three years 1967 to 1969 included a moiré interpretation
of the fringes, using the Ronchi test as an analogy (Pastor et al, 1970),
a further contributicn on the two-liquid technique of contouring
(Zelenka and Varner 1969), the measurement of combination mode
patterns in vibration ahalysis (Molin and Stetson 1969), the

application by Abramson (1970a) of his holo-~diagram to the fringe
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counting (FC) method of interpreting holographic interferograms,

some methods of eliminating gross object motion when small deformations
are being investigated (Champagne and Kersch 1969), and a multiple-
wavelength technique for reducing the sensitivity of holagraphic

interferometry (Varner 1970).

3.7.3 = Contributions of the 'Seventies

The past six years have produced a large number of
papers on holographic interferometry, many dealing with the problems
of interpretation., The zero-order fringe (2F) technique, first used
by Ennos (1968), has received the most attention, probably begcause
it is conceptually the most pleasing, being based on the first-principles
approach of classical interferometry and neecing no information
about fringe localisation, Although most writers concede that three
separate holograms must be used if three-dimensional displacements
are to be measured, a papser by Aplin et al. (1970), presented at the
Besangon Symposium on "Applications of Holography" (Viénot et al. 1970)
described a techniquz using only two holograms, at 90° to each other,
to deduce the three companents of linear translation and the rotations
about the three axes. Plane-wave illumination was used, and the
illumination and viewing cdirections were coincident., A paper by
Bijl and Jones (1970), delivered at the same conference, described
the more usual technique of using three mutually orthogonal holograms.,
A detailed znalysis technique was later published by the same
authors (Bijl and Jones 1974, Jones 1974). A modification, using
two illumination beams in order to separate the in-plane and the
normal components of the displacement was described at the same
meeting by Luxmoore and House {(1970), and this idea of multiple
illumination directions was taken further by Wall (1970). The
three-hologram technique was later described in detail by Shibayama
and Uchiyama {1971), their analysis being in terms of direction
cosines, and by Hecht et al. (1973), who used a vector analysis
approach, A vector approach was also used by Macédkova (1974) to
obtain the direction and magnitude of the displacement from a

single hologram. The problem of establishing a common datum point
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betueen the separate holagrams in the multiple-hologram method

was overcome by Abramson (1972), who used a length of elastic

rubber strip fixed at one end to the object and at the other end

to the (stationary) holographic bench. Using the same technique,
Sciammarella and Gilbert (1973) claimed an accuracy of X /8 for

the ZF technnigue, after measuring fringe positions to an accuracy

of A /100, The rubber strip idea was also used by Hung et al. (1973),
who suqgested that an alternative to using threse separate heolograms
was to use a single hologram plate and to record three double-exposure
holograms on it using three different illumination directions. This
technique avoids the need for fringe projection inherent in the ,
original three-holaogram methaod, since all the fringe patterns can

be photographed from the same viewing direction., The need for same
simplification of the analysis if holographic interferometry were

to become a widely used engineering tool was stressed by Hansche

and Murphy (1972, 1974), who showed that if the geometry of the
object and the expected direction of the displacement are known

a priori, then the analysis from first principles can be very
straightforward., Specific applications of the 7ZF technigque were
described by Wilsan (1971a), Burchett and Irwin (1971), Michazl (1973),
and Matsumoto et al. (1974)., Comparisons of the ZF technigue with

the fringe counting (FC) and fringe localisation (FL) techniques

were made in papers by Sollid (1970b) and Hansche and Murphy (1372).
The combination of the ZF tecHniqus (to measure line-of-sight
displacements) with speckle interferometry (to meazsure in-plane
displacements) has been suggested by Adams and Faddux (1974). (This
approach 1s also favoured by the NPL, and will be discussed again

in Chapter 3.4),

The fringe counting (FC) technique, introduced
originally by Aleksandrov and Bonch-Bruevich (1967), has also
been developed in recent years, Kohler (197¢) proposed the use
of cut-out masks in the hologram plane to dictate the way in which
the viewing direction is changed. Landry and Wise (1973) proposed
a semi-automatic method of data analysis for the FC technigue, and
a similar scanning method, but using the real image from the hologram,

was suggested by Bellani and Sona (1974). A paper by King (1974)
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combined the advantages of the two-hologram methods (the accurate
measurement of all the components of motion) with the simplicity

of the FC technique. He used two holograms mounted perpendicularly
to each other. The FC technique has been comparec with the ZF (zero-
order fringe) and FL (fringe localisation) techniques by several

authors, inclucding 5o0llid (197Da,b) and Hansche and Murphy (1972).°

The fringe localisation (FL) technigue, pioneered by
Haines and Hildebrand (1966a), has also had its acherents.
Monnerst (1970) used the homologous ray concept of viénot et al, (1968)
to define the plane of localisation of the fringes, while Dubas
and Schumann (1974) used the criterion of maximum fringe visibility,
The method.mas also used by Ashton et al. (1971), and was discussed
in two papers by Stetson (Molin and Stetson 1971, Stetson 1874a),
Hansche and Murphy (1972) compared the technique with the fringe
counting (FC) method.

The hologram fringe (HF) technique, first proposed by
Gates (1969, 1970) has been taken up and developsd by other workers,
notably by Boona and Ce Backer (Boone 1972, Hoonez and Ute Backer 1973)
and by Ewers et al. (1974). A similar technigue was used by FMarom

and Mueller (1970).

Fringe localisation has remained a focus of attention,
with contributions by Stetson (1970b,1974a), lMolin and Stetson (1971),
Walles (1970b), welford (1970b), Steel (1970), Machado Gama (1973),
Cubas and Schumann (1974), and PTikryl (1974). This subject will

be ciscussed in more detail in Chapter 3.3.

The application of moire techniques to holographic
interferometry has generated some considerable interest. Boone (1970a,b)
used a double-~illumination method similar to that proposed by
Butters (1968) in order to measure in-plane deformations by means
of a moiré techmnique., Twin apertures in the hologram plane uere
used by Velzel (1973) to produce moiré fringes which were contours
of equal in-plane displacement, while Ber et al. {1973) used a

four-exposure technique to obtain moiré fringes which gave the
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difference between two cisplacements of the object. Moiré fringes
were also used by Hariharan and Hegecus (1974) in a method designed
to eliminate the effects of spurious movements of the object and to
record only symmetrical deflections, Moiré fringe theory has also
been used to explain and interpret holographic interferograms -

the fringes can be regarded as moiré fringes between the two complex
gratings making up the two holograms. This line of approach has been
developed by such authors as Abramson (1971a,b 1973) and Gori and
Mallamace (1973).

Abramson has devaloped his holo-diagram technique in
a series of papers (Abramson 1970b,c, 1972, 1973), and has also
introcduced an “analogue computer'", based on the holo~diagram and
stretched strings, to facilitate the interpretation of holographic
interferograms (Abramson 1972, 1973). The use of the holo-diagram
has bezn extended to time-averaged holography and the study of
vibrations by Bjelkhagen (1973). An interesting set of photographs
of holographic interferograms was also published by this team (Abramson

and Bjelkhagen 1973).

A detailed account of vibration analysis by time-averaged
holography is outside the scope of this thesis, but it should perhaps
be recorded that a considerable amount of uwork has been put into
this branch of holagraphy. The reader is referrec¢ to the literature
for further details of this topic, and particularly to the contributioné
of Wilson and Strope (1970) and Wilson (1970b,1971b) on vibration
mode patterns, Hazell and Liem (1970), Moffat and Watrasiewicz (1970),
Mottier (1970), and Waddell et al., (1970) on stroboscopic techniques,
Stetson (1971, 1972a,b,c) on non-sinusoidal vibrations and higher-order
fringes, Bjelkhagen (1973) on the use of Abramson's holo~diagram,
and Vikram on vibrating objects undergoing constant acceleration
(Vikram 1973a) and on a technique far extending tha range of

time—averaged holography (Vikram 1973b),

Several techniques using two or more separate holograms,
instead of either one double-exposure hologram or a single~exposure
hologram and the original object, have been proposed. Havener and

Radley (1972) called their method, which was used with phase objects,
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vdual-hologram interferometry”, A similar approach, also using
phase objects, was described by Gori and Iallamace (1973). A
multiplex technique, in which several images of the object in
different states were recorded either on separate hologram plates
or on different parts of the same plate, was described in a paper
by Hariharan and Hegedus (1973). Finally, a novel approach by
Abramson (1974b,1975) uses two holographic plates sandwiched
togetherj the holograms can be manipulated either ssparately,

or together as a single "“sandwich hologram”, as an aid to fringe

interpretation.

Other contributions to the fisld of holographic
interferometry during the past few years have includecd the further
development by Stetson (1570a, 19742, 1375) of his generalised
mathematical theory of fringe formation, the applicatiocn of
holographic interferometry toc moving objects (Lohmann 1970), the
use of a double-pulsed laser for work with impact-—loaded objects
(Gates et al. 1972), a high~speed technique for phase nbjects
(Pasteur 1970), the application of the technique to photoelastic
stress analysis (Bazelaire and Prade 1970, Nicolas 1970), flaw
detection (Leadbetter 1970), and the stretching of rubber
{Ashton et 3l., 1971), a further paper on the two-wavelength
method of contouring (Robertson and Elliott 1970), the use of
projected fringes to reduce the sensitivity of thz technique (Rouwe 1971),
the use of temporally modulated illumination (Aleksoff 1971),
considerations of srrars and the accuracy attainable in holcographic
interferometry (Matsumoto et al., 1973, Sciammarella and Gilbert 1973),
the use of a small Frequenby shift to achieve fringe interpolation
down to better than X /100 (C&ndliker et al. 1973), and a Fourier

transform method of analysis (Tribilleon anc Miles 1974).

This survey of the literature of holographic interferometry
hss, of necessity, been very cursory. A detailed review of the subject
is outside the scope of this thesis, and would be a major undertaking.
We believe, however, that all the major contributiocns - and quite a
few of lesser importance - have been mentioned in this chapter, and

can hence be identified from the bibliography listed at the end of
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this thesis. We now turn to the branch of holographic interferometry
which is of most direct concern to us in this part of the thesis,

the guestion of the interpretation of holographic interferograms.
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CHAPTER 3.2

A CLASSIFICATION OF METHOCS FOR THE INTERPRETATION OF

HOLOGRAPHIC INTERFEROGRAMS

3.2.1 - The Confusion in Holographic Interferometry

Since the introduction of holographic interferometry
in 1965 (Powell and Stetson 1965a, Burch 1965, Hildebrand
and Haines 1966a) the field has become somewhat confused by the very
large number of papers that have been published on the problem of
interpreting. the fringe patterns obtained. Most zuthors tend to
derive their own methods of interpretation, often designed around
their own particular application, but sometimes of more general
interest, It is with these more general interpretation techniques
that we are mainly concerned in this thesis, but even here there
is some considerable confusion, if not conflict. Although most of
the proposed techniques have been derived from first principles
and are mathematically sound, there has been little attempt in
the literature either to classify the various methods, or to compare
them and demonstrate their equivalence (or contradictions), or
even to suggest which technique should be used in a particular
application, It is the aim of this part of the thesis to attempt
to fill this gap. A thorough search of the literature of holographic
interferometry has been carried out, and the wvarious interprestation

techniques have been analysed and classified.

In general, the interpretation schemes can be divided
into four main techniques, which we shall call the fringe localisa~-
tion (FL), fringe counting (FC), zero~order fringe (ZF) and hologram
fringe (HF) techniques, There are also a few other methods, of
lesser interest, which do not fall into any of these classas., We
should stress that, in general, all of.the proposed interpretation
techniques encountered in the literature are equally valid anc

sound, and the confusion about the subject lies not so much in the
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gquestion "which approach is correct?' as in the question *"Which
approach is more appropriate to my particular application?”,

There is, however, one aspect of the subject where some real confusion
has arisen, and this is the problem of fringe localisation.

5ince the localisation of the fringes plays a direci part in the

FL technigue, and is used implicitly in the FC technique, the

question would appear to be of some importance, and we shall devote

a separate chapter to the topic (see Chapter 3.3). Meanwhile, the
present chapter will be devoted to a detailed description and

discussion of the main interpretation technigues,

3.2,2 — The Fringe Localisation (FL) Technique

The fringe localisation method wes historically the
first reported technigue for interpreting holographic interferograms,
it being th= method used in the original paper of Haines and
Hildebrang (1966a). The technique relies on the fact that, in
general, fringes caused by translation of the object are localised
some distance behind the image, This plane of localisation is
_identified and its distance from the cbject is measured (see
Figure 3.1). The following formulae are then used to determine the
in-plane components of the translation (i.e. the components in

the plane perpencicular to the line of sight):

h Y h
X y

[}

where dx and d
to the x and y directionsy.

PN = wavelength of the light;

translation components parallel

= distance from the object to the

plane of localisation of the
fringesy

h and h
X Y

the localisation plane.

fringe spacings parallel to the
x and y directions, measured in
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Formulae equivalent to Equation 3.1 have also been given by
Viénot et al. (1968), Froehly et al. (1969), Monnerst (1970),
Boone and Verbiest (1969), and Stetson (1970b, 19743),

If collimated illumination of the object is used,
an arrangement often adopted by workers in holography, it is found
that the fringes produced by in-plane translation are localised
at infinity. In this case the formulae of Equation 3.1 cannot be
used; however, an equivalent expression for use in this case has

been given by Tsujiuchi et al. (1969):

X X,

where ¥ = angular fringe spacing.

It can be seen by inspection that Equation 3.2 is equivalent to
the Haines and Hildebrand formulae of Eguation 3,1, providing
h «R,

The line-of-sight component (z-component) of the
translation can be found, in principle, by repeating the measurements
of fringe spacing and localisation from a different viewpoint (i.e.
by using a different portion of the hologram)}, The “in-planev
components will now be in a different plane from those measured
in the first instance, and by resolving the two sets of measurements
the z-component of the motion can be deduced; unfortunately, the
size of the hologram is usually too small to allow any significant
change in viewing direction, and the accureacy with which the

z—-component can be measured is very poor.

The technique is only applicable in cases where the
fringes are localised in a plane remote from the object (er image)
surface, Haines and Hildebrand (1966a) interpreted fringes that
formed on the surface itself as being due to rotation about an

axis in the plane of the surface (i.e. to a tilt of the surface).
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The angle of rotation in this case can be calculated from the

following formula:s

P = A | 3.3

h(1 + cos 91)

where'w

angle of rotation,(tilt),
assumed to be smallj

A = wavelength of the light;
h = fringe spacing}

@, = angle of incidsnce of the
1 L3 * -
illuminating beam.

The axis of rotation is parallel to the fringes, which in the case
of simple rotation are parallel straight lines. Eguation 3.3
assumes that the object (or image) surface is viewed normally;

if this is not the case, the formula should be modified as

follows (Stetson and Powell 1966):

']Ib = A - 3.4
h(cos 92 4+ cos 91)

where 92 = angle between the direction of
view and the normal to the surface.

Formulae equivalent to Equation 3.4 have also been given by
viénot et al. (1968), Tsujiuchi et al. (1969), Welford (1970a),
Boone and Verbiest (1969), Wilson {(1970a), and Hecht et al. {1973).

I1f a combination of translations and rotations is
present in the motion of the object, the interprcetation of the
fringes by the FL technique becomes very difficult. Haines and
Hildebrand (1966a) did consider the general case of rigid-body
motion and derived a set of simultaneous equations, the solution
of which would give the various components of the motion. The
equations are very complex, however, and difficult to apply in

practice.
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The main advantages of the FL technique are that
only one holeogram is needed, in principle, to obtain all three
components of translation, and that it is not necessary to know either
the absolute order of the fringes or the geometry of the recording

process,

Gn the other hand, the technigque suffers from several
Cisadvantages. The actual hologram is required for measurement
purposes — it is not possible to use a photograph of the reconstruction
since some method must be available for locating the fringe plane.
The technigue cannot be used when the fringes lecalise on the surface
of the image (such fringes are interpreted as being due to rotation,
as described above), and is very difficult te apply when the
localisation planevis close to the surface, The line-nf-sight
component is very difficult to measure with any accuracy, since
only a limited change in viewing direction is possible with a
typical hologram. (This problem could be overceme by using a
separate holeogram, recorded at right angles teo the first, te
measure the line-of-sight component of the movement, as is the
usual practice with the ZF technique (see Section 3,2.5); this
possibility dees not appear.toc have been reported in the literature,
though the adoption of such a procsdure would, of course, result
in the loss of one of the few advantages of the technique - the
use of only one hologram). However, the major disadvantage of the
FL technique is the difficulty of lecating the plane of localisation
of the fringes, This leads to very poor accuracy feor the technigue,
and indeed Haines and Hildebrand (1966a), using the virtual image
from the hologram, reportéd errors of up to *60% due teo this cause,
The problem can be overcome to some extent by using the real
reconstructed image from the hologram (Boone and Verbiest 1969),
since the fringes can then be projected on to a screen which can
be moved until the fringe visibility is maximised; however, it
proves to be still difficult to localise the fringes with any
degree of accuracy, a point which will be cdiscussed further in
Chapter 3,3, Finally, the complexities of analysing motions which
are a combination of translations and rotations are another barrier

to the widespread acceptance of the FL technique.
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The only major improvements in the FL technigue
since its introduction by Haines and Hildebrand (1966a) have
been the use of the real image, allowing more accurate location
of the fringe plane, by Boone and Verbiest (1969), and the use
of a slit aperture to improve the 10calisétion of the fringes
(welford 1969, Stetson 1970b, 1974, Molin and Stetson 1971).
The latter point will be discussed on more detail in Chapter 3.3.
However, the technique has been largely superseded by the fringe
counting (FC) technique (see the next section), which provides

a simpler and more accurate method of obtaining the same information.

3.2¢3 = The Fringe Counting (FC) Technique

The fringe counting technigue was first proposed
by Aleksandrov and Bonch-Bruevich. (1967), and was later adopted
by Gates (1969). This method also makes use of the fact that the
fringes are, in general, localised some distance from the surface
of the reconstructed image, but uses the parallax between the
fringes and the image rather than the actual location of the fringe
plane, The optical system used for viewing the fringes (this may,
of course, be the unaided eye) is focused on the reconstructed
image and is stopped down until the fringes have good visibility.
The direction of view is then changed progressively by scanning the
line of sight linearly across the hologram. The number of fringes
which pass across the image point under consideration is counted
as the viewing direction is changed by a known amount. The technique
is illustrated in Figure 3.2, The method gives the component of
translation of the point in a direction perpendicular to the
bisector of the two extreme lines of sight and in_the plane
caontaining these lines of sight. This can be seen from Figure 3.2
to be approximately the in-plane component parallel to the cirection

in which the line of sight is scanned across the hologram. The
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magnitude af the component is calculated from the following formulas

where d = componant of translation as
X .

defined above}

N = number of fringes passing the
point under considerationg

A = wuwavelength of the light;

L = distance from the hologram tao
the reconstructed image;

b3 = distance scanned acrass the .

hologram.

This formula, or its equivalent, was used by Aleksandrov and
Bonch-Bruevich (1967), Gates (1969), Sollid (1970a,b), Landry
and Wise (1973), Kohler (1974), King (1974), and Bellani and
Sona (1974), ‘

Since the plane of localisation of the fringes is
used only by implication (using the parallax betuween the fringes
and the holographic image) and not by direct measurement, the
actual physical location of the fringes is irrelevant in the
FC technique. Thus Equation 3.5 is valid for all cases in which
the fringes are localised sufficiently far from the image, even
if the localisation plane is at infinity, as is the case when

collimated light is used.

As stated above, the FC technigue gives the components
of translation of a point in the plane normal to the bisecter of
the extremes of the range of lines of sight used (see Figure 3,2),
and hence the same "in-plane" components that would be measured
by means of the FL technique using this bisector as the line of
sight, As with the FL method, the z-component of the translation
(along the bisector of the two extreme lines of sight) can be
found by repeating the observation using a different portion of

the hologram and combining the two sets of results. The same
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limitations on the accuracy with which the z-component can be

measured apply equally to the FC technique as to the FL method.

Since the FC approach dspends on parallax between
the fringes and the holographic image, it obviously cannot be
used when the fringes are localised on the surface of the image.
As stated in Section 3.2.2, such fringes are caused by rotation
(or tilt) of the object about an axis in the plane of the object
surface, and are interpreted by means of £quation 3.4. However, if
there is any parallax betwueen the fringes and the image, the FC
technique can always be relied upon to give the (approximately)
in~plane components of the motion of each point on the image surface,
and by measuting the motions of each point in turn a picture of
the motion of the whole object can be built up, without the need

to resort to the complex equations of the FL technique.

The advantages of the FC technique are largely those
of the FL technique: the use of a single hologram and the irrelevance
of the absolute fringe eorder. There is, however, one bilg advantage
that the FC method enjoys over the fL approach - it is much easier
to apply. This is partly because there is no need physically to
find the plane of localisation of thé fringes, but mainly because
the displacement components of each point on the object can be
found, even if the total motion of the object is very complex,

without recourse to complicated formulas.

The main disadvantages of the FC technique are also
shared with the FL method: the actual hologram is required rather
than a photograph of the reconstruction, the technique cannot be
used when the fringes are localised at or very close to the image,
and it is very inaccurate for measuring the line-~of-sight component,
(The latter objection can be overcome, at the expense of losing
the "single—-hologram” advantage, by using the two-hologram technigue
usually associated with the ZF (zero-order fringe) technique; this
approach has recently been used by King (1974)). Finally, although

the FC technique doss not suffer from the crippling disadvantage
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of the FL method, namely the problem of locating the fringe-plans
with any degree of accuracy, it.is nevertheless capabls of only
limited accuracy, even for the in-plane components of motion,
unless very large holograms are used. This is because of the limit
imposed on the change in viewing angle by the limited size of the
hologram. Typical accuracies guoted in the literature are the

3\ of So0llid (1970b) and the 5% of Landry and Wise (1973),

the latter using automatic data reduction and fractional fringe-

order measurement.

Since its announcement by Aleksandrov and Bonch-Bruevich
in 1967, the FC technique has attracted the attention of many workers
in holography, and several improvements and developments have been
proposed, Among these we might mention the combination of the FC
technique with Abramson's holo-diagram (Abramson 1970a,b,c), the
introduction of automatic data reduction by Landry and uWise (1973),
the use of a cut-out mask in the hologram plane by Kohler (1974)
to dictate the direction zand the extent of the changa in viewing
direction, the application to the FC technique of the two-halogram
approach (King 1974), and the use of the real image in a scanning
arrangement dascribed by Bellani and Sona (1974). The FC techigue
remains a very useful holographic method, especially for rapid,
semi-quantitative assessments of double-exposure holograms, ot

for detailed measurements of rigid-body in-plane translations.

3.2.4 =~ The Egquivalence of the FL and FC Techniques

The reader will have noticed from Sections 3.2.2 and
3.2.3 that the FL and FC techniques are basically very similar,.
They both rely on the fact that the fringes caused by translation
of an object are localised at some distance from the holographic
image, end in fact the localisation of the fringes is used in
calculating the translation. In the FL technique, this information
is used directly, the distance between the image and the plane of
" localisation of the fringes being used as a parameter in the

calculation; in the FC method the fringe localisation is used
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implicitly as the parallax between the fringes and the image. In
addition, both techniques give basically the same components of

the displacement -~ the in-~plane translation. (More strictly, the

FIl. technique gives the componsnts of translation normal to the

line of sight, and the FC technique gives the compaonents normal

to the bisector of the two extrehe lines of sight), We shall now
show that the two technigues are eguivalent - an essential
regquirement if Qe are to have any confidence in either method.

The proof is very elementary, though the only account of it that we

have been able to find is in a recent article by Stetson (1974b).

Figure 3.3 represents a typical holographic interferometry

experiment in which fringes, reconstructed image and hologram are
as shouwn, The image is formed at a distance b from the hologram,
and the fringes are localised at a distance R behind the image.
Consider first the analysis of the fringes by the FL technigue.
The plane of localisation of the fringes is found (by the criterion
of maximum visibility), and its distance R from the image point
under consideration (P on the diagram) is measured. R and the fringe
spacing, h*, are used to calculate the transverse translation of
point P, using Equation 3,1:

g = AR 3.6

h

X

Now let us consider the FC technigue, in which the observing system
is scanned horizontally across the hologram and the number of
fringes passing the point p is counted. As Figure 3,3 is draun,
it can be seen that just one fringe will pass the point P as the
line of sight is scanned through the distance x, measured at the
hologram. Hence N = 1 in Equation 3.5, which becomes:

a, = AL 3.7

x

By ﬁomparing Equations 3.6 and 3.7 it will be seen that the FL
and FC techniques give the same answer for the translation component
dx, providings

R _ L
h %
X
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Figure 3.3 -~ Equivalence of the FL and FC technicues,
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Inspection of Figure 3.3 shows that this equality is, in fact,

true (by similar triangles), providing the localisation of the

fringes by maximum visibility (as used in the FL technique) is

equivalent to their localisation by parallax (as in the FC case).

For the present we shall accept that this is the case, and hencs
that the FL and FC methods are ekactly equivalent. The question
of fringe localisation is, however, more complex than it might
appear, and the problem will be discussed in more detail in
Chapter 3,3,

3.2.5 = A Note on Haidinger fringes

The FL and FC techniques both use the fact that the
fringes are localised in a plane remote from the image to measure
the in-plane components of translation of the object. They interpret
any fringes localised at a distance from the image as being due to
a displacement with an in-plane component. However, it has been
reported by several authors that pure line~aof-sight translation
(i.e., displacement along thes z—axis) alsoc gives rise to fringe
patterns with similar localisation properties. Gates described such
fringes as "curved bands", while other authors were more specific
and repdrted them as concentric circles centred on the line of
sight (Uiénot et al. 1968, Froehly et al, 1969, Tsujiuchi et al. 1969,
Viénot 1970). These fringes can be used to measure the line-of-sight
translation that produced them. Thus Tsujiuchi et al. (1969) used
the angular fringe spacing of the pattern in a manner analogous

to their formulae for in-plane translations (see Equation 3.2):

d = 2mA 3.8
z 2
X
where m = fringe-number, counting from the

centre of the patterng

2xm angular subtense of the m'th fringe.
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Viénot et al, (1968), on the other hand, used a fringe counting
technigque in which they counted the number of fringes crossing

the field as the cdirection of view was changed:

dz = ____N_)\__ 3.9
Dysing
where N = npumber of fringes crossing the field

of view as the viewing direction is
changed by AY ;

Y = angle between the viewing directian
and the displacement vector.

The explanation of these fringes is that they are
Haidinger fringes (frimges of equal inclination) and are due
entirely to the variation in path difference across the object
caused by the change in angle of view. They are identical to the
fringes seen in the Michelson interferometer in diverging light.
Although their origin is easy to explain, and they can be used to
measure rigid-body translations along the line of sight, it is
possible that they might be a source of error when using the FL
or FC techniques to measure in-plane displacements. This is
unlikaely to be the case, however, since the holographic system
is much less sensitive to rigid=body translations along the line
of sight than it is to in-plane displacements. (This can be seen
by inspection of Equations 3.2 and 3.8). Also, the concentric
Haidinger fringes can usually be recognised for what they are.
If a large line-of=-sight component of translaticn is combined
with a small transverse displacement, then the Haidinger Fringes
will modify the expected interference pattern. The resultant pattern
will be an off-centre set of concentric circles and can be used
to measure both the in-plane and the line-of-sight components
of the motien (Tsujiuchi et al, 1969), Finally, if it is still
feared that the Haidinger fringes might be a source of error in
using the FL and FC techniques, they can always be eliminated by
arranging for the directions of illumination and viewing to be

constant over the whole object. This can be achieved by using
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collimated illumination and viewing: rigid-body translation
along the line of sight now introduces the same change in optical

path for all points on the object, and no fringes will be observed.

3.2.6 — The Zerc—order Fringe (ZF) Technique

The zero-order fringe method was first described by
Ennos (1968), although it is really the direct application of
tlassical interferometry techniques to holographic interferomstry,.
It is based on the first—principles argument that the change in
optical path from the source to the observer (or the detector)

is related to the fringe order by the following aquation:

A = mA 3,10

where A = change in optical path;

m

A

fringe ordery

]

wvavelength of the light.

The fringe order, m, can only be determined absolutely if a knouwn
zer—order fringe is in the field of view. In many cases it will

be known that a particular point on the object has remained
stationary between the two holographic exposures, and the fringse
orders can be determined by counting fringes from such a point,

A technique which has been used by several authors (Abramson 1972,
Sciammarella and Gilbert 1973, Hung et al. 13973, Matsumoto et al. 1974)
consists of fixing one end of a strip of rubber to a3 point on

the object, anc fixing the other end firmly to the holographic

bench: fringe counting can then be caommenced from the latter

point, which is known to have undergone zero displacement.

Ennos (1968) and Sollid (1969) suggested that a zero~order fringe
could be identified fraom the fact that there would be no parallax
between it and the image; this approach must be adopted with caution,
however, since although it is true if it is known that the object

has undergone pure translation, we have already seen that rotations
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about an axis in the plane of the object procuce a system of

parallel fringes, all of which display no parallax with the image.

Once the fringe order at all points on the image is
known, Equation 3,10 gives the change in optical path for each
point. The prablem then becomas‘ona of pure geometry - relating
the change in optical path for sach point to theractual cdisplacement
af that point, There are two schaools of thought regarding this
problem, 0One approach is to consider the general case of arbitrary
illumination and viewing conditions and to derive a set of equations
from which the three companents of the displacement can be calculated,
Other authors have taken the view that the resulting expressions
are so complex for the general case that it is better to treat
gach case on its own merit and to devise an experimental arrangement
which will simplify the calculation of the displacement from first

principles.

Considering the generalised approach first, it should
be pointec out that, in general, three separate holograms will be
required if zl1l1 three components of the displacemznt are to be
measured, Each hologram gives the component of the displacament
parallel to the bisector of the illumination and viewing diractions
(Ennos 1968)..Most authors have used vector analysis methods to
derive equations connecting the displacement components of each
point on the gbject with the path differences calculated from the
three holograms. In his original paper on the technique, Ennos (1968)
predicted that this would be a "formidable task®™ in the general
case, and this has certainly proved to be so. Tha problem has been
attacked by several authors, among whom we might mentien Sollid (1969),
Stetson (1969), Shibayama and Uchiyama (1971), Hecht et al, (1373),
and Bijl and Jones (1974 - see also Jones 1974), but the resulting
equations are usually very complex, anc eithsr cifficult or tedious
to apply in practice, The equations become more manageable, at the
expense of some loss of generality, if the viewing direction (i.e. the
positions of the three holograms) are spacified in certain ways.
For example, Sampson (1970), in a paper which perhaps deserves to

be more widely known than it is, described a technique in which the
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object uncder test is rotated about specific axes for the second

and third holograms, the illumination and viewing conditions.

remaining fixed. The full procedure for each point on the object

is as follous:

(1)

(i1)

(iii)

(iv)

(v)

(vi)

(vii)

Take double-exposure holoegram (1) with any convenient
experimental arrangement; measure the fringe order m

for the point under consideration,

fotate the object through an'arbitrary angle‘}b1 about the
x=axis (the horizontal axis normal to the line of sight),
and take double—exposure hologram (2); measure the

fringe order M, e

Calculate the angle £ between the displacement vector and
the x-z plane (the horizontal plane) from the

following eguations:

mg(cosyPq + cos(P1~8)) = m(1 + cosh )

ten & = i (simj; + Sin(y1=0)) + m1sin®

3.11

where © = angle between the illumination directiocn
and the line of sight (z-axis).
Rotate the object through this angle € about the x-axis,
so that the displacement vector now lies in the

(horizontal) x-z plane. .

Rotate the object through an arbitrary angle‘tp2 about the
(vertical) y—axis, and take couble—exposure hologram (3);
measure the fringe order m, e

Calculate the‘angle Y between the cisplacement vector
anc the x—axlis from the following equation:

mDsinWZ

My — M,CoSY, 3012

tan XX =

Calculate the magnitude d of the displacement vector from

the following equation:

mo)\

siny,(cose + costcos® + sinesind)
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We have changed the notetion in the above equations from that
used by Sampson in order to make the equations compatible with the
notation used in this thesis. In addition, we have replaced the

2m -~ 1

factor — which ocecurs in the original version of the

equations by the simple factor m; the discrepancy arises from the

fact that Sampson was assigning fringe-order numbers to dark fringes

in a double-exﬁosure hologram, (This may be an opportune moment to
point out that in double-exposure (frozen-fringe) holographic
interferomatry the zero-order fringe is a bright fringe, while in

the real-time (live-fringe) technigue it is a dark fringe (Ennos 1968);
it is important to remember this when interpreting fringe patterns

and applying the equations quoted in this part of the thesis).

Of course, it is not always convenient, or even feasible,
to rotate the object in the way reguired by Sampson's method, but
we have described the technigue in full in arder to show haow the
complexities of fringe interpretation can be simplified by a careful
choice of the viewing directions for the threes holograms. In Sampson's
method, the three views are obtained by rotating the object about
selected axes, but other methods are equally valid and may often
be more appropriate. Hung et al. (1973), for example, suggest using
a single position for the object and a single hologram plate, and
recording three separate double-exposures on the one plate, using
three different anc carefully chosen directions of illumination.
Collimated light is used to illuminate the object, and ths three

incident—beam directions chosen are:
(i) along the z-axis (line of sight), using a beam splitter;
(ii) st an arbitrary angle 9; to the z—-axis, and in the y-z plana;

(iii) at an arbitrary angle 8; to the z-axis, and in the x-z plane,

If the fringe—~order numbers agssociated with each hologram are mos My

and m then the three components of the displacement are given by

21
the following set of eqguations:

<2m? - (1 + cosB',l')mC,)/\ “}
[

inBn
251in p

d
X

4 = <2m2 - (1 +,cosB;)mD) A > \ra

s1i 1
2uln91

d = mgA

’ J
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Another way of avoiding complex formulaz is to use
Abramson's "holo-diagram" (Abramson 1968, 196%9a). The direction of
the component of cisplacement measured by a particular configuration
is given by the normal to the holo-diagram ellipse which passes
through the point on the object under consideration; the holo-—
diagram also gives the sensitivify, ky for the configuration, from
which the magnitude of the displacement component can be calculated

from the simple eguation:

kmA
2

where m = fringe order.

Before leaving the generalised interpretation schemes
for the ZF techniqus, we should mention three more significant
contributions to the subject. Shibayama and Uchiyama (1871) gave
a matrix formulation for calculating the three caomponents of the
displacement in terms of the direction cosines of the incident
light and of the three viewing directions used. An interesting
approach by Bijl and Jones (1974), followed up later by Jones (1974),
combined the vector eguations into a single tensor equation
expressing the displacement in terms of fringe spacing rather than
absolute fringe order; using this approach there is no need to
identify a zero-order fringe, and the method represents a link
between the ZF technigue and the FC and FL methods, which also
use the fringe spacing as a parameter. 4 similar technique, but
using vector rather than tensor notation and restricting the

treatment to plane-wave illumination, was suggested by Macdkova (1974),

The main simplification of the general methaod is
to use collimated illuminaticn and viewing, to view the object
surface (if flat) normally, and to arrange for the illumination
and viewing directions to coincide. This arrangement, illustrated
in Figure 3.4, greatly simplifies the problsm of interpreting
holegraphic interferograms by means of the ZF technique, and has
been adopted by most workers in the field as the standard technigue,

Since the displacement component measured by the 7¥ technique is
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that in the direction of the bisector of the illumination and

viewing directions (Ennos 1968), it follows that in the arrangement
described above, and illustrated in Figure 3.4, it is the line-of-sight
component that is measured, the necessary equation being simply

the following (Hung et al., 1973):

If the direction of the actual displacement is known
(as is often the case), and the illumination and viewing direction
can be arranged to be along this directian, then Equation 3.16
gives the value of the actual displacement of the psint under
consideration, This is not always feasible, however, and the
resolved camponent along the line of sight is the quantity usually
measured by Equation 3,16, The magnitude of the actual displacement
vector is then given by:

d = ____"i__ 3,17

2cos Y

where Yy = the angle betuween the line
of sight (and hence also the
illumination direction) and
the (known) direction of the
displacement vectar,

Equation 3,17, which is particularly useful in the case of in-plane
displacements, is equivalent to the forms used by Enncs (1968),
wilsen (1971a), Burchett and Irwin (1971), Hansche and Murphy (1972),
and Michael (1973). If the illumination and viewing directions are
not coincident, but are at an angle 9 to each other (see figure 3.5),
then the ZF technique gives the component along-the bisector of

that angle by means aof the following eqguation:

- mk 3.18

dg
72 ZCDS%E
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Again, if the direction of the displacement vector is known, its

magnitude can be calculated directly:

mA

2cos§écosx

where Y = the angle betwsen the displacement
vector and the bisector of the
illumination direction and the
line of sight,

We have assumed so far that we are interested in
measuring the absolute displacement of points on the surface of
the object. it is often the case, however, that it is only the

differential displacements of the different points on an object

that are important, This is particularly so when investigating
deformations of objects. Lf this is the case, the requirement of

the identification of the zero-order fringe no longer applies,

and the ZF technigue becomes a very simple Friﬁge-counting method,
especially if one of the simplified geometries mentioned above is
adopted, Consider, for example, the case of normal viewing,
collimated illumination, and coincident viewing and illumination
cirections, illustrated in Figure 3.4. If we are interested only in
the difference betuwesen the line-of-sight displacements.of two points,
P and Q, on the object surface (as we might be, for example, in the
case of line-of-sight deformation of the object caused by an applied
load), then we can write two equations for the separate displacemants

of the two points (from Equation 3.16):

o, = MM 3,20
P 2
dq = mg A 3.12
2
where m_ and m = fringe-orders at p and Q.

p u



- 179 -

Subtracting Equations 3.20 and 3.21 gives the difference betuween

the tuo displacements:

Ad = (my = mg)A | 3,22
2

(mp - mQ), the difference in fringe order, is, of course, simply
the number of fringes that appear on the surface of the object
betwsen points P and Q, and can be obtained directly from the
hologram {(or from a photegraph of a reconstruction), Hence the
ZF technique provides a very simple method of differential strain
analysis, (There is, however, a problem in determining whather the
fringe order is increasing or decreasing as one goes from P to Q,
or even whether there is a change of sign between the two pointss;
several methods are available for overcoming this problem -~ see

for example PTikryl 1975),

The main advantages of the ZF technique are that it
can be used with photographs of reconstructions of the holographic
images instead of with the actual holograms (providing a zero-order
fringe can be identified if absolute displacements are to be
measured), that the physical interpretation is simple (providing
the geometry of the experimental arrangement is simplified), and
that it is capable of high accuracy - Sciammarella and.Gilbert (1973)
reported an accuracy of A/B8, and Dandliker et al, (1973), using a
double-frequency technique to interpolate between the fringes,

claimed an accuracy of N /100.

The major disadvantages of the method are the need
for three separate holograms if a complete three-dimensional picture
of the cisplacement is required, the need, in general, to identify
a zero-orcer fringe (unless differential strains are being measured),
and the complex equations that must be resorted to when general
illumination and viewing conditions are used. Even when simplified
geagmstries are used; the ZF technique aluays takes more time to
carry out than does the FC method, which can be very quick if only

an order~of-magnitude measurement of the displacement is required.



~ 180 -

The main developments in the ZF technique since it was
first used by Ennos (1968) have been on the one hand the attempts
to produce generalised equations for interpreting the fringe patterns,
and on the other hand the simplification of experimental arrangements
so that such complex equations are not reﬁuired. The method of
Hung et al. (1973), who used a single hologram plate and thres
different illumination directions for three separate double-exposure
holograms, and thus avoided the need for fringe projection, deserves
special mention. Finally, the increase in accuracy to A\ /100 by
using double-frequency illumination, cescribed by Dandliker et al. (1973),

should zlso be noted.

The ZF technique can be used for any type of displacement
or deformation of an object, though it is most useful when the
fringes are localised on the image. This occurs when the object
has undergone rotation zbout an axis in its own plane, or, more
importantly, when it has been subjected to aout—of-plane deformation
(Tsujiuchi et al., 1969, Sollid 1970b). The technique is thus to
some extent complementary to the FC and fL techngiues, which can
only be used when the fringes are localised at some cdistance from
the image, and which give the in-plane components of the displacement,
However, the ZF techngiue is basically a more powerful and more
accurate technique than either of the other two, and is the most

widely used method of interpreting holographic interferograms.

3.2.7 - The Hologram Fringe (HF) Technigue

The intorpretation methods described so far have used
a limiting aperture in the hologram plane through which to view the
fringes, (Unless the fringes are localised on the image, the use
of too large an aperture at the hologram hos a detrimental effect
on the visibility of the fringes). The complementary approach of
placing a small limiting aperture at the image {or at the object
in real-time holographic interferometry), and viewing fringes which
appear in the hologram plane, can alsoc be adopted. This technique

was first reported by CGates (1969, 1970), ancd was later developed,



- 181 -

by Boone and De Backer (Boone 1972, Boone and De Backer 1973).,

The basic experimental arrangement 1s illustrated in
Figure 3.6. The real (conjugate) image is used for convenience, and
a small aperture (typically less than 1mm in diameter) is placed at
this image to isolate the point under investigation. A camera (or the
unaided eye) is placed hehind this aperture and focused on the
hologram plane, Fringes are seen on the hologram; these fringes
are straight and evenly spaced if the point selected by the aperture
has undergone an in-plana displacement (the fringes are perpendicular
to the direction of displacement, as in the FC and FL techniques),
and they consist of concentric circles if the point has been displaced
along the line of sight. Any combination of in-plane and out-of-plane
displacement results in an off-centre pattern of curved fringes.
Since the method investigates the absolute displacement of a single
point on the image (selected by the aperture), there is no need to
worry about whether the motion is due to translation, rotation or
deformation; each point is analysed in turn, and a picture of the
motion of the whole object is gradually built up. Similarly, we are
not concerned in the Hf technique with the intricacies of fringe
localisation ~ it is the fringes in the plane of the hologram which

are of interest,

In the case of in-plane displacement, the straight-line

fringes are interpreted by means of the following =quations (Gates 1970):

. = b
N 5 d, = b 3.23

where dx and d displacement components in

the x and y directions;

h_ and h = fringe spacings in the
x Y . .
x and y directions;
L = distance from the hologram

to the image (or aperture).

It will be notec that these equations have a very similar form to

those used in the FL technique (Equation 3.1); however, the HF method
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is much easier to apply since the parameter L is much easier to
measure than the distance R in Egquation 3.1, which involves

locating the plane of localisation of the fringes,

The circular Fringes'caused by out~of-plane displacements

are analysed as follows (Gates 1970):

2
d = Z2MAL 3.24
z 2
s
m
where dz = line-of-sight companent of
displacemant;
m = fringe number (counting from the
centre of the pattern;
s, = radius of the m'th fringe.

Gates did not give formulae for the general case, but merely stated

that the fringes would be "a series of curved bands whose spacing

and orientation give the transverse displacements......and whoss
curvature shows the displacement in the direction of the cenire of

‘the ring pattern” (Gates 1970)., It was left to Boone and pe Backer (1973)
to produce a general interpretation scheme. They showed that the

fringe patterns are conic sections, particular cases being as follows:

(1) concentric circles indicate line-of-sight displacement (dz);

(ii) off-centre ellipses indicate that the direction of d
is within 45° of the z-axis (line of sight);
(1ii) =2 central parabolic fringe indicates that d is at 45°

te the z—-axiss

(iv) hyperbolic fringes indicate that d is within 45° of

the plane normal to the z-axisg

(v) a central straight fringe indicates in-plane displacement,

(The slight discrepancy between (v) above and Gates (1969), who
stated that all the fringes are straight for in-plane cdisplacements,

is presumably & functien of the geometry of the experiment, and
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particularly the question of whether or not collimated illumination

is used).

Hence the shape and the orientation of the fringes
(and particularly of the central fringe) can be used to determine
the direction of the displacement'uectur.g in relation to the
line of sight {(z-axis). Boone and Ce Backer {1973) suggested that
this could be done either by computer, or by visual comparison of
the fringe with a set of computed fringe shapes. (Their paper
actually includes such a set of computed fringe shapes for this
purpose), Denoting the angle between the displacement vector and
the line of sight, obtained in this way, by y, the following
formula is used to determine the magnitude of the displacement

(Boone and De Backer 1973):

N A

— e 3.25
251n381ny

where N = number of fringes between two points
on the hologram, the two points being
collinear with the centre of the
fringe system;

Y = angle between the displacement vector,
d, and the z—axis (line of sight),
found from the shape of the central
fringes
tan po= -{%;
2% = the separation of the two points on
the hologram;

L = distance from the hologram to the
image (and hence to the aperture),

For the special case of in~plane displaceﬁent, Y = 900, and if we

assume that x<<L, so that tanp~sinp, Equation 3.25 reduces to:

NAL
2%

Since in this case the fringes are straight and aqually spaced, assuming

collimated illumination (Gates 1969), 2x/N is equal to the fringe
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spacing, h, and Equation 3.26 reduces to the form usead by

Gates (Equation 3,23):

- AL |
d = = 3.27

For the case of line-of-sight displacement, siny — «, and
Equation 3.25 cannot be used. Boone and De Backer (1973) showed

that in this cass the appropriate formula is:

mA A
o, = 5 3.28

where m

I

numbar of fringes between the

centre of the ring pattern (an
the z-axis) and a point on the
hologram a distance Sh from the

centre (i.e. s = radius of the

m'th Fringé);

tan = Sm_,
F L

Again, if s <& L, this reduces to the form used by Gates (Equation 3,24):

_ 2m)\L2
z 2

s

m

3,729

The main advantages of the HF technigque lie in the fact
that the absolute value and the direction of the displacemsnt of
geach point on the object can be obtained from a single hologram
by eobsarving a two-dimensional fringe pattern situated in ths holagram
plane, without the issue being complicated by considerations of
fringe localisation or of absolute fringe order. The technique is
equally valid for both in-plane and line-of-sight displacements, and
for any combination of these, and since the displacements are measured
point by point the question of whether the overall motion of the
object is one of translation, rotation or deformation is irrelevant
to the calculation. A point-by-point survey aof the whole image gives

eventually a composite picture of the motion of the whole object,
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There are, howsver, two important disacvantages of
the HF wethod, both due to the small aperture that is used. It is
found that in order to have fringes of reasonable visibility appear
on the hologram the aperture in the image plane must be very small -
typically 0.5 to 1.0 mm. Since the analysis of each point, selected
by this aperture, is rather involved, requiring an assessment of
fringe shape in order to determine the direction in which the point
has moved, followed by a calculation to find how much it has moved,
the analysis of the complete image is a very time-consuming affair,
(This objection could be overcome to some extent by the use of
automatic cata extraction and a computer), The othar problem is
the purely practical one of shortage of light. The reconstructed
image from a hologram is not usually very bright, and thes small
aperture required for good fringe visibilily has an adverse effect
in reducing the total amount of light available. In practice, we have
found it almost impossible to observe the fringes with small
general-purpose laboratory lasers (2mW helium-neon), and it would
appear that the technigue really requires the use of much higher
powers. A proposal by Boone and De Backer (1973) to use image-plane
holography (Brandt 1969) would also help to alleviate this problem,
A third problem with the HF technique derives from the small size
of hologram usually used in experiments, It is often found that
this restricts the number of fringes observed to such an extent that
the accuracy of the technique is severely limited, (This is really
the same problem that occurs with the FC technique, of course, where
the small size of the hologram restricts the angle through which

the direction of view can be changed).

In spite of the disacvantages outlined in the preceding
paragraph, we feel that the HF technique could be a very wuseful tool
for interpreting holographic interferograms, and that it has been
neglected by workers in the field, Apart from the works already
cited (Gates 1969,1970, Boone 1972, Boone and Ce Backer 1973), the
only other reference that we have found which wses the technique
is a paper by Ewers et al, (1974) describing a three-hologram
approach aimed at dstermining the absolute fringe order at each

point on the image, WUe feel that the HF technique deserves a wider
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popularity than it appears to enjoy at the moment, giving as it
does full three-dimensional information abaut the displacement of
an object point by point, anc from a single double-exposure v
hologram. We admit, however, that it is not the technique to use

if speed is a criteriony, or if lack of laser power is a problem,

3.2.8 = Dther Interpretation Techniques

In Sections 3.2.2 to 3.2.7 we have described what we
believe are the four main classes of interpretation techniques for
holographic interferometry., lMost of the interprzctation techniques
proposed in the literature can be assigned to one or other of these
classes, and we hope that this classification of techniques will
help to rationalise the subject and remove some of the confusion that
exists. For the sake of completeness, however, we shall mention now

several analysis methods that do not fall into these four classes.

The-First approach that we shall consider might be
called the "null technique". First proposed by Gates (1969), in
its simplest form this involves the physical manipulation of the
object in a real-time holographic interferometry experiment in
such a way as to "fluff out" the interference fringes. The argument
is that the object has been restored to its original position and,
if the amount of movement has been monitored, this gives the
displacement suffered by the object in the first place. The technique
can also be used to cancel out unwanted rigid-body motion and leave
only the deformation fringes which may be the object of the experiment
(Champagne and Kersch 1969), In either case, the hologram itself
may be manipulated in place of the object - a technique which may be
much more practicable, The method cannot be used, of course, with
the conventional double-exposure heclogram, since the fringes are
frozen inpto the hologram anc cannot be changed, The use of tuwo
separate holograms, however, does allow the method to be used
(Havener and Radley 1872), as coes the new "sancwich~hologram”

technigque recently developed by Abramson (1974b, 1975).
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A "second class” of interference effect was introduced
by Froehly et al. (1969). They showed that in acdition to the
“first class" of fringes formed either in the vicinity of the holo-
graphic image or longitucinally Qisplaced with respect to it, there
was a second set of fringses observable in the direction of the
source, i.8. in the undiffracted or zero-order beam. These “second
class" fringes were straight and evenly spaced, and oriented in a
cdirection perpendicular to the lateral component of the object
cisplacement, The fringes wers only present if the object had besn
subjected to a rigid-body translation with a component in the plaﬁe
perpendicular to the line of sight. If there was any deformation of
the object,”or if the motion of the object was along the line of
sight, no fringes were observed. Froehly et al. suggested that this
"secand class” of interference effect could be used to determine
whether or not deformation of the object had occurred, and also
to measure the in-plane components of rigid-body translation or
the amount of rotation about an axis parallel to the plane of the
hologram, formulae were given for these calculations. It would appear,
however, that this "seconc class" of interference phenomenon is
none other than the fringes observed in speckle interferometry
{Leendertz 1970, Archbold et al. 1970, Butters and Leendertz 1971).
The use of speckle interferometry as s complementary technique to
holographic interferometry, using the former for the measurement of
the in-plane components of displacement and the latter feor the
line-of-sight compenent (using the ZF technigue) has, in Fact, been
adopted by Adams and Maddux (1974)., A similar approcach of obtaining
speckle interferometry fringes from a hologram was proposed by
velzel (1973), who used twin apertures in the hologram plane to
obtain contours of equal in-plane displacement, and the ZF technique
to measure the line-~of-sight component from the same holograme.

The subject of speckle interferometry lies outside the terms of
reference of this thesis, but this complementary technique cannot
be completely ignored in a discussion of holographic interferometry,

and we shall return to the subject briefly in Chapter 3.4,

Finally, we should mention an interesting paper by

Tribillon and fMiles (13974), who have proposed a novel method of
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interpreting double-exposure holegraphic interferograms. A photograph
(transparency) is taken of the reconstruction from the hologram
(complete with interference fringes moculating the holographic
image)., The transparency is then illuminated with a plane coherent
wavefront, and a lens is placed behind the transparency. In the

focal plane of this lens is Formed the Fourier transform of the
image, including the spectrum of the interference fringes, which

gived the autocorrelation of the displacement,

To conclude this chapter, however, we repasat the claim
that we have devised a classification scheme into which most reported
interpretation methods can be fitted. The four techniques - fringe
localisation (FL), fringe counting (FC), zero~order fringe (ZF), and
hologram fringe (HF) - will be summarised and compared in Chapter 3.4,
and guidelines will be offered for selecting the most appropriate
technique to use in different situations, Meanwhile, however, we

shall turn our attention to the vexed question of fringe localisation.
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CHAPTER 3.3

FRINGE LOCALISATICN IN HOLOGRAPHIC INTERFEROMETRY

3.3.1 = The Role of Fringe Localisation in Holographic Interferometry

Holography is basically a technique of racording a
three-dimensional image on a two-dimensional chotographic plate;
in the general case, them, the fringes of holeographic interferometry
should represent the three-dimensional motion of an object between
the two states recorded (or between the recorded state and the actual
object in real-time holographic interferometry). However, if these
fringes are viewed from one position, only a two-dimensional pattern
will be seen, and there will inevitably be some ambiguity in its
interpratation. It is found, though, that there is a third dimension
in the fringes, since they are not necessarily localised on the
image. This additional parameter, the position of the plane of
localisaticn of the fringes, can be used to advantage in the inter-

pretation of the fringes,

Fringe localisation was usec as a parameter in the
original papers of Haines and Hildebrand (196Ga,b), who used the
plane of maximum visibility as the criterion of localisation in
the FL technique (see Section 3.2.2). Fringe lccalisation is also
used in the FC technique of Aleksandrov and Bonch-Bruevich (1967),
but in this case it appears only implicitly as the parallax between
the fringes and the image (see Section 3.2.3). In Section 3.2.4 we
showed that the FL and FC technicues, which both purport to give
the in-plane components of translation of the object, are mathematically
equivalent, providing the definitions of frimnge localisation by
visibility and by parallax are eqinalent. This, however, is not
obvious, and there have been some conflicting views cxpressed in
the literature on this subject, It is the aim of this shapter to

try to resolve this problem.
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Before discussing the question of fringe localisation
in detail, we should perhaps point out that the issue is not so
relevant to the other two major interpretation techniques, The
ZF method calculates the line-of-sight component of the displacement
(strictly the component parallel to the biéactor of the line of sight
and the illumination direction) from first principles, and uses
several (usually three) holograms in order to build up a three-
dimensional picture of the displacement of the object. The HF
technique achieves the same objective from a single hologram by
using the two-dimensional fringe pattern observed in the holegram
plane when a very small area of the image is iselated; the convenience
of needing only one hologram and no knowledge of the recording
geometry is gained at the expense of having to repeat the rather
complex measurement procedure for every point on the image. However,
for the FL and FC techniques the question of fringe localisation
is very relevant, and has received the attention of several workers

in the field,

3+342 =~ Localisation Properties of Holographic Fringes

It was observed in the early days of holegraphic
interferometry that fringe localisation dependec on the type of
motion undergone by the object. Haines and Hildebrand (1966a)
reported that in-plane translation gave rise to fringes localised
some distance behind the image, while rotation (tilt) of the object
about an axis in its own plane produced fringes localised at the image.
These observations were confirmed by other workers, who alsoc added
the localisation properties of fringes caused by othér types of

motion. These properties are summarised for convenience in Table 3.1.
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TABLE 3.1

Localisation Properties of Holographic Interferometry Fringes

Type of Motion Illumination Localisatiaon References
in-plane translation divergent behind image 1-13
(normal to line of sight)
" collimated infinity ©9,10,14-18
longitudinal translation divergent ill-defined 3,4
(along line of sight)
' " collimated infinity 3,4,14,15,
17-19
tilt (rotation about an §
axis in the plane of any an the image 143-5,9,11,14,
the object) ‘ | 15,18,20-22 |
in-plane rotation g ! (a) at the image | 14,15
(about llne.of sight as ; any ; (b) on inclined ; 97
axis) | y :
; i plane ;
? : {
; I (c) on line in . 10,16
: § space i
! | (d) at the sta- | |
i i tionary point : 24
i ! only " :
o e ? ;
in~plane deformation f any { (a) at the image ? 14 :
(e.g. stretching) % (b) on inclined | 23,25 :
plane ]
| B % e -
deformation along the any at the image 2 11,114,118, ;
line of sight i 20-22 ;
Key to references:
13. Stetson (1974a)
1. Haines and Hildebrand (1966a) 14. Tsujiuchi et al. {1969)
2. Haines and Hildebrand (1966b) 15. Sollid (1969)
3., Viédnot et al. (1968) 16. Stetson (1968)
4, Viénot (1970) 17. Machkova (1974)
5. Froehly et al. (1969) 18. PYikryl (1974)
6. Monneret (1970) 19. Tsuruta et al, (1969)
7. Boone and Verbiest (1969) 20, Welford (1969)
8. Stetson (1970b) 21, Welford (1970b)
9, Aleksandrov and Bonch-Bruevich (1967) 22. Sampson (1970)
10. Molin and Stetson (1970) 23. Walles (1970a,h)
11, Tsujiuchi and Matsuda (1970) 24, Steel (1970)
12. Molin and Stetson (1971) 25. Ashton et al. (1971)
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33,3 — The Confusion about Fringe Localisation

Table 3.1 represents the consensus of opinion among
authors as to the localisation properties of fringes caused by
various types of object motion. There are, however, some points
of disagreement, and some dissenting voices. One area of uncertainty
is the case of in-plane rotation (rotation about the line of sight
as axis), where opinion is divided between a plane of localisation
(the surface itself), a line of localisation, and a single point!
This discrepancy can almost certainly be resolved in terms of the

illumination and viewing conditions used by the different authors.

A more fundamental disagreement with the scheme summarised
in Table 3,1 has arisen with the suggestion by Welford (1969, 1970a,b)
thaty, in general, there is "no unique region of localisation™ of
the fringes (Welford 1969). Welford bases his argument on the
observed fact that when fringes are produced which exhibit parallax
with the image, this parallax depends on the direction in which
the line of sight is changedj. thus it is possible (in fact it is
always the case!) for the straight fringes produced by in-plane
translation to show considerable parallax with the image when the
line of sight is changed in a direction perpendicular to the fringes,
and to show zero parallax when the line of sight is changed in a
direction parallel to the fringes. Using this parallax definition
of localisation, ulelford concludes that this implies that there
is no unique plane of localisation, and distinguishes betuween
localisation (defined by parallax) and the "plane of maximum
visibility® used by most authors to locate the fringe plane. (This
distinction between parallax and visibility has also been stressed
by Machado Gama'(1973), who extended the arqument to include
broad-source classical interferometry). Welford further shous
that if the fringes are localised on the image (i.e. exhibit no
parallax with the image for any change in viewing direction), then
the displacement of the object is in a direction parallel to the
viewing direction. At first sight this appears to imply that
line-of-sight translations lead to fringes localised on the image,

a situation that would be completely at variance with Table 3.1.
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further consideration, ho@ever, reveals that this is not the cass,

and that uwelford's criterion only applies to path differences

introduced by the translation, and hence to cdifferential displacements

along the line of sight, This covers the cases of tilt (rotation
about an axis in the plane of the object) and deformation along

the line of sightj in both these cases the displacement of any
point on the object is, to a first approximation, along the line

of sight, and the fact that these two types of motion yield fringes
uhich are localised at the image is strongly endorsed by other
workers (see Table 3.1). For rigid-body translatiocns along the

line of sight, the only path differences (and hence fringes) that
are introduced result from purely geometrical considerations (the
fringes are fringes of equal inclination - Haidinger fringes),

and these are not considered in Welford!s treatment.

Hence the only controversial point to remain is the
question of whether fringe localisation by the criterion of maximum
visibility, used by most authors, is the same as fringe localisation
by the criterion of parallax. It will be remembered from Section 3.2.4
that they must be the same if the FC and FL technigues are to be
equivalent (and hence both valid!). On the other hand, welford's
argument that the parallax between the fringes and the image varies
with the direction in which the angle of view is changed (and hence
that £here is no unique localisation for the fringes} would appear
to be directly at variance with the practice of many authors of
defining the localisation plane as the plane of maximum visibility,
and even using this definition in the interpretation of holographic
interferograms by means of the FL techniquel Steel (1970) dismisses
the problem merely by referring to Welford's criterion of localisation
(parallax) as being "not equivalent to the condition used by others",
This, however, would appear to be auoiding the issue, and certainly
cdoes not explain the approach of several authors who have explicitly
equated the localisation criteria of visibility and parallax
(Aleksandrov and Bonch-Bruevich 1967, Stetson 1968, Tsuruta et al, 1569,
Molin and Stetson 1970, Walles 1970b, Prikryl 1974). Walles (1970b)
hhas alsc shown that the parallax criterion, in which the localisation

of the fringes is defined as occurring where the change in optical
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path difference (and hence the fringe intensity) with change in
viewing direction is zero, is equivalent to the definition of

fringe localisation as the crossing-point of homologous rays

(viénot et al. 1968, Boone and Verbiest 1969, Viénot 1970,

Monneret 1970). (The criterion of ray intersections, based on
classical interferometry ideas, Qas also used by Steel (1970)

and by Machado Gama (1973)). This link brings maost authors into

full agreement, that fringe localisation by maximum visibility

is equivalent to fringe localisation by parallax. We shall now

add further fuel to the fire by mentioning a paper by Machado Gama (1973),
in which it is shown that the position of the plans of maximum
visibility - and therefore of the plane of localisation, if visibility
be the criterion - varies with the size of the viewing aperture}

This would appear to jeopardise the whole practice of localising

the fringes by visibility, since the plane of localisation - and

hence the interpretation of the fringes by the FL technique -~ would

vary according to the size of the aperture used!

3.3.4 - Resolving the Localisation Paradox

It would appear, then, that we have a real dilemma in
the question of fringe localisation, and there has certainly been
considerable confusion and misunderstanding about the subject.

The answer to the problem is found in two papers by Stetson (1970b,1974a).
Stetsaon shouwed that the fringes are localised, in general, not on

a plane but on a line in space. (Line localisation had already been
introduced by Stetson for fringes cue to in-plane rotation

(stetson 1968, Molin and Stetson 1970, 1971); the concept of line
localisation was also used by Steel (1970) and by Dubas and

Schumann (1974)). Stetson also showed that a plane of localisation

can be found if a slit aperture is used to view the fringes in

place of the usual circular aperture, and that the position of this

plane of localisatieon varies with the orientation of the slit

(Stetsun1974a).This piece of theory from Stetson resolves all the
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problems about fringe localisation:

(i) 1If a slit aperture is used, there is a plane of maximum
visibility of the fringes which coincides with
the plane of localisation found by parallax when
the line of éight is changed in the direction

parallel to the slit,

(ii) Hence the FL and FC techniques of fringe interpretation
are equivalent, providing a slit aperture is used
for the former, and the slit is oriented in a
direction parallel to that of observer motion in

the latter.

(iii) 1If a circular aperture is used, the fringes are localised
on a line rather than on a plane: this leads to very
ill-defined localisation of the plans of maximum

“visibility, whose position may Qary with the size

of the aperture,

(iv) Using a circular aperture, fringes of high visibility can
only be observed if the aperture is below a certain
critical size (see also Welford 1969, 1970b); the
use of such a small aperture leads to a large depth
of focus, and further uncertainty in logating the
plane of maximum visibility. (This dilemma explains
the large errors reported by Haines and Hildebrand
for the FL technique, and the difficulties of
locating the plane of localisation of the fringes,

reported by many authors).

(v) 1In the case of the straight fringes pfoduced by in-plane
translation, if the slit apwrture is oriented to be
- parallel to the fringes, the plane of maximum
visibility is found to be at the image: there is also
found to be no parallax betueen the fringes and the
image in this direction. (This leads to a method
‘ of identifying the direction of any in-plane component

of translation ~ see Chapter 3.4).
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(we should perhaps point out that Welford (1969) had, in fact,
already suggested that a slit aperture could help to resolve the
localisation problem; in his case, however, he used the slit
oriented in a direction perpendicular to the displacement vector,
and hence parallel to the fringes, in order to localise the fringes
at the image -~ see (v) above. Stetson, on the other hand, suggested
using the slit oriented in a direction perpendicular to the fringes,
in order to localise the fringes in a plane behind the image so that

the FL technique could be used in a valid way - sege (ii) above,)

3.3.5 ~ Removing Fringe Localisation from the Scene of Holographic

Interferometry

Having disposed of the problem of fringe localisation,
and reconciled the apparently conflicting views expressed in the
literature, we now suggest that the whole question of fringe
localisation is of purely academic interest, and should not have
been allowed to cloud the issue of holographic interferogranm
interpretation. The discussion of fringe localisation has, of course,
been important insofar as, until the apparent contradictions were
resolved, workers could have little faith in those techniqgues
(FL and FC) which used fringe localisation as a parameter. Now
that the visibility and parallax criteria have been shoun to be
equivalent (praoviding a slit aperture is used), we praopose that
fringe localisation as such should be ignored by workers interested
only in the interpretation of holographic interferograms. The FL
technigque would seem to have no advantages over the FC technique,
and we suggest, therefore, that the latter method be used when
in-plane components of displacement are under investigation. Since
this involves only the parallax between the fringes and the image,
the actual physical location of the plane of localisation of the
fringes is irrelevant. (If anyone does want to remain loyal to the
Ft. technique, then he need only use a slit aperture, oriented in
a direction parallel to the fringes, and the d¢ifficulties of fringe
localisation are removed for him also). Experimentalists can then
concentrate on the problem of interpreting their holograms, instead

of worrying about where the fringes are lacalised!
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CHAPTER 3.4

CHOOSING AN INTERPRETATION TECHNIQUE

Js4.1 - The Fringe Patterns of Holographic Interferometry

Before discussing the pros and cons of the different
interpretation techniques, we shall summarise the different types
of fringe pattern that occur in holographic interferometry,
classified according to the types of motion that produce them.
Some of the fringe patterns have already been mentioned in passing
in previous chapters, but for convenience they are now brought

together and listed in Table 3.2,

In addition to the simple types of wmotion given in
Table 3,2, several authors have dealt with specific combinations
of such motions. For example, combinations of in-plane translation
and tilt about the orthogonal axis were considered by the Besangon
group (Viénot et al. 1968, Froehly et al. 1969, Viénot 1870), and
pivot motion (rotation about an axis perpendicular to the line of
sight but not in the plane of the object) and screw motion (translation
along an axis of rotation) were discussed by Stetson (1968). As
expected, such hybrid motions give rise to fringe patterns which
are compromises between the “pure" patterns described in Table 3.2,
It is only fair to say, though, that for complex combinations of
motions the fringe patterns - and their localisation properties -
can become very involved. This applies particularly to cases of
complex ceformation, such as might be encountered in stress analysis
problems. Navertheless, it is possible to interpret even the most
complex fringe pattern, and we shall now concentrate on the problem
of deciding which interpretation techniques are most suitable for
the different types of pattern encountered, and for the particular

requirements of the experiment,
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TABLE 3.2

The Basic Frings Patterns of Holographic Interferometry

Type of Motion

Description of Fringes

References

in-plane translation
(normal te line of sight)

straight, parallel, evenly
spaced; perpendicular to
displacement direction;
spacing inversely propor-
tional to displacement;
localised behind image in
divergent, at infinity in
collimated light

1-8

longitudinal translation
(along line of sight)

concentric circles (Hai-
dginger fringes of equal
inclination); localised
at infinity in collimated
light

tilt (rotatibn about an
axis in the plane of
the object)

straight, parallel, svenly
spaced; parallel to axis

of rotationj spacing
inversely proporticnal to
angle of rotation; localised
at the image

in-plane rotation
(about line of sight as
axis)

straight, parallelj parallel
to direction of illuminationg
spacing inversely proportional
to angle of rotation; locali-
sation variable

47

1,3-7,9

B e e st b s

4,6,7

in-plane ceformation
(es.g. stretching)

irregular} spacing inversely
proportional to local cis-
placement, but depends on
geometryj localisation
variable

6,10-14

e s o+ man o e b B S et

deformation along the
line of sight

irregularj spacing inversely
proportional to gradient of
displacements localised at
the image

6,8,10,15,16

tmme s w3 o e b e pae

Luxmoore and House (1970)

Key to refercences:
1. Haines and Hildebrand (1966a) 9, Sollid (1969)
2. Haines and Hildebrand (1966b) 10. Ennos (1968)
%. Aleksandrov and Bonch-Bruevich (1%967) 11,
4, Viénot et al. (1968) 12. Wilson (1971a)
5. froehly et al. (1969) 13. Ashton et al. (1971)
6. Tsujiuchi et al. (1969) 14, Stetson (19743)
7. Viénot (1970) 15, Butters (1968)
8. Boone and Verbiest (1969) 16. welfard (1970a)
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3e4e2 - A Summary and Comparison of the Main Interpretation Techniques

For the moment we shall leave aside the "second class
of interference effect" introduced by Froehly et al, (1969) and
described in Section 3.2.8 of this thesis. We have already equated
it to the technique of speckle interferometry, and we shall mention
this subject again in Sectiun 3.,4.3 when we discuss the choice of
interpretation technique. Four main classes of interpretation
technique vere isolated and described in detail in Chapter 3.2,
and we now propose to summarise and compare the main features of
these methods. For convenience, we present this summary in the

form of a table (see Table 3.3).

From Table 3,3 it will be seen that there are no real
advantages to be gained from using the FL technique in preference
to the FC tsechnique. Both methods give the in-plane components of
translation, and the FC technique is much easier and guicker to
apply. We therefore suggest that the FL technique be relegated to
the category "of historical interest only", This step also removes
the spectre of fringe localisation from the scene, since the FC
technique only uses this parameter in the form of parallax, and
fringe localisation is not a factor in the other two technigues.
Hence the experimenter can forget the intricacies of fringe
localisation - which is something of a Yred herring™ as far as
fringe interpretation is concerned - and leave the problem to the
theoreticians,. (He should, however, be sufficiently aware of the

role of fringe localisation to be able to make some qualitative

deductions from fringe parallax).

The "null" technigue is not listed in Table 3.2, but
perhaps we ought to say something about the possible role of this
method also. We feel that the null technigue has little to offer
the experimenter as a method of actual guantitative interpretation
of holographic interferograms., We believe that the practical
difficulties involved in manipulating the object (or the hologram)
until the original object motion has been cancelled far outweigh

the advantage of avoiding any computation. It does, houwever, have
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TABLE 3.3

Technique FL FC ZF HF
Originator(s) Haines and Aleksandrov and { £nnos {1968) Gates (1969)
Hildebrand (1966)] Bonch-Bruevich
' {19867)
Method fringe fringe calculation aperture at image
localisation parallax of opd's (or object)
fieasures in~-plane in-plane line~of-sight all components
component component component
(approx.) -
_ MR _ NML _ AL
Formulae d, = 71— o, = —x%— A= mh d, =5
x d = x
¢ " 2cos B} d = 2mN 2
_ z -~ 2
dz = mh/2 s
(simplified)
Views reqd, 1 linear continuum 1 1 for each
for one of vieuws image point
compaonant
Holograms 1 1 3 1
reqd. for (in principle) {(in principle)
30 motion ) .
Views reqd. 2 2 lines in 1 per hologram .4 for each
for 30 motion| {in principle) j hologram plane {3 total) image point
(in principle)
fictusal holo- yes yes no yes
gram reqd.?
Fringe order no no yes no
required? (in general)
Localisation not on image not on image none, but most none
restrictions suitable for
fringes on image
Practical 1. localisation limited size 1. zero fringe 1. shortage of light

difficulties

2. combinations
of motions

of holegram

identification
2. analysis in
general case

2. time-consuming
3. limited size
of hologram

Accuracy

very limited

limited

good

fair
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a valid role in some instances where the experimenter may wish to
add some background fringes to the hologram (in the same way that
tilt fringes are used in classical interferometry), or to cancel
out vnuwanted motion of the object support structure, or to
cancel out rigid-body motion of the object when only deformations
are of interest. We suggest that the null technique be used only
for qualitative applications such as these, rather than as »a

quantitative interpretation technique in its own right,

This leaves us with the FC, ZF and HF techniques as
basic interpretation methods, and we suggest that each of these
main techniques has a role to play in the interpretation of

holographic interferograms,

36443 = Guidelines for Fringe Interpretation

The choice of interpretation technique will depend on
several factors, Among the most important of these are the accuracy
required, the amount of time that can be allowed for the analysis,
the nature and accessibility of the object, the apparatus and
computational facilities available, the type of displacement or
deformation to be measured, and how much a prieril knouwledge
about that displacement is available. Using the facts outlined
earlier in this chapter, and in particular the information
summarised in Tables 3,2 and 3.3, we offer the following guidelines

for choosing an interpretation technique for holographiec interferograms.

(a) Maximum accuracy required

Use the ZF technigue,

If possible, adopt the simplified geometry of collimated
illumination, normal viewing, and coincident illuminatian and
viewing directions (see Figure 3.4). (NB — This arrangement is oanly
suitable for differential displacements such as deformatiaons or tilts:

no fringes will be visible for rigid-body translations),
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If the direction of the displacement is known a priori,
arrange for the viewing and/or illumination direction to be i
parallel to this direction; if not, or for three-dimensional
analysis, use three separate holograms, one for each coordinate
direction. (Alternatively, methods such aS that described by

Sampson (1970) may be used - see Section 3.2.6).
If very high accuracy is required, adopt a fringse
interpolation technique such as the double-frequency method

described by Dandliker et al. (1973).

(b) General-purpose interpretation: direction of displacement

known in advance

Use the ZF technique, with simplified geometry if possible:

(i) for differential displacements, if the displacement
direction is at a reasonable éngla to the

object surface (i.e. not in-plane);

(ii) for out—of-plane deformations,
Use the FC technique for in-plane displacements.

(c) General-purpose interpretation: direction of displacement

not known in advance

If the fringes are localised at the image (test by
parallax), they are caused either by tilt (if straight and evenly
spaced) or by out-of-plane deformation (if otherwise); for the

former use Equation 3,4, for the latter use the ZF technique.

If the fringes are not localised at the image, apply

one of the following alternatives:

Alternative 1 ¢ Use the HF technique, if time permits

and if the problems of low light levels and of

limited hologram size are not prohibitive,
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Alternative 2 : Adopt the following scheme, based on

a proposal by Welferd (1970a):

(i) Find, if possible, a direction of view for
which the fringes are localised at the image
(no pearallax between the fringes and the

image for any small change in angle of vieu).

- (ii) This viewing direction is parallel to the
displacement direction: use the ZF technique
for interpretation (only suitable for
differential displacements such as tilt or
out-of—~plane deformation - not for rigid-body

translations).

(iii) If this viewing direction for fringe localisation
is not available within the field of view of
the hologram, find a direction of change of
viewing direction for which the fringes at the
point under consideration appear to be located
at the image (i.e. show no parallax with the
image). This direction of change of viewing
direction, projected on to the image plane, is
perpendicular to the in—-plane component of the

displacement,

(iv) Use the FC technique, changing the vieuwing
direction in a direction orthogonal to that
found in (iii), to calculate the in-plane

camponent of the displacement.

(v) Repeat (iii) and (iv), using a different portion
of the hologram (or a separate hologram), to

find the out-of-plane component,

Alternative 3 : Use the ZF technique, using three separate

holograms, and possibly. a "“labour—-saving" device such

as Abramson's holo-diagram (1968, 1969a).
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Alternative 4

(i) Use the ZF technique for the line-of-sight

component,

(ii) Use speckle interferometry for the in-plane

components,

This approach will be discussed in Section 3.4.4,

(d) Single hologram availablej details of receording geometry

not known
Use the HF technique for a full interpretation.
Use the FC technique for a rapid analysis of the
in-plane components, and for an estimate of the line-of-sight

component.,

(e) Photographs of reconstructions available, but not the

actual holograms

Use the ZF technique, but we must know:

(1) the recording and the reconstruction geometries;
(ii) the identity of a zero-order fringe (for absolute

displacements).

3.4.4 -~ Combination of Holographic Interferometry with Speckle

Interferometry

As one of the recommended alternatives in the previous
section, we proposed the combination of holographic interferometry
and speckle interferometry. The latter subject is outside the terms
of reference of this thesis, and the reader is referred to the
literature for details of the technique (Leencdertz 1970,

Archbold et al. 1970a,b, Butters and Leendertz 1971, Burch 1971).
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Basically, though, speckle pattern interferometry uses the correlatiaon
between the speckle patterns produced by a diffuse object illuminated
with laser light (see Chapter 1.1 of this thesis) in its original
position ancd in its displaced position to measure the in~-plane
cisplacement, The fringes of speckle pattern interferometry are
analogous to the fringes of the ﬁore traditional moiré methods,

and are interpreted in a similar way.

Since speckle pattern interferometry provides a simple
technique for measuring in-plane displacements, and since holographic
interferometry is most sensitive -~ and most accurate - for line-
of-sight deformations, it has been found very useful to combine
the two techniques., This approach is, for example, preferred by
the National Physical Laboratory. If the method of Adams z2nd Maddux (1974)
is adopted, the two measurements can be carried ocut on the same
hologram, without the need for a separate speckle photograph. It
is believec that this is, in effect, what Froehly et al. (1969)
were doing when they reported their Ysecond class of interference”
(see Section 3.2.8). Boone {1975) has recently proposed the use

of reflection holograms for this combined technique,

The technique of measuring the in—piane components of
g¢isplacement by means of speckle interferometry and the line-~of-sight
component by means of holographic interferometry (using the ZF
method) is certainly a powerful one, and should be seriously

considered by workers in the field.,

In conclusion, we hope that by reducing the vast
"literature of holographic interferometry to four basic techniques
we have removed some of the confusicn in this field, we further
hope that the guidelines offered in this last chapter will help
workers to choose an appropriate interpretation scheme for their

own particular applications of holographic interferometry.
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IN CONCLUSION

We have been only too aware during the writing of
this thesis of the lack of quantitative experimental results,
This shortcoming has been due to a number of causes, but primarily
to the use of biological specimens in experiments carried out
by a physicist inexperienced in such matters. We have suggested,
and now wish to emphasise, that any further work in the fields
covered by Parts 1 and 2 of this thesis should be carried out

as a joint project by a physicist and a biologiét.

Let us examine now what we feel has been achieved

in this project.

(1), The project was interdisciplinary, not in the sense.
of being true biophysics (the physics of living orqanisms),
but in the sense that it involved the application ef
physical technigues (speckle correlation and holographic
interferometry) to biological measurements, The author
and his colleagues have .certainly been made more awars
of the world of the botanist, and we hope that botanists
ara now moTre aware aof how physics might be of service

to them in their work,

(2). Ye have made some small contributions to the statistical
theory of laser speckle patterns, and especially to the
statistics of speckle patterns added to uniform backgrounds
(see Section 1.1.4), the spatial statistics of tims-averaged
fluctuating speckls patterns (Section 1.1.3), and the
temporal statistics of fluctuating speckle patterns

(section 1.1.6).

(3). We have ciscovered a wavelength/colour dependence of the
specklé fluctuations observed when some botanical specimens
are illuminated with laser light (Section 1.3.2), and we

have used this phenomenon to propose that the fluctuations
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(5).
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are caused, at least partially, by the motion of coloured
particles inside the specimens, We have been unable to

prove the validity of this model, though some supporting
evidence has been collected (Chapter 1.3). If the model is
correct, we have demonstrated a possible method of monitoring
the activity of pigmenéed particles inside biological
specimens; and a technique (the wavelength/colour dependence’
of the fluctuations) foer isalating the contributions of
coloured particles to the speckle fluctuations. We have
proposed several methods of monitoring and analysing the
fluctuaﬁions {Chapter 1.3). We have also suggested that the

wavelength/colour dependence of speckle fluctuations might

be of value in other applications of correlation techniques

and intensity fluctuation spectraoscopy.

We have established an apparent link between the speckle

fluctuations discussed above and the difficulties of obtaining

fringes on double~exposure holograms of plants (Section 2.2,5).

we have suggested, in fact, that the speckle fluctuations
might be a limiting factor in the usefulness of helegraphic
interferametry as a method of measuring plant growth, and

that the fluctuations might provide a method of determining

in advance whether a particular specimen (or a particular

part of a specimen) is a good subject for holographic
interferometry (Section 2,2.8). YWe have indicated ways in
which holographic interferometry might be of use to botanists,
and have made several proposals for future work in this

field (Section 2.2.9).

Finally, we have attempted a major review of the field of
holographic interferogram interpretation in an effort to
remove some of the confusion that exists in the literature

on this subject., Ue have reduced the many proposed methods
for analysing holographic interferograms to four basic ‘
techniquaes (Chapter 3.2), and have offered guidelines for the
¢haice of appropriate techniques for different circumstances

(Chapter 3.4).
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In conclusion, we hope that this thesis makes same
contribution to the fields of laser speckle theory, intensity
fluctuation spectroscopy and holographic interferometry - and
not least to the idea of interdisciplinary cooperation between

physicists and biologists,

NOTE ¢ The three parts of this thesis wers recently bfesented,
in abridged form, as three separate papers at the Tenth
Congress of the International Commission for Optics,
held in Prague (Briers 1975b,c,d). The Proceedings of

this conference will be published in 1976.
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ABPENBIX

THE BASIC THEORY OF LASER SPECKLE STATISTICS

The purpose of this Appendix is the formal derivation

of the relationships quoted in Section 1,1, describing the statistics

of laser speckle patterns, The proofs are included in this thesis

merely in the interests of completeness, so that the work is more

or less self-contained. The formulation closely follows the approach

of Gainty (1972b) and McKechnie (1974). The following notation

is used:

XyY

Ex,by

€0

u,v

> > 2Z 0

>

o Yo BN »> B o B Ml v B o
>

(]

N qr\)\/

JA.

coordinate cirections in the far~field speckle pattern;
increments in x and y;3

coorcinate directions in the plane of the scattering
surface;

spatial frequencies in the x and y directions in the
speckle patterns

distance from the scattering surface to the plane of
pbservation in the far field;

radius of the scattering area, when considered circulars
number of scatterers contributing to the speckle patterns
complex amplitude;

real and imaginary parts of A (A = AL+ iAi);

complex conjugate of Aj
intensitys

ensemble averages
variance of intensitys

variance of complex amplitude;

phase of single component of scattered lightg
resultant phase of scattered light;
probability density functiong

autaocorrelation functiong

normalised autocorrelation function;
autocovariance;

normalised autocovariance;
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5 = 1intensity distribution of light leaving the
scattering areas

31 = first-~order Bessel functionj

W = Wiener spectrum (power spectrum);

A = wavelength of the lights

§(f) = delta function (=1 for f=0, =0 for fz0).

A.1 — First Order Statistics

Consider a scattering surface illuminated with a laser
beam of wavelength A, and an observing screen set up at a distance D
from the surface to display the far-field speckle pattern (ses
Figure 1.3 of Chapter 1.1). Assume that © and the coherence length
of the laser light used are both large compared with the roughness
af the scattering surface, and that the surface is rough compared
with the wavelength N. Assume also that N, the number of scatterers

in the illuminated area, is large.

The complex scalar amplitude of the light scattered
from the surface is given by the sum of the contributions from

all N scatterers:

N .
AEm) = > At PBE - (g -1, A1

Assume now that there is a random distribution of
scatterers in the scattering area. Hence, An will be a rancam
variable, gn will be a random variable in the range 0O to 27 ,

ancd it can be further assumed that ﬁn will be independent of An.

Fram Chapter B of Born and Wolf (1970), the complex
amplitude of the scattered light in the far field is given by

the Fourier transform of the complex amplitude at the scattering

surface:

A(x,y) = ﬂugmem{-z;g (EX+T)Y)}GEU17 nz

— 0
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Combining Equations A.1 and A.2 gives:

I . 2wi, . .
A(x,y) = %2;; AneXp(l@n).EXp{—er(Enk + qnyi} A.3

If N is large, the ﬁentral Limit Theorem (Middleton 1960)
tells us that A(x,y) becomes a complex normal process, with its
real and imaginary parts identically distributed with zeroc means
and identical variances, and statistically independent at any

point, Let the variance of the real and imaginary parts be cﬁ /2.

Writing A(x,y) in terms of its real end imaginary parts, we have:

A(st) = Ar(xa)/) + iAi(x,y) A.4

We can now give its joint probability density function (since it

is a complex normal process) ast

2 y;
- L (Ar + A1)
P(Ar,Ai) = 5 exp{- A A.5
TTO"A . O'A

The intensity and phase of the scattered light in

the far field can now be given, by definition, as:

I = Az + A? A.6
qb = tan"] -ﬁi R.7
AI.‘

Inverting Equations A.6 and A.7 gives:

»
]

N Fc_osqb | A.8

in ¢
i JT‘Sln, A.S

>
]
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The Jacobian of Equations A.8 anc A.9 is given by:

3A_ A,
_r __3i
31 21
= % A.10
dA 3A.
T 1
EY) )

Now, the Jjoint probability density function of

intensity and phase, P(I, %), is given in terms of P(Ar,Ai)

by the probability transform (Cavenport and Root 1958):

P(I, ) =[3A, 3A;| . P(A,A;)
31 31
BAr BAi
30 96

Substituting from Equations A.5, A.6 and A.10, this becomes:

P(1,9) = 1 > exp(—I/U':) A.11

QTTU'A

The marginal probability density functions, P(I) and
P(¢), are given by integrating over the relevant variable:

o0

J' ] 5 exp(-I/c‘i) dI

2o
° A

i

P(¢)

1

or 0 otheruise,

2w

1 2
exp(~-1 ) d
jZTTD"Z P /UA 42

0 A

P(1)

]

12 exp(-—I/U‘i) for 1> 0 A.13
“a

or =0 for 1< 0,
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Hence there is a uniform distribution of phase ever the range

0 to 27, and a negative exponential distribution of intensity.

The mean intensity, {I), is given by the first

moment of the probability density function:

(o]

J'P(I).I dl

-t
o0

5 P(I).I dI (since P(I)=0 for I<0)

(<]

(15

gl

&0
j I.axp(-l/cf) dl

o

Substituting Equation A.14 in Equation A.13 gives the following

exprassion for the probability density function:

1
&

P(I) = exp(=1/417 ) A.15

The second central moment of intensity gives the variance:

%

o’ J P(1).1% a1 - (1)?

f’O’J

J P(I).I2 dl =~ (1)2 (since P(1)=0 for I1£0)

[+]

l

0o

exp(—I/(I}).I2 di = <I>2 (from Equation A.15)

ay,

i

2(? - K1)

i.e. 6'2 <I>2 . A°16

Hence the variance in the intensity of a speckle pattern is equal

te the square of the mean intensity.




A.?2 -~ Second Order Statistics

The second order statistics of a speckle pattern
which concern us are the autocorrelationkfunction (or the
autocovariance), which gives a measure of the size of a typical
speckle, and the Wiener spectrum (the power spectrum), which
gives the distributian of speckle size in the pattern, These

two functions are related by a Fourier transform relationship.

In this thesis we have defined the autocorrelation

function of intensity as:
8(2)(8x,5y) = {I(xyy)eI(x+5x,y+8Y)) A7

and the autocovariance as:

c(2 (8x,8y) = {(1(x,y)=dID)(1(x+6x,y+6y)=(T3))  A.18

We have assumed stationarity, i.e. that G(z)(Sx,Sy) and E(z)(Sx,Sy)
are independent of x and y, and hence are constant at all points
in the speckle pattern, This implies that {I(x,y)} = {I(x+5x,y+8y)>,

and it then follows that Equation A.18 can be re~written as follows:
(2) 2
C 77 (8x,6y) = {I(x,y)eI(x+8x,y+8y)) ~ (1) A.19

The following properties of the autocorrelation

function should be noted:

(i) The maximum value of G(z)(gx,ﬁy) occurs when §x = 8y = 0,

and is given by:

G(z)(D,D) = <12>

= 232 (since 0-2 = <12> - <I>2 by
definitian, and o = (T
for a speckle pattern - see

Equation A.16)
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(ii) When 5x and Sy are so large that correlation has been
completely lost, then I(x,y) and I(x+5x,y+Sy)} are

independent of each other.

Thus G(Z)(Sx,Sy) = ‘<I(x,y).1(x+8x,y+8y)>
— (I(X,y)><1(x+6x,y+5y)> at large lags

= <D

2
= o

. These properties lead to a useful normalisation of
the autocorrelation function (uwhich has been adopted by workers
in photon counting and intensity fluctuation spectroscopy for
use with temporal autocorrelations). We define a normalised

autocorrelation function as followss

G(2)(8"<9S)/)
i

o

2
o\ (sx,8y)
g(z)(Sx,Sy) thus takes the value 2 at zero lag, and the value 1

at large lags.,

Turning to the autacovariance, C(z)(Sx,Sy), we deduce

from Equation A.19 and the properties of G(Z)(Sx,%y) thats:

(i) At zero lag, 0(2)(0,0) = <12> - {1)?

= of (by definition)

(ii) At large lags, C(z)(Sx,Sy) —> 0

Again we can define a normalised form:

(2) (.. =
c(z)(SX,Sy) - C (zx,oy)  R.21
o

which takes the value 1 at zero lag and 0 at large lags.
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It should be pointed out that workers in speckle
statistics tend to define and use this normalised autocovariance
as the autocorrelation function, in place of 9(2)(8x,8y). We

note that the two functions are related by the simple relationship:

(2 (sx,8y) = oD (Ex,8y) - 1 A.22

To find an expression for C(z)(SX,Sy), let us first
consider the autocorrelation function of complex amplitude,

definad as:

6{M) (8x,8y) = <A(x,y)oa%(><+5x,y+5y)> Ae23

(NB - Since we are now dealing with complex variables, it is
necessary to take the complex conjugate of one of the amplitudes

in the above expression).

Recalling Eguation A.3:

A(xyy) =

N
HrV12
—3

. 211
hy o018, exe{-3T1(E 0 v )
and combining this with Equation A,23, we get:

N . ,
G(”(SX,S\/) = %:]'<’A”IZ exp{%(fn.gx +1zn.8y%> AR.24

all cross—-products go to zero on taking the
g

ensemble average)

If the scatterers are packed sufficiently closely in

the scattering area,

Anl2 can be represented by a continucus

function, say S(f,q). Hence we have:

BR%Y

8(1)(5x,5y) = ,[JS<E’V) gxp{%gé(f.Sx + q.gy% df dqg A.25

— 00



- 218 -

Returning now to the autocovariance of intensity,

let us recall Equation A.19:

c{?)(sx,8y) = {1(x,y) I(x+8x,y46y)) = (D7

" Expanding this in terms of complex amplitudes, and invoking

Middleton's result that for Un real, zero-mean, Gaussian random

variables (Middleton 1960):
LUV, = (VU KU,y + Qo v Xv,u,y + v v,

it can easily be shown that:

Dby = |6 (50,897 p.26
Hence, from Equation A.25:

5(2)(5X’5Y) = Jjg(f,q) expgggé(g.Sx +12.Sy) d{dqr A.27

For a uniformly illuminated circular scattering area,

S(g,n) reduces to {I), and the above equation becomes:

2 .
2ws Z 2!
P sx,8y) = (D)? 231(_)\3«1(Sx) N (8\/)) R.28
55,/ + G

The Wiener spectrum, or power spectrum, of a speckle
pattern gives an indication of the cdistribution of speckles of
different sizes, It is given by the self-convolution of the
intensity distribution in the scattering area, or, as below, by

the Fourier transform of the autocorrelation function:

W(u,v) = j}hc(z)(Sx,Sy) exp (ézﬁi(Sx.u + 8y.v)) d(&x)d(Sy) A.29

If we wish to remove the delta funetion at the origin, caused by the
dec., component due to the finite mean {I), we simply replace G(z)(Sx,Sy)
by the autocovariance C(z)(Sx,Sy) in Equation A.29.
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PRISM SHEARING INTERFEROMETER

J.D.BRIERS
Pilkington Perkin-Elmer Ltd, St Asaph, Flintshire

A brief account of the theory of the wavefront shearing interfevometer is given,
Jollowed by a description of Bates' version of the instrument. This has been re-
designed in solid glass to form a 'prism shearing inlerfevometey’ whose main
advantage lies in its robustness. Methods of using the interferomeler are des-
cribed and illustrated, including the use of moiré fringes to magnify the aberration
effects in a 'double-pass' technique.

A MAJOR PROBLEM in the interferometric testing of one of the wavefronts about a diameter. Such

of large-aperture optical systems is the generation tilt can be resolved into two components—tilt about
of a suitable reference wavefront. If a 20cm aper- the axis orthogonal to the shear axis (@ -tilt) and
ture system, for example, is to be tested with a tilt about the shear axis, (8-tilt), see Fig. 2.

standard Twyman-Green interferometer, the aper-
ture of the interferometer must also be 20em. This
implies the use of two good quality 20cm lenses,
two 20cm reference flats, and a 30 X 20cm optically
flat beamsplitter. The cost of such an instrument
would be prohibitive.

Tilt is introduced for the same reason as in other
interferometers, such as the Twyman-Green, —to

y  Fringes are formed
in the area of averlap
{shaded)

This problem can be overcome by using wavefront
shearing interferometry in which the wavefront

from the system under test interferes with a sheared,
or slightly displaced, image of itself.

/ Sheared
wuvefront
Theory of wavefront shearing interferometer

The principle of the wavefront shearing interfero- Pupil
meter (WSI) is the production of an interferogram by .
superposition of a wavefront on a sheared image of ( h=amount of shear)

itself (see Fig.1). By 'shearing' is meant the frac- a b
tional displacement of the wavefront by rotation
about its focus; hence a perfect spherical wavefront
is identical to its sheared self, and no fringes would
be observed. In star space, shearing of a plane wave-
front implies a lateral displacement, the focus being
at infinity.

Fig.1. Principle of shearing intevferometry
(a) shearing effect, (b) plan view of
wavefronts

If the wavefront aberration of the original wavefront
is W(x, y) and the amount of shear is h, the fringes
represent a 'contour map' of the function h 3W/ax,
providing h is small. Because aW/0x is proportional
to the ray aberration, one is effectively obtaining ray
aberration data directly from an interferometric
method. (In practice, h is not very small, and this
conclusion is not completely valid). To obtain the [\B
wavefront aberration W(x, y), the fringe function is =X
plotted and integrated with respect to x. It should
be noted that the sensitivity of the test increases as
h increases, and hence as the validity of the above
theory decreases.

/k

Shear axis

A more common method of using shearing inter-
ferometry is to 'tilt’ one of the wavefronts with
respect to the other. By tilt is meant the rotation Fig. 2. Tilting the wavefront
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provide a reference grid against which fringe dis-
placements are measured. A perfect spherical
wavefront produces an interferogram consisting of
straight, parallel, evenly-space f{ringes, parallel to
the axis of tilt. Shearing interferometers are usually
designed so that the tilt is either pure o or pure 8.

In the case of 3-tilt, the equation of the central
fringe is

—h W
B ox

where h is the amount of shear and 8 the angle of
tilt.

Hence the fringe represents a plot of dW/ax, the
transverse ray aberration. Further, h can be mea-
sured directly, and g8 is pre-set (or can be obtained
from the number of fringes observed). Fig.3 shows
a typical fringe pattern observed with a shearing
interferometer having its tilt and shear axes coin-
ciding. The case illustrated is pure spherical aber-
ration, for which the wavefront aberration has a
fourth-power dependency on x; hence the cubic
fringes shown in the diagram,.

c~tilt interferometers are not nearly so useful as
those using B-tilt. In the case of ¢-tilt, the inter-
pretation of the fringe-pattern is more difficult,
because the central fringe is now the line x = 0.
The other fringes represent a function of the longi-
tudinal ray aberration, but in a rather complex
form. MmeseThe observed fringe pattern for the
case of pure spherical aberration is shown in Fig. 4.

In both the cases discussed above, the fringes are
not 'absolute' in that they depend on the amount of
shear used. The second method (a-tilt) is less
sensitive than the first for the same degree of tilt.

Theory of wavefront shearing interferometers, in-
cluding analysis of the patterns observed, can be
found in the literature. -4

Bates shearing interferometer

Most shearing interferometers, such as those based
on Ronchi gratings5 and Wollaston prisms®é 7 are of
the a~tilt type, and hence produce interferograms -
that are difficult to interpret. A notable exception

is the wavefront shearing interferometer developed
in 1947 by Bates8, based on the Mach-Zehnder inter-
ferometer, The main advantages of this design are
the use of 3-tilt, and the fact that both shear and tilt
can be varied at will, and independently,

The principle of the interferometer is illustrated
in Fig. 5. The beam is focused on the partially
reflecting face of mirror 3 (the recombiner). If
this mirror is tilted, beam B will be sheared with
respect to beam A (the former will be deflected

at mirror 3, whereas the latter will be unaffected).
If mirrors 2 and 2’ are rotated by equal amounts,
tilt will be introduced: the foci will be displaced
with respect to each other, and the fact that both
mirrors are tilted ensures that the beams are still
going in the same direction and will be superim-
posed. By choosing the axis of rotation of mirrors
2 and 2’ correctly, the tilt can be arranged to be
about the shear axis (i.e.g3-tilt).

In practical forms of the instrument, compensating
plates are included to compensate for the different
aberration effects in the two beams.

Central fringe gives
N direct measurement

of 5W/dx

™ p-tilt of sheared
wavefront

Orignal wavefront Sheared wavefront

Fig.3. B-tilt shearing intevferogram

Central fringe (x=0)

N
S
B

x
é /// Shear axis
%
77
//// !
Cfv'.glﬂu\ //// \
Sheared
wavefront wavefront
a-tilt of sheared
wavefront
Fig. 4. «-lilt shearing inleyferogram

2 3

A /)_\L_a_)

4" | Emergent
wavefronts
/ B
> Y
1 r
Incident
wavefront

Fig. 5. Bales sheaving intevfevometer

In 1951, Drew? simplified the Bates interferometer
by replacing the two beam-splitters by a single
glass block. Fig.6 illustrates the basic design of
the instrument. By using a wedged block of glass,
a fixed shear is introduced, and variable tilt can be
introduced by rotating the two mirrors.

Brownl0 simplified the design still further in 1954
by removing all adjustments, and manufacturing the
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interferometer to give a fixed amount of shear and
tilt.

Prism shearing interferometer

A logical development from Brown's fixed shear,
fixed-tilt version of the Bates interferometer was
the construction of the device in solid glass. This
was reported in 1964 by Saundersl?l, who suggested
various designs according to the particular use for
which the instrument was intended. A typical Saun-
ders interferometer is illustrated in Fig. 7.

A slightly different approach has been adopted by
the present author, who has designed a prism shear-
ing interferometer based on the classical Bates
interferometer. -

The interferometer is constructed from four prisms,
labelled A, B, C and D in Fig.8. A and B are ordi-
nary 90°-45°-45° prisms, one of them having its
hypotenuse face coated with a semi-reflecting layer.
C and D are rhomboids, with the angle g being
slightly greater than 45°. (The deviation of § from
45° determines the amount of shear introduced by
the interferometer—a typical value for # would be
45° 15’). Faces X and Y are tilted about the axis in
the plane of the diagram by a small amount, of the
order of, say, 10, in order to provide the tilt. Faces
X and Y are coated with a totally reflecting layer,
and the opposite face of one of the rhomboids with

a semi-reflecting layer. The prisms are cemented
together in the arrangement of Fig. 8, and all faces
except the four square faces (marked T in the dia-
gram) can be painled matt black, to eliminate un-
wanted reflections.

The physical size of the interferometer is im-
material to iis performance, because itsusefulness
is limited only by the f-number of the beam—it will
accept any beam of a smaller aperture than £/2.5
in the glass. If the refraciive index of the glass
used in the interferometer is 1.5, this implies it
will accepl an /1. 7 beam, and a glass with higher
refractive index would enable it to accept an even
steeper beam. A convenient size for the insirument
is based on 2. bcm-square entrance and exit faces.

In practice, the incidence of a converging beam on
plane refracting faces introduces an amount of
spherical aberralion into the beam. This must be
allowed for when the final interferogram is being
assessed. The spherical aberration can, however,
be eliminated by cementing plano-convex lenses
onto the entrance and exit faces of the interfero~
meter, so thal the centres of curvature of the con-
vex surfaces are coincident with the focus of the
beam, j.e.the centre of the shear plane. This
arrangement, also adopted by Saunders!?, ensures
that all rays interseci the entrance and exit faces
at normal incidence, and hence pass through unde-
viated. Unfortunately, at the same time as removing
the spherical aberration this modification reduces
the limiling aperiure of the interferometer to /2. 5.

Assembly of the interferometer is simple, providing
all the angles (other than the special ones mentioned
above) are fairly accurately 90° or 45°, The four
prisms are 1aid on their sides in the correct orien-
talion, and brought togeiher with optical cement on
the faces to be joined. Using this technique the zero-
order Iringe is usually visible, even if not exactly in
the cenire of the field of view. Thus the interfero-
meter can be used {airly satisfactorily even in white
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Fig. 6. Drew's inlerfevomeler

N.B.Either emergent beam
b may be used

Fig. 7. One of Saundevs’ prvism inlevferomelers

N.B. Either emergent
beam may be used

11E
Fig. 8. Prism shearing intevferometer
light; if monochromatic light is used, of course, there

is no need to identify the zero-order fringe, since it
is the centrally-positioned fringe that is used.

Using the interferometer

Basically, the inler{ferometer is used in exacltly the
same way as the Bates interferometer, i.e.by plac-
ing it in a converging heam so that the beam is
focused in the neighbourhood of the second semi-
reflecting interface (the shear plane). The inter-
ferometer is then moved along the beam until the
observed fringes, projected on a screen or viewed



through an eyepiece, are horizontal and have maxi-
mum spacing. (Either of the two emergent beams
labelled E in Fig. 8 can be used.) For a perfectly
spherical converging wavefront, the fringes would

be horizontal, straight, parallel and evenly spaced.
Any deviation from straightness is an indication of
aberration in the wavefront, the shape of the fringes
giving the derivative of the wavefront aberration, and
hence the transverse ray aberration, as described
above.

The usual limitations on source size apply to
shearing interferometers as to other interfero-
meters such as the Twyman-Green. The usual
approach, since the shear is one-dimensional, is
to use a slit source, with either white or mono-
chromatic light. An alternative source nowadays
is the laser, which produces high-contrast fringes
without the need for pinholes or slits. A micro-
scope objective of sufficient power to fill the com-
ponent under test can be used to diverge the beam.

Testing converging lenses and lens systems

The point or slit source (or focus of the microscope
objective if a laser is being used) is placed at one
conjugate of the lens under test, and the interfero-
meter at the other conjugate. The lens should be
tested at the conjugates for which it was designed.
If one of the conjugates is infinite, it will be neces-
sary either to collimate the incident beam at the

HM f%\"” ﬂ

InterferOmeter T
Effectnve =

f-"" ﬂ _H_ﬂf-*
source

Lens under test

Fig. 9. Tesling a converging lens

Beam splitter .

fjj___
/ 1\ e ;

| —

Effective 17 Intet ferometer %

Sl Mirror under
1est
MESIESN S e Screen

Fig.10. Tesiing a concave mivyor using a beam-
splitter

-
Screen

appropriate beam-width, using a laser with a beam-
expander for example, or to place a plane mirror
behind the lens and test as though testing a concave
mirror (see below). The normal arrangement for
testing a lens is shown in Fig. 9.

Testing a concave mirror

A concave spherical mirror is tested at its centre
of curvature, where, in theory, both the effective
source and the shear plane of the interferometer
must be placed. In practice, it is necessary either
to use an auxiliary beam-splitter (see Fig. 10), or
to test slightly off-axis (see Fig. 11). The latter
method, of course, will introduce off-axis aberra-
tions such as coma and astigmatism, and care must
be used in this method.

Interpreting results

The interference pattern observed with a perfect
spherical wavefront is a series of straight, horizon-
tal, parallel, equally spaced fringes, and this is ob-
viously the optimum pattern to aim for. The trans-
verse ray aberration can be calculated directly from

Effective source

e

R
%

.

W
Interferometer Mirror under
test

— fnikis Screen

Tesling a concave mirvrov, off-axis method

s
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*I‘

45, T _é
Tl ey o [ = %

Fig.12. Infevfevogram of simple biconvex lens al
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the fringe pattern if the shear and tilt of the inter-
ferometer are known, or the instrument has been
calibrated. Spherical aberration is represented by
cubic fringes, and coma by a pattern incorporating
elliptical fringes.

Examples of shearing interferograms

Examples of interferograms obtained with the prism
shearing interferometer described above are given
in Figs 12-15, The source used was a helium-neon
laser, with a x40 microscope objective to diverge
the beam.

Fig. 12 is the result of testing a simple, symmetrical
biconvex lens at equal conjugates using the arrange-
ment of Fig.9. The cubic nature of the fringes indi-

Fig.13. Interferogram of a complex lens, showing
asymmelrical fringes

Fig.14. The same lens, after votation through
approximately 90°
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The same lens after modifying one curve
and rve-working another—note improvement
over Figs 13 & 14

cates the presence of a large amount of spherical
aberration, as expected from a simple, uncorrected
lens.

A more complex, eight-element lens was also
tested, in its design configuration of equal conju-
gates. The lens had been rejected in a final~-
inspection resolution test, and Fig. 13 shows the
asymmetrical fringe pattern produced by the inter-
ferometer. The asymmetry was even more apparent
when the lens was rotated in its mount—Fig, 14,

The lens was then stripped down, and each compo-
nent checked separately against the design toler-
ances. As a result, the radius of one curve was
modified slightly, and another surface was re-worked
and re-polished. The lens was re-assembled and
inspected again. The resolution requirements were
met, and Fig. 15 shows how the interferogram had
improved (cf.Figs 13 & 14).

Fig. 16 shows the result of testing a concave
spherical mirror on-axis, using a beam-splitter
as shown in Fig.10. There is a slight curvature
in the fringes, illustrating a slight amount of
spherical aberration together with some asymme-
trical effects.

Double-pass technique

Since the interferometer has fixed shear and tilt,
the fringe-spacing of Fig.16 cannot be changed.
However, a method has been devised whereby the
small aberration effects visible in that photograph
can be magnified. The technique involves using
the interferometer in a double-pass arrangement,
as illustrated in Fig. 17, The interferometer is
positioned immediately behind the x40 microscope
objective so that the laser beam is focused as close
as possible to the shear plane of the device. This
causes the beam to be sheared and fringes to be
formed in the normal way. The resulting fringe
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Fig.16. Interferogram of a concave mirrov tested
on-~axis with a beam-splitter
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Fig.17. 'Double-pass' arrangement fov magnifying

small aberrations

pattern is shown in ¥ig. 18, the straightness of the
fringes indicating the high quality of the objective.

The beam is then reflected from the concave mir-
ror under test, and returns to the interferometer
where it is again sheared. This second shearing
results in the original fringe pattern of Fig. 16,
which is superimposed on the straight fringe pat-
tern of Fig.18 already 'in the beam'. The com-
bined fringe pattern (Fig. 19) consists of moiré
fringes produced by the superposition of the two
original patterns. By comparing Figs 16 & 19, it
can be seen that the original fringe shape of the
former has been magnified by the moiré effect so
that the shape is clearly discernible.

Conclusions

The main advantage of the wavefront shearing inter-
ferometer (WSI) over other types of interferometric
test apparatus is the elimination of the need for a

separate reference wavefront. This enables large
aperture systems to be tested without the necessity
of providing, for example, large reference flats.
Additional advantages of the prism shearing inter-
ferometer (for which the abbreviation PSI is sug-
gested) include

—rigid, robust construction, resulting in less
chance of breakage or disturbance of the optics

—lack of adjustment, making it simpler to use

—relative ease of manufacture and assembly

—wider acceptance angle {up to £/1, 5), providing
the associated spherical aberration is calcu-
lated and allowed for in the interpretation of
interferograms

—possible removal of inherent aberration effects
by the cementing of suitable plano-convex

Fig.18 Intevferogram of x40 microscope objec-
tive—note straightness of fringes.
(N.B.local ivregularities are caused by
laser diffraction effects and can be ignored)
F'F = -
i e
I - — Tt
| a——
. Ny, ——
.. PR
| e
—

Fig.19. Interferogram of concave mivvor of Fig.16,
tested by 'Double-pass’ arrangement of
Fig. 17-note moiré fringe pallern
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lenses on to the entrance and exit faces

—small physical size, resulting in easier handling.

The major disadvantage of the WSI when compared
with devices such as the Twyman-Green interfero-
meter is that the resulting fringe-patterns are far

more difficult to interpret quantitatively, especially

to an unskilled operator. In addition, the PSI suffers

from the following disadvantages

—lack of adjustment limits its use to the range
of apertures and defects for which it is speci-
fically designed

—testing of low-aperture beams raises problems

because of the long throw needed to produce
overlapping of the two emergent beams.

In conclusion, it should be noted that a new design
for a PSI has been announced by van Rooyenl!Z, who
has incorporated the facility of variable shear into
a solid wavefront shearing interferometer.

Acknowledgement. The author thanks all his
colleagues who have contributed to the work des-

cribed, and Pilkington Perkin-Elmer Ltd for per-
mission to publish,
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Interferometric Flatness Testing of Nonoptical Surfaces

J. D. Briers

An interferometric method of testing the flatness of nonoptical surfaces is described. The method con-
sists essentially of introducing light to the surface at near grazing incidence; thisis effected by using an

isosceles glass prism, the base of which is the reference surface.

The technique can utilize diffuse day-

light as a light source and provides a quick and easy method of assessing the flatness of such items as
smoothed glass flats prior to polishing, flat metal laps, and other nonoptical surfaces.

Introduction

The interpretation of interferenc. fringes formed
between two near perfect optical flats is a well-known
and widely practiced method of testing the flatness of
a workpiece against a reference flat. In its simplest
form, the technique consists simply of putting the two
surfaces in contact with each other and observing the
fringes produced in the air gap between them. Since
white-light fringes are virtually unusable due to chro-
matic effects, a relatively coherent source such as a
sodium or mercury lamp is invariably used. The
fringes formed are Fizeau-type contour fringes of the
air gap between the flats; if A is the wavelength of
the light used, the contour spacing is A/2, providing the
fringe pattern is viewed in a direction normal to
the interface.

It is apparently not widely known that interference
effects can also be observed from nonoptical surfaces,
though a suitable technique was described by Herschel!
over 160 years ago. The technique is to use light
incident at very large angles of incidence. Langenbeck?
mentioned the possibility of testing nonoptical surfaces
with the Lloyd’s mirror interferometer, but the applica-
tion of true Fizeau-type fringes to such swrfaces
appears to have been neglected until a recent paper by
Abramson.? Using a prism to introduce a collimated
light beam onto the surface at near grazing incidence,
Abramson described a method of measuring the
flatness of nonoptical surfaces such as metal, wood,
and even paper. The technique is illustrated in
Fig. 1. The fringes observed are Fizeau-type contour

The author is with the Physics and Engineering Laboratory,
Department of Scientific and Industrial Research, Lower Hutt,
New Zealand.
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fringes but with the contour spacing modified by a
magnification 1/cosB, where 8 is the angle of incidence
in the air gap. The fringes are interpreted in exactly
the same way as fringes observed between two optical
flats, except that the sensitivity is modified by the
1/cosp factor mentioned above.

If the collimated light of Abramson’s arrangement
is replaced by an extended source, it is possible to
observe Haidinger-type fringes (fringes of equal
inclination). It is believed that these fringes are the
streaks described by Herschel.! They can be observed
by the naked eye without any auxiliary optics—only
the prism is required. The fringes have been in
routine use for some years in this laboratory as a
qualitative assessment of the flatness of nonoptical
surfaces such as ground glass, metal laps, and precision
valve seats. The purpose of this paper is to put the
technique on a more quantitative basis and to bring
it to the attention of other optical laboratories.

Basic Arrangement

Using a simple prism such as is used in the observa-
tion of Fizeau-Abramson fringes, and an extended
source such as daylight, the observer looks into the
exit face of the prism and adjusts his angle of view
vertically until he ean see the critical angle boundary.
Running alongside this boundary, and located more
or less at infinity, he sees a system of colored fringes,
their number and spacing depending on the roughness
of the surface being tested. These boundary fringes
are Haidinger-type fringes and are formed by inter-
ference between light reflected from the base of the
prism and light refracted into the air gap between the
base of the prism and the test surface at near grazing
incidence and subsequently reflected from the test
surface. (The effect is illustrated in Fig. 2, in which
the thickness of the air gap has been grossly exag-
gerated in the interest of clarity.) At these high
incident angles even quite rough surfaces reflect the
light in a specular manner, and fringes can be observed
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Fig. 1. Abramson’s interferoscope.

This Face may be

ground. "(

B AB 1t

Fig. 2. The interference effect (not to scale).

with most surfaces smoother than those obtained by
using 400-mesh grinding powder. If the swrface is
perfectly flat, the fringes are all parallel to the critical
angle boundary, and any deviation from this ideal
state indicates a lack of flatness in the test piece.
(The base of the prism is the reference standard and
is assumed to be optically flat.)

Theory of the Boundary Fringes

The relationship between the boundary fringes and
Abramson’s fringes is analogous to that between the
Haidinger fringes used in the Michelson interferometer
and the Fizeau fringes used in the Twyman-Green
interferometer. ' \

It is easily shown that the equation of the intensity
minima of the boundary fringes is

2t cosB = N, (1)
where

t = thickness of the air gap,
B = angle of incidence in the air gap,
N = order of interference (integer),

N !
A = wavelength considered.

If ¢ is nonzero, then for the zero-order fringe (N = 0)
cosB = 0 and hence § = 90°. This is the eritical
angle case, and the zero-order fringe therefore coincides
with the critical angle boundary or visual horizon.
To the eye this horizon appears eurved but approaches
a straight line as the eye is drawn back toward infinity.

If t is constant (test surface perfectly flat and parallel
to the base of the prism), successive dark fringes occur
at regular increments of cos8 and are all parallel to the
horizon. In white light, one of the fringes is almost
free of color. This is due to the achromatizing effect
deseribed by Abramson,® which will be discussed in
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more detail later: it does not indicate a zero-order
fringe. A further point to note about the boundary
fringe system is that the fringe spacing increases
gradually as 8 decreases, i.e., as the order of inter-
ference increases. In praectice, however, the range of
8 is usually small enough for this variation to be negli-
gible. The typical appearance of the horizon and the
boundary fringes is shown in Fig. 3.

Now let us consider the effect of the test surface not
being perfeetly flat. Figure 4 represents a convex
surface being tested by the boundary fringe technique.
Let points A and B be at the same angular distance
from the horizon (same 8). At point A we have

2ta cosB = Na), (2)
and at point B,
2t5 cosB = Nag)\, (3)

where ¢, and fz = thickness of the air gap at points
A and B; N, and Ny = order of interference at points
A and B. Subtracting these equations we get

258t cosp = N}, (4)

where 8¢ = t; — ts = height difference between 4 and
B; and N’ = Ny — Ny = change in the order of
interference between A and B.

If the surface is convex, the fringes are concave
toward the horizon, and vice versa.

From the above analysis, it is apparent that the
boundary fringe pattern can be interpreted in the
same way as a normal incidence Fizeau pattern ob-
tained between two flats with an air wedge between
them such that the thin end of the wedge is away from
the observer, subject to the following provisos:

(1) The sensitivity of the fringe pattern is modified
by a factor k:

lighter
k
background Lhorlzon(o&vcc)
darker l “decreasing
background /

Fig. 3. Typical appearance of the horizon and the boundary
fringes.
A B
L s

Fig. 4. Testing a convex surface (not to scale).
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Fig. 5. Variation of sensitivity factor (k) with fringe position
(8a) for zine crown glass (ng = 1.508).

5t = kN'A/2, (5)

where 8¢ = height difference between two points,
N’ = change in fringe order between the points, and
k = 1/cosB = sensitivity factor:

(2) Fringe displacements should be measured, not
with respect to a straight line, but with respect to a line
parallel to the eritical angle boundary (the horizon),
which will be more or less curved according to the
angular field of view.

Investigation of the Sensitivity Factor k

Referring to Figs. 2 and 3, consider a ray incident at
an angle B on the test surface.
Let

a angle of incidence in the glass prism,

n = refractive index of the glass,

a. = critical angle for the glass,

s = angular distance between the fringe under consideration
and the horizon, as subtended at the eye of the ob-
server.

Then, from above,
8t = kN'(A/2),

where

k = 1/cosB
1/(1 — sin’ﬁ)*
= 1/(1 — n?sinte)}
= 1/{1 — n?sin*(a. — da)]?
1/{1 — n?sin?[arcsin(l/n) — 8a)] } 1. 6)

For a given prism, n is fixed, and hence if d« is fixed
(observations always performed at a given angular
distance from the horizon), then k is a constant factor.
Figure 5 shows how & varies with é« for a typical glass
of refractive index 1.508 (zinc crown). 6o would
normally lie in the range 4-40 mrad, corresponding to
a range of from 3.4 to 10.6 for k—i.e., an order of
magnitude change in da results in a change of only a
factor of 3 in k.

Possibility of Achromatic Fringe with White Light
As mentioned above, one of the white-light fringes

appears to be almost completely color-free. This is
due to dispersion effects at the base of the prism.
Since the fringe equation is

2t cosB = N,

it follows that an achromatic fringe will occur when
co3f « A for a given a.

Taking the C and F lines as the basis of achromatism,
the achromatic condition is:

cosf = a), (¢ = arbitrary constant),

iLe, 1 — sin?B = a2\,
ie, 1 — np?sinla = a®\r?,
and 1 — ne? sine = a®\¢? (same fringe, therefore same a).
Hence,

sin’egen = )‘J—')"J
e nptag® — neihp?
for the achromatic fringe to oceur at age.

The position of the achromatie fringe thus depends
on the choice of glass used for the prism—a low dis-
persion glass pushes it toward the horizon, and a high
dispersion glass brings it nearer to the observer.

Although the fringe pattern is only completely
achromatized at one particular value of «, the achro-
matizing mechanism [the fact that as N increases, n
decreases, and hence 8 decreases (for the same «)
and cosf increases], results in the remaining fringes
being visible to a higher order than is normally the
case with white-light fringes.

The existence of the achromatic fringe simplifies
the use of the technique, since it always appears at a
fixed angular distance from the horizon (for a given
glass type) and hence provides a calibration for the
measurement of éa. This will be dealt with more
fully below, when practical considerations are discussed.

Choice of Glass Type

The glass chosen for the prism has two effects:
(1) Refractive Index Effect: This affects the sensi-
tivity, since

k= 1/{1 — n? sin®[are sin(1/n) — éa] }i.

The effect is due to two different phenomena—the
variation of eritical angle with refractive index and
the difference in the variation of 8 with a (Snell's law).
(2) Dispersion Effect: 'This affects the position of
the achromatic fringe, which satisfies the condition:

sinforger = _Ai:L
npiae® — neihr?

The effect is due to the variation of refractive index
with wavelength.

A range of Schott glasses has been investigated for
suitability as the prism material, and the results are
summarized in Table I. The glasses are arranged in
order of increasing separation of the achromatic
fringe from the horizon (increasing 6a,m). The
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Table 1.

Investigation of a Range of Schott Glasses for Suitability as the Prism Material

Position of
the achromatic

Sensitivity at

the achromatic Sensitivity at

Refractive Dispersion fringe (Sceacn) fringe position Sa = 10 mrad
Glass type index (r4) (Va) mrad (Kacn) (k)
FK5 1.487 70.4 7.93 7.56 6.74
PSK3 1.552 63.5 8.86 6.90 6.50
ZKN7 1.508 61.2 9.14 6.96 6.66
SK16 1.620 60.3 9,32 6.50 6.28
K5 1.522 59.5 9.40 6.80 6.60
LaK8§ 1.713 53.8 10.37 5.90 6.00
LLF6 1.532 48.8 11.48 6.14 6.56
BaF8 1.624 47.0 11.93 5.74 6.26
LaFN2 1.744 44.8 12.42 5.32 5.92
F11 1.621 35.9 15.55 5.04 6.26
SF10 1.728 28.4 19.38 4.30 5.96
SF11 1.785 25.8 21.17 4.02 5.82
SF58 1.918 21.5 24 .64 3.04 5.54

following conclusions can be drawn:

(1) The sensitivity &k for a given Sa varies only
slightly from glass to glass;

(2) The position of the achromatized fringe Scuen
depends on the dispersion, increasing as V,; decreases;
and

(3) The sensitivity of the achromatized fringe Ky
depends on both the dispersion and the refractive
index, and varies over the range from 3.5 to 7.6 for the
range of glasses considered.

Practical Considerations

It has been suggested that it might be convenient
to carry out measurements on the fringe pattern at an
apparent distance of about 6 mm from the horizon
when viewed from a distance of 500 mm. This corre-
sponds to §& = 12 mrad. For the achromatic fringe
to occur at this position, it can be seen from Table 1
that a suitable glass would be Bal'S (Sazm = 11.9
mrad). The sensitivity of the achromatic fringe keen
would then be 5.7. However, from the point of view
of scratch resistance, a better choice might be ZKN7
(a zinc crown), which would give the achromatic
fringe at da = 9.1 mrad (approximately 4.5 mm at
500 mm), with a sensitivity ke = 7.

The ideal system would be to have a range of prisms
of different glasses. A suitable selection would be:

ZEKNT7: bcaen = 9.1 mrad (4.5 mm at 500 mm), ke = 7;

F11: Sagen = 15.6 mrad (7.8 mm at 500 mm), ksen = 5;

SF11: Soeen = 21.2 mrad (10.6 mm at 500 mm), ksen = 4.

The ZIKN7 prism would be used for the rougher
surfaces, when only fringes very close to the boundary
can be seen, and the SI'11 for the smoother surfaces.

If a single prism only is to be used, ZKKN7 has
proved to be a satisfactory choice in practice.

One of the advantages of using the boundary fringes
is the possibility of using diffuse white light; in practice,
daylight has been found to be ideal. Because the
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light can be diffuse, it is convenient to have the entrance
face of the prism ground rather than polished (see
Fig. 2): this removes unwanted extraneous images
from the field of view, without detracting from the
quality of the fringes. In order to reduce the effects
of dispersion at the entrance and exit faces of the
prism, it is recommended that the base angles of the
prism be made equal to or slightly less than the critical
angle for the glass used; this ensures that the light
rays enter and leave the prism more or less normal to
these faces. Since, however, the critical angle for
most glasses, and certainly for the low index ones,
is not much different from 45°, it has proved satisfac-
tory to use a standard 90°—45°-45° prism of ZKN7
glass, with its entrance face ground as mentioned above,
and its hypotenuse face polished flat to about /4.

The fact that the achromatized (black) fringe always
appears at the same angular distance from the horizon,
and hence has the same sensitivity k., for a given
glass type, is of value when using the techunique. If
measurements are always carried out on the achro-
matic fringe position, the sensitivity factor will be
constant. If, because of the nature of the surface,
it is more convenient to use a different fringe for
assessing the quality of the surface, the achromatized
fringe can still be used as a calibration to determine
the separation é« of the chosen fringe from the horizon.
The sensitivity k& of the chosen fringe can then be
calculated from Eq. (8), using ng as the refractive
index of the glass.

It should be noted that the sensitivity factor k
has been defined to relate the boundary fringes to
ordinary Fizeau fringes observed at normal incidence,
and hence gives the number of half-wavelengths per
fringe.

Use of the Technique

Qualitative Assessments

The curvature of the fringe is compared with that



of the horizon and interpreted in the same way as the
Fizeau fringes observed between two optical flats with
an air wedge between them when the thin end of the
wedge is away from the observer. In other words, if
the fringes are concave toward the horizon the surface
is convex, and vice versa. By observing from a suffi-
ciently great distance, the horizon tends to become
straight, and it is then a simple matter of assessing
the absolute curvature, convex or concave side toward
the observer, of the fringes. An additional advantage
of increasing the viewing distance arises from the fact
that the fringes occur at constant angular, rather than
linear, distances from the horizon. This means that
as the eye is drawn back, the vertical scale of the
fringe pattern increases with respect to the horizontal
scale. This results in an enhancement of any change
of slope of a fringe, enabling deviations from flatness
to be picked out much more easily; it is particularly
valuable in the detection of turned down edges.

Order of Magnitude Measurements

The fringe pattern is viewed from a convenient
distance, say 500 mm, and observations are made at a
suitable distance from the horizon, preferably that
corresponding to the achromatic fringe. The change
in fringe order between the two points being compared
is estimated, and the difference in height between the
two points is then calculated from Eq. (5):

& = kN'(A/2).

N’ is the change in fringe order (not necessarily an
integer), and k is the sensitivity factor for the particular
fringe position used and for the glass of the prism.
For measurements made at the achromatic fringe
position using a ZKN7 prism, the sensitivity factor k.

L,
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Fig. 6. Fringes obtained from a flat brass lapping tool.

Fig. 7. Fringes obtained from a ground glass plate.

More Exact Measurements

In general, the order of magnitude assessment
described above is satisfactory for most purposes, such
as the testing of smoothed optical flats before polishing.
However, if higher precision is required, this could be
achieved by using a more sophisticated arrangement.
Some method would be required to locate the observer’s
eye at a fixed viewing distance from the prism, and ¢
beam splitter and a collimator with a graticule at its
foeus eould be used to superimpose reference lines
at given intervals of éa on the fringes at infinity.
In this way, the value of da for the fringe position used
could be known with reasonable precision, and the
restriction of using the achromatized fringe would be
removed. A filter could then be used to select a given
wavelength from the fringe pattern in order to increase
the accuracy still more—the graticule, of course,
would have to be designed for the particular wavelength
chosen, and the value of & would also depend on the
wavelength, as well as on the value of 8. If necessary,
a telescope could be used to observe the fringe pattern.

Examples of Fringe Patterns

The photographs of Iigs. 6 and 7 illustrate typical
applications of the boundary fringe technique. In
Fig. 6 aflat brass lapping tool is being tested by means
of a prism of ZKN7 glass. Irregularities of the order
of one tenth of a fringe (equivalent to about 0.7 wave-
length) can be seen. In Fig. 7 the same prism is
being used to test a ground glass plate, and the fringe
pattern reveals a convexity on the surface of about
3.5 wavelengths. The lack of sharpness in the photo-
graphs is due to the fact that the camera was focused
on the fringes, approximately at infinity, and not on the
test surface or the prism.
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Conclusions

The method deseribed in this paper provides a
simple and quick way of testing the flatness of a non-
optical surface. The interpretation of the fringes is
exactly the same as that of Fizeau fringes observed in
the normal contact method of testing optical flats
when a wedge is introduced between the flats (thin
end away from the observer), exeept that:

(1) The fringe profile indicating perfect flatness is not
straight and horizontal but parallel to the ecritical
angle boundary (the horizon); and

(2) The difference in height between two points is
given, not by & = N (A/2), but by 8 = kN(\/2),
where k varies with fringe position and the type of glass
used for the prism. Using a ZIKN7 prism (useful
from the point of view of scratch resistance), the
value of k for the achromatic fringe position is 7.

When compared with the similar technique deseribed
by Abramson® the main advantage of the boundary
fringe method is its simplicity—it is capable of pro-
ducing satisfactory fringes in diffuse daylight: a
smoothed glass flat or a metal surface such as a flat lap
can be tested in a matter of seconds, without the need
for any auxiliary optics or light source. Its main
disadvantages lie in the variation of the sensitivity
factor (k) with fringe position (da) and its inability to
produce absolute contour fringes—the fringes are
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Haidinger-type rather than Tizeau-type and must
always be interpreted in a similar way to wedge fringes.
It is suggested that when a quick estimate of the
flatness of a nonoptical surface is required, as is often
the case in an optical workshop, the boundary fringe
technique is ideal, while the Abramson arrangement
of collimated light and viewing system should be used
when higher precision is desired.

The usefulness of both techniques is limited by the
size of the prism used, but in practice a prism based
on a 60-mm square entrance face has proved perfectly
satisfactory for most applications, especially since
usually only an order-of-magnitude assessment is
required.

The author would like to thank his colleagues at the
Physics and Engineering Laboratory for their helpful
advice and discussions, Professor Barber of the Victoria
University of Wellington for several useful comments,
and M. C. Probine, Director of the Physics and Engi-
neering Laboratory, for permission to publish this

paper.
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1t is shown that small manufacturing errors in a lateral shearing interferometer, leading to an unde-
sirable component in the tilt of the sheared wavefront, can be compensated for merely by using the in-
terferometer out of focus. This self-compensation property suggests a possible relaxation of tolerances

in the design of such devices.

The superposition of a wavefront upon a
sheared image of itself such that interference ef-
fects occur in the area of overlap is a well known
and useful method of testing optics. The main ad-
vantage is that a standard reference surface,
such as is necessary in the Twyman-Green inter-
ferometer, is not needed. Lateral shearing is
usually defined as the rotation of the wavefront
about its focus, so that a perfect spherical wave-
front is identical to its sheared image and gives a
null result. In the Bates type of wavefront shearing
interferometer [1] the converging wavefront is
split into two components which travel along
equivalent optical paths as in a Mach-Zehnder in-
terferometer (see fig.1). Lateral shearing is
achieved by focusing the beams on to the final semi-
reflecting plate (labelled 3 in fig.1) and rotating
this plate about an axis in its own plane so that
one of the component beams is deviated slightly.
Some later modified versions of the Bates inter-
ferometer [2, 3] introduce shear by rotating one
of the two fully reflecting plates (2 or 2' in fig. 1).
In all cases, however, the beam to be sheared is
focused on to the surface which is rotated to
produce the shear. This surface will be referred
to in this paper as the 'shear plane'.

As in other interferometers, such as the
Fizeau and Twyman-Green, it is often desirable

ncident
wavefront

| N wavefronts
2 3
Fig.l. The Bates wavefront shearing interferometer
(diagrammatic).

to introduce tilt between the interfering wave-
fronts in order to provide a reference grid of
straight fringes against which to measure fringe
displacements. In the lateral shearing inter-
ferometer this is achieved by displacing the foci
of the two component beams with respect to each
other. Care must be taken to ensure that after
recombination the two beams are still superim-
posed and are both travelling in the same direc-
tion. This can usually be achieved by rotating
two of the four reflecting surfaces of the inter-
ferometer together, either about a single axis [1]
or through the same angle [3]. The concepts of
shear (rotation of a wavefront about its focus)
and tilt (lateral displacement of the focus, equi-
valent to the rotation of a wavefront about a di-
ameter) are illustrated and differentiated in
fig.2. The degrees of freedom available in the
design of the interferometer are such that it is
usually possible to arrange that the tilt is about
any desired diameter of the wavefront. There is,
however, an important advantage in arranging
for the wavefront to be tilted about the shear axis,
as shown in fig. 3. Interferograms produced with
this arrangement are easier to interpretathan
those in which the tilt is about some other diam-
eter. In fact it was this feature (tilt about the

foci displaced
laterally

rotation about
common focus

(a) (b)

Fig.2, Meauning of (a) lateral shear, and (b) tilt.
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shear sheared

original
wavefront

wavefront ™

\, sheared wavefront
Y tilted about shear
\ axis

fringes (for perfect
spherical wavefront )
paraliei to shear axis

Tig.3. Recommended axis of tilt, identical to shear axis.

shear axis) that made Bates' interferometer

{1] so important, since previous shearing inter-
ferometers had had an intrinsic tilt about an axis
perpendicular to the shear axis.

It is usually assumed that high levels of accu-
racy are required in the various angles of the
components of a shearing interferometer. For
example, Brown [3] has stated that the angles
must be accurate to about 1 second of arc. On the
other hand, a solid glass version of the Bates in-
terferometer designed by the author [4] and illus-
trated in fig. 4 was assembled without the aid of
any special jigs or techniques, simply by placing
the four component prisms on a flat surface in
the correct orientation, introducing cement on to
their adjacent faces, and moving the prisms to-
gether. The manufacturing tolerances on the an-
gles of the prisms had been specified as 1 minute
of arc. Upon completion, the prism shearing
interferometer was found to work successfully,
though admittedly in white light the zero-order
fringe was not quite central. Since, however, it
was the intention to use the device primarily with
laser light, this was no inconvenience, and inter-
ferometers of this design have been used success-
fully for the testing of optical components and
systems. (As an example, an interferogram of a
250 mm diameter f/6 paraboloidal mirror is il-
lustrated in fig.5.)

Since the author's prism shearing interferom-
eter is designed to give tilt about the shear axis,
it fellows that the fringes for a perfect spherical

K4
S emergent
PR AN wavefronts
7 PAREEE
incident N
wavefront A\ ’
T ] /
shear
plane
—

Fig.4. The prism shearing interferometer.
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wavefront should be parallel to the shear axis,
and of maximum spacing, when the beam under
test is focused on the shear plane (the second
semi-reflecting interace of fig. 4). It has

been the practice to move the interferometer
along the optic axis until maximum fringe spacing
is achieved, and to take the resulting inter-
ferogram as corresponding to the 'in focus' sit-
uation. Recently, however, it was observed
while testing a high-quality wavefront of high
numerical aperture that the fringes were parallel
to the shear axis and of maximum spacing when
the beam was focused very close to the exit face
of the interferometer rather than on the shear
plane. When the beam was actually focused on
the shear plane, the fringes were inclined, sug-
gesting the presence of a tilt component about
some axis other than the shear axis. Further ex-
periments showed that this held for all beam
apertures, and an investigation of the phenomenon
was obviously called for.

The effect of defocus on the shearing action of
the interferometer is illustrated in fig. 6. S-S is
the shear plane, inclined at an angle §/2 to the
450 direction that would ensure exact superpo-
sition (without shear) of the two converging com-
ponent wavefronts Wy and Wy. Wy and Wy are
assumed to be perfect spherical wavefronts, and
are focused at a distance d beyond the shear
plane. The inclination of /2 gives an angular

shear @ to the reflected beam. In practice the
value of (/2 is very small (about 15' in the cur-
rent version of the prism shearing interferome-
ter), but is exaggerated in fig.6 in the interests
of clarity. It can be seen from that diagram that
the effect of the inclined shear plane on the de-
focused beams is to produce an angular shear @
(just as in the in-focus case), together with a
relative displacement of the foci of the two beams.
Inspection of fig. 6, in fact, shows that the focus
of the deviated beam is displaced laterally through

Fig.5. Typical interferogram obtained with the inter-
ferometer of fig.4.
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sheared direct
wavefront

wavefront

PE= PE = PF] «
1 2 2 d
(defocus)

¢ =angle of shear
{exaggerated )

W, converging

to focus F,

W, converging 2

to focus F‘I

Fig.6. Effect of shear when the interferometer is used
out of focus.

a distance d'sin@ and backwards (towards the
shear plane) through a distance d(1 - cos@). The
lateral displacement of the focus introduces tilt
about an axis perpendicular to the shear axis,
while the backwards displacement leads to a
slight defocus of one component wavefront with
respect to the other. In general, however, this
backwards displacement will be extremely small
{about 0.6 A for d=1cm and #§=30"), and will have
a negligible effect on the fringe pattern. Hence
the net effect of the defocus is to introduce tilt
about an axis perpendicular to the shear axis.
The explanation of the observed phenomenon
is now apparent. Due to slight errors arising
during the manufacture or assembly of the inter-
ferometer, a component of tilt about an axis per-
pendicular to the shear axis was introduced, in
addition to the intended tilt about the shear axis.
This results in the fringes being inclined to the
shear axis and having a closer spacing. The act
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of moving the interferometer along the axis of the
beam introduces an additional tilt about the axis
perpendicular to the shear axis, a tilt that is
proportional to the amount of defocus (d) and
whose sign depends on the sign of d. Hence there
will be some point at which the undesirable com~
ponent of tilt caused by manufacturing errors is
exactly compensated for by the tilt introduced by
defocusing, and this point can be found merely

by moving the interferometer along the beam
until the fringes (from a spherical wavefront) are
parallel to the shear axis and have maximum
spacing.

It is therefore suggested that mamufacturing
tolerances on the angles of lateral shearing in-
terferometers might be relaxed somewhat, at
least to the level of 1 minute of arc mentioned
above. The simple method of assembly described
for the prism shearing interferometer also ap-
pears satisfactory. This relaxation of tolerances
is possible because of the self-compensation ef-
fect described in this paper - small manufactur-
ing errors leading to undesirable tilt of the wave-
fronts can be compensated for by defocusing.

The amounts of shear and tilt remaining in the
interferometer may now not have exactly the
value intended, but the actual shear and tilt can
be measured very easily from the interferograms
obtained with the instrument. Manufacturing er-
rors may also upset the path-length require-
ments for white light applications, but with the
increased availability of inexpensive lasers this
is unlikely to be important - measurements are
merely carried out on the central fringe of the
interferogram, not necessarily on the zero-order
fringe.

The author wishes to thank Dr. M. C. Probine,
Director of the Physics and Engineering Labo-
ratory, for permission to publish this note.
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Interferometric testing of optical
systems and components: a review
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The tolerances on optical systems and components are usually very tight and the testing
of such products is a vital part of their manufacture. This review describes how the
interference properties of light have been applied to optical testing and indicates the
main fields of application of the various technigues.

The testing of optical systems and components has grown
into a very large field; this article is intended as a review of
one branch which covers tests based on the interference
properties of light. The main advantages of such tests are
their high sensitivity and the fact that they are, in general,
relatively easy to interpret. The unit of measurement is
usually the wavelength of the light used, or a multiple or
sub-multiple. Because of the wavelength dependence of
most interferometric tests, high precision usually calls for a
monochromatic light source and, in some cases, such a
source is necessary for the fringe pattern to be observed at
all. Suitable sources are sodium lamps, filtered mercury
lamps and lasers. In many forms of interferometric testing
the effective size of the source must also be limited by a
pinhole or slit. Further details of the general theory and
practice of interferometry can be obtained from the various
excellent textbooks on the subject!™.

Test plates

The simplest application of interferometry to optical testing
lies in the use of test plates. When two nominally flat pieces
of glass are placed in contact, interference fringes can be
seen at their interface. The fringes are caused by inter-
ference between light reflected from the lower surface of
the top glass and light reflected from the upper surface of
the bottom glass. Each fringe is a locus of constant optical
path difference, and hence of constant thickness of the air
gap between the two surfaces. (This explanation is strictly
true only if the observer is at an ‘infinite’ distance from

the glasses). If one of the glasses (the test plate) is known
to be optically flat, the shape of the fringe pattern is
determined by the surface profile of the other. The
interpretation of the fringe patterns is identical to that for
the Fizeau interferometer except that errors are introduced
by viewing the patterns from a finite distance and at an
angle to the normal to the surfaces.

If white light is used with test plates, coloured fringes will
be observed, and only a few orders of interference will be
visible. This disadvantage is overcome by using a quasi-

monochromatic source such as a sodium or mercury lamp.
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The light does not have to be collimated and, in fact, diffuse
lighting is commonly used.

The use of test plates is widespread throughout the optical
industry, and is extended to curved surfaces—matching test
plates are used to test lens surfaces during manufacture.
The main advantages of the technique are its simplicity and
speed—the interpretation is straightforward and easy to
understand, and there is no setting up required. The major
disadvantage lies in the high risk of damage to the surfaces
as a result of their contact. This danger becomes much more
important when very high precision work is being carried
out requiring many hours of figuring and repeated testing.
Not only is the risk of damage increased every time the
testing is carried out, but also if damage does occur it may
well destroy the results of several days laborious work.
Another disadvantage is that the handling of the iest plate
and work piece can cause warping and spurious fringe
patterns because of heat from the hands of the operator.
For these reasons, non-contact methods of testing have
been developed, and some will be described below. The use
of these more sophisticated techniques also teads to an
improvement in precision compared with the test plate
method. However, the test plate method is still a very
valuable tool in the routine testing of optical surfaces, and
further details of the method can be found in the standard
glass-working textbooks*”.

The Fizeau interferometer

Since the main disadvantage of the test plate method is the
danger of damaging the surfaces involved, the obvious
answer is to separate the two surfaces. This raises two major
problems, one mechanical and one optical. First, the lack of
physical contact between the two surfaces means that some
form of mechanical supports must be introduced to prevent
relative motion. Secondly, the increased air gap introduces
restrictions on both the coherence and the size of the light
source used. The result is that a reasonably well engineered
system is desirable for any non-contact method of inter-
ference testing. The use of a collimating lens, first suggested



by Fizeau® when he devised the arrangement that now
bears his name, has the double effect of ensuring normal
incidence of light in the air gap and of giving a fully
illuminated field of view when the eye is placed at its focus.
Fizeau’s apparatus was modified and adapted to the testing
of plane surfaces by Laurent’. The basic arrangement is
virtually unchanged in present-day Fizeau interferometers,
and is illustrated in Fig. 1. Further details of practical
versions of the Fizeau interferometer can be found in an
NPL report by Dew®.

The fringes observed in a Fizeau interferometer represent a
‘contour map’ of the thickness of the air gap between the
test piece and the reference flat. If the latter can be assumed
to be perfectly flat, and if the two compared surfaces are
parallel, the fringes will represent a contour map of the
actual surface topography of the test piece. The contour
spacing is A/2, where A is the wavelength of the light used.
An alternative approach, and one that is essential when the
errors involved are less than one wavelength, is to use tilt
fringes. The Fizeau interferometer is invariably fitted with
ameans of levelling either the test piece or the reference
flat, and this adjustment can be used to introduce a wedge
of known direction into the air gap. Lf both glass surfaces
are perfectly flat, the observed fringes will be straight,

————— Source

Condenser

\ Pinhole

Beam splitter |>

\ |

Collimator
/
\_—/
Wedged reference —| | Reference surface
flat
Surface under test
Fig. 1 Principle of the Fizeau interferometer

parallel and evenly spaced. The fringe spacing and the
sensitivity of the test can be adjusted by varying the amount
of tilt. Any deviation from straightness of the fringes
indicates a deviation from flatness of the surface under test.
If the thin end of the wedge is arranged to be nearer the
observer, then the shape of any fringe gives a direct picture
of the surface profile along the line of that fringe. A
displacement away from the observer (‘upwards’) of one
fringe spacing corresponds to a hill on the surface of height
A2,

Several developments of the Fizeau interferometer have
been announced in recent years, the most notable being its
extension to spherical surfaces. This will be described later.
Other modifications have included the use of liquid rather
than glass reference surfaces, such as the mercury reference
surface used by Biinnagel et al®; coated reference flats, such
as those described by Clapham & Dew!® for converting the
Fizeau interferometer into a multiple beam device suitable
for the flatness testing of highly reflecting samples; and the
adoption by Langenbeck'! of off-axis illumination in order
to achieve fringe-sharpening.

The Fizeau interferometer is an essential tool for the testing
of high quality optical flats. Its main advantages compared
with the test plate method are the avoidance of contact
between the reference surface and the test surface, and the
increase in precision by the use of a collimating lens and
well-engineered mechanics. The main limitation of the
instrument is that of size versus cost. A Fizeau interferometer
for testing flats up to 150 mm in diameter is fairly easy and
cheap to build, but the cost and difficulty of manufacture
of the reference flat and the support system increase rapidly
if larger versions are considered, and these drawbacks must
be weighed against the number of times the larger field of
view is necessary. Most optical workshops find that a Fizeau
interferometer of 150-200 mm aperture is sufficient for
most of their work, and is usually the first picce of standard
test equipment acquired.

The Lloyd moiré interferometer (LMI)

The extremely high cost of a very large aperture Fizeau
interferometer is not usually justified by the relatively small
number of times its full aperture will be used. Alternative
methods of testing large optical flats have been investigated.
One such method, based on the classical Lloyd’s mirror
experiment, has been described by Langenbeck'*'*®. The
method uses near-grazing incidence and employs a moiré
fringe technique to measure the changes in fringe-spacing
caused by deviations in flatness of the surface under test.
Because of the high angle of incidence, even relatively
rough surfaces can be tested by this method. The main
limitation of the Lloyd moir€ interferometer is its low
sensitivity compared with normal-incidence methods.
Typical LMI fringes are illustrated in Fig. 2.

The spherical Fizeau interferometer

Adapting the Fizeau interferometer to test curved surfaces
was an obvious but technically difficult step. The problem
was how to avoid the need for a separate reference surface
for each radius of curvature tested and yet maintain high
quality fringes. In 1967 the development of such an
instrument was announced independently by SIRA in the
UK and by the Perkin-Elmer Corporation of the USA.
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Fig. 2 A typical Lloyd moire interferogram®?

The SIRA version'® uses a classical Fizeau arrangement with
a conventional light source and with a gap between the
curved reference surface and the test surface that can be
adjusted between zero and 5 millimetres. This adjustable
gap means that a comparatively small number of test plates
(reference surfaces) may be used to test a large number of
differently curved surfaces. The basic design of the inter-
ferometer is illustrated in Fig. 3, and further details can be
found in a paper by Biddles'®. A disadvantage of the SIRA
interferometer is the need for a corrector lens when the
surface under test is convex.

The Perkin-Elmer ‘Spherical Wave Interferometer, (See

Fig. 4) Multiple-beam’ (SWIM), described by Heintze et
al'®, is based on a concentric cavity formed by the reference
and tested surfaces. The resulting large gap means that a
laser must be used as the light source. If fully reflecting
surfaces are to be tested, the small reference surface must
be given a partially reflecting coating so that multiple-beam
fringes are obtained. Walk-off of the beams is eliminated

by incorporating a field lens at the common centre of
curvature of the reference and test surfaces. The basic
design of the interferometer was designed primarily for
testing large spherical concave mirrors, but it can also be
used with any autostigmatic system. Thus it can be used to
test optical flats and converging lenses (with the aid of a
standard concave mirror), infinite-conjugate lenses (with
the aid of a good optical flat), and convex surfaces that
have a radius of curvature smaller than that of the reference
surface. Spherical Fizeau interferograms are interpreted in
a way similar to ordinary Fizeau fringes (see above).

Transmission testing

The final testing of an optical system or component should
always be under the conditions in which it is intended to be
used. Thus, the manufacture of a plane parallel optical
window can be assisted by the use of test plates or a Fizeau
interferometer in order to check the flatness of the two
surfaces, but, since the window will ultimately be used to
transmit a wavefront rather than to reflect it, the final test
should be on a wavefront that has passed through the
window. This is because any lack of homogeneity in the
glass will affect the quality of a transmitted wavefront but
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will not be shown up by the use of a test plate or a Fizeau
interferometer, which merely test the quality of the
surfaces. However, a Fizeau interferometer can be adapted
to test windows in transmission simply by the use of two
reference flats instead of one (see Fig. 5). If a slight wedge
is introduced between the two high-quality flats, straight,
parallel, equally-spaced fringes (tilt fringes) will be seen
crossing the field of view. These fringes can be made into
multiple-beam fringes of high finesse by having the first
reference flat partially reflecting and the second fully
reflecting. If the window to be tested is now introduced
into the gap between the flats any deformation that it
imparts to be transmitted plane wavefront will be observed
as a corresponding distortion of the fringes, and the fringe
pattern will be similar to that illustrated in Fig. 6. This
distortion indicates the combined effects of surface flatness
error and inhomogeneity, and Forman!” has pointed out
that both Fizeau and transmission tests are needed to
separate the two effects. A modified Fizeau interferometer,
working in the transmission mode, has been described by
Saunders'® and Post!®, and a reflection type by Ashton

and Marchant®®. A much larger version (750 mm aperture)
has recently been reported by Roberts and Langenbeck?!.
The latter also describe a technique in which the same
interferometer can be used for both the Fizeau and the
transmission tests, thus avoiding the complications involved
in changing the environment of the window under test.
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Fig. 3 The SIRA spherical wave interferometer!®
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Fig. 4 The Perkin-Elmer spherical wave interferometer®!
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Fig. 5 Fizeau interferometer adapted to the transmission
testing of optical windows
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Fig. 6 Appearance of tilt fringes in a multiple-beam
transmission interferometer

The transmission test can also be used to give a measure of
the wedge angle in a window. If the two surfaces of the
window are not perfectly parallel, the fringe spacing and/
or orientation will be affected, and the wedge-angle can be
calculated from this change in the fringe pattern. An

alternative interferometric method of wedge-angle measure-

ment has recently been described by Leppelmeier and
Mullenhoff?2.

Very high precision measurement of the errors in glass
windows can be obtained by a method suggested by Tynes
and Bisbee™. They used a Twyman-Green interferometer
(see below}), the output of which constituted one arm of a
two-beam optical measuring set, and claimed to be able to
measure thickness variations of the order of A/1000 and
refractive index variationsof*the order of 10”7, Various
other miethods of assessing the transmission properties of
windows have been suggested, notably the shearing method
of Hariharan and Sen?* and the Késters prism interfero-
meter of Saunders?®,

major disadvantages compared with the modified Fizeau—
it is more expensive for a similar aperture, and it cannot be
used with multiple-beam fringes.

The Twyman-Green interferometer

If the first piece of standard test equipment obtained by an
optical workshop is usually a Fizeau interferometer, the
second is undoubtedly a Twyman-Green interferometer.
This instrument was adapted from the classical Michelson
interferometer over fifty years ago$°?7, and was designed
primarily as a device for testing lenses and prisms. The
principle of the interferometer is illustrated in Fig. 7 and
full details of its design and applications can be found in
Twyman’s book®. As with the Fizeau and transmission
interferometers it can be used either in normal adjustment
or with tilt.

The Twyman-Green interferometer can be used to test
optical flats, windows, raw glass (using 4 liquid cell), convex
and concave mirrors, lenses, prisms, microscope objectives,
optical crystals, and many other components. Fig. § shows
the modifications required for some of these applications.
The greatest use the interferometer finds is in the field of
lens testing. Basically any lens or lens system with at least
one infinite conjugate can be tested very easily with the
Twyman-Green interferometer—it is ideal for refracting
telescope objectives. In practice, however, virtually any

lens can be tested with the aid of an auxiliary lens, as shown
in Fig. 8 for microscope objectives. When a lens is tested
with the interferometer each type of aberration gives rise

to a distinctive fringe pattern which can easily be identified

‘by an operator. The introduction of tilt and of defocus

each results in a distinctive modification of the pattern. An
indication of the typical patterns which can be observed is
given in Fig. 9, and further details, including photographs,
can be found in a paper by Kingslake?®. Hariharan and Sen?”
have pointed out that the even and odd aberrations can be
separated by using the Twyman-Green interferometer in a
double-pass arrangement, a facility that may be useful in
somnie cases.

As with the Fizeau interferometer there are restrictions on
the size and coherence of the light source used in order to
obtain high-contrast fringes. The usual source in the past
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Prisms can also, in principle, be tested by a modified Fizeau

interferometer, but because of the difficulties introduced by —)—
large deviations of the light beam such tests are usually

carried out on a Twyman-Green interferometer (see below).

Windows‘could, in fact, also be tested on the Twyman-

Green interferometer, but this instrument suffers two .Fig. 7 Basic arrangement of the Twyman-Green interferometer
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has been a low-pressure mercury lamp with a green filter to
isolate the 546. 1 um line. A pinhole is used to restrict the
source size so that the first Haidinger fringe just fills the
exit pupil of the interferometer. The advent of the laser in
the early 1960’s provided an intense, coherent source for
the first time, and this was soon applied to interferometry.
The increased coherence length of the laser enabled
Houston et al®® to design a version of the Twyman-Green
interferometer with unequal path lengths in the two arms,
and Munnerlyn et al®! used the same approach when they
adapted the instrument to the testing of spherical surfaces.

The main advantage of the Twyman-Green interferometer,
especially as a lens-testing device, is its simplicity of use
and interpretation. The adjustments are, in'general, easy to
make, and the residual aberrations of a lens can be
identified at a glance. Detailed quantitative assessments of
the aberrations can be made if desired. The major disadvan-
tages are its limitations of aperture—anything more than
150 mm becomes prohibitively expensive, and 100 mm is a
more usual size—and its inability to produce multiple-beam
fringes. These factors limit its usefulness for testing optical
flats and windows, which are better left to the Fizeau-type
interferometers.

The Fizeau and Twyman-Green interferometers together
will satisfy most of the routine testing requirements of an
optical workshop. However, both are limited to the testing
of components or systems with an overall aperture less than
that of the interferometer (usually 150-200 mm for the
Fizeau and 100 mm for the Twyman-Green). Hence they
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will not deal satisfactorily with the occasional larger items
produced by an optical workshop, and other test methods
must be used. One of these, the spherical Fizeau inter-
ferometer, which is applicable to spherical surfaces, has
already been described. This instrument could be a useful
addition to the test equipment of a workshop that is
regularly called upon to produce large spherical mirrors or
lenses (though in general only the individual surfaces of the
latter could be tested and not the lens as a whole). Other
methods of testing large-aperture optics are discussed below.

Wavefront shearing interferometry

Most interferometric tests require the use of a standard
reference surface and, except in the cases of the spherical
Fizeau interferometer'® and the unequal path Twyman-Green
interferometers®*>" for testing spherical surfaces, the
reference surface must be at least as large as the object
under test. This places a restriction on the size of compo-
nents that can be tested, since the cost of an interferometer
rises prohibitively once a rather moderate aperture is
exceeded. Because of this, much thought has gone into

the devising of tests which do not require a reference
surface. One result of this has been the development of

the wavefront shearing interferometer (WSI), in which the
wavefront under test is superimposed on a sheared image
of itself. The shear may be lateral, rotary, reversal or radial.

In lateral shearing the wavefront is split into two by means
of a beam-splitter, and one component is displaced laterally



h

Fig. 9 Typical Twyman-Green interferogramszez ‘Spherical aberration: .(a) no tilt, paraxial focus; (b} with tilt, (c) with tilt
and defocus; Coma: {d) no tilt, paraxial focus; (e) and (f) with tilt about orthogonal axes; Astigmatism: (g) no tilt,
midway between tangential and sagittal foci; (h) with tilt; (i) no tilt, paraxial focus
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Fig. 10 Principle of lateral wavefront shearing

by an amount which is small compared with the diameter
of the wavefront. When the wavefronts are recombined,
interference occurs in the area of overlap (see Fig. 10). In
practice, the shearing is usually accomplished by rotating
one wavefront about its focus (centre of curvature), so that
a perfect spherical wavefront is identical with its sheared
self and no fringes are seen. Provision is usually made for
one of the wavefronts to be tilted about a diameter, thus
introducing tilt fringes (which would be straight, parallel
and evenly-spaced for a perféct spherical wavefront).
Further details of the theory of the WSI can be found in
the literature3* 3¢, The earliest example of wavefront
shearing interferometry is the Ronchi test, developed in
the 1920’s, but this will be discussed separately (sce below).

One of the earliest beam-splitters used for wavefront
shearing was the Wollaston prism adopted by Lenouvel and
Lenouvel®” ; this technique received further attention from
Dyson®®? and Bartholomeyczyk®®. The major disadvantage
of these methods was that the tilt introduced, which was
inherent in the type of beam-splitter used, was about an

axis perpendicular to the shear axis (see Fig. 10). This makes
the resulting interferogram very difficult to interpret
quantitatively, and it was left to Bates™ to design the first
WSI to use the more convenient tilt about the shear axis.
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The reader is referred to a paper by the author*® for a more
detailed discussion of this point. Bates’ design was based on
the Mach-Zehnder interferometer, and is illustrated in Fig.
11. The device was modified by Drew*! in order to simplify
its construction, and later by Brown*?, whose original
version had fixed, rather than variable, shear and tilt. The
latter device is now available commercially, the latest model
having fixed shear (a choice of plug-in units) and variable
tilt. The removal of adjustments for shear and tilt resulted
in a greater robustness, and this advantage was later
increased by designing the interferometer in the form of a
solid glass prism consisting of two or more cemented
components. Interferometers of this type have been
described by Saunders*** the author®, and Murty*’. The
author’s prism shearing interferometer (PSI) is illustrated

in Fig. 12. A simplified version of the PSI has also been
described by Saunders*®, and the possibilities of using
simple plane-parallel glass plates as shearing interferometers
have been investigated by Murty*, Murty & Malacara®®, and
Kelley & Hargreaves®'. PSI’s with variable shear have been
suggested by Donath & Carlough®? and by van Rooyen &
van Houten®>. Ashton & Marchant®* have described a new
type of lateral shearing interferometer in which the
aberration is obtained directly by measuring the variation
of phase difference at the centre of one of the component
wavefronts as it is scanned across the other. A novel method
of shear was suggested by Lohmann & Bryngdah!®, who
used two diffraction gratings as beam-splitters; variable
shear was obtained by rotating the gratings in opposite
directions. A ‘cyclic’ shearing interferometer designed by
Hariharan & Sen®® has the advantage that it avoids the
necessity for matching optical paths inherent in the Bates
design.

The interpretation of lateral shearing interferograms is not
nearly as simple as that of, say, Twyman-Green interfero-
grams, since the interference occurs between two imperfect
wavefronts instead of between one imperfect wavefront
(from the system under test) and one perfect wavefront
(from the reference surface). The use of tilt about the shear
axis, first introduced by Bates®?, greatly reduces the
problem, but a significant amount of computation is still
required. The analysis of lateral shearing interferograms
has been discussed by Drew*!, Brown®’, Saunders®>8,
Malacara & Mendez®, and others, and a method of
automatically processing the data to give the wavefront

Incident wavefront

Fig. 11 Bates’ shearing interferometer

45°

N

45°
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\h

[——————Shear plane

o2 450
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Fig. 12 Prism shearing interferometer

polynomial has been described by Dutton et al*®, Typical
examples of lateral shearing interferograms are given in
Figs. 13 and 14.

Rotary, or angular, shearing is achieved by splitting the
wavefront into two, rotating one component with respect
to the other, and recombining the two components so that
they interfere. Murty & Hagerott®® have described a system
based on the Jamin interferometer, while the Michelson and
Sagnac interferometers were used as starting points by
Armitage & Lohmann®'. Both these papers point out the
advantage of rotary shearing in separating the effects of
different aberrations, and typical fringe patterns for coma
and astigmatism are illustrated in Fig. 15. (Aberrations with
rotational symmetry, such as spherical aberration, are not
detected).

In the wavefront reversal interferometer (WRI) one half of
the wavefront is folded back on to the other half such that

Z2=s2

Fig. 13 Typical lateral shearing interferograms with tilt about the shear axis: (a) Spherical aberration; (b) Coma perpendicular
to shear axis' . (c) Coma parallel to shear axid®. (Note: Astigmatism is detected by a change in fringe spacing
and/or tilt when the interferometer is rotated through 90°)
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b
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Fig. 14 Typical lateral shearing interferograms with tilt about an axis perpendicular te the shear axis: (a) Spherical aberration;

(b) Coma perpendicular to shear axis®. (c) Coma parallel to shear axis®. (Note: Astigmatism is detected by a
rotation of the fringes when the interferometer is moved along the optic axis)

a

b

Fig. 15 Typical rotary shearing interferogram®®: (a) Coma, rotational shear = 180°; (b) Astigmatism, rotational shear = 90°.
(Note: Rotationally symmetrical aberrations such as spherical aberration cannot be detected by rotary shearing)

a b

Cc

Fig. 16 Typical wavefront reversal interferograms for coma®®. (Tilt increasing from left to right)

they interfere. The superposition may be exact, or there
may be some residual lateral shear. Methods using the
Kosters prism have been described by Gates®>® and
Saunders®®, while Sen and Puntambekar® used a wavefront
reversing system based on the Jamin interferometer and a
wavefront inverting system based on the Fizeau interfero-
meter. Rotationally symmetrical wavefronts give the same
fringe patterns as with ordinary lateral shearing interfero-
meters with the same amount of shear (see, for example,
Fig. 13(a) ). Off-axis aberrations, on the other hand, have

a different effect, and even give a residual fringe pattern at
zero shear, This can be very useful for isolating the off-axis
effects. Examples of interferograms obtained with a comatic
wavefront are given in Fig. 16.

A different type of wavefront reversal, in which the centre
of the wavefront interferes with the periphery and vice
versa, can be achieved by using an axicon lens or a circular
grating to turn one of the components of the wavefront
‘inside out’. This technique was used by Bryngdahl® to
investigate the radial symmetry of rotationally symmetrical
wavefronts.

Radial shearing occurs when one component of the split
wavefront is expanded béfore superposition so that inter-
ference takes place between the whole wavefront and its
central portion (sce Fig. 17). A radial shear interferometer
based on the Jamin interferometer was demonstrated by
Brown®’ and details of this device, and of an ‘exploded
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shear’ system based on the Ksters prism, were given in a
later paper by the same author®, Hariharan and Sen%®
designed a cyclic type of radial shear interferometer, while
Murty’s version’® was based on a pentaprism with a
hemispherical depression in one half. Steel”! used a bire-
fringent lens in his radial shear interferometer for testing
microscope objectives. The laser has recently been applied
to radial shear interferometry by Steel”™ and Som™. The
main advantage of radial shearing is that the fringe patterns
are approximately the same as Twyman-Green interferograms
(see Fig. 9), the approximation improving with increasing
shear.

The radial shear devices mentioned in the last paragraph all
employ a magnification difference to produce the shear.
Hence the radial shear is not constant, but varies from zero
at the centre of the aperture to a maximum at the edge.
Bryngdahl™ has recently used axicon lenses and circular
gratings to introduce a constant radial shear, thus obtaining
(for small shears) the radial derivative of the wavefront
under test.

To sum up, the main advantage of the WSI over the more
‘classical’ interferometers such as the Twyman-Green is the
elimination of the need for a reference surface. This means
that much larger components can be tested, and the
methods are invaluable for inspecting such things as
astronomical telescope mirrors. Another advantage is that,
being a ‘common path’ device (both interfering beams
traverse essentially the same path), the shearing interfero-
meter is less susceptible to vibration than its classical
counterpart. These advantages are shared with the other
common path techniques, such as the Ronchi test and
scatter fringe testing which will be described below. The
main disadvantage of wavefront shearing interferometry

is the notorious difficulty of interpreting the fringe
patterns quantitatively. This problem is lessened somewhat
if the tilt is arranged to be about the shear axis, and almost
completely removed in radial shearing if large shears are
used. A novel solution to the interpretation problem has
recently been suggested by Langenbeck™. By introducing
a very small pinhole stop into one of the two spatially
separated point-source images produced by a shearing
interferometer, he converts the device into an absolute
interferometer (with a perfect reference beam), while
preserving the advantages of wavefront shearing.

The Ronchi test

The Ronchi grating is nowadays regarded as a lateral wave-
front shearing interferometer. However, it was originally
developed (in the 1920’s) as a geometrical test, and the
geometrical interpretation is valid unless very fine gratings
are used. For this reason, and because the test has become
so widely used, the Ronchi test is covered separately. A
comprehensive review of the history of the test has been
given by the originator himself’®".

The basic form of the Ronchi test is illustrated in Fig. 18.
Light from a slit source is converged by the component
under test and a coarse grating (up to 20 lines per mm) is
placed near the focus. The observer’s eye can be placed
behind the grating, as indicated in the diagram, or an image
of the aperture of the component under test can be
observed on a suitably placed screen. In either case the
component js seen with a pattern of bars, or fringes, super-
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Fig. 18 Basic arrangement for the Ronchi test
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Fig. 19 The Ronchi grating as a lateral shearing inter-
ferometer

imposed on it. Geometrically, the lines of the grating act as
a multiple Foucault knife-edge™®!, and the lack of straight-
ness is caused by the fact that in an aberrated wavefront
different sets of rays have different foci, thus leading to
distorted shadows. These distortions become greater the
nearer the grating is to the main focus. This geometrical
approach, which is valid for coarse gratings, was the one
originally used by Ronchi®?, though he later adopted the
interferometric approach®. This regards the Ronchi grating
as a shearing interferometer, the diffracted orders over-
lapping and interfering with each other (see Fig. 19). The
amount of shear is fixed by the line spacing of the grating,
and tilt (and hence sensitivity) can be varied by moving the
grating along the beam. An interesting point is that the
fringe spacing is independent of wavelength, and hence white
light can be used. The interference approach, of course, is
valid for all grating spacings, but becomes involved at large
spacings when several diffracted orders are all superimposed.
The Ronchi grating falls into the class of lateral shearing
interferometers in which the tilt axis is perpendicular to the
shear axis, and hence the fringe patterns are difficult to
interpret quantitatively (see above). Some woikers® 3¢ have,
however, gone to the trouble of computing the fringe
patterns that should be observed for certain aspheric mirrors,
and De Vany®’ has pointed out the similarity between
‘Ronchigrams’ and Twyman-Green interferograms with tilt.
The Ronchi test has also been applied to axial chromatic
aberrations by Malacara and Cornejo®®. Despite the



difficulties of detailed interpretation, the simplicity of the
test itself has been largely responsible for its popularity, and
experienced operators can make very good use of the
qualitative information it yields, especially if used in
conjunction with the Foucault knife-edge test. Ronchigrams
are identical with other lateral shearing interferograms of
the same type (see Fig. 14).

Scatter fringe interferometry

Another type of common path interferometer, and one
which theoretically offers significant advantages, was
pioneered by Burch®®. A ‘scatter plate’, or diffusing screen,
is placed in a narrow, collimated beam as shown in Fig. 20.
This plate allows a certain percentage of the light to pass
through it unchanged, while the rest is scattered as shown
in the diagram. The component under test is located so that
the direct beam strikes it at its centre and the scattered beam
over its full aperture. After passing through (or being
reflected at) the test component, the beams are directed
- towards another scatter plate, identical to the first and
similarly positioned and oriented. Again some of the light is
transmitted directly and some scattered, and interference
will occur between the beam that was transmitted by the
first plate and scattered by the second and the beam that
was scattered by the first and transmitted by the second
(see Fig. 20). If the component under test is perfect, giving
a wavefront with zero aberration, no interference fringes
will be seen. If the wavefront is not perfectly spherical,
however, the interference fringes seen will correspond to
those of the Twyman-Green interferometer (see Fig. 9),
since the wavefront from the whole component is being
compared with a virtually perfect wavefront from the
central zone of the component. Tilt fringes can be
introduced by displacing one of the scatter plates in its own
“plane, and moving one of the plates along the axis introduces
defocus fringes as in the Twyman-Green interferometer. The
main disadvantage of the technique is the difficulty of mak-
ing exactly identical scatter plates but this problem has now
been largely overcomie and the method applied successfully
90,91 The similarity between scatter fringe testing and radial
shearing interferometry is obvious, and the former can be
regarded as a special case of the latter.

Interferometric testing of nonoptical surfaces

All the tests described so far, with the exception of the
Lloyd moiréinterferometer, require the surface(s) of the
component or system under test to be optically polished,
since the light must be either transmitted or specularly
reflected from the test object. Compared with the grinding
process, the removal of glass from a surface by polishing is
a very slow business, and an indication of how closc a
ground glass surface is to the required figure would be very
useful as a guide to when it is worthwhile to start polishing.

One obvious method of rendering a ground glass surface
specularly reflecting is to coat it with a suitable substance.
Some years ago, Waland®? described the application of
paraffin to a Schmidt plate at the grinding stage in order
to test it with the Ronchi test, and more recently
Moreau & Hopkins”’ used wax to test ground flats-in a
Fizeau interferometer. The main disadvantage of the
technique is the care that must be taken to ensure an even
coating of the substance. The choice of material is also
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Fig. 20 Principle of scatter fringe interferometry. Beam 1
is directly transmitted by both scatter plates;
beam 2 is transmitted by A and scattered by B;
beam 3 is scattered by A then transmitted by B;
beam 4 is scattered by both scatter plates. Beams
2 and 3 are exactly superimposed and of similar
intensity, and interference occurs between them.

important—Moreau & Hopkins found that the most
successful one they tried was transparent shoe polish!

The use of longer wavelengths also enables rougher surfaces
to be tested interferometrically, and Munnerlyn et al®* have
described a modified Twyman-Green interferometer using
infra-red light from a carbon dioxide laser. Transducers of
some kind must now be used to render visible the fringe
patterns and the equipment required for this, as well as the
laser, makes the method difficult and expensive.

Rowe & Welford® suggested a technique of projected
fringes by illuminating the surface under test obliquely
with two coherent light beams inclined to each other.

The fringe spacing can be varied continuously down to
0.7\. This could be a very powerful tool in surface
topography studies since there is no restriction on the type
of surface to which it can be applied. The fringe patterns
are interpreted in the same way as Fizeau fringes except for
a sensitivity factor which can be adjusted at will. Further
details of the technique have been given by Welford®.

Another method of performing interferometric tests on
nonoptical surfaces, and particularly flat surfaces, is to use
grazing incidence. At very high angles of incidence, even
quite rough surfaces became specularly reflecting, and this
enables techniques like the Lloyd moir€ interferometer'? to
operate on such surfaces. The use of a prism to introduce
light to a flat surface at grazing incidence has been described
by Abramson®”*® who used Fizeau-type fringes of reduced
sensitivity, and by the author®® who used Haidinger-type
fringes. Both techniques can be used on matt surfaces such
as ground glass or metal. Abramson’s method is more easily
interpreted quantitatively, but requires an optical system

to produce the necessary collimated light and to redirect it
to the eye of the observer; the technique described by the
author uses only the prism, and is very quick and easy to
use if only an estimate of the error is required. Both
methods are limited to testing areas no larger than the base
of prism used.

Holography

The process of holography was discovered by Gabor'® 1%

and was developed rapidly in the 1960’s by Leith and
Upatnieks'®, and others, following the introduction of the
laser. A full account of the state of the art of holography
can be found in the standard textbooks on the subject!® 1%
but the basic process is indicated in Fig. 21.
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Fig. 21 Principle of holagraphy: (a) Recording;
(b) Reconstruction

The first application of holography to the testing of optical
components was suggested by Hildebrand et al'®”, A
hologram was made of the wavefront from the component
to be tested, and this hologram was used in place of the
component in Foucault knife-edge tests and in a common-
path interferometer arrangement devised by Murty!®. A
more direct application of holographic techniques, however,
became available with the introduction of holographic
interferometry by Haines and Hildebrand'®. In one method,
the ‘real-time’ approach, the reconstructed image from a
hologram of an object is superimposed on a second object
(or the same object after changing its environment) with
which it is to be compared. The technique is illustrated in
Fig. 22. Any slight differences between the two objects are
revealed by interference fringes appearing superimposed on
the object. In the other main method, the double-exposure
technique, holograms of the two objects are superimposed
on the same photographic plate: again interference fringes
betray the presence of any slight discrepancies between the
two objects. Either technique can be used on opaque, three-
dimensional objects, and hence can be used to compare an
optical surface, even in the ground state, with a reference
hologram. Further, since holograms can be generated by
computer, the reference surface need exist only asa
mathematical equation!

Holographic interferometry has been successfully applied to
the testing of glass surfaces by several workers'!® '3 The
advantages of the techniqué are that it can be applied to
unpolished surfaces, the test object need not be removed to
a laboratory set-up (especially if the double-exposure
method is used), and the reference hologram can be
computer-generated if required, thus avoiding the need for
a real reference surface. Disadvantages are the difficulty of
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interpreting the interference patterns, which are represen-
tative of three-dimensional differences, and the expensive
and rather difficult techniques involved in holography. A
major consideration is the requirement to maintain point-
to-point correspondence of object and reconstruction. The
technique holds its own mainly in the field of testing large
aperture mirrors.

Choice of test

The choice of test for a particular situation is often a matter
of personal taste. For example, a skilled operator who has
had years of experience in using and interpreting the
Foucault knife-edge test is likely to prefer that test to the
introduction of a new design of shearing interferometer,
even though the latter may be capable of giving an accurate
quantitative assessment of the wavefront under test. How-
ever, there are certain broad principles that should, on the
whole, be followed.

The first of these is the adoption, if possible, of a null test.
The test should be designed so that a perfect system would
give a zero result. This might reveal itself as a uniformly
illuminated field of view, straight and parallel interference
fringes, a symmetrical distribution of light, or some other
easily recognised state. In practice, a null result usually
occurs when the test is carried out on a perfect spherical (or
plane) wavefront, so that the design of a null test implies
arranging the system so that it gives, in theory, such a
perfect wavefront. A spherical mirror may be null tested by
using a point source of light at its centre of curvature and
an image-forming lens system by testing it at the conjugates
for which it was designed. A paraboloidal mirror requires
either collimated incident light or the introduction of a
high-quality optical flat to produce an autostigmatic test
(see Fig. 23), and an ellipsoidal mirror can be null tested by
using a point source at one focus and testing the wavefront
converging to the other. Often, the design of a simple nuil
test is not possible, but even then workers often prefer to
go to the extent of designing and manufacturing a special
correcting lens-system so that a null test can in fact be
achieved'!*1!8, This is usually preferable to a test in which
the observer is trying to match some sophisticated pattern
that has been calculated as being produced by a ?erfect
system, though this latter method is often used3>-3%:36

The second consideration is that the system or component
should be tested in the conditions (optical and environ-
mental) for which it was designed. Thirdly, and especially if
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Fig. 22 Principle of real time holographic interferometry



a null test is not available, the test chosen should be easily Focus Source
interpreted, if possible quantitatively. And finally, the { y
sensitivity of the chosen test should be known and under-

stood—many optical tests are extremely sensitive and there  pyicror ynder gé?3g3T§;d0|
is sometimes a danger of using a sledgehammer to crack a test mirror used
walnut. Other factors, such as cost, time and available as collimator
equipment, must also be considered, as must the personal
preferences of the operator mentioned above. Table 1 a Test wavefront here
indicates which test methods, in general, are suitable for
different types of optical components and systems. It does Beam spﬁﬂgr §0UFC€ |
not claim to be exhaustive or exclusive, but is intended
merely as a guide to the types of test that are usually
adopted in various circumstances. I~Standard optical
Mirror under flat
test ~ .
Conclusion
The testing of optical components and systems is of vital | N i
importance to the optical industry. It is the testing facilities Focus  Test wavefront here

that ultimately determine the degree of precision attainable
by an operator. It is sad, therefore, to se¢fmany optics

: . : : - . idal mirror: .
companies all ML the world ill-cquipped with test Fig. 23 Null testing a paraboloidal mirror: (a) Using a

collimator; (b) Using an optical flat

Table 1 Choice of test
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Homogeneity of raw glass X3
Smoothed flats X X
Optical flats (polished) X X X
Optical flats (large) X
Windows Xb X
Prisms
Curved surfaces {(unpolished) X
Concave spherical mirrors X Xc X X X
Convex spherical mirrors X X Xc
Concave aspheric mirrors X X X
Convex aspheric mirrors (d) X
Lens surfaces X X X
Lens components X X X
Telescope objectives X X
Microscope objectives X X
Photographic lenses X X X X
Projection lenses
Copying lenses X X X
Homogeneity of finished X X
components
(a) use liquid cell (c) madified Twyman-Green
(b) surface flatness test (d)  use auxiliary optics
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equipment and techniques, and relying on one or two, often

unsuitable, test methods. On the other hand, a vast amount
has been published on methods of optical testing that are
limited to the one situation for which they were designed.
Some sort of compromise is required, and it is hoped that
this review has succeeded in its aim of describing the main
interferometric test methods available, indicating to which
types of optical component or system they are particularly
suitable, and referring the reader to published papers for

further details of individual techniques. No attempt has been

made to compare interferometric test methods with ray-
path techniques such as the Foucault knife-edge test and
the Hartmann test, or with image evaluation techniques
such as resolution tests and OTF. Such a task would be well
outside the range of a single paper.
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Industrial and engineering
applications
of visible-light lasers
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The laser is one of the most important and most dramatic inventions of recent

years. lIts arrival has revolutionised the science of optics, and its inflence is rapidly

spreading to other disciplines. This review is an attempt to make engincers aware

of the potential of this new tool, and to outline how the laser may be applied to
their particular fields.

1. INTRODUCTION

HE invention of the laser in 1960' provided the
world with an intense source of highly coherent
light for the first time. Many techniques which had been
impracticable with conventional light sources suddenly
became possible. The laser is now an essential tool in
many fields of scientific research, but this paper will
concentrate on those applications of more direct in-
terest to engineers and industrialists.

2. PROPERTIES OF LASER LIGHT

The two main differences between laser light and
“ordinary” light are illustrated diagrammatically in
Fig. 1. Light from a laser is emitted as a very narrow,
almost parallel beam, while light from a conventional
source is spread over a large area. Also, laser light is
highly monochromatic and coberent. Monochromatic
means single coloured, and this property of laser light
results from the fact that the lasing action occurs only
at very sharply defined wavelengths. Coherence and
moncchromaticity are linked, and coherence can be
regarded as a measure of the purity of the light. Con-
ventional light is emitted as a random series of short
pulses, with no phase relationship bstween different
pulses. This mcans that phenomena relying on phase
relationships, such as interference effects, can only be
cbserved over path lengths of the same order as the
average pulse length. With laser light, on the other
hand, the phasc relationship is maintained over much
longer distances: the light is said to be coherent.

3. TYPES OF LASER AVAILABLE

The laser in most common use is the helium-neon
(He-Ne) laser, mainly because it is the cheapest and
the most reliable. The light emitted is red (wavelength
633 nm), and many people seem to think that all laser
light is red. This was certainly true a few years ago,
but nowadays lascrs cover the whole visible spectrum
and extend into the ultraviolet and infrared regions.
Infrared lasers, in fact, have several important in-
dustrial applications, but these lie outside the scope of
this paper. (A colleague of the author hopes to pub-
lish a paper on the applications of infrared lasers in
the near future?.)
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Table I gives a selection of typical lasers avail-
able today, with information on wavelengths, power
outputs and approximate prices. The choice of laser
will depend on the particular application for which it is
required, but in most-cases a low-powered helium-neon
laser will be suitable.
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Fig. 1: Diagrammatic representation of the difference be-
tween (a) conventional light and (b) laser light.

A word of warning about laser safety might not
be out of place here. The power outputs quoted in
Table I will scem very low compared with the 100 W
of an average houschold tamp. However, it must be
realised that, with a laser, the power is concentrated
into a very narrow beam instcad of being spread over a
large angle. In fact, the intensity of cven a 2 mW
laser beam is sufficient to cause irreparable cye damage,
and the need for caution cannot be overcmphasised.

4. GEOMETRICAL APPLICATIONS

To a first approximation, light travels in straight
lines. The narrowness and intensity of the lascr beam
make it very uscful for defining a straight line in space,
and this property is the basis of several important laser
applications.

4.1. Alignment

The lascr bcam makes an ideal “weightless string”
for alignment purposes, and has been widely adopted
for aligning machinery. The main advantage is that the
spot of light formed where the bcam hits a target is
bright enough to be scen with the naked cye, without
the nced for sighting back along the becam. For high-

account®?. Tn these applications, the laser replaces the
conventional surveying techniques using theodolites and
levels, and grcally reduces the amount of labour and
time involved i checking alignment and grade. -
portant ficlds of application include pipe-laying, bridge
construction, dredger guidance, and tunnclling. Laser
alignment systems have been used on several tunnel-
ling projects in New Zealand, and have proved very
simple and convenient to operate. It must be stressed,
however, that laser light is subject to the same refrac-
tion cffccts as ordinary light, and, unlike the conven-
tional two-way levelling techniques, the laser method
does. not compensate for such cffects. For long path-
lengths the recommended method is 1o cmploy two or
more targets with holes, which are surveyed into posi-
tion using canventional two-way techniques so that the
linc joining the holes defines the required line and
grade; the laser beam is adjusted so that it passes
through the holes in the targets, and the required line
is then defined by the luser beam (sce FFig. 2). Even
then, care must be taken not to rely too much on the
position of the beam at large distances {rom the last
surveyed target, since refraction effects occurring after
that target can cause the beam to deviate.

4.2. Navigational aids

Lasers can replace conventional light sources in
various types of navigational aids, from harbour lights
indicating the boundaries of safec channels, 10 full-scale
lighthouses.  Again the main advantages of the laser
arc its intensity and its ability to define a line very
precisely, though opinion is divided as to whether the
laser has suflicient advantage to replace conventional
sources in this ficld.

precision alignment, optical techniques can be used to l '°7°r beﬂml l°s°'ff°t
pinpoint the centre line of the laser beam®. < I > I
Lasers can be used for alignment tasks over laser target with target with
longer distances, providing an optical system is used to hole hole
compensate for the slight beam divergence, and the Fig. 2: Laser alignment technique—the two -targets are
effects of atmospheric refraction are taken into surveyed into position using conventional methods.
TABLE 1
Typical lasers available today
Approx.
Type Wavelength Colour Power price
nm $
: 1 325 uv o smw )
Cadmium f 442 Blue 50 mw f 7500
Cadmium 442 Blue 20 mW 800
Argon 8 lines below 4 W
- 515 Violet, blue, green total 10 000
Argon 4 lines below 25 mw
515 Blue, green total 4300
Dye 360-650
(tunable) Variable over whole spectrum 50pY pulse 2 000
Frequency-doubled Nd doped YAG*
or Nd in glass 530 Green 10 W 10 000
Frequency-doubled Nd doped YAG
or Nd in glass : 530 Green 500 mW 5000
He-Ne 633 Red 0.5 mW 100
He-Ne 633 Red 2 mW 300
He-Ne 633 Red 15 mW 3300
He-Ne 633 Red 50 mW 6 400
Ruby 694 Red 0.5 J pulse 4000
Ruby 694 Red . 70 J pulse 7 000
* Yttrium Aluminium Garnet.
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4.3. Industrial inspection and control

Optical inspection and control systems have found
widespread application in industry, their main advan-
tage over mechanical methods being that they are non-
contacting. The laser is often a suitable source for
these techniques, especially when a small arca needs to
be defined or the speed of the industrial process makes
an intense source desirable.

Practical applications of laser monitoring and con-
trol have included the automatic gauging of products
such as glass tubing, checking the motion of a whirling
spindle®, and the measurcment of angles and rotation®,

4.4. Laser communications

The fact that laser light can propagate over quite
large distances as a narrow, parallel beam with little
divergence has stimulated interest in its use for com-
munications. As with any clectromagnetic radiation. a
light beam can act as a carrier wave and can be modu-
lated to carry information. The main problems are
atmosphcric refraction and attenuation by rain and fog,
and it seems unlikely that any useful system will be
developed involving point-to-point laser communica-
tions in the atmosphere. However, there are great
prospects for lasers in the ficld of space communica-
tion, where they offer the advantages of high power
density and low divergence. Also, the bandwidth
limitations of conventional communjcation systems
have encouraged research into overcoming the prob-
lems of terrestrial laser communications, and the most
promising linc at this moment seems to be the use of
fibre optics as waveguides. Perhaps it will not be too
long before telephone wires are being manufactured
from glass!

5. lNTER-FEROMETRIC APPLICATIONS

Everyone is familiar with optical interference
phenomena in the form of coloured patterns in soap
bubbles or in oil films on water. Light reflected from
the two surfaces of a thin film interferes, resulting in
the destruction of some wavelengths (colours) and the
enhancement of others. With conventional light
sources such cffects can only be observed over very
small path-lengths—the thickness of the film of oil or
soap solution in the above examples. Even with this
reziriction, much use has been made of the interference
properties of light in the fields of metrology and optical
testing. By using a spectral source such as a mercury or
sodium lamp, the path-length can be increased to a
few centimetres.

The basis of the technique is that. il the path-
difference between the two interfering light beams is a
whole number of wavelengths of the light used, the
beams are superimposed in phase and their amplitudes
added: on the other hand, if the path-difference is an
odd number of half-wavelengths, the beams are super-
imposed in anti-phase (crest on trough) and cancel
out. Between these two extremics there is a sinusoidal
variation of intensity of the superimposed becams. This
effect gives a measurement scale whose unit is the
wavelength of light (about 0.5 um), and which can be
used to measure small path-differences to tolcrances of
0.01 um or better.

The advent of the laser has allowed the extension
of interferometric techniques to situations involving
large path-differences, while still retaining the fine
tolcrances quoted above.
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Fig. 3: Laser interferometer for distance measurement.

5.1. Distance measurement

Laser interferometers have been applied to the
precice measurement of distances. A typical instrument
uses a fixed laser head and reference beam and a
moving retro-reflector (sce Fig. 3). As the reflector
is moved away from the laser head, intensity maxima
and minima are counted* and converted clectronically
to a distance measurement which is displayed digitally.
Resolutions of 0.1 um over distances up to 10 metres
are possible. For distances greater than 10 metres,
beam modulation techniques are usually used.

5.2. Velocity measurement

By combining Doppler techniques with laser inter-
ferometry it is possible to measure velocities. This
approach is very useful when a non-contacting method
is required, and practical applications have included
systems to measure the vclocity of hot aluminium
extrusions and hot stcel bars®.

5.3. Metrology

For some time metrologists have been using

optical interferometry as a measuring tool. Now that
lasers are available, such techniques can be extended
to cover applications involving longer path differences.
The United States National Bureau of Standards has
recently announced a laser interferometer which can
measure the diameters of spheres and cylinders to an
accuracy better than 1 um'™. Other applications re-
ported include the accurate sizing of machined parts!
and the control and calibration of machine tools?2.

5.4. Optical testing

The optical industry has used interferometry as a
testing technique for many years. The tolerances on
optical components are such that the wavelength of
light 1s a convenient unit to use, and numerous types
of interferometer have been developed for testing flat-
ness, sphericity. homogeneity, parallelism and optical
aberrations'®.  However, the coherence and intensity
limitations of conventional light sources have placed
some restrictions on the use of the technique. The laser
has overcome these restrictions, and the optical in-
dustry now makes widespread use of laser interfero-
meters'*.

6. DIFFRACTION APPLICATIONS

When a light beam is partially cut off by an object,
the object casts a shadow. However, some of the light
that just misses the edge of the object is bent slightly
by the proximity of the object and spreads into the
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shadow region. Thus the edge of a shadow is ncver the
sharp cut-off which would be predicted by gcometrical
optics, but is somewhat diffuse. This bending of light
rays by objects in their path is called diffraction, and
an everyday cxample is provided by the ghost images
obscerved when scenes are viewed through close-weave
net curtains. Diffraction cffects also cause the coloured
haloes around strcet lamps when viewed through fog
or a misted-up window.

When the objcct intercepting the light beam is
narrow enough, the light diffracted around both edgcs
of the object will overlap and will interfere. The fringe
spacing of the resulting “diffraction pattern” dcpends
on thc width of thc object, narrower objects forming
more widely spaccd fringes. Also, the dircction in
which the light is diffracted is perpendicular to the edge
of the object at the point considered. The result of all
this is that a complex object will form a complex but
distinctive diffraction pattern. Moreovcer, this diffrac-
tion pattern is centred on the optic axis of thc optical
system used, and is symmetrical about any diamcter.

Diffraction, like interference, is wavelength-
dependent, and white light sources give confused multi-
coloured diffraction patterns which are diflicult to
analyse quantitatively. Filtering out a spccific wave-
length drastically rcduces the intensity of light avail-
able, and once again the intense monochromatic light
of the laser provides a very useful source for diffraction
phenomena.

6.1. Remote gauging

Since the fringe spacing in a diffraction pattern
increases as the scale of the object dccreases, it follows
that thc smaller thc object the easier it is to mcasure
its size by monitoring its diffraction pattcrn. This lcads
to a valuable non-contacting tcchnique for the auto-
matic gauging of thin wires and similar objects' 16,

6.2. Edge inspection

The diffraction pattcrn from a nominally straight
edge can be uscd to detect deviations from straight-
ness of the edge. Large-scale irrcgularities will causc
a rotation of the diffraction pattern, since light is
diffracted into a line perpendicular to the edge. This
rotation can easily be detected by eithcr the human eye
or an array of photocells. Smaller irregularities will
cause more subtle changes in the diffraction pattern,
but optical techniques arc available to detect and
measurc these changes. The method can be used to
test the edges of razor blades and similar objects'™ .

6.3. Pattern recognition

A given objcct produces a distinctive diffraction
pattern, and identification of the diffraction pattern re-
sults in idcntification of the object. It is casicr to
design a systcm to recognise the symmetrical diffraction
pattern than to design onc to rccognise the object itself,
which might be completely asymmetrical, and ran-
domly positioned and orientated. Automatic pattern
recognition systems for simple shapes such-as printed
alphanumeric characters have been developed®, and
the technique can be extended to complex patterns such
as biological samples®’, signaturcs and fingcrprints.
I'I:yplzal laser diffraction pattcrns are illustrated in
Fig. 4.
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7. SPECKLE APPLICATIONS

Anyone who has seen a laser in operation will
have noticed the granular cffect laser light gives to
surfaccs on which it falls. As the observer moves his
head the surface appears to scintillate. The cffect,
known as “speckle”; is an interference effect resulting
from the high coherence of lascr light. Speckle has
annoycd rescarch workers ever since lasers werc in-
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Fig. 4: Laser diffraction patterns of (a) the printed letter “w”,

(b) the printed letter “d”, (¢) the author’s signature. (Note:

in (c) the bright central spot has becn masked by an opaque
disc to prevent excessive light-scattering in the cmulsion.)
(P.E.L. photographs)
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vented, as it tends to interfere with observations and
measurements. Recently, however, the speckle effect
has been turned to good use with the development of
“speckle interferometry” !, after it was found that the

‘speckle pattern varied with surface finish and with

motion of the surface.

7.1. Vibration analysis

Motion of the illuminated surface tends to blur
out the speckle pattern, and this fact can be used in
the investigation of vibrational modes?®' 3% * ¥4, Vibrat-
ing objects illuminated with diffuse laser light display
patterns similar to the familiar Chladni sand pattérns.
In this way the speckle effect can be used to determine
the ‘mode of vibration, nodal lines, and the amplitude
and the direction of the vibration.

7.2. Displacement and strain measurement

Double-cxposure photographs of the speckle
pattern from a surface taken before and after the sur-
face is displaced yicld interference fringes from which
the in-plane component of the displacement can be
calculated®*™ #5. The technique has also been extended
to the determination of the normal component of the
displacement®*,  Since applied stresses will produce
local displacements or strains in an object, speckle
interferometry can also be used as a stress analysis
tool"s.

7.3. Velocity measurement

If the surface illuminated by a laser becam has a
component of velocity in the plane perpendicular to the
beam the speckle pattern will scintillate. A detector
monitoring the speckle pattern will give a signal which
includes a frequency proportional to the velocity. This
approach has been suggested as the basis of a non-
contact technique for measuring velocities, and has
been used on strip passing through a rolling mill®.

7.4. Surface roughness measurement

The appearance of the speckle pattern depends on
the microstructure of the surface being illuminated.
The speckle pattern can thus be used as a quality con-
trol tool for surface finish®-3, though care must be
taken to climinate other factors affecting the appear-
ance of the speckie pattern, such as movement or
vibration of the surface or the aperture of the viewing
system. ‘

light scattered by object

coherent light

beam
object
mirror
photographk
plate
refer ence scattered light
beam from* abject

(a)

reterence bearmn

8. HOLOGRAPHY

Holography, or “wavefront reconstruction”, was
invented in 1948 3 in an effort to increase the
resolution of the electron microscope. The technique,
which requires coherent light to work satisfactorily, did
not succeed in its original aim, but when lasers became
available in the 1960s holography became a ficld of
rapid growth™: s,

In simple terms, holography is a method of three-
dimensional  photography  which- requires  coherent
light but does not nced photographic lenses. The
difference between conventional photography and holo-
graphy can be expressed in the following way. In
ordinary photography a lens forms an image of an
object on a photographic film so that information from
any onc point on the object is recorded at one point
on the film—there is a one-to-one relationship between
image and objcct, and the result is a two-dimensional
projection of the object as seen from one direction
of view defined by the centre of the photographic lens.
In holography, on the other hand, light from all points
on the object is allowed to reach all parts of the film
—ecach point on the film receives information from all
points of the object, and the result is a three-
dimensional, full-parallax image, the perspective of
which changes according to which part of the hologram
is viewed. A conventional photograph is viewed by
looking at the photograph, but a hologram is viewed
by looking t/wrough the film, and the image appears
as though it is being viewed through a window the
same size as the hologram. If a conventional photo-
graph is cut into picees, each piece will contain only
part of thc image. Since all points on a hologram
contain information about the whole of the object,
when a hologram is cut into pieces cach piece still
contains an image of the whole object—the only things
lost are angle of view (since the hologram-window is
smaller) and some recsolution.

The sccret of the hologram’s three-dimensional
achicvements lies in the fact that whereas a conven-
tional photograph records only the amplitude of the
light from the object, the hologram rccords both the
amplitude and the phase. This is achicved by illuntin-
ating the photographic plate with a “reference beam”
of laser light at the same time as it is receiving reflected
laser light from the object (see Fig. 5). A simplified
physical interpretation of what happens is that the
light from the object interferes with the reference
beam to form a complex intcrfercnce pattern on the

reconstructed image

coherent
light

[} rmain beam

;

hotogram

~

diffracted beam

(b}

Fig. 5: Principle of holography: (a) recording, (b) reconstruction.
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photographic film. When the film is developed this
interfercnee pattern provides a rceord of the wave-
front coming from the objeet, coded with the reference
beam. If the hologram is now illuminated with the
reference beam only, it acts as a eomiplex diffraetion
grating in such a way that the diflracted beam is
indistinguishable from the original objeet beam that
produccd the hologram (see Fig. 5). Thus the wave-
front from the objeet is reeonstrueted in both amplitude
and phase, and an observer looking into this recon-
ctrueted wavefront sees a reeonstrueiion of the original
objeet just as though he were looking at the- object
itself. :

8.1. Holographic display

The most obvious applieation of holography is
three-dimensional display. The three-dimensional effect
is very realistic, and most people arc greatly impressed
the first time they sce a hologram. By using three
lasers of different colours, and thick photographic
emulsions to produce so-called “volume holograms”,
it is possible to make holograms that will reeonstruct
in ordinary white light to give full-colour three-
dimensional images—a very dramatie cffcct™ 37,

Holograms can be of value in the fields of adver-
tising and cducation. Training simulators provide
another possible applieation?®, and there have even
been suggestions of holographic road signs®.

8.2. Data processing

Compared with eonventional magnetic tapes and
dises, holograms ecan store a vast amount of casily
aeeessible data. If volume holograms using thick
emulsions are used, packing densities as high as 10
bits in a 10 em by 10 emn plate are feasible', a feature
which would rcvolutionise data processing. The main
stumbling-bloek at the moment is that holograms are
“read-only” memories with no simple mcthod of erasing
and re-recording. However, several American com-
panies arc ecommitted to the development of holo-
graphie data processing, and it may nat be very long
before the first “optical eomputer” is developed, using
light instcad of clectrie currents and holograms in
place of magnetic dises. :

8.3. Particle analysis

Unlike conventional photography, holography has
no depth-of-field limitations, and the whole 1mage is in
focus at once. This tremendous advantage has led to
the use of holography in the ficld of partiele analysis®.
Holography has becn used to measure the sizes and
distributions of partieles in fogs and acrosols** ** and
has proved of valuc in bubble-chamber photography
as an aid to nuclear rescarch*.

8.4. Image enhancement

_ Any amateur photographer will know the frustra-
tion of obtaining a “perfeet” shot of an unrepeatable
event and then having the result ruined by bad
foeusing, eamecra-shake, subject movement, or simply
the limitations of the lens used. The unfortunate
photographer would probably not believe us when we
told him that all was not lost, and that by using holo-
graphy the image on the original negative could be
sharpened and improved®. Yet this seemingly
impossible task can be achieved providing we know,
or can make a rcasonable guess at, the nature and
magnitude of the efleet eausing the unsharpness. The
blurred photograph can be regarded as containing
information about the subject combined with infor-
mation about the blurring function. If this blurring
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funetion is known, holographie techniques can be used
to subtraet it from the combined information map,
leaving only the information about the subject'®. In
this way, a blurred photograph ean often be sharpened
up considerably, and previously hidden details
resolved. The method was used with some suecess on
the Gemini XII mission, when some of the astronaut’s
photographs were badly affected by eamera move-
ment'". Researeh is still proceeding to improve the
teehnique.

8.5. Holographic interferometry

In the mid-1960s the techniques of holography
and interferometry were eombined® to provide a very
powerful tool for non-destructive testing. For the first
time interferometry could be applied to opaque, non-
reflecting, arbitrarily shaped, three-dimensional ob-
jeets®s,

If a hologram is made of an objcet, and, after
proeessing, the plate is replaced on its original position,
the holographie image formed by the hologram will be
superimposed exaetly on the original objeet itself. If
the object is now moved or deformed very slightly, the
wavefront reflected from it will interfere with the
reconstructcd wavefront from the hologram, and an
interference pattern will appear on the objeet. This
pattern can be analysed to give the magnitude and
direction of movement of different parts of the object®”.

The technique just deseribed is known as “real-
time” or “live-fringe” holographie interferometry, but
an alternative and easier method is to take a double-
exposure hologram with the object moved or deformed
between the exposures®’. This “double-exposure” or
“frozen-fringe” teehnique has the significant advantage
of not requiring very preeise relocation of the holo-
gram alter proeessing, but the benefits of real-time
operation are lost. Double-exposure holographie inter-
ferometry is used when an objeet is to be compared
with itself, before and after it is subjeceted to sorne
kind of stress or deformation (see Fig. 6). Industrial
and engincering applications reported to date include
stress analysis on opaque objeets®®, the inspection
of car tyres®, the investigation of surface eorrosion®,
wind-tunnel studies®®, and the deteetion of faults in
rubber-to-metal and metal-to-metal joints®™.

If it is required to compare a test object with a
master objeet it is necessary to use the real-time
approach, and work is going on at present into solving
the problem of very accurate rclocation of the holo-
gram. One approach is to usc in situ processing of
the photographic plates®, but a more promising tceh-
nique is probably the use of alternative recording
media whieh require no processing®®. Real-time holo-
graphic interferometry has been used for dynamie stress
analysis®, flow analysis®’, and the testing of large
optical components®, Another interesting point about
the technique is that since the hologram of a given
object can be computed and produced artificially, the
“master objeet” need only exist as a mathematical
equation! This ean be of great value when no rcference
master is available, as in the case of large one-off
optical components®,

A third technique is known as “time-averaged”
holographie interferometry, and is used for the study
of vibrating systems*. In this case, the fringes indicate
the distribution of the nodes and antinodes in the same
manncr as speekle interferometry (see seetion 7.1).
Engineering applieations have included the vibration
analysis of turbine blades and aero engine compon-
ents®?,
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Fig. 6: Holographic interferometry. The G-clamp was
tightened by a fraction of a turn between the two exposures,
and the resulting fringe pattern indicates how the piece of
timber has been strained. Note the stress concentration
immediately below the point of contact of the clamp.
(P.E.L. photograph)

Finally, if laser light of two wavelengths is used to
record a single-exposure hologram, the result is a
reconstructed image with superimposed contour
fringes®*, The effect depends on the fact that the scale
of a holographic image depends on the wavelength
of the light used for the reconstruction. The technique
is useful for reducing the senmsitivity of holographic
interferometry.

8.6. Miscellaneous applications of holography

Apart from the uses discussed above, holographic
techniques are being applied to an ever widening
range of activities. Morc sophisticated mecthods of
pattern recognition (sec section 6.3) have been
developed using holography, and with the increasing
availability of lasers in new wavelength ranges, interest
is spreading to infrarcd and X-ray holography. Work
is also proceeding on the usc of holography to increase
the resolution of the clectron microscope, the original
aim of the technique. Acoustic holography, too, is
becoming a very valuable tool in non-destructive test-
ing; in this technique sound waves are used to produce
the hologram, which is rcconstructed optically. Finally,
mention should be made of the work going on in the
entertainment field. Holographic * cinema and holo-
graphic tclevision are both under investigation, and
although present signs are not very encouraging, it may
well happen that before long three-dimensional colour
television will be with us, and we shall be treated to
miniature but realistic Coronation Streets being
reconstructed in our living rooms!

9. CONCLUSIONS

It is hoped that this article has given some indi-
cation of the impact that the laser has had on tech-
nology in the first 12 years of its life. A review of this
naturc must of necessity be rather cursory, but further
details of any particular application can be found in
the cited literature, The author will have achieved his
purpose if he has succeeded in making engineers and
industrialists aware of the potential of the Jaser, and he
hopes that they will be prompted to investigate the
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possibilities further. Lasers are now much cheaper
and much more reliable than they were a few years
agc, and will in general give trouble-free service with
lives of up te 10 000 hours operation or more. They
are no longer somcthing to be afraid of.
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Speckle patterns obtained when botanical specimens are illuminated with laser light are observed to fluctuate at a rate
which depends on the wavelength of the light used. It is suggested that this wavelength dependence may be of value as an
additional degree of freedom in some applications of intensity fluctuation spectroscopy.

When laser light is incident on a diffusely reflecting
surface, a granular “speckle pattern” ig produced [1].
This pattern may be observed either on the surface con-
cerned, or in the far field by intercepting the light
scattered from the surface. The two cases may be
called “image speckle” and *‘far-field speckle” respec-
tively. (In Gabor’s terminology [2] they are referred
to as “subjective” and “objective” speckle.)

Speckle patterns are caused by interference between
rays reflected from different parts of the object. In
the case of image speckle, the rays contributing to each
speckle come from a very small part of the object,
whereas in far-field speckle the whole illuminated
surface contributes to each speckle. However, in both
cases the processes involved are random and can only
be anatysed by statistical techniques [3,4].

When the illuminated object is a living entity such
as a fruit, the speckle pattern is seen to fluctuate.

This effect can be observed with both image speckle
and far-field speckle. (In the former case, observation
through a pinhole enhances the effect by “‘magnifying”
the speckles {4].) The rate of fluctuation depends on
the wavelength of the light used, the colour of the
fruit, and the viewing direction. For example, a red
tomato produces more rapid fluctuations than a green
tomato when observed in the red light from a helium—
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neon laser (wavelength 633 nm), but the effect is
reversed when the green line of an argon-ion laser
(wavelength 514 nm) is used; and in both cases the
fluctuations are much less rapid in the neighbourhood
of the “highlight” caused by specular reflection. Fig. 1
shows typical microdensitometer traces taken across
photographs of a red and a green tomato iluminated
by (a) argon-ion laser light and (b) helium—neon laser
light. The modulation of the traces reflects the con-
trast of the speckle pattern recorded on the film, and
this contrast is in turn a measure of the fluctuation
that has occurred in the speckle pattern during the
exposure time of 15 s. The smoother the trace in fig. 1,
the more rapid is the fluctuation of the speckle.

A tentative explanation of these phenomena has
been formulated, based on the fact that the colour
of a tomato is due to the presence of discrete, pigmented
bodies (plastids) that selectively scatter light of that
colour. When a red tomato is illuminated with red light,
most of the light is scattered from red chromoplasts
inside the cells of the tomato. When green light is
used this is absorbed by the chromoplasts, and most
of the light reaching an observer or a detector arises
from specular reflection at the skin of the tomato.
For a green tomato the situation is reversed: the green
chloroplasts within the cells preferentially absorb red
light and scatter green. Thus it is suggested that light
from an illuminated tomato consists of two compo-
nents, a component scattered from the plastids, and
a quasi-specular component reflected from the skin.
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Fig. 1. Microdensitometer scans of photographs of a red and a green tomato illuminated with (a) green light (wavelength 514 nm)
from an argon-ion laser, and (b) red light (wavelength 633 nm) from a helium—neon laser.
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Fig. 2. Suggested explanation of the wavelength dependence.

The specular component will show much more angular
dependence than the scattered component, as illus-
trated in fig. 2.

This model can be used to explain all the pheno-
mena desctibed above, if it is further assumed that
the plastids are in motion and that the skin of the
tomato is stationary. This would result in fluctuating
speckle in the light scattered by the plastids (due to
the time-variations in the optical path lengths from
plastid to detector), and stationary speckle in the
specular component. When the colour of the tomato
is the same as the.colour of the light, most of the
observed speckle pattern will be due to the scattered
light from the plastids, and will hence show fluctua-
tions; in.one particular direction, however, the specu-
lar component will be predominant (fig. 2a) and the

fluctuation less pronounced. When the colour of the
fruit is complementary to that of the laser light, the
specular component, and hence stationary speckle,
will always predominate {fig. 2b).

No movement of plastids has been observed during
microscopic examination of tomato sections, but it
can be argued that the taking of a section interferes
with the life processes and might arrest any motion. In
fact, motion of chloroplasts (cyclosis) has long been
established for thin biological specimens which can
be examined in vivo under a microscope, the classic
example being canadian pondweed (Elodea canadensis).
When a leaf of this plant, mounted in water on a
microscope slide, was lluminated with the argon-ion
laser beam, the far-field speckle pattern showed
fluctuations whose rate varied as the beam was
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scanned across the leaf, the fluctuations being most
rapid near the central vein of the leaf, Microscopic
examination of the same leaf revealed that the chloro-
plasts in the cells near the central vascular tissue were
much more active than those nearer the edge of the
leaf. The same leaf was examined some time later,
when it was found that all cyclosis had ceased; the
far-field speckle pattern was again observed, and this
time showed no signs of any fluctuations.

Order-of-magnitude measurements also tend to
support the validity of the model. The chloroplasts
of Elodea canadensis were observed under the micro-
scope to be moving with velocities varying between
zero and 4 pyms~!, with a heavy bias towards the
lower end of this range. A rough estimate put the mean
velocity between 0.1 and 0.4 ums~1. The intensity
fluctuations of a single speckle were observed, and
the time constant of the fluctuations was of the order
of 5 sz This can be associated, to an order-of-magnitude
approximation, with an average movenment of the
scattering particles of one wavelength, and hence with
an average velocity of about 0.1 ums~1. Similarly, the
intensity envelope of the speckle pattern is determined
by the size of the scattering particles, and diffraction
theory gave the size in the present case as approxi-
mately 8 um. Microscopic measurements gave the
diameters of the chloroplasts as 4 to 6 um.

It should be noted that there is a close connection
between the phenomenon of fluctuating speckle and
the techniques of intensity fluctuation spectroscopy
which have come into prominence in recent years
[5]. Although the approach of workers in that field
is somewhat different, being based usually on the
statistics of photon-counting rather than those of
speckle patterns, the same phenomenon is essentially
being observed in both cases. Intensity fluctuation.
spectroscopy has, in fact, been used for several
biological apptications [5]. Hence the ideal method
of extending the present studics would be to use an
autocorrelator of the type described by Pike and
Iakeman [6] to analyse the statistics of the time-
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varying speckle patterns. If the interpretation outlined
in this paper is correct, a method would then be
available of monitoring cell activity in vivo.

The experiments described and proposed in this
paper provide another potential application for the
techniques of intensity fluctuation spectroscopy.
However, attention is particularly drawn to the pos-
sibility of using different wavelengths of laser light to
separate out motion of coloured particles such as
plastids; it is suggested that this extra degree of free-
dom might also be useful in other applications of
intensity fluctuation spectroscopy.

The author would like to record his gratitude to
Dr. N. Abramson (Royal Institute of Technology,
Stockholm), whose chance remark, that “when an
apple is illuminated with laser light the speckles
move!”, initiated this investigation. Valuable discus-
sions with Professor W.T. Welford and other members
of the Applied Optics Section, and with Dr. J.W.
Hannay of the Department of Botany and Plant
Technology at Imperial College, are also gratefully
acknowledged. The work is financed by a Study
Award from the Department of Scientific and
Industrial Research, New Zealand, and this paper is
published with the permission of Dr. M.C. Probine,
Director of the Physics and Engineering Laboratory,
Lower Hutt, New Zealand.

References

[1] 1.D. Rigden and E.I. Gordon, Proc. IRE 50 (1962) 2367.
[2] D. Gabor, IBM J. Res. Dev. 14 (1970) 509.
[3] J.W. Goodman, Stanford Electron. Lab. Tech. Rep.
No. 23031 (1963).
[4] J.C. Dainty, Opt. Acta 17 (1970} 761.
[5] H.Z. Cummins and E.R. Pike (Eds.), NATO Adyv. Study
Inst. Series B: Physics, Vol. 3 (1974).
[6] E.R. Pike and E. Jakeman, Adyv. in Qu. Electron. 2,
Ed. D. Goodwin (Academic Press, 1973).




Optical and Quantum Electronics 7 (1975) - Short Communication

Short Communication

A note on the statistics of laser speckle
patterns added to coherent and incoherent
uniform background fields, and a possible
application for the case of incoherent
addition

1. Coherent addition of a speckle pattern
and a uniform background

The statistics of the light field resulting from
the coherent addition of a speckle pattern and
a uniform background have been investigated
by Dainty [1]. Using a result previously ob-
tained by Goodman [2], Dainty gave the
following expression for the standard deviation,
g, of the resultant pattern:

o Qr+ 1)t

T O

where (/) = the average total intensity of the
combined beams, r = the ratio of the intensity of
the background beam to the mean intensity of
the speckle pattern and =1,/{Iy)> in Dainty’s
notation.

When discussing the statistics of speckle
patterns, it is more usual to talk in terms of the
variance, 62, rather than the standard deviation,
and to use the ratio ¢2/{/>? as a measure of the
contrast in the pattern. It is well known [3] that
anormal speckle pattern has a negative exponen-
tial intensity probability distribution, and hence
that ¢2/{I)>% = 1.

Squaring Equation 1 gives the following
expression for the variance of the pattern result-
ing from the coherent addition of a speckle
pattern and a uniform background;

a? 2r + 1

G @

We now propose a simpler and more conven-
ient form of this expression. This is obtained
merely by using the ratio of the intensity of the

background beam to the average fotal intensity
of the combined beams as the parameter,

instead of the ratio used by Dainty. Using
Dainty’s notation, we define

p =L/ = ID/(ID + <IN>) (3)

and we shall use this parameter instead of
r = I,/{Iy> as used by Dainty.

Making this change results in the following
expression for the variance:

O_2

I

This should be compared with the rather more
complex Equation 2. Equation 4 has the ad-
ditional advantage that it is more convenient to
invert to give p (and hence the ratio of intensities

of the speckle pattern and the background beam)
in terms of the variance:

0'2 ¥
-(1-) ®

2. Incoherent addition of a speckle
pattern and a uniform background

The case of a uniform background intensity
being added incoherently to a speckle pattern can
best be regarded from a purely physical view-
point. It is intuitively obvious that the effect is
merely to add a constant intensity /i, to the whole
area of the speckle pattern, and hence that the
variance ¢? will remain unchanged while the
mean intensity of the combined pattern will be
increased by an amount /y,. Since for the original
speckle pattern alone 6% = {Jy)>?, it follows that
the variance for the combined field is given by:
2 2

g g — <IN>2 . (6)
YT Uy + Ip)? (yy + )2

Substituting p = Ip/({Iy> + I) as before, this
becomes:

- o @

2

57 =(1~p? .t 7

*An equivalent form of equation 4 has been used recently by Pedersen [8]. o
tEquation 7 can also be derived analytically from the expression given by Burch [5] for the probability distribution of
intensity in the combined field. In Dainty’s notation this expression takes the form:

r = g oo [ (7))
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Figure 1 Variation of o*/{/>? with p for addition of
speckle pattern and uniform background. (a) Coherent
addition; (b) incoherent addition.

This should be compared with the coherent case
given by Equation 4:

0,2

IH?
These two expressions are plotted for comparison
in Fig. 1.

=1-p*.

3. An application of the incoherent case:
moving and stationary scatterers

Consider a scattering medium consisting of a
mixture of stationary and moving scatterers, and
illuminated with laser light. Assume that the
motion of the moving scatterers is random. The
resulting far-field speckle pattern produced by
the light scattered by the medium can be con-
sidered as consisting of two independent com-
ponents, one from the stationary scatterers and
one from the moving scatterers. At any instant in
time these two speckle patterns will add
coherently to produce a third speckle pattern
with normal speckle statistics (negative expon-
ential distribution of intensities, ¢ = (I), etc.)
[3]. Let the mean intensities of the individual
speckle patterns from the stationary and moving
scatterers be (J5» and (/) respectively, and let
their complex amplitudes at a given time and at
a given point in the far field be Ag and Ay
respectively. Since the two beams combine
coherently, we must add complex amplitudes

rather than intensities in order to determine the
resultant intensity. Thus, at the given point in
the far field, the instantaneous intensity is given
by:

I(x,y, 1) = |ds + Ayl?

where X, y designates a point in the far field and
¢ designates a particular time.

The time-averaged intensity at the given point,
such as would be obtained by exposing a photo-
graphic plate to the far-field speckle pattern for a
time which is long compared with the time taken
for the slowest moving scatterer to move through
a distance equal to one wavelength of the laser
light used, is given by:

A, 9, = Ids + Aul?>,
where (),, denotes time-average.

Expanding this expression, and noting that
(Ayp: = {AnD. = 0, we obtain:

A% Y0 = Us(%, ) + {ulx, YD) -

Since the addition of intensities rather than
amplitudes is involved, it follows that the time-
averaged speckle pattern is produced by the
incoherent addition of the speckle patterns from
the stationary and the moving scatterers. Further,
since Iy(x,y) is varying randomly over all
permissible values (providing the exposure or
integration time of the detector is long enough),
it is apparent that

% D0 = Ay (Ory = spatial
average)
= Iy (the ensemble average)
= constant at all points in the far
field.

Hence the resultant time-averaged speckle
pattern is equivalent to the incoherent addition
of the speckle pattern due to the stationary
scatterers (mean intensity (/(x, y)>,,) and a
uniform background intensity (I,;>. (This result
is also used in speckle interferometry [4]).

From Equation 7, therefore, the variance of
the time-averaged speckle pattern is given by:

2

<—‘,’?=(l—p)2.

Thus the ratio, p, of the mean intensity of the
light from the moving scatterers to the total
intensity of the scattered light, is given in terms
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of the contrast of the time-averaged resultant
speckle pattern by the following expression:

o
p=1 TS (3)

If it can further be assumed that the moving
and stationary scatterers are identical in scatter-
ing properties and that all the light scattered into
the far field is scattered by these particles, then p
also represents the ratio of the number of moving
scatterers to the total number of scatterers
involved. Even if these last two assumptions are
not valid, comparative measurements of p made
on the same or similar systems will give an
indication of how the relative number of moving
scatterers varies from system to system, or from
time to time in the same system. Information
about the velocity distribution of the moving
scatterers could also be obtained, by taking
measurements at different exposure or integration
times. This latter investigation, of course, would
be much more easily achieved by using a digital
autocorrelator of the type described by Pike
and Jakeman [6], but if such an instrument is
not available the proposed method might pro-
vide some useful information about the number
of moving scatterers in a sample, even if only
on a comparative or semi-quantitative level. The
method might be of use, for example, with the
fluctuating speckle patterns observed when laser
light is scattered from biological specimens; the
fluctuations are believed to be due, at least in
part, to the motion of discrete bodies [7], and

it should be possible to detect changes in the
level of activity of these bodies.
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