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Abstract

This paper is concerned with the nonlinear instability of compressible mixing lay-
ers in the regime of small to moderate values of Mach number M , in which subsonic
modes play a dominant role. At high Reynolds numbers of practical interest, previous
studies have shown that the dominant nonlinear effect controlling the evolution of an
instability wave comes from the so-called critical layer. In the incompressible limit
(M = 0), the critical-layer dynamics are strongly nonlinear, with nonlinearity being
associated with the logarithmic singularity of the velocity fluctuation (Goldstein &
Leib 1988). In contrast, in the fully compressible regime (M = O(1)), nonlinearity is
associated with a simple-pole singularity in the temperature fluctuation, and enters in
a weakly nonlinear fashion (Goldstein & Leib 1989). In this paper, we first consider a
weakly compressible regime, corresponding to the distinguished scaling M = O(ǫ1/4),
for which the strongly nonlinear structure persists but is affected by compressibility
at leading order (where ǫ ≪ 1 measures the magnitude of the instability mode). A
strongly nonlinear system governing the development of the vorticity and temperature
perturbation is derived. It is further noted that the strength of the pole singularity is
controlled by T ′

c, the mean temperature gradient at the critical level, and for typical
base-flow profiles T ′

c is small even when M = O(1). By treating T ′

c as an independent
parameter of O(ǫ1/2), we construct a composite strongly nonlinear theory, from which
the weakly nonlinear result for M = O(1) can be derived as an appropriate limit-
ing case. Thus the strongly nonlinear formulation is uniformly valid for O(1) Mach
numbers. Numerical solutions show that this theory captures vortex roll-up process,
which remains the most prominent feature of compressible mixing-layer transition.
The theory offers an effective tool for investigating the nonlinear instability of mixing
layers at high Reynolds numbers.

1 introduction

A mixing layer, which is formed between two parallel streams of different speeds, represents
an important prototype of shear flows for studying a fundamental instability mechanism:
inviscid Kelvin-Helmholtz (or Rayleigh) instability. The interest in its instability and
transition to turbulence stems from their relevance to many practical applications such
as combustion and other chemically reactive flows, where the mixing process is of serious
technological concern (Gutmark & Schadow 1995). The recent resurgence of research on
supersonic mixing layers has in particular been driven by the plan to develop scramjet
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engines (Curran, Heiser & Pratt 1996). The projected engine uses air-breathing technique
and combustion takes place in the non-premixed mode and at supersonic speeds. Effective
mixing is crucial to overcome the difficulty caused by the extremely short residence time of
fuel and oxidizer in a combustor of restricted length. A compressible mixing layer provides
the simplest conceptual model in which relevant mixing processes can be studied.

In typical applications, the relevant Reynolds numbers are so high that the flow is
slowly evolving in the streamwise direction and local parallel-flow stability theory is
deemed applicable. In the incompressible regime, linear stability analysis shows that a
mixing layer without a reverse flow is convectively unstable and thus behaves like a noise
amplifier (Ho & Huerre 1984, Huerre & Monkewitz 1990). Dominant unstable waves, ex-
cited usually by ambient unsteady disturbances, roll up under nonlinear effects to form
concentrated spanwise vortices, or ‘rollers’, which then undergo repeated pairing (Winant
& Browand 1974, Ho & Huerre 1984). The rollers eventually break down to small-scale
motions. Yet the most striking feature is that predominantly two-dimensional large-scale
roller-like structures persist in a fully turbulent state (Brown & Roshko 1974).

Large-scale rollers as well as the associated small-scale motions directly influence mix-
ing process. The presence of the former implies that the conventional concept of gradient
diffusion for turbulent mixing may not be applicable. Broadwell & Breidenthal (1982)
demonstrated that a model taking into account large-scale structures would give signifi-
cantly different predictions from diffusion models. In order to characterise mixing at the
molecular level, one has to describe first the formation and structure of rolled-up vortices.
That in turn requires investigating the nonlinear development of instability waves.

The classical weakly nonlinear theory (Stuart 1960), formulated for exactly parallel
flows at finite Reynolds numbers, has been adapted to spatially developing mixing layers,
and a certain degree of success has been achieved; see the review of Liu (1989). However,
such adaption reply on ad-hoc treatments of nonlinear and non-parallel-flow effects. In
order to treat systematically the delicate balance of various physical effects, it is necessary
to take the Reynolds number to be asymptotically large. This has led to a self-consistent
approach, known as non-equilibrium critical layer theory; for reviews see Goldstein (1994)
and Cowley & Wu (1994). A key observation is that as an initially linear instability wave
propagates downstream, its growth rate diminishes due to the thickening of the shear
layer, and there emerges a critical layer, i.e. a region surrounding the level at which the
mean velocity Ū equals the phase speed of the wave, c say. Outside this region, the
perturbation remains linear and inviscid, but nonlinear effects become significant within
the critical layer because the effective mean flow (Ū − c), about which linearization is
made, is vanishingly small locally. In addition, the non-equilibrium effect associated with
the slow modulation of the wave envelope may also appear at leading order.

Goldstein & Leib (1988) and Goldstein & Hultgren (1988) showed that a planar mode
on an incompressible mixing layer evolves into a nonlinear stage where the critical layer
is non-equilibrium, and strongly nonlinear in the sense that nonlinearity enters as a ‘co-
efficient’ of the operator governing the dynamics rather than as an inhomogeneous term
of a linear system in weakly nonlinear theory (cf. Stuart 1960). Due to the strongly non-
linear nature, the disturbance in the critical-layer rolls up to form concentrated vortices,
i.e.̀‘rollers”. Capturing the crucial feature of vortex roll-up is a notable success of the
strongly nonlinear critical-layer theory. Hultgren (1992) went on to construct a compos-
ite solution to take into account the non-parallel-flow effect, and demonstrated that the
theory was able to make quantitatively accurate predictions.

Linear instability theory for compressible shear flows was first formulated by Lees &
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Lin (1946), who showed that a necessary condition for a flow to be inviscidly unstable is
that its velocity and temperature (density) profiles, Ū and T̄ (ρ̄) must have a generalised

inflection point, i.e.
(
ρ̄Ū ′

)′
= 0 at some transverse position y, where a prime denotes

differentiation with respect to y. For a perfect gas, the condition is equivalent to

(
Ū ′/T̄

)′
= 0. (1.1)

A significant consequence of including compressibility is that a flow that is stable in the
incompressible limit may be unstable. Moreover, there may exist a multitude of instability
modes at large values of a characteristic Mach number M . Extensive computations have
been carried out to identify these modes, and major results are documented in the report
by Mack (1984). Instability modes may be classified according to their propagation speeds
relative to the free-stream velocity. If the relative velocity is smaller/larger than the free-
stream sound speed, the mode is called subsonic/supersonic. A neutral subsonic mode
must have a phase speed given by c = U(yc), where yc is the point at which equation (1.1)
is satisfied (Lees & Lin 1946). Supersonic modes exist at sufficiently high Mach numbers,
and its critical layer does not coincide with an inflection point.

Temporal instability of compressible mixing layers was studied by several investigators.
Lessen, Fox & Zien (1965, 1966) analysed the stability property of a compressible mixing
layer with a velocity profile described by Lock (1951). They found that oblique modes may
be more unstable than planar ones. Blumen (1970), Blumen et al. (1975) and Drazin &
Davey (1977) considered stability of a mixing layer modelled by a hyperbolic tangent (i.e.
tanh) velocity profile. Three unstable modes at large Mach numbers are identified. For
the case of two counter-flowing streams with equal speed, one of the modes is stationary
while the other two have equal but opposite phase velocities.

A comprehensive analysis of spatial stability was carried out by Jackson & Grosch
(1989). They found that subsonic modes exist at relatively low Mach numbers. When
N exceeds a critical value, two groups of unstable modes come into existence, which are
supersonic with respect to the slow and fast streams respectively. Planar subsonic modes
are most unstable at relatively low Mach numbers. At sufficiently high Mach numbers,
the most unstable modes are oblique, consistent with the earlier and subsequent temporal
instability analysis (e.g. Lessen et al. 1965, 1966, Sandham & Reynolds 1991). In general,
increasing the Mach number renders the flow less unstable.

Nonlinear instability of a fully compressible mixing layer (M = O(1)) was consid-
ered by Goldstein & Leib (1989). They studied the evolution of a single subsonic oblique
instability mode, for which the eigenfunction for the pressure is free from the logarith-
mic singularity. The dominant nonlinearity is associated with a pole singularity in the
leading-order temperature perturbation, which makes nonlinearity appear sooner than in
the incompressible case. As a result, nonlinearity operates in a weakly nonlinear fashion,
that is, its effects appear successively as inhomogeneous terms at higher orders (cf. Stu-
art 1960). By analyzing the weakly nonlinear interaction within the critical layer, they
derived an amplitude equation containing a cubic nonlinear term, which is, unlike the
classical Landau equation, nonlocal because the non-equilibrium effect appears at lead-
ing order in the critical-layer equations. The analysis of Goldstein & Leib (1989) was
subsequently extended by Leib (1991) to supersonic modes.

The two existing nonlinear instability theories, a strongly nonlinear critical-layer theory
in the incompressible regime (M = 0) and a weakly nonlinear critical-layer theory in the
compressible regime with M = O(1), have no overlap. From the mathematical viewpoint,

3



it is certainly desirable to unify them by considering a distinguished weakly compressible
regime. Moreover, experiments indicate that in the moderately to fully compressible
regime with M = O(1) (including low supersonic speeds M > 1), mixing layers continue
to behave in more-or-less the same manner as in the incompressible regime (Clemens &
Mungal 1995, Elliott, Samimy & Arnette 1995). In particular, vortex roll-up remains the
most significant feature of mixing layer development (Urban & Mungal 2001, Olsen &
Dutton 2003). However, the phenomenon of vortex roll-up cannot be captured by the
weakly nonlinear theory for M = O(1).

The aim of this paper is to develop a nonlinear theory capable of describing vortex
roll-up process. This is to be achieved via two steps. As a first step, we consider a
distinguished weakly compressible regime, in which the critical-layer dynamics remains
strongly nonlinear but is substantially modified by compressibility. The next step involves
extending the analysis to the fully compressible regime and constructing a composite
theory that is uniformly valid for M = O(1). The proposed theoretical development is
important since vortex roll-up plays a crucial role in the entrainment and mixing of the
two streams (Gutmark & Schadow 1995).

In §2, we formulate the two-dimensional instability problem for a compressible mixing
layer perturbed by a planar subsonic mode. We then analyse the inviscid linear unsteady
flow in the main part of the layer, and derive the asymptote of the solution as the critical
level is approached, highlighting the nature of singularities, which ultimately determine
the nonlinear dynamics within the critical layer.

In §3, we consider the strongly nonlinear dynamics within the non-equilibrium, viscous
critical layer for the distinguished weakly compressible regime M = O(ǫ1/4), which bridges
the strongly nonlinear theory in the incompressible limit (M = 0) and the weakly nonlinear
theory for M = O(1), where ǫ is a measure of the magnitude of the mode. The resulting
evolution system consists of an amplitude equation coupled with the equations governing
the development of vorticity and temperature within the critical layer.

In §4, we extend the theory to the fully compressible regime with M = O(1). An
extension is first made for certain velocity profiles (e.g. the tanh profile) for which T ′

c = 0
even when M = O(1). The appropriate scaling leads to a strongly nonlinear critical
layer. The vorticity and temperature evolution equations both have to be modified to
take into account the effect associated with O(1) Mach number. The final extension is
motivated by the observation that T ′

c is numerically small for practical profiles even when
M = O(1). We then assume that T ′

c = O(ǫ1/2) so as to include the compressible nonlinear
effect in the strongly nonlinear structure. The final evolution system reduces to that in
the incompressible limit, while on the other hand contains the amplitude equation in the
weakly nonlinear theory of Goldstein & Leib (1989), in that the latter can be derived in
an appropriate limit. Thus our final system is a composite theory uniformly valid for all
0 6 M 6 O(1).

In §5, the strongly nonlinear system is solved numerically, and solutions are presented
and discussed. A summary of main results is given in §6.

2 Formulation & outer flow

2.1 Problem specification and governing equations

Consider two compressible streams separated by a splitter plate. The velocities of the
oncoming streams are denoted by U1, U2 (U1 > U2 say), and temperatures by T1, T2
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respectively. Downstream of the splitter plate, a free shear layer develops. The flow will
be described in terms of Cartesian coordinates (x, y) with x and y being parallel and
normal to the plate respectively, and normalized by the shear-layer thickness l at the
location of interest. Let t be the time variable normalized by l/U1. The non-dimensional
velocity field (u, v), the pressure p, density ρ, and temperature T are introduced by

(u, v) = (u∗, v∗)/U1, ρ = ρ∗/ρ1, p = γM2p∗/(ρ1U
2
1 ), T = T ∗/T1,

where * signifies dimensional quantities, ρ1 the density of the fast stream, γ is the ratio
of specific heats γ = cp/cv . We define Mach number M and Reynolds number R as

M = U1/a1, R = ρ1U1l/µ1, (2.1)

with µ1 being the viscosity coefficient in the fast stream. We shall assume R ≫ 1. Two
further parameters, which affect the mean profiles and hence instability, are the velocity
and temperature ratios, defined as

βU = U2/U1, βT = T2/T1. (2.2)

On assuming the fluid to be a perfect gas, the non-dimensional compressible Navier-
Stokes equations in two-dimensions can be written as (Schlichting & Gersten 2000)

TDp − pDT + pT
(∂u

∂x
+

∂v

∂y

)
= 0, (2.3)

pDu = −
T

γM2

∂p

∂x
+

T

R

{
2

3

∂

∂x

[
µ

(
2
∂u

∂x
−

∂v

∂y

)]
+

∂

∂y

[
µ

(
∂u

∂y
+

∂v

∂x

)]}
, (2.4)

pDv = −
T

γM2

∂p

∂y
+

T

R

{
2

3

∂

∂y

[
µ

(
2
∂v

∂y
−

∂u

∂x

)]
+

∂

∂x

[
µ

(
∂u

∂y
+

∂v

∂x

)]}
, (2.5)

pDT =
(γ − 1)

γ
TDp +

T

PrR

{
∂

∂x

(
µ

∂T

∂x

)
+

∂

∂y

(
µ

∂T

∂y

)}

+
(γ − 1)M2

R
Tµ

{
4

3

[(∂u

∂x

)2
+

(∂v

∂y

)2
−

∂u

∂x

∂v

∂y

]
+

(
∂v

∂x
+

∂u

∂y

)2
}

, (2.6)

supplemented by the dimensionless state equation

p = ρT. (2.7)

In the above, the material derivative D ≡ ∂/∂t + u∂/∂x + v∂/∂y, and Pr = cpµ1/k is the
Prandtl number Pr with k being the thermal diffusivity. The viscosity µ is assumed to be
a function of the temperature T only, i.e. µ = µ(T ).

2.2 The base flow

Except in the vicinity of the trailing edge of the splitter plate, the base flow is described
by the classical boundary layer theory, according to which, the solution expands as

(
UB , VB, PB , ρB , TB , µB

)
=

(
Ū(X2, y), R−1V̄ , 1, ρ̄, T̄ , µ̄

)
+ O(R−1), (2.8)
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where the subscript B denotes basic flow quantities, and (Ū , V̄ , ρ̄, T̄ , µ̄) are functions of y
and X2 = x/R, a slow streamwise variable. Substituting (2.8) into (2.3)–(2.7) yields equa-
tions for Ū , V̄ and T̄ , which can be converted into a form analogous to the incompressible
case by using the Howarth-Dorodnitsyn transformation (Stewartson 1964, p29)

η =

y∫

0

ρ̄(X2, ỹ)dỹ, V̂ (X2, η
)

= ρ̄V̄ + Ū

y∫

0

ρ̄X2
(X2, ỹ)dỹ. (2.9)

Consideration of a similarity solution of the form

Ū = f ′(q), V̂ = −(2X2)
−1/2

(
f(q) − qf ′(q)

)
, T̄ = T̄ (q), q = η/(2X2)

1/2 (2.10)

leads to a pair of coupled ordinary differential equations for f and T̄ ,

( µ̄

T̄
f ′′

)′
+ ff ′′ = 0,

1

Pr

( µ̄

T̄
T̄ ′

)′
+ fT̄ ′ + (γ − 1)M2

( µ̄

T̄

)
(f ′′)2 = 0, (2.11)

where the primes denote differentiation with respect to the similarity variable q. Equations
in (2.11) are subjected to the boundary conditions

(f ′, T̄ ) → (1, 1) as η → +∞, (f ′, T̄ ) → (βU , βT ) as η → −∞, f(0) = 0. (2.12)

Under the assumption of unity Prandtl number, the so-called Crocco relation,

T̄ = 1 −
(1 − βT )

(1 − βU )
(1 − Ū) −

1

2

(
γ − 1

)
M2

[
(Ū − 1)(Ū − βU )

]
, (2.13)

can be derived from (2.11) (Grosch & Jackson 1991), where βU and βT are defined by
(2.2). This relation holds for an arbitrary viscosity law µ̄ = µ̄(T̄ ) (Stewartson 1964, p44).

The solution of (2.11)–(2.12) is to be found numerically. For the Chapman law µ̄ = T̄ ,
the two equations in (2.11) decouple, with the first reducing to the Blasius equation, and
the solution is equivalent to the Lock (1951) profile with uniform density and viscosity.

To the order of approximation of the subsequent stability analysis, it suffices to specify
the velocity and temperature profiles only at the location of interest (Leib 1991). There-
fore, for brevity the slow variable X2 will be suppressed hereafter.

As a common practice in mixing-layer instability studies, most of our subsequent nu-
merical calculations will focus on the tanh profile,

Ū = 1
2

(
1 + βU + (1 − βU ) tanh(η + s)

)
, (2.14)

where s is a constant, representing a shift of the coordinate so that the critical level is
located at η = 0. The extent to which (2.14) approximates the more realistic profile (2.11)
is examined in Sparks (2006).

2.3 Perturbation and the outer flow

To study the stability, we perturb the basic flow. The perturbed flow can be written as

(
u, v, p, T, µ

)
=

(
UB , VB , PB , TB , µB

)
+ ǫ

(
ũ, ṽ, γM2p̃, T̃ , µ̃

)
, (2.15)

where the perturbation is assumed to be an instability mode, whose overall magnitude
is small, i.e. ǫ ≪ 1. As a mode propagates downstream, its local linear growth rate
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gradually decreases due to the thickening of the shear layer, and would become neutral
at a streamwise location xn, known as neutral position. Without loss of generality, the
origin of the coordinate is taken to be xn. Close to xn, a critical layer emerges, where
nonlinear effects may become important first, whilst the unsteady flow outside the critical
layer remains linear (Goldstein & Leib 1988). The analysis must therefore be performed
for two distinct regions: a linear inviscid outer layer, and a nonlinear viscous inner region,
i.e. the critical layer. We would like to remind the reader that the analysis in this paper is
generally independent of base-flow profiles; the specific profiles and Crocco’s relation are
used primarily for scaling arguments.

The perturbation is of the travelling-wave form. In the main part of the shear layer,

q̃ =
(
A(X ,T )q̃0(y)eiζ + c.c.

)
+ ∆q̃1(X ,T , y, ζ) + O(∆2, ǫ) + · · · , (2.16)

where q̃ represents any of ũ, ṽ, p̃ or T̃ . The variable ζ is defined as

ζ = αx − ωt, (2.17)

and it represents a moving coordinate. Both the wavenumber α and frequency ω(= αc) are
real in the vicinity of xn, where the disturbance evolves nonlinearly. The nonlinear devel-
opment can be described by introducing an amplitude function A(X ,T ), which depends
on the slow streamwise and temporal variables

X = ∆x, T = ∆t, (2.18)

where the time/length scale on which the amplitude evolves, ∆−1, is to be determined
later. Substitution of (2.16)-(2.18) into (2.3)–(2.6) yields at O(ǫ) the equations

iα(Ū − c)M2p̃0 + iαũ0 + ṽ′0 = 0, (2.19)

iα(Ū − c)ũ0 + Ū ′ṽ0 + iαT̄ p̃0 = 0, (2.20)

iα(Ū − c)ṽ0 + T̄ p̃′0 = 0, (2.21)

iα(Ū − c)T̃0 + T̄ ′ṽ0 + (γ − 1)T̄ (iαũ0 + ṽ′0) = 0. (2.22)

On eliminating T̃0, ũ0 and ṽ0 from (2.19)–(2.22), we can derive the equation

L p̃0 = 0, (2.23)

for the pressure p̃0, where L is the compressible Rayleigh operator, defined as

L ≡
∂2

∂y2
+

[ T̄ ′

T̄
−

2Ū ′

(Ū − c)

] ∂

∂y
+ α2

[M2(Ū − c)2

T̄
− 1

]

For subsonic modes of interest in this study, the boundary conditions for (2.23) are

p̃0 → 0 as y → ±∞. (2.24)

For a subsonic mode, its critical level yc coincides with the generalised inflection point
(Lees & Lin 1946), so that

T ′
c/Tc = U ′′

c /U ′
c (2.25)
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holds, where subscript ‘c’ denotes the value of the mean-flow quantity at yc. For y close
to yc = 0, one can find the local solution to (2.23) (cf. Goldstein & Leib 1989),

p̃0 =
U ′

c

Tc

[
π1(y;α) +

1

3
α2

(
b1 +

1

2

U ′′
c

U ′
c

)
π2(y;α)

]
, (2.26)

using Fröbenius method, where b1 is a constant to be determined by solving the global
boundary-value problem (2.23)-(2.24), and

π1(y;α) = 1 − 1
2α2y2 + a4y

4 + O(y6) · · · , π2(y;α) = y3 + O(y5) + · · · , (2.27)

with

a4 =
1

4
α2

[T ′′
c

Tc
− 2

3

U ′′′
c

U ′
c

− 1
2

(T ′
c

Tc

)2
− 1

2α2 −
U ′2

c M2

Tc

]
.

Inserting (2.26) into (2.19)–(2.22), we find asymptotic solutions for ũ0, ṽ0 and T̃0,

ũ0 = −b1 − e1y + O(y2), (2.28)

ṽ0 = −iα + iαb1y + 1
2 iα

(
e1 − M2U ′2

c /Tc

)
y2 + O(y3), (2.29)

T̃0 =
T ′

c

U ′
c

1

y
+

1

U ′
c

(
T ′′

c − T ′
cb1 −

1

2

T ′2
c

Tc
+ (γ − 1)M2U ′2

c

)
+ O(y). (2.30)

where e1 = T ′′
c /Tc + b1T

′
c/Tc − U ′′′

c /U ′
c − α2 − M2U ′2

c /Tc. Evidently, the leading-order
pressure p̃0, and velocities ũ0 and ṽ0, are all regular, but the leading-order temperature
T̃0 has a pole singularity if T ′

c 6= 0.
The second term in expansion (2.16) can be expressed as

q̃1 =

∞∑

m=−∞
m6=0

q̃
(m)
1 (X ,T , y)eimζ

(
with q̃

(−m)
1 = q̃

(m)∗
1

)
, (2.31)

where * represents complex conjugate. Substitution of (2.16)-(2.18) into (2.3)–(2.6) yields,

at O(ǫ∆), equations (2.19)–(2.22) for the harmonics q̃
(m)
1 (m 6= −1, 0, 1), with α being

replaced by mα. The pressure harmonics p̃
(m)
1 (m 6= −1, 0, 1) are governed by (2.23) with

α → mα. The solution can be expressed as

p̃
(m)
1 = d

(m)
1 (X ,T )π̃1(y;mα) + d

(m)±
2 (X ,T )π̃2(y;mα), (2.32)

where d
(m)
1 and d

(m)±
2 are arbitrary functions of X and T .

The fundamental component (m = 1) at O(ǫ∆),
(
ũ

(1)
1 , ṽ

(1)
1 , p̃

(1)
1 , T̃

(1)
1

)
, satisfies the

inhomogeneous version of (2.19-2.22). Elimination of ũ
(1)
1 , ṽ

(1)
1 and T̃

(1)
1 yields an inhomo-

geneous Rayleigh equation for p̃
(1)
1 ,

Lp̃
(1)
1 =

2i

α
(AT +cAX )

[ Ū ′

(Ū − c)2
p̃′0+

α2M2(Ū − c)

T̄
p̃0

]
+2iα

[M2(Ū − c)2

T̄
−1

]
AX p̃0, (2.33)

where the subscripts T and X denote partial differentiations. The solution, valid near
yc = 0, is given by

p̃
(1)
1 = p̃

(1)
1ps + d1(X ,T )π1(y;α) + d±2 (X ,T )π2(y;α), (2.34)
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where p̃
(1)
1ps denotes a particular solution of (2.33), given by

p̃
(1)
1ps =

iα

Tc

(
AT + cAX

)
y +

iα

Tc

[
U ′

cAX −
(
AT + cAX

)(
b1 +

1

2

U ′′
c

U ′
c

)]
y2

+
1

3

iα

Tc

(
AT + cAX

)(T ′′
c

Tc
−

U ′′′
c

U ′
c

)
y3 ln |y| + O(y4 ln |y|). (2.35)

The solutions for ũ
(1)
1 , ṽ

(1)
1 and T̃

(1)
1 are found as

ũ
(1)
1 =

i

αU ′
c

(U ′′′
c

U ′
c

−
T ′′

c

Tc

)
(AT + cAX ) ln |y| +

(
e2 −

3Tc

U ′
cα

2
d±2

)
+ O(y ln |y|), (2.36)

ṽ
(1)
1 =

1

U ′
c

(
b1(AT + cAX ) − U ′

cAX − iαTcd1

)
+

1

U ′
c

(U ′′′
c

U ′
c

−
T ′′

c

Tc

)
(AT + cAX )y ln |y| + O(y),

T̃
(1)
1 =

iα

U ′2
c

{(
AT + cAX

)T ′
c

y2
+

[(T ′′
c

Tc
−

T ′2
c

T 2
c

)(
AT + cAX

)
− iαT ′

cd1

]Tc

y

}
+O(ln |y|); (2.37)

here e2 in (2.36) denotes a function of X and T having the same value above and below
the critical level yc.

In order for (2.33) to have a solution also satisfying the boundary conditions, a solvabil-
ity condition must be imposed. This can be derived by multiplying (2.33) by p̃0T̄ /(Ū −c)2

and integrating from y = −∞ to y = +∞, leading to

−
3

U ′
c

(d+
2 − d−2 ) = 2i

(
cJ1

∂A

∂X
+ J2

∂A

∂T

)
, (2.38)

where we have put J1 = J2 + (α/c)J3,

J2 =
1

α
−

+∞∫

−∞

T̄ Ū ′p̃0p̃
′
0 + α2M2(Ū − c)3p̃2

0

(Ū − c)4
dy, J3 = −

+∞∫

−∞

M2(Ū − c)2 − T̄

(Ū − c)2
p̃2
0dy. (2.39)

Here −
∫ ∞
−∞ denotes the finite part in the sense of Hadamard. The difference (d+

2 − d−2 ) is
related to the jump in the streamwise velocity (see (2.36)) across the critical layer

ũ
(1)
1 (y = 0+) − ũ

(1)
1 (y = 0−) = −

3Tc

α2U ′
c

(d+
2 − d−2 ). (2.40)

The velocity jump will be obtained by analysing the critical layer, which involves seeking
the inner critical-layer solution and then matching it to the outer solution.

The reader is reminded that in the outer flow we have treated M = O(1). The solution
is of course valid for M ≪ O(1). Note that when βT = 1 and M = 0, T ′

c = 0. In this

case, the critical-layer nonlinearity is associated with the logarithmic term in ũ
(1)
1 (see

(2.36)), and the dynamics is governed by the strongly nonlinear theory of Goldstein &
Leib (1988). If βT 6= 1 and/or M = O(1), then T ′

c is of O(1) in general, and the critical-
layer nonlinearity is associated with the pole in T̃0 (see (2.30)), and so nonlinear effects
operate in a weakly nonlinear fashion (Goldstein & Leib 1989, Leib 1991).

In the next section, we will consider the distinguished weakly compressible regime
M ≪ O(1), in which both singularities contribute to the nonlinear effect, so that the
above two theories can be unified.
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Figure 1: Sketch of the flow structure (after Goldstein & Leib (1988)). An instability
wave with an amplitude of O(ǫ) enters the nonlinear critical layer regime at a distance of
O(ǫ1/2R) upstream of the neutral position xn. The strongly nonlinear evolution occurs on
the length scale of order ∆−1 ∼ ǫ−1/2.

3 Nonlinear critical layer in the weakly compressible regime

3.1 Scalings

The singular nature of the outer solution at yc implies that either or both of viscous
and non-equilibrium effects, which are negligible in the main part of the flow, have to be
included within the critical layer in order to smooth out the singularity. More importantly,
nonlinearity within the critical layer controls the overall development of the disturbance.

In the weakly compressible regime M ≪ 1, it is anticipated that the strongly nonlinear
structure (see figure 1) should remain essentially intact so that the critical layer has a width
of O(ǫ1/2) (Goldstein & Leib 1988). Thus the appropriate inner variable is defined as

Y = y/ǫ1/2 = O(1). (3.1)

The non-equilibrium and viscous effects both appear at leading order if

∆ = ǫ1/2, R−1 = Λǫ3/2, (3.2)

where Λ is an O(1) parameter (Goldstein & Hultgren 1988).
The distinguished scaling is the one such that the nonlinearity effects of the velocity

and temperature perturbations are comparable. An estimate of the contribution from the
nonlinear interaction associated with the temperature fluctuation shows that this occurs
when T ′

c = O(ǫ1/2). It follows from (2.13) that we require M ∼ ǫ1/4, and the temperature
difference across the shear layer (1 − βT ) ∼ M2. Thus we write

M = Mǫ1/4, 1 − βT = β̂M2, (3.3)

where M and β̂ are O(1) parameters.
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3.2 Critical-layer analysis

With the scaling relations (3.2)-(3.3), rewriting the outer asymptotic solution in terms of
Y suggests that the solution for the perturbation in the critical layer expands as

q̃ = q̄0 + ǫ1/2(q̄1 + (ln ǫ1/2)q̄1L) + ǫ(q̄2 + (ln ǫ1/2)q̄2L) + · · · , (3.4)

where q̃ represents any of p̃, ũ, ṽ, or T̃ , and q̄i = q̄i(ζ,X ,T , Y ). Near yc, the basic
temperature and velocity profiles are approximated as

T̄ = Tc + M2
(
ǫ1/2T ′

cMY + 1
2ǫT ′′

cMY 2 + · · ·
)
, (3.5)

Ū = c + ǫ1/2U ′
cY + 1

2M2ǫU ′′
cMY 2 + 1

6ǫ3/2U ′′′
c Y 3 + · · · , (3.6)

where T ′
cM = T ′

c/M
2 = O(1) and U ′′

cM = U ′′
c /M2 = O(1). Substituting (3.4) and (3.5)-(3.6)

into (2.3)–(2.6), we obtain the solution for v̄0 and p̄0,

v̄0 = −iαAeiζ + c.c., p̄0 = (U ′
c/Tc)Aeiζ + c.c., (3.7)

from the leading-order continuity and momentum equations, while on relabelling T̄0 ≡ T̂ ,
the leading-order energy equation can be written as

LN T̂ = M2T ′
cM

(
iαAeiζ + c.c.

)
, (3.8)

where

LN ≡ αU ′
cY

∂

∂ζ
+

∂

∂T
+ c

∂

∂X
− (iαAeiζ + c.c.)

∂

∂Y
− ΛTcµc

∂2

∂Y 2
. (3.9)

Substitution of (3.4) and (3.5)-(3.6) into (2.3)–(2.6), yields, at the second order,

αū0ζ + v̄1Y = 0, LN ū0 + U ′
cv̄1 = −αTcp̄1ζ − Tcp̄0X , p̄1Y = 0. (3.10)

The third equation implies that p̄1 is independent of Y so that it can be expressed as

p̄1 =
∞∑

m=−∞
m6=0

d
(m)
1 (X ,T )eimζ (3.11)

after matching with the outer solution (2.32) and (2.34). Elimination of v̄1 among (3.10)
shows that LN ū0Y = 0. The solution which matches with the outer solution (2.28) is

ū0 = −b1Aeiζ + c.c.. (3.12)

Finally, inserting (3.4) and (3.5)-(3.6) into (2.3)–(2.6), we obtain, at the third order,

−M2T ′
cMv̄0 −

(
αU ′

cY T̂ζ + T̂T + cT̂X + v̄0T̂Y

)
+ αTc(ū1ζ + ū0X + v̄2Y ) = 0, (3.13)

LN ū1 + Y U ′
cū0X1

+ αū0ū0ζ + U ′
cv̄2 + 1

2U ′′′
c Y 2v̄0 + M2U ′′

cMY v̄0

= −αTcp̄2ζ − Tcp̄1X − αM2T ′
cMY p̄0ζ − αT̂ p̄0ζ + ΛTcU

′
cµ

′
cT̂Y , (3.14)

αU ′
cY v̄0ζ + v̄0T + cv̄0X = −Tcp̄2Y , (3.15)

where µ′
c = µ′

c(Tc). Differentiating (3.14) with respect to Y , followed by using (3.13) to
eliminate (αū1ζ + v̄2Y ), then taking the ζ-derivative of (3.15) to eliminate p̄2, we obtain

LN ū1Y + ΛU ′
c(µc−Tcµ

′
c)T̂Y Y =

U ′
c

Tc
v̄0T̂Y −U ′′′

c Y v̄0 + α2U ′
cY v̄0ζζ + αv̄0T ζ + αcv̄0X ζ , (3.16)
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where use has been made of (2.25), (3.7) and (3.8). Now inserting the substitution

ū1Y = Q̂ +
[
(α2 + U ′′′

c /U ′
c)Aeiζ + c.c.

]
(3.17)

into (3.16) simplifies it to

LN Q̂ =
U ′

c

Tc
(−iαAeiζ + c.c.)T̂Y −

U ′′′
c

U ′
c

{
(AT + cAX )eiζ + c.c.

}
− ΛU ′

cµcσcT̂Y Y , (3.18)

where we have put
σc = 1 − Tcµ

′
c/µc.

The O(ǫ3/2) streamwise velocity jump in the outer solution (2.40) for the fundamental
component must match with that in the inner solution. This can be expressed as

−
3Tc

α2U ′
c

(d+
2 − d−2 ) =

∞∫

−∞

{
1

2π

2π∫

0

Q̂e−iζdζ

}
dY. (3.19)

Similarly, for m 6= −1, 0, 1, matching requires

−
3Tc

(mα)2U ′
c

(d
(m)+
2 − d

(m)−
2 ) =

1

2π

∞∫

−∞

2π∫

0

Q̂e−imζdζdY. (3.20)

Combining (3.19) with the solvability condition (2.38), we obtain the amplitude equation

−

∞∫

−∞

2π∫

0

Q̂, e−iζdζdY = 4πi
Tc

α2

(
cJ1

∂A

∂X
+ J2

∂A

∂T

)
. (3.21)

In summary, for the distinguished scaling M = O(ǫ1/4), the system to determine the
nonlinear evolution of the perturbation consists of the coupled equations (3.8), (3.18) and
(3.21), subject to a suitable upstream condition to be prescribed in §4.4.

4 Extensions to fully compressible regime

4.1 The case T ′
c = 0, M = O(1)

We note that for the tanh profile (2.14), T ′
c = 0 when βT = 1 even for M = O(1). It follows

that the weakly nonlinear formulation of Goldstein & Leib (1989) degenerates to a linear
theory. In this section, we will show that the critical layer dynamics is strongly nonlinear
as in the previous section, however the evolution equations must be slightly modified.

Suppose that T ′
c = 0. Then the outer solution (2.30) shows that the temperature

perturbation at leading order is

T̃0 =
(
T ′′

c /U ′
c + (γ − 1)M2U ′

c

)(
Aeiζ + c.c.

)
+ O(y), (4.1)

i.e. T̃0 is regular. However, the second-order solution (2.37) is singular, behaving as

T̃
(1)
1 =

i

α

T ′′
c

U ′2
c

(
AT + cAX

)1

y
+ O(ln |y|). (4.2)
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Within the critical layer, the energy equation at leading order now reads (cf. (3.8))

LN T̄0 + Y T ′′
c v̄0 = (γ − 1)TcM

2
(
αU ′

cY p̄0ζ + p̄0T + cp̄0X

)
, (4.3)

where the solution for v̄0 and p̄0 is still given by (3.7). Thus after the substitution

T̂ = T̄0 −
(
T ′′

c /U ′
c + (γ − 1)M2U ′

c

)(
Aeiζ + c.c.

)
, (4.4)

we obtain

LN T̂ = −
T ′′

c

U ′
c

{(
AT + cAX

)
eiζ + c.c.

}
. (4.5)

Note that the right-hand side differs from that of (3.8), and that

T̂ →
i

α

T ′′
c

U ′2
c

(
AT + cAX

) 1

Y
eiζ + c.c. as Y → ±∞,

to match with the outer solution (4.2).
On including finite Mach-number terms, equations (3.13)-(3.15) are modified to

γTcM
2
(
αU ′

cY p̄0ζ + p̄0T + cp̄0X

)
− T ′′

c Y v̄0

−
(
αU ′

cY T̄0ζ + T̄0T + cT̄0X + v̄0T̄0Y

)
+ Tc

(
αū1ζ + ū0X + v̄2Y

)
= 0, (4.6)

LN ū1 + Y U ′
cū0X + αū0ū0ζ + γM2U ′

cp̄0v̄0 + U ′
cv̄2 + 1

2U ′′′
c Y 2v̄0

= −αTcp̄2ζ − Tcp̄1X − 1
2αT ′′

c Y 2p̄0ζ − αT̄0p̄0ζ + ΛTcU
′
cµ

′
cT̄0Y , (4.7)

αU ′
cY v̄0ζ + v̄0T + cv̄0X = −Tcp̄2Y , (4.8)

where we have used the fact that T ′
c = 0 and U ′′

c = 0 (which follows from (2.25)). Following
the same procedure as deriving (3.16), we find

LN ū1Y = −ΛU ′
c(µc − Tcµ

′
c)T̄0Y Y +

U ′
c

Tc
v̄0T̄0Y + U ′

c

(T ′′
c

Tc
−

U ′′′
c

U ′
c

)
Y v̄0

+α
(
αU ′

cY v̄0ζζ + v̄0T ζ + cv̄0X ζ

)
+ U ′

cM
2
(
αU ′

cY p̄0ζ + p̄0T + cp̄0X

)
. (4.9)

Substitution of

ū1Y = Q̂ +
[
(α2 + U ′′′

c /U ′
c − T ′′

c /Tc + M2U ′2
c /Tc)Aeiζ + c.c.

]
(4.10)

into (4.9) reduces it to

LN Q̂ =
(T ′′

c

Tc
−

U ′′′
c

U ′
c

){(
AT +cAX

)
eiζ +c.c.

}
−

U ′
c

Tc

(
iαAeiζ +c.c.

)
T̂Y −ΛU ′

cµcσcT̂Y Y . (4.11)

The amplitude equation (3.21) remains intact.
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Figure 2: T ′
c for the Lock profile with βU = 1/2. Left: T ′

c vs. M (βT = 1). Right: T ′
c vs. βT

(M = 1/2) .

4.2 Composite theory

Numerical solutions of (2.11)-(2.12) (with Pr = 1) indicate that for the Lock profile, T ′
c 6= 0

in general. Nevertheless for any M , there exists a value of βT for which T ′
c equals zero

(figure 2). Moreover, T ′
c is numerically rather small for a range of order one M and βT of

interest. This implies that the weakly nonlinear theory based on the scaling T ′
c = O(1) is

unlikely to be accurate or appropriate. To overcome this shortcoming, we tacitly treat T ′
c

as an independent parameter with T ′
c = O(ǫ1/2), whilst still treating M = O(1), so that a

strongly nonlinear critical-layer theory may be formulated. The resulting system can be
obtained by combining those given in §3 and in the previous subsection. We thus have

LN T̂ = iαT ′
cMM2

(
Aeiζ − c.c.

)
−

T ′′
c

U ′
c

{(
AT + cAX

)
eiζ + c.c.

}
, (4.12)

LN Q̂ =
(T ′′

c

Tc
−

U ′′′
c

U ′
c

){(
AT +cAX

)
eiζ +c.c.

}
−

U ′
c

Tc

(
iαAeiζ +c.c.

)
T̂Y −ΛU ′

cµcσcT̂Y Y , (4.13)

−

∞∫

−∞

2π∫

0

Q̂e−iζdζdY = 4πi
Tc

α2

(
cJ1

∂A

∂X1
+ J2

∂A

∂T

)
, (4.14)

where the temperature equation (4.12) includes linear inhomogeneous terms involving
both T ′

c and T ′′
c , and the vorticity equation (4.13) includes linear inhomogeneous terms

involving U ′′′
c and T ′′

c . We note that

• For M = 0, T ′
c = T ′′

c = 0, and it follows that T̂ ≡ 0. Then system (4.12)–(4.14)
reduces to that of Goldstein & Hultgren (1988), as expected.

• For M = O(ǫ1/4), system (4.12)–(4.14) reduces to (3.8), (3.18) and (3.21).

• If T ′
c = 0 and M = O(1), system (4.12)–(4.14) simplifies to (4.5) and (4.11).

Furthermore, we shall show that in the limit T ′
cMM2 ≫ 1 (due to either M ≫ 1 or

|β̂| ≫ 1), one may derive the amplitude equation in the weakly nonlinear theory directly
from (4.12)–(4.14), which implies that the former is “contained” in the latter. Therefore,
the strongly nonlinear system (4.12)–(4.14) represents a composite approximation, valid
for M = 0 to M = O(1) for an arbitrary βT .
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4.3 Decomposition of the solution

The system (4.12)–(4.14) is derived for a modulated wavetrain. In the following, it will
be applied to a simpler case where a single mode is excited upstream. The amplitude A
takes on the form

A(X ,T ) = eiΩT Â(X ), (4.15)

and Ω = (ωn − ω)/ǫ1/2 represents a (scaled) deviation of the forcing frequency from the
neutral frequency. The ensuing disturbance initially consists primarily of a fundamental
wave only, and so the appropriate upstream condition can be prescribed as

Â(X ) → aeκX as X → −∞, (4.16)

where ℜ{κ} is the linear growth rate, and a is a (complex) amplitude parameter.
To remove the parameters Ω and a from (4.12)–(4.14) and (4.16), we now introduce

the re-scaled variables and parameters (cf. Goldstein & Hultgren 1988),

X̄ = (αΩ/2)X − x0, Ȳ = (2/αcΩ)(αU ′
cY + Ω), ζ̄ = ζ + arga + κ̄ix0,

Ā = (8U ′
c/c

2Ω2)Â,
(
Q̄, T̄

)
= −4(αU ′2

c /cΩ2U ′′′
c )

(
Q̂, T̂

)
,

M̄2 = −(αU ′2
c |T ′

cM|/ΩTcU
′′′
c )M2, Λ̄ = 8Tcµc(U

′2
c /αc3Ω3)Λ, κ̄ = (2/αΩ)κ,





(4.17)

where κ̄ = κ̄r + iκ̄i, and x0 is chosen to be x0 = (1/κ̄r)ln
[
c2Ω2/(8U ′

c|a|)
]
.

As the disturbance evolves into the nonlinear regime, all harmonics are simultaneously
generated at the same order, and so T̄ and Q̄ take the form

(
Q̄, T̄

)
=

∞∑

m=−∞

(
Q̄m(X̄ , Ȳ ), T̄m(X̄ , Ȳ )

)
eim(ζ̄+ΩT ), (4.18)

Substituting (4.17) and (4.18) into (4.12)–(4.14), we obtain

( ∂

∂X̄
+imȲ

)
T̄m+

i

2

∂

∂Ȳ

(
Ā∗T̄m+1−ĀT̄m−1

)
−Λ̄

∂2T̄m

∂Ȳ 2
= δm,1

[
iM̄2Ā−σ(

αc

2

d

dX̄
+i)Ā

]
, (4.19)

( ∂

∂X̄
+ imȲ

)
Q̄m +

i

2

∂

∂Ȳ

[
Ā∗(Q̄m+1 − T̄m+1) − Ā(Q̄m−1 − T̄m−1)

]

+ Λ̄
∂2

∂Ȳ 2

(
σcT̄m − Q̄m

)
= δm,1(1 + σ)

(αc

2

dĀ

dX̄
+ iĀ

)
, (4.20)

−

∞∫

−∞

Q̄1(X̄ , Ȳ )dȲ = −2i
TcU

′2
c

αU ′′′
c

(αc

2
J1

d

dX̄
+ iJ2

)
Ā, (4.21)

where
σ = −U ′

cT
′′
c /(TcU

′′′
c ). (4.22)

The initial condition (4.16) becomes

Ā(X̄ ) → eκ̄X̄ as X̄ → −∞. (4.23)
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4.4 Initial condition and linear critical layer upstream

To determine the appropriate initial condition for the vorticity and temperature, we note
that the flow upstream is governed by linear dynamics so that

T̄1(X̄ , Ȳ ) → T̄L(Ȳ )eκ̄X̄ , Q̄1(X̄ , Ȳ ) → Q̄L(Ȳ )eκ̄X̄ as X̄ → −∞. (4.24)

Functions T̄L and Q̄L satisfy (4.19) and (4.20) with the nonlinear terms dropped. They
are solved by taking Fourier transform with respect to Ȳ to give

T̄L(Ȳ ) =
(
iM̄2 − σ(

αc

2
κ̄ + i)

) ∞∫

0

e−( Λ̄

3
λ3+κ̄λ+iȲ λ)dλ, (4.25)

Q̄L(Ȳ ) = (1 + σ)(
αc

2
κ̄ + i)

∞∫

0

e−( Λ̄

3
λ3+κ̄λ+iȲ λ)dλ

+ 1
3 Λ̄σc

(
iM̄2 − σ(

αc

2
κ̄ + i)

) ∞∫

0

λ3e−( Λ̄

3
λ3+κ̄λ+iȲ λ)dλ, (4.26)

Substitution of (4.23) and (4.26) into (4.21) yields

κ̄ =
2

αc

[ 2(J2 − J1)TcU
′2
c

παU ′′′
c (1 + σ) + 2iTcU ′2

c J1
− i

]
. (4.27)

4.5 Weakly nonlinear limit: amplitude equation

In this section, we shall show that for M̄ ≫ 1, the weakly nonlinear theory of Golsdtein
& Leib (1989) can be recovered from system (4.19)–(4.21). We perform the substitutions

X̄ = X̃ + x̄0, Ā = M̄−1Ãeiκ̄ix̄0 ,
(
T̄m, Q̄m

)
= M̄

(
T̃m, Q̃m

)
emiκ̄ix̄0, (4.28)

where x̄0 = −(1/κ̄r) lnM̄, and expand T̄m and Q̄m as
(
T̃m, Q̃m

)
=

(
T̃ (0)

m , Q̃(0)
m

)
+ M̄−1

(
T̃ (1)

m , Q̃(1)
m

)
+ M̄−2

(
T̃ (2)

m , Q̃(2)
m

)
+ · · · , (4.29)

with T̃
(0)
m = Q̃

(0)
m = 0 for m 6= −1, 1. Inserting (4.28)-(4.29) into (4.19)–(4.21) leads to a

series of equations for T̃
(j)
m and Q̃

(j)
m (j = 0, 1, 2). These equations are given in (A.1)-(A.8)

in the appendix, where they are solved in sequence to give the amplitude equation,

dÃ

dX̃
= κ̃Ã + C

∞∫

0

∞∫

0

ℵ(λ, µ; Λ̄)Ã(X̃ − λ)Ã(X̃ − λ − µ)Ã∗(X̃ − 2λ − µ)dµdλ, (4.30)

where

C =
παU ′′′

c sgn(T ′
c)κ̃

παU ′′′
c (1 + σ) + 2iTcU ′2

c J2
, (4.31)

ℵ(λ, µ; Λ̄) = λ2
[
1 − 1

6 Λ̄
(
1 − Tcµ

′
c/µc

)
λ2

(
2λ + 3µ

)]
e−

1

3
Λ̄(2λ+3µ)λ2

. (4.32)

The initial condition (4.23) becomes

Ã(X̃ ) → eκ̃ eX as X̃ → −∞. (4.33)
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Figure 3: Maximum Mach numbers for the existence of subsonic modes. Top graph:
variation with βT for βU = 1/2. Bottom graph: variation with βU for βT = 1/2.

This furnishes the demonstration that the weakly nonlinear theory of Goldstein & Leib
(1989) for M = O(1) can be recovered as a limiting case of the current strongly nonlinear
formulation. Hence we can conclude that the latter theory is valid for all 0 6 M 6 O(1).

It may be pointed out that the present derivation of amplitude equation (4.30) was
carried out entirely in the Fourier space without inverting any of the solutions to physical
space; it is therefore more compact than that of Goldstein & Leib (1989) and Leib (1991).

5 Numerical solutions

5.1 Solution of eigenvalue problem and evaluation of the coefficients

For most calculations, we will use the tanh velocity profile (2.14). It follows from (2.25)
that s in (2.14) is a root of the cubic equation

(γ−1)M2(βU−1)2 tanh3(s)+
[
4(1+βT )−(γ−1)M2(βU−1)2

]
tanh(s)+4(1−βT ) = 0. (5.1)

In all the calculations to be presented in this paper, we take γ = 7/5, which is close to
the ratio for air (≈ 1.401 at 1atm. and 15oC). The use of the tanh profile (2.14) as an
approximation to the mean velocity has been found only to produce quantitative differences
in linear instability properties (Jackson & Grosch 1991), and in weakly nonlinear evolution
(Leib 1991) provided that (βT −1) = O(1). The quantitative features of strongly nonlinear
evolution are representative of other profiles, as is shown in Sparks (2006).

After finding s from (5.1), the neutral phase speed c is given by

c = Ū(0) = 1
2

(
1 + βU + (1 − βU ) tanh(s)

)
. (5.2)

Rayleigh equation (2.23), rewritten in terms of Howarth-Dorodnitsyn variable η, is then
solved by a shooting method to determine the eigenvalue α. Eigenvalues and eigenfunctions
for representative parameter values are given in Sparks (2006). As was found previously,
there exists a maximum Mach number, Mmax, beyond which subsonic modes no longer
exist. Some plots of Mmax against βU and βT are shown in figure 3. Subsonic and
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supersonic modes may co-exist for a small range of Mach numbers close to Mmax (as
shown for example in figure 7(a) of Jackson & Grosch (1989)).

The integrals such as J2 and J3 in (2.39) are approximated over a large but finite
domain (−H,H), which is further sub-divided into (−H,−δ), (−δ, δ) and (δ,H). Over
(−δ, δ), the integrands are singular but can be approximated by their asymptotic expres-
sions so that the Hadamard finite part of the integrals can be found analytically. The
integrals over (−H,−δ) and (δ,H) are evaluated numerically using Simpson’s rule.

5.2 Nonlinear calculation: strongly nonlinear evolution system

Solving the nonlinear evolution system (4.19)–(4.21) numerically requires the boundary
conditions on T̄m and Q̄m for large Ȳ . These can be derived by considering the dominant
balance for |Ȳ | ≫ 1. In (4.19), balancing imȲ T̄1 with the right-hand side shows that

T̄1 ∼
{

σ
(
i
αc

2

dĀ

dX̄
−Ā

)
+M̄2Ā

} 1

Ȳ
+

{
iM̄2 dĀ

dX̄
−σ

(αc

2

d2Ā

dX̄ 2
+i

dĀ

dX̄

)} 1

Ȳ 2
+O

( 1

Ȳ 3

)
. (5.3)

Next, balancing ∂T̄0/∂X̄ with i
2(∂/∂Ȳ )

(
Ā∗T̄1 − ĀT̄−1

)
demonstrates that

T̄0 ∼ −
1

4
αcσ|Ā|2

1

Ȳ 2
−

{
M̄2|Ā|2 − σ

[
|A|2 −

iαc

2
(Ā∗Ā′ − ĀĀ′∗)

]} 1

Ȳ 3
+ O

( 1

Ȳ 4

)
. (5.4)

Balancing 2iȲ T̄2 with − i
2Ā

(
∂T̄1/∂Ȳ

)
shows that

T̄2 ∼ −
1

4

{
σĀ

(
i
αc

2

dĀ

dX̄
− Ā

)
+ M̄2Ā2

} 1

Ȳ 3
+ O

( 1

Ȳ 4

)
. (5.5)

Similarly from equation (4.20), we find that as Ȳ → ±∞,

Q̄0 ∼
1

4
αc

(
1 + 2σ

)
|Ā|2

1

Ȳ 2
+ O

( 1

Ȳ 3

)
, (5.6)

Q̄1 ∼
(
1 + σ

)(
Ā − i

αc

2

dĀ

dX̄

) 1

Ȳ
+

(
1 + σ

)(αc

2

d2Ā

dX̄ 2
+ i

dĀ

dX̄

) 1

Ȳ 2
+ O

( 1

Ȳ 3

)
, (5.7)

Q̄2 ∼
1

4

{(
1 + 2σ

)
Ā

(
i
αc

2

dĀ

dX̄
− Ā

)
+ M̄2Ā2

} 1

Ȳ 3
+ O

( 1

Ȳ 4

)
. (5.8)

Generally for m > 3,

T̄m ∼ O
(
Ȳ −(2m−1)

)
, Q̄m ∼ O

(
Ȳ −(2m−1)

)
as Ȳ → ±∞. (5.9)

On truncating the integral over the domain [−H,H], we can write (4.21) as

−2i
TcU

′2
c

αU ′′′
c

(αc

2
J1

d

dX̄
+ iJ2

)
Ā =I1 + 2

(1 + σ)

H

(αc

2

d2Ā

dX̄ 2
+ i

dĀ

dX̄

)
+ O(H−3), (5.10)

where we have defined

In =

H∫

−H

Ȳ nQ̄1dȲ .

Now differentiate (5.10) (with the O(1/H) term dropped) with respect to X̄ and use (4.20)
for ∂Q̄1/∂X̄ . The resulting equation is then combined with (5.10) to eliminate d2Ā/dX̄ 2,
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leading to

{
c
(U ′2

c T 2
c

U ′′′
c

J2
1 + α2(1 + σ)2

U ′′′
c

U ′2
c

)
+ 2Tc

(
J1 − J2

)(1 + σ)

H

}dĀ

dX̄

+
2i

α

{U ′2
c T 2

c

U ′′′
c

J1J2 + α2(1+σ)2
U ′′′

c

U ′2
c

}
Ā = iTcJ1I0 + iα

(1+σ)

H

U ′′′
c

U ′2
c

I1 + O(H−2). (5.11)

The nonlinear evolution system is solved numerically by using a predictor-corrector
method. In the predicting step, (5.11) is discretised using a fourth-order Adams-Bashforth
scheme, whilst (4.19)-(4.20) are treated in a mixed ‘implicit-explicit’ fashion, namely a
third-order implicit (Adams-Moulton) scheme for the linear terms, and an explicit (Adams-
Bashforth) scheme for the nonlinear terms. A central difference is used to approximate
the derivatives with respect to Ȳ . The integrals are evaluated by Simpson’s rule. The
corrector consists of a fourth-order Adams-Moulton scheme for (5.11) and a third-order
Adams-Moulton scheme for (4.19)-(4.20). The overall error of the method is of O(l3, h2),
where l and h are the mesh sizes in the streamwise and transverse directions respectively.

The marching begins with the linear solution (4.23)–(4.24) at a sufficiently large but
negative X̄ . A value for Ā at the next step is predicted. The values for T̄ and Q̄ at the
boundaries Ȳ = ±H are then computed using (5.3)–(5.9), the derivatives in which, dĀ/dX̄
and d2Ā/dX̄ 2, are approximated by fourth-order backward difference formulae. Then, T̄
and Q̄ at the next ‘time’ step are predicted by solving in sequence two trio-diagonal linear
simultaneous systems. The correcting step is executed in a similar fashion. Further details
of the numerical treatment and code validations are described in Sparks (2006).

The amplitude equation (4.30) was solved numerically by using a fourth-order Adams-
Bashforth scheme to advance the solution downstream from the upstream state (4.33).

5.3 Vorticity and temperature within the critical layer

The nonlinear dynamics of the critical layer will be illustrated by suitable contours of
vorticity and temperature. The total vorticity within the critical layer is

ΩT = −
1

ǫ1/2

∂u

∂Y
+

(
α

∂v

∂ζ
+ ǫ1/2 ∂v

∂X
+ Λǫ3/2 ∂v

∂X2

)
≡ −

(
Ω0 + ǫ1/2Ω1/2 + ǫΩ1 + · · ·

)
. (5.12)

It follows from (2.8), (2.15), (3.4), (3.7), (3.12) and (4.10) that Ω0 = U ′
c, Ω1/2 = 0, and

Ω1 = 1
2U ′′′

c Y 2 +
(
U ′

cT
′
cMM2/Tc

)
Y + Q̂ + 2

[
U ′′′

c /U ′
c − T ′′

c /Tc + M2U ′2
c /Tc

]
ℜ

{
Aeiζ

}
.

In the subsequent figures, we will plot the contours of the normalised O(ǫ) vorticity

Ω̄1 =
8U ′2

c

c2U ′′′
c Ω2

[
Ω1 +

(U ′
cT

′
cMM2

U ′′′
c Tc

)2
− 2

U ′2
c

Tc
M2ℜ

{
Aeiζ

}]

=
[
Ȳ −

2

αc

(
1 + M̄2

)]2
+ 2

(
1 + σ

)
ℜ

{
Āeiζ̃

}
−

2

αc

∞∑

m=−∞

Q̄meimζ̄ , (5.13)

where ζ̃ = ζ + ΩT , and use has been made of equations (4.17).
Similarly, the total temperature within the critical layer is

T = τ0 + ǫ1/2τ1/2 + ǫτ1 + · · · . (5.14)
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Use of (2.8), (2.15), (3.4) and (4.4) shows that τ0 = Tc, τ1/2 = 0 and

τ1 = T ′
cMM2Y + 1

2T ′′
c Y 2 + T̂ + 2

(
T ′′

c /U ′
c + (γ − 1)M2U ′

c

)
ℜ

{
Aeiζ

}
.

Temperature contours will be plotted in terms of the normalised O(ǫ) temperature

τ̄1 = −
8U ′3

c

c2TcU ′′′
c Ω2

[
τ1 +

(T ′
cMM2

T ′′
c

)2
− 2(γ − 1)M2U ′

cℜ
{
Aeiζ

}]

= σ
[
Ȳ −

2

αc

(
1 −

M̄2

σ

)]2
+ 2σℜ

{
Āeiζ̃

}
+

2

αc

∞∑

m=−∞

T̄meimζ̄ . (5.15)

5.4 Results

Let us define
Λ̂ = αc3/(8TcµcU

′2
c )Λ̄ = Λ/Ω3 = 1/(ω̂3R), (5.16)

where ω̂ = (ωn − ω) ≪ 1. This definition is convenient since Λ̂ is directly related to the
important quantities ω̂ (the deviation from the neutral frequency) and R (the Reynolds
number). Also note that

M̄2 = T ′
cMM2/Ω = T ′

c/ω̂, (5.17)

and so M̄2 is proportional to the important physical quantity T ′
c (controlled by Mach

number M , and the velocity and temperature ratios, βU and βT ).
For the tanh profile, when βT = 1, T ′

c = 0 and hence M̄2 = 0 for all M . When βT 6= 1,
then T ′

c 6= 0 and M̄ 6= 0. If we fix γ, βU and M , but decrease ω̂, then |M̄2| increases.
The parameter |M̄2| may also be increased by increasing |βT − 1| or M . These relations
are worth noting since the validity of the weakly nonlinear theory, formally derived for
|M̄2| ≫ 1, can be better related to physical parameters.

The calculations will be performed for the Chapman viscosity law µ = T and the tanh
profile. The velocity ratio is taken to be a representative value βU = 1/2. Finally, we
fix ω̂ = 1/40. The remaining three parameters are M , βT and Λ̂. The present choice
of ω̂ = 1/40 is based on two considerations. Firstly, in order for the mode to be nearly-
neutral, ω̂ should not be much larger than this value. Secondly, we wish to focus on
order-one M̄, which requires ω̂ not to be too small; for example, if βU = 1/2, βT = 1/2
and M = 1/2, ω̂ = 1/40 gives M̄2 ≈ 2.33, whilst if ω̂ = 1/4000 then M̄2 ≈ 233. Primarily
due to the choice of ω̂, the results to be presented in this section correspond to moderate
M̄, for which the strongly nonlinear theory is required whilst the weakly nonlinear theory
is not expected to be a good approximation. Parameters for which the weakly nonlinear
theory is valid will be considered later in §6.7.

5.5 Case I: βT = 1

The first case corresponds to two streams of equal temperature (βT = 1) and a relatively
low Mach number (M = 1/2). Figure 4 shows the amplitude development and instanta-
neous growth rate for a range of Λ̂. For small Λ̂, the amplitude exhibits a sinusoidal-like
behaviour with an oscillating growth rate. Increasing Λ̂ suppresses and eventually elim-
inates the oscillation, accompanied by an increase in the amplitude. For all Λ̂ 6= 0, the
amplitude eventually grows at a rate that ultimately tends to zero, similar to the incom-
pressible case (cf. Goldstein & Hultgren 1988).
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Figure 4: Amplitude ln|Ā| (top) and instantaneous growth rate ℜ{Ā′/Ā} (bottom) vs. X̄
for βT = 1, M = 1/2 and Λ̂ = 0.001, 0.1, 1, 10, 100.
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Figure 5: Vorticity contours in the (ζ̃ , Ȳ )-plane for βT = 1, M = 1/2, Λ̂ = 0.001: (a)
X̄ = −0.986; (b) X̄ = 0.986; (c) X̄ = 2.958; (d) X̄ = 4.930. (Contour levels shown are 0,
1, 2, . . . , 9 and 10.)

Figure 6: Development of higher harmonics, as measured by H̄m (see (5.18)) vs. X̄ : m = 2
(solid), m = 3 (long-dashed), m = 5 (short-dashed) and m = 10 (dash-dotted).
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Figure 7: Vorticity contours in the (ζ̃ , Ȳ )-plane for βT = 1, M = 1/2, Λ̂ = 0.1: (a)
X̄ = −0.986; (b) X̄ = 0.986; (a) X̄ = 2.958; (b) X̄ = 4.930.
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Figure 8: Amplitude ln|Ā| vs. κ̄rX̄ for βT = 1, and M = 0.1 (solid), 3 (dashed), 3.96
(dash-dotted). Top: Λ̂ = 0.001; middle: Λ̂ = 0.1; bottom: Λ̂ = 10.
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Vorticity roll-up is the most prominent feature of mixing-layer transition. Figure 5
shows vorticity contours for Λ̂ = 0.001, which corresponds to a high Reynolds number
R = 6.4 × 107, well beyond the range where DNS is possible. There is a great degree of
roll-up, with mixing occurring mostly along the “braids”, where the contours are closely
clustered. The contours of the temperature field are almost ‘isomorphic’ to the vorticity
contours in figure 5 and hence not shown separately. This close similarity may be explained
by noting that since M̄ = 0 and |T̄m| ≪ |Q̄m|, the temperature and vorticity equations,
(4.19) and (4.20), are essentially the same.

Physically, roll-up is associated with the development of higher harmonics, which are
simultaneously generated by nonlinear interactions. Figure 6 shows some of the harmonics,
measured by (cf. Goldstein & Leib 1988)

H̄m=

∞∫

−∞

Q̄mdȲ , (5.18)

for the case of Λ̂ = 0.001. As is illustrated, the first harmonic m = 2 has the most
significant magnitude. Higher harmonics gradually become smaller, but the first a few
harmonics (e.g. m ≤ 5) retain appreciate amplitudes.

For a moderate Λ̂ = 0.1, or Reynolds number (R = 6.4 × 105), vorticity contours
feature a regular cat’s eye structure of Kelvin, and there is almost no roll-up (figure 7).

Overall, the nonlinear instability characteristics are nearly identical to the incompress-
ible case of Goldstein & Hultgren (1988). This is not surprising, since T ′

c = 0 (for the tanh
profile) and M2 is quite small in the numerical sense so that the governing equations are
very close to those for the incompressible case.

Next, we examine the effect of Mach number. Figure 8 shows the amplitude devel-
opment for βT = 1 and various M for three different Λ̂. The value M = 3.96 is chosen
to be 99% of Mmax, the maximum Mach number for subsonic modes to exist (see figure
3). For each Λ̂, increasing M delays the onset of the nonlinear stage. The amplitude
attains a larger value before it attenuates. Recall that in the incompressible case, the
amplitude evolves into an asymptotic state |Ā| ∼ (Λ̄X̄ )2/3 (Goldstein & Hultgren 1988).
That a similar algebraic growth occurs is confirmed by re-plotting ln |Ā| against ln |κrX̄ |.
Straight lines of slope 2/3 are approached at large distances (Sparks 2006), indicating that
the ultimate asymptotic state does not depend on Mach number for βT = 1. However,
different large-distance behaviours are possible when βT 6= 1; see §6.6.

Figures 9 and 10 show the vorticity and temperature contours for the case M = 3
and Λ̂ = 0.001. In this fully compressible regime, roll-up remains a prominent feature,
consistent with experimental observations (e.g. Clemens & Mungal 1995, Olsen & Dutton
2003). Indeed, both contour plots look similar to those for the low-Mach-number case
M = 1/2 (cf. figures 5); the difference is that vortex roll-up occurs further downstream as
M increases. As in the incompressible limit, increasing Λ̂ reduces roll-up.

5.6 Case II: βT 6= 1

Next we turn to cases where the two streams have different temperatures, i.e. βT 6= 1.
A low Mach number M = 1/2 is considered first. Figure 11 shows development of the
amplitude for βT = 1/2 and a range of Λ̂. In this case, |T ′

c| 6= 0 and consequently
the results contrast greatly with those for βT = 1. For small Λ̂ (e.g. 0.001 and 0.1),
the amplitude exhibits a quite ”chaotic” behaviour with growth rate oscillating violently,
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Figure 9: Vorticity contours in the (ζ̃ , Ȳ )-plane for βT = 1, M = 3 and Λ̂ = 0.001:
(a) κ̄rX̄ + ln(α2) = −1.325; (b) κ̄rX̄ + ln(α2) = −0.101; (c) κ̄rX̄ + ln(α2) = 1.123; (d)
κ̄rX̄ + ln(α2) = 2.347. (Contour levels shown are 0, 3.75, 7.5, . . . , 30 and 33.75.)
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Figure 10: Temperature contours in the (ζ̃ , Ȳ )-plane for βT = 1, M = 3 and Λ̂ = 0.001:
(a) κ̄rX̄ + ln(α2) = −1.325; (b) κ̄rX̄ + ln(α2) = −0.101; (c) κ̄rX̄ + ln(α2) = 1.123; (d)
κ̄rX̄ + ln(α2) = 2.347. (Contour levels shown are −3.6, −3.2, −2.8, . . . , −0.4 and 0.)

Figure 11: Amplitude ln|Ā| vs. X̄ for βT = 1/2, M = 1/2: (a) Λ̂ = 0.001; (b) Λ̂ = 0.1;
(c) Λ̂ = 1; (d) Λ̂ = 10; (e) Λ̂ = 100.
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Figure 12: Vorticity contours in the (ζ̃ , Ȳ )-plane for βT = 1/2, M = 1/2 and Λ̂ = 0.1: (a)
X̄ = 0; (b) X̄ = 1.475; (c) X̄ = 2.950; (d) X̄ = 4.425. (Contour levels shown are −30,
−15, 0, . . . , 60 and 75.)

which is somewhat similar to that found in Goldstein & Wundrow (1990). We were unable
to advance the calculation arbitrarily far downstream, due to the difficulty of resolving
small-scale structures appearing downstream. For moderate values of Λ̂ (Λ̂ = 1, 10),
solutions can be advanced far downstream, and the amplitude appears to grow slowly. For
the largest value of Λ̂ (Λ̂ = 100) considered, the amplitude ultimately equilibrates.

Figure 12 shows vorticity contours for βT = 1/2 and Λ̂ = 0.1. Vorticity roll-up is much
stronger than for βT = 1 shown in figure 7. Closed “islands”, similar to those found in
Goldstein & Wundrow (1990), soon appear. Further downstream, irregular small-scale
motions cause contours to break up, forming tiny islands or excessive “wiggles”. At the
same time, temperature contours (figure 13) also wind up to form tight spirals, indicating
a significant degree of mixing. Interestingly, they appear rather “regular”, despite the fact
that temperature roll-up is also a “cause” of vortex roll-up through coupling. A notable
difference from the βT = 1 case is that entrainment now penetrates into the vortex cores.
This feature appears to persist for all βT 6= 1 (see below).

Further calculations performed by Sparks (2006) for smaller viscosity parameter (Λ̂ =
0.001) indicate that tighter spirals than those for Λ̂ = 0.1 can be observed. Apparently
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Figure 13: Temperature contours in the (ζ̃ , Ȳ )-plane for βT = 1/2, M = 1/2 and Λ̂ = 0.1:
(a) X̄ = 0; (b) X̄ = 1.475; (c) X̄ = 2.950; (d) X̄ = 4.425. (Contour levels shown are 370,
380, 390, . . . , 500 and 510.)
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Figure 14: Amplitude development: ln|Ā| vs. κ̄rX̄ for βT = 1/2, 7/8, 1, 3/2, 2. Λ̂ = 10
(top), 1 (middle), 0.1 (bottom).
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Figure 15: Vorticity contours in the (ζ̃ , Ȳ )-plane for βT = 7/8, M = 1/2 and Λ̂ = 0.1: (a)
κ̄rX̄ = 0; (b) κ̄rX̄ = 0.861; (c) κ̄rX̄ = 1.435; (d) κ̄rX̄ = 2.869. (Contour levels shown are
−8, −4, 0, . . . , 24 and 28.)
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Figure 16: Temperature contours in the (ζ̃ , Ȳ )-plane for βT = 7/8, M = 1/2 and Λ̂ = 0.1:
(a) κ̄rX̄ = 0; (b) κ̄rX̄ = 0.861; (c) κ̄rX̄ = 1.435; (d) κ̄rX̄ = 2.869. (Contour levels shown
are −782.5, −781, −779.5, . . . , −767.5 and −766.)
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Figure 17: Vorticity contours in the (ζ̃ , Ȳ )-plane for βT = 2, M = 1/2, Λ̂ = 0.1: (a)
κ̄rX̄ = −0.514; (b) κ̄rX̄ = 0.514; (c) κ̄rX̄ = 1.542; (d) κ̄rX̄ = 2.571. (Contour levels
shown are −20, −10, 0, . . . , 40 and 50.)
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Figure 18: Temperature contours in the (ζ̃ , Ȳ )-plane for βT = 2, M = 1/2, and Λ̂ = 0.1:
(a) κ̄rX̄ = −0.514; (b) κ̄rX̄ = 0.514; (c) κ̄rX̄ = 1.542; (d) κ̄rX̄ = 2.571. (Contour levels
shown are 226, 234, 242, . . . , 322 and 330.)
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pathological small-scale motions become so severe that contours break up near the cores.
An analysis of the development of harmonics shows that in contrast to the βT = 1 case,
quite a few harmonics are of comparable magnitude, with higher harmonics overtaking
the lower ones further downstream. This was always found to occur regardless of the
number of Fourier components used (ranging from m = 5 to m = 100), suggesting that
the increasingly vigorous small-scale motions cannot be resolved by the present spectral
method. Nevertheless, numerical tests show that the gross feature of the larger-scale
structure apparently remains intact. It may be noted that when the flow field becomes
dominated by motions with a streamwise length scale comparable with the critical-layer
thickness, the critical-layer theory ceases to be valid.

The effect of βT on the amplitude could, depending on Λ̂, be rather complicated, as
shown in figure 14. For a moderate or relatively large Λ̂ (Λ̂ > 1), increasing βT above
unity has a stabilising effect. In particular, for Λ̂ = 10 the amplitude equilibrates rather
than undergoing (quasi-)algebraic growth as in the case of βT = 1. For Λ̂ = 1, the
amplitude decays, but a further examination (Sparks 2006) shows it remains at an almost
zero level for a prolonged period and then would re-emerge again. This cycle of extinction
and resurrection repeats itself in a quasi-periodic fashion. Decreasing βT below unity has
a relatively moderate effect on the amplitude for relatively large Λ̂. For small Λ̂ (e.g.
Λ̂ 6 0.1), increasing βT above unity or decreasing βT below unity causes the amplitude to
undergo increasingly complex oscillation; see the bottom plot of figure 14.

Vorticity and temperature contours are displayed in figures 15 and 16 respectively for
the case Λ̂ = 0.1 and βT = 7/8. Interestingly, although the amplitude development is very
similar to the βT = 1 case, vorticity contours appear quite different in that there is now
vigorous roll-up (cf. figure 7). On the other hand, compared to the βT = 1/2 case (figures
12 and 13), roll-up is not as strong, and contours do not consist of irregular wiggles or
tiny islands, suggesting that small-scale motions do not develop in this case.

As a contrast with the βT = 1/2 case, figures 17 and 18 show vorticity and temperature
contours for βT = 2, i.e. the slower stream is hotter. Mixing appears to be somewhat less
strong than in the “opposite” case βT = 1/2 (cf. figures 12 and 13), suggesting that mixing
would be relatively improved by cooling the slower stream.

We now examine the effect of Mach number for a non-unity βT = 1/2. Figure 19 shows
the amplitude development for various M , where M = 2.87 is chosen to be 99% of Mmax.
Unlike the βT = 1 case shown in Figure 8, the effect of M now depends on Λ̂. For Λ̂ = 1,
the solution for M = 2.87 rapidly decays. The solutions for M = 0.1 and M = 2 appear
to attenuate slowly, but when advanced further downstream, they exhibit a slow decay.
Thus for this value of Λ̂, increasing M has an appreciable stabilising effect. For Λ̂ = 0.1,
the amplitude is reduced initially as M increases, but thereafter strong oscillations occur,
and the amplitude at higher M turns out to be larger.

Vorticity and temperature contours are shown in figures 20 and 21 for βT = 1/2,
M = 2.87 and Λ̂ = 0.1. Roll-up and mixing are the most notable features, which cannot
be predicted by weakly nonlinear theory. The contours look more-or-less similar to the
nearly incompressible case (cf. figures 12 and 13) with an appreciable reduction in roll-up.

In summary, the numerical results demonstrate that mixing layer dynamics behave
more or less the same as in the incompressible case even when M is of order one and
βT differs considerably from unity. The results presented in this paper are for velocity
ratio βU = 1/2 and for the tanh profile. Further calculations were performed by Sparks
(2006) for other values of βU and also for Lock profiles (obtained for both Chapman and
Sutherland viscosity laws). It was found that the quantitative behaviour of the amplitude,
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Figure 19: Amplitude ln|Ā| vs. κ̄rX̄ for βT = 1/2, and M = 0.1 (solid), 2 (short-dashed),
2.87 (dash-dotted). Λ̂ = 1 (top), 0.1 (bottom).
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Figure 20: Vorticity contours in the (ζ̃ , Ȳ )-plane for βT = 1/2, M = 2.87 and Λ̂ = 0.1:
(a) κ̄rX̄ = 0.451; (a) κ̄rX̄ = 1.352; (b) κ̄rX̄ = 2.254; (c) κ̄rX̄ = 3.156.
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Figure 21: Temperature (right) contours in the (ζ̃ , Ȳ )-plane for βT = 1/2, M = 2.87 and
Λ̂ = 0.1: (a) κ̄rX̄ = 0.451; (a) κ̄rX̄ = 1.352; (b) κ̄rX̄ = 2.254; (c) κ̄rX̄ = 3.156.
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Figure 22: Amplitude ln|Ā| vs. X̄ for βT = 1/2 and M = 1/2. Dashed lines show equiva-
lent weakly nonlinear results. ω̂ = 1/40 (top), 1/250 (middle) and 1/4000 (bottom).
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the vorticity and temperature remains similar provided that the instability is convective
in its nature; the present spatial evolution theory does not apply to absolutely unstable
regime. Within the strongly nonlinear formulation, the tanh profile is robust, without
suffering from the degeneracy in the weakly nonlinear theory (cf. Leib 1991).

5.7 Comparisons between strongly and weakly nonlinear predictions

The weakly nonlinear amplitude equation (4.30) was formally derived from the strongly
nonlinear system in the limit M̄ ≫ 1. The calculations presented in the previous sections
focussed on M̄2 ≡ T ′

c/ω̂ = O(1), for which (4.30) is not expected to give a good approx-
imation. The validity of (4.30) is now examined by comparing its predictions with those
of the strongly nonlinear theory for different ω̂ (and hence M̄; see (5.17)).

As an example, we consider the case where βT = 1/2 and M = 1/2. Figure 22 shows
comparisons for three different values of ω̂. For ω̂ = 1/40, the value used in the calculations
presented above, the results from the two theories overlap in the linear regime only, and
deviate immediately once the nonlinear effect becomes important. For ω̂ = 1/250, there
is an appreciable overlap in the nonlinear regime, the extent of which depends on Λ̂. For
small to moderate Λ̂, the weakly nonlinear solutions deviate eventually from the strongly
nonlinear ones, whereas for large Λ̂, the two solutions are almost identical for all X̄ .
For an extremely small ω̂ = 1/4000, the two theories give essentially the same results.
Sparks (2006) monitored harmonical contents, H̄m, for m up to 5, and found that Hm

decreases rapidly with m, satisfying a pre-request for weakly nonlinear theory to be valid.
Meanwhile, vorticity was found to exhibit very little roll-up as a result.

The comparisons above (as well as those in Sparks (2006), where further calculations
were performed for other values of βT and M) demonstrate that the weakly nonlinear
theory yields, as expected, the same result as the strongly nonlinear theory provided
that M̄ exceeds a large enough threshold. This requires a very small deviation from
the neutrality, for typical large Reynolds numbers of practical relevance. Otherwise, the
weakly nonlinear theory cannot predict the correct amplitude evolution, and in any case
fails to describe vortex roll-up. Since the strongly nonlinear system can be routinely solved
on PCs of moderate capacity, it should be the preferred framework for investigating the
two-dimensional nonlinear instability of mixing layers.

6 Discussion and conclusions

In this paper, we carried out a theoretical investigation of the nonlinear instability of
compressible mixing layers. Attention is focussed on the regime of low-to-moderate (but
including supersonic) Mach numbers, where subsonic modes play a dominant role in caus-
ing transition. Our primary interest is in predicting the nonlinear evolution of these
modes, which requires a careful analysis of critical layer dynamics. By considering the
distinguished weakly compressible regime, we presented a theory which ‘bridges’ the
strongly and weakly nonlinear critical-layer theories, which were formulated respectively
for the incompressible limit (Goldstein & Leib 1988, Goldstein & Hultgren 1988) and the
compressible regime with O(1) Mach numbers (Goldstein & Leib 1989). The analysis
was then extended to construct a composite theory uniformly valid for Mach numbers
0 ≤ M ∼ O(1). Numerical studies revealed that the amplitude development may exhibit
a rich variety of behaviours, including explosive growth, equilibration, algebraic growth
and violent “chaotic” oscillation. The theory is able to describe the most remarkable phe-
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nomenon in mixing-layer transition, vortex roll-up. The compressible weakly nonlinear
theory, though formally valid for M = O(1), is found to be a poor approximation for the
majority of parameters of interest.

As an asymptotic approach pertinent to high Reynolds numbers, the composite theory
represents a methodology that complements DNS (e.g. Sandham & Reynolds 1991, Ragab
& Sheen 1992), which could currently be performed only at fairly moderate Reynolds
numbers. Mixing layers at high Reynolds numbers typical of practical applications remain
inaccessible to DNS, and the parabolised-stability-equations (PSE) have been employed
instead (e.g. Day, Mansour & Reynolds 2001). In comparison with PSE, the present
approach is more analytically based, and computationally more efficient since it focuses
on the critical layer where nonlinear activities take place. It has been shown to capture
qualitative behaviours of nonlinear instability and transition of mixing layers at Reynolds
numbers beyond the reach of DNS. We note that the present theory may be further ex-
tended by taking into account the non-parallelism effect (which is usually included in
the PSE approach) so that quantitative predictions may eventually be possible (cf. Hult-
gren 1992). The resulting improved theory would be especially useful when an extensive
parametric study is required for design purpose.

One of the main motivations for studying mixing-layer instability and transition is to
understand mixing process, which is closely related to roll-up of vorticity and temperature.
From their patterns predicted by the theory, we may infer how mixing may be affected
by various parameters such as the Reynolds number R, the temperature ratio βT and
compressibility measured by M . For example, our calculations suggest that mixing can
be enhanced by increasing R, |βT − 1|, or a combination of both.

It should be pointed out that the above conclusions concerning mixing is of qualitative
nature, inferred from hydrodynamic and thermodynamic characteristics of the flow. A
full quantitative characterisation of mixing relies on consideration of transport of binary,
or more realistically, of reactive species, in a vortical flow. Much of the previous work
assumes simple idealized flow structures, such as pairs of strained point vortices (Rom-
Kedar, Leonard & Wiggins 1990) and slightly perturbed regular cat’s eye of Kelvin (Ngan
& Shepherd 1997), which do not fully represent developing vortices in true mixing layers.
Since the present work has provided an effective framework of describing these vortices, it
paves the way for investigating mixing in more realistic, yet numerically tractable, models.
Applications in this context is part of our ongoing research.

The authors would like to thank the referees for their helpful suggestions, which help
them improve the presentation of the paper.

A Derivation of the amplitude equation in the M̄ ≫ 1 limit

The equations governing T̃
(j)
m and Q̃

(j)
m (j = 0, 1, 2) are
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∂Ȳ

(
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)
T̃

(1)
2 +

i

2

∂

∂Ȳ
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while expansion of the jump condition (4.21) leads to
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TcU
′2
c

αU ′′′
c

(αc

2
J1

d

dX̃
+ iJ2

)
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where we have used the fact that T̃
(n)
−m = T̃

(n)∗
m and Q̃

(n)
−m = Q̃

(n)∗
m .

Equations (A.1)–(A.8) is solved in sequence by taking Fourier transform with respect
to Ȳ . The full solutions are rather lengthy, and in the following, we shall write out only
the relevant parts of the solutions which affect the velocity jump and hence the amplitude
equation. These solutions in Fourier space, to be denoted by a subscript ’F’, are
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where H is the Heaviside step function.
Evaluating the right-hand side of (A.9) by using (A.15) and the fact that

−

∞∫
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Q̃
(2)
1 dȲ = Q̃

(2)
1,F (X̃ , s̃ = 0),

we obtain the desired amplitude equation (4.30).
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