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Abstract

This thesis investigates a new proposal for a privileged ground state of a free scalar

quantum field in arbitrary regions of spacetime. This Sorkin-Johnston (SJ) state,

implicit in work by S. Johnston on quantum field theory on causal sets, is defined

solely in terms of the spacetime causal structure and is unique in any globally hy-

perbolic spacetime region.

The first part of the thesis contains an analysis of the simplest possible setting:

a flat two-dimensional causal interval. The simplicity of the setup makes analytic

calculations tractable and allows for some general features of the state to be better

understood.

The second part deals with an investigation of the SJ state in de Sitter space.

It turns out to be possible to construct the state explicitly using limiting proced-

ures, which provides further interesting insights. In particular, the state is found

to depend on the spacetime dimension, field mass, and on the choice of subregion,

di↵ering in many cases from the usual “Bunch-Davies” vacuum.

The formalism does not select a unique state in spacetimes that are not globally

hyperbolic, which include, among others, spacetimes exhibiting spatial topology-

change. These are relevant in the context of quantum gravity and in relation to

the old question as to whether violent spacetime curvature fluctuations at Planckian

scales can lead to changes in spatial topology, or whether such transitions are un-

physical. Some e↵orts to understand the SJ state in the topology-changing two-

dimensional “trousers” spacetime are discussed in the final part of the thesis.
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1. Introduction

Quantum field theory (QFT) in curved spacetime is primarily a framework for study-

ing the e↵ect of spacetime geometry on quantum fields, in situations where the

quantum e↵ects of gravity itself can be ignored. Although not a fundamental the-

ory of nature, predictions made within the framework have led to profound insights

into the interplay between matter and spacetime geometry, such as the emission of

thermal radiation by black holes [3], the Unruh e↵ect [4,5,6], and the generation of

Gaussian-distributed and nearly scale-invariant random perturbations in the theory

of inflation [7]. In all of these applications, physical predictions are arrived at via

the choice of a “vacuum” or some reasonable reference state for the quantum field.

It is well known, however, that the unique Poincaré-invariant vacuum of flat space-

time does not admit an obvious generalisation to arbitrarily curved backgrounds, a

notable exception being spacetimes with a timelike Killing vector  = d

dt

, for which

a natural choice of vacuum is the ground state of the Hamiltonian on t = const.

hypersurfaces.

This observation hints at a central tension in the subject as traditionally studied,

as pointed out by S.A. Fulling at the end of his classic textbook Aspects of Quantum

Field Theory in Curved spacetime:

One of the striking things about the subject is the intertwining of the con-

ceptual issues with the mathematical tools. Historically there has been

a close association between relativity and di↵erential geometry, while

rigorous research in quantum theory has looked more toward functional

analysis. Field quantisation in a gravitational background brings these

two alliances into head-to-head confrontation: A field is a function of a

time and a space variable,

�(t,x).

Relativity and modern geometry persuade one with an almost religious

intensity that these variables must be merged and submerged; the true



domain of the field is a spacetime manifold:

�(x), x ! {xµ}

But quantum theory and its ally, analysis, are constantly pushing in the

opposite direction. They want to think of the field as an element of some

function space, depending on time as a parameter:

�
t

(x).

Taking the relativistic view that the physical world has a spacetime character

indeed requires an approach to quantum field theory that is built on spacetime

concepts, one that makes no fundamental appeal to “time as a parameter.” The

approach of algebraic quantum field theory takes this view seriously and attempts

to push the foundations towards greater covariance, basing the theory on appropriate

algebras of operators associated to open spacetime regions. The focus on the quasi-

local algebras as the central constructs of the theory has encouraged the point of view

that in general, in curved spacetime, there is no preferred quantum state and that a

choice of state is akin to a choice of coordinates (see e.g. [8]). However, the algebraic

approach has not been completely successful in constructing the expectation value

of the stress-energy tensor or dealing with interacting fields. It remains an open

question whether quantum field theory requires in addition the identification of a

distinguished “ground state” (or class of them) [9, 10, 11].

The split of spacetime into space plus time that Fulling assumes to be inherent

in the quantum aspect of the field theory is actually an artefact of the choice to

conceive of a quantum field as if it were the canonical quantisation of a classical

Hamiltonian system. In a canonical approach, defining the Hamiltonian tends to

demand the foliation of spacetime into spacelike hypersurfaces. However, there is an

alternative, long ago identified by Dirac as more fundamental because it is essentially

relativistic: the quantum analogue of the classical Lagrangian approach, namely the

path integral [12].

In this thesis, we investigate a proposal for a “ground state of a spacetime region”

for a free quantum field [10,13] that, like the path-integral, is essentially relativistic

in character. The proposal, implicit in work by S. Johnston on quantum field theory

on a causal set [14], gives primacy to the “true domain”, the spacetime manifold

itself and its coordinate independent causal structure. This “Sorkin-Johnston” (SJ)

13



ground state is defined in a covariant way starting from nothing more than the

Pauli-Jordan function (or causal propagator) �(x, y).

The formulation of the quantum theory along these lines bears no resemblance

to the “canonical quantisation” process: one does not solve the classical equations

of motion or identify canonically conjugate variables or promote them to operators

satisfying canonical commutation relations. Such a formulation seems much more

compatible with a path integral approach to quantum theory, and indeed the SJ pro-

posal serves as the starting point for the construction of a histories-based formulation

of quantum field theory on a causal set [13] which admits a natural generalisation

to interacting scalar fields and takes us one step further towards a quantum theory

of causal sets.

From a more conservative point of view, even if a natural construction of quantum

states in curved spacetime is not logically necessary for quantum field theory as such,

finding such a construction can be fruitful for many reasons. For instance, one may

hope to find what could be a “natural” state for a portion of spacetime such as

the early universe [10], just as the Minkowski vacuum is “natural” for an infinite

flat spacetime. Then, one might hope further that “natural” would coincide with

“likely to be produced dynamically”, which in the cosmological case refers to the

pre-geometric, quantum gravity era [15].

14



2. Background

We use a mostly + metric signature and natural units: G = ~ = c = 1. The complex

conjugate of c is c and the Hermitian conjugate of h is h†.

2.1. Quantum fields in curved spacetime

Here we review the quantum theory of a free real scalar field �(x) in a D = d + 1

dimensional spacetime (M, g
µ⌫

). We assume (M, g
µ⌫

) to be globally hyperbolic,

which implies that it admits a global time function t : M ! R and a foliation by

Cauchy surfaces ⌃
t

of constant t.

The classical equations of motion of the field are given by the Klein-Gordon equa-

tion

(⇤�m2)�(x) = 0 (2.1)

where ⇤ = gµ⌫r
µ

r
⌫

= 1p
�g

@
µ

(
p�ggµ⌫@

⌫

) is the d’Alembertian operator and g is

the determinant of the metric.

There exists a natural inner product on the space of solutions to (2.1), the so-called

Klein-Gordon product :

(f, g) := i

Z

⌃

�
fnµr

µ

g � gnµr
µ

f
�
d⌃, (2.2)

where bar denotes complex conjugation, ⌃ is an arbitrary Cauchy surface in M , nµ

is the future-directed unit normal to ⌃, and d⌃ is the induced volume element on ⌃.

It is invariant under the evolution generated by (2.1), that is to say it is independent

of the hypersurface ⌃ when evaluated on any pair of solutions to (2.1).

One defines advanced and retarded Green functionsG
R,A

(x, y) associated with (2.1)

as solutions to

(⇤�m2)G
R,A

(x, y) =
1p�g

�(D)(x� y), (2.3)

where by definition G
R

(x, y) = 0 unless y � x and G
A

(x, y) = 0 unless x � y. Here,

we have introduced the causal precedence relation �, where x � y means that x



2.1. Quantum fields in curved spacetime

is in the causal past of (or causally precedes) y, i.e. there exists a future-directed

causal (non-spacelike) curve from x to y. The relation � is defined analogously. The

Green functions are unique when (M, g
µ⌫

) is globally hyperbolic [16].

2.1.1. Canonical quantisation

In the usual construction of the QFT, one promotes �(x) to an operator in a Hilbert

space H, in such a way that �(x) solve the Klein-Gordon equation and satisfy the

canonical commutation relations

[�(t,x),⇡(t,y)] = i�d(x� y)1. (2.4)

Here 1 is the identity operator on H and both the field and its conjugate momentum

⇡(x) =
p�gg0µ@

µ

�(x) are specified on the same hypersurface ⌃
t

(we omit hats on

operators). The two conditions are consistent with each other due to the invariance

of (2.4) under the evolution generated by the field equations.

This is achieved concretely by first identifying a complete orthonormal set of

positive-norm solutions to the Klein-Gordon equation, u
k

(x), i.e. one for which

(u
k

, u
q

) = �
kq

. Any such set comes hand in hand with an orthogonal set of negative-

norm solutions u
k

:

(u
k

, u
q

) = �(u
k

, u
q

) = �
kq

, (u
k

, u
q

) = 0. (2.5)

Taken together the two sets form a complete basis. The field is expanded in terms of

the modes u
k

and u
k

by attaching appropriately normalised annihilation operators

to the positive-norm modes:

�(x) =
X

k

u
k

(x)a
k

+ u
k

(x)a†
k

. (2.6)

The canonical commutation relations (2.4) then obtain if the operators a
k

and their

Hermitian conjugates satisfy the usual commutation relations

[a
k

, a†
q

] = �
kq

and [a
k

, a
q

] = [a†
k

, a†
q

] = 0. (2.7)

Introducing, finally, the vacuum state |⌦i via the conditions a
k

|⌦i = 0 8 k, one

obtains a concrete operator �(x) acting in a Hilbert space H spanned by states of

the form (a†
k1
)n1(a†

k2
)n2 · · · |⌦i. We will refer to the state |⌦i defined in this manner

16



2.1. Quantum fields in curved spacetime

as the “vacuum associated with the modes u
k

”.

The covariance of the canonical commutation relations is not explicit in their

equal-time form (2.4). However, they can be restated in an entirely equivalent form

due to Peierls as [17,18]

[�(x),�(y)] = i�(x, y)1, (2.8)

where �(x, y) is the Pauli-Jordan (or commutator) function, which is defined as the

di↵erence between the retarded and advanced Green functions:

�(x, y) := G
R

(x, y)�G
A

(x, y). (2.9)

Note that the arguments x and y are not restricted to lie on any particular hyper-

surface, and further that �(x, y) is a solution to the Klein-Gordon equation in both

arguments since it is the di↵erence between two Green functions.

2.1.2. Non-uniqueness of the quantum state

As is well-known, this construction is not unique. There are many ways to choose

a set of positive-norm solutions, and with each choice comes a di↵erent set of an-

nihilation operators and a di↵erent vacuum. Consider a new orthonormal set of

positive-norm modes v
k

related by a so-called Bogoliubov transformation to the

modes u
k

:

v
k

(x) =
X

q

A
kq

u
q

(x) +B
kq

u
q

(x), (2.10)

where A
kq

and B
kq

are known as the Bogoliubov coe�cients. These modes define

a di↵erent representation of the field

�(x) =
X

k

v
k

(x)b
k

+ v
k

(x)b
k

†, (2.11)

which is consistent with the commutation relations (2.8) so long as

X

k

A
ak

B
bk

�B
ak

A
bk

= 0

X

k

A
ak

A
bk

�B
ak

B
bk

= �
ab

(2.12)

(assuming that the new annihilation operators b
k

are given their usual normalisa-

tion (2.7)). The vacuum state |⌦̃i associated with these modes, i.e. the state defined

17



2.1. Quantum fields in curved spacetime

by b
k

|⌦̃i = 0 8 k, is di↵erent from |⌦i unless B
kq

= 0 8 k,q. A transformation for

which the latter equality holds will be referred to as a trivial Bogoliubov transform-

ation.

In the special case that the spacetime admits a global timelike Killing vector

 = d

d⌧

, there exists a preferred basis of positive-norm modes u
k

, defined by the

“positive-frequency” condition

u
k

= �i!(k)u
k

(2.13)

for positive real !(k). The Killing vector  commutes with the Klein-Gordon oper-

ator, which implies that in a chart x = (⌧,x) the positive-frequency modes take the

form

u
k

(x) = u
k

(⌧,x) = n
k

e�i!(k)⌧U
k

(x) (2.14)

where n
k

is a normalisation-factor, !(k) > 0, and x are the spatial coordinates of

x. There is then a unique vacuum state corresponding to this choice of positive

frequency modes, which is the ground state of the Hamiltonian associated to . In

the absence of such symmetries, there is in general no preferred vacuum state.

2.1.3. Propagators

The Wightman (two-point) function of the field in a state |⌦i is defined as

W
⌦

(x, y) := h⌦|�(x)�(y)|⌦i. (2.15)

When |⌦i is a Gaussian state, knowledge of this function fully specifies the quantum

theory, since Wick’s theorem then guarantees that all field correlators reduce to

polynomials in W
⌦

(x, y). We will assume that |⌦i is Gaussian in this thesis, since

we are dealing with non-interacting fields. Using the definition of the commutation

relations and the Wightman function, it follows that

W
⌦

(x, y) =
1

2
H

⌦

(x, y) +
i

2
�(x, y), (2.16)

where we have defined the Hadamard (or anticommutator) function

H
⌦

(x, y) := 2Re [W
⌦

(x, y)] = h⌦|�(x)�(y) + �(y)�(x)|⌦i. (2.17)
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2.2. The discrete SJ state

We see that the choice of a ground state |⌦i is equivalent to a choice of Hadamard

function H
⌦

(x, y), since any state consistent with the canonical commutation rela-

tions must have the same Pauli-Jordan function (as guaranteed by the commutation

relations (2.8)).

Given a field expansion in terms of modes u
k

, the Wightman, Pauli-Jordan and

Hadamard functions can be expressed as the mode sums

W
⌦

(x, y) =
X

k

u
k

(x)u
k

(y),

i�(x, y) =
X

k

[u
k

(x)u
k

(y)� u
k

(x)u
k

(y)] ,

H
⌦

(x, y) =
X

k

[u
k

(x)u
k

(y) + u
k

(x)u
k

(y)] .

(2.18)

Note in this context that W
⌦

is always, in fact, positive semi-definite in the sense

of a quadratic form:

Z

M

p
�g(x)dx

Z

M

p
�g(x0)dx0 f(x)W (x, x0)f(x0) � 0. (2.19)

This follows directly from the positivity of the Hilbert norm:

Z

M

p
�g(x)dx

Z

M

p
�g(y)dx0 f(x)h⌦|�(x)�(y)|⌦if(y)

=

⌧
⌦

����

✓Z

M

p
�g(x)dxf(x)�(x)

◆✓Z

M

p
�g(x)dxf(x)�(x)

◆����⌦
�

=: h�(f)|�(f)i � 0.

(2.20)

2.2. The discrete SJ state

Even though the central topic of this thesis is the study of the continuum SJ formal-

ism (and its associated vacuum state), it seems appropriate to first introduce the SJ

formalism on a causal set. For one, the discrete formalism is the historical precursor

of the continuum formalism [14], wherefore it might better illustrate the original

motivations for the idea. More importantly, perhaps, the mathematical formulation

is much simpler in the discrete setting and hence the derivation cleaner.

The discrete version of the SJ prescription can be interpreted in two ways. In the

context of quantum gravity, causal sets are considered to be fundamental — more

fundamental than continuum spacetimes which are just approximations to the true
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2.2. The discrete SJ state

discrete physics [19]. On this view, the discrete SJ proposal is a starting point for

building a theory of quantum fields on the physical discrete substratum of spacetime

and one can hope that it will give us clues about quantum gravity, just as quantum

field theory in curved continuum spacetime has done. From another viewpoint,

the discrete formalism can be seen as simply a Lorentz-invariant discretisation of

the continuum formalism and can therefore be used as a mathematical tool in the

continuum theory when analytic calculations are di�cult.

2.2.1. Background on causal sets

Let us briefly review the necessary background on causal sets (for more details on

causal set theory the reader may refer to [19, 20, 21]). A causal set (C,�) is a set C
with a partial order relation �, which is

(i) transitive : x � y � z =) x � z

(ii) irreflexive : x ⌃ x

(iii) locally finite : |[x, y]| < 1

for all x, y, z 2 C, where [x, y] := {z 2 C |x � z � y} is the (inclusive) order interval

between two elements x, y 2 C and | · | denotes cardinality. We write x � y for (x � y

or x = y). In the presence of transitivity, irreflexivity implies the absence of cycles:

x � x0 � x00 � . . . � x, which can be taken as an alternative axiom to (ii). The con-

dition (iii) of local finiteness is a formal way of saying that a causal set is discrete.

Note that we use the same symbol � to denote the causal precedence relation on a

causal set and that on a Lorentzian manifold (mainly for lack of symbols, but also

as an indication of their kinship). It will always be clear which relation the symbol

refers to, as it either relates two causal set elements or two spacetime points.

A causal set can be fully encoded in an adjacency or causal matrix C, defined as

the |C|⇥ |C|-matrix with entries

C
ij

:=

(
1 if x

i

� x
j

0 otherwise,
(2.21)

for x
i

, x
j

2 C, where i, j 2 {1, 2, . . . , |C|} are indices corresponding to a labelling of

C. A labelling is said to be faitfhful i↵ i � j =) i < j and so, given a faithful

labelling, C will be represented by a strictly upper triangular matrix. In this thesis
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2.2. The discrete SJ state

labellings will always be faithtful.

A technique that is widely used to test the discrete-continuum correspondence for

causal sets is the sprinkling. Whenever we propose a new structure or a new model

to describe discrete physics on a causal set (be it a formalism for quantum fields,

a proposal for the spacetime action, a formula for geodesic distance. . . ), a basic

consistency requirement is that the proposed model reproduce known and tested

continuum results in an appropriate “continuum limit”. A concrete implementation

of this idea is a↵orded by the sprinkling, which is a procedure for generating a

causal set (C
M

,�) given a continuum spacetime region (M, g
µ⌫

). Points are placed

at random in M using a Poisson process with “density” ⇢ = l�d, where l denotes the

discreteness scale. In other words we set the mean of the Poisson variable N
M

:=

|C
M

| that counts the number of elements sprinkled into M to be hN
M

i = ⇢V
M

, thus

obtaining an average of 1 element (or atom) per spacetime volume-element ld. This

procedure generates a causal set whose elements are the sprinkled points and whose

partial order relation can be “read o↵” from that of the underlying spacetime. The

causal set obtained in this manner provides a discretisation of (M, g
µ⌫

) which, unlike

a regular lattice, is statistically Lorentz invariant [21, Sec. 1.5]. The continuum limit

then corresponds to the limit as ` ! 0 or ⇢ ! 1 (as M and thus V
M

are fixed).

An example of an N = 200 sprinkling into a causal diamond in two-dimensional

Minkowski space is shown in Figure 2.1 (corresponding to V = L2 and ⇢ = 200L�2

where L is an arbitrary length scale for the diamond).

The sprinkling (C
M

,�) as such carries no explicit information other than the

causal order inherited from its originary manifold (M, g
µ⌫

) — everything but �
is forgotten. Yet the order relation is very rich. Indeed, in the continuum, the

causal order of a distinguishing manifold encodes all geometric information of the

spacetime up to a local scale factor.1 This suggests that the causal set contains much

information intrinsically — otherwise, of course, it would not be a good candidate

for spacetime in the first place.

The example that will be relevant in this work is the timelike geodesic distance

between two elements of a sprinkling. It can been shown that, given a sprinkling

into a D-dimensional spacetime, a good estimator for the geodesic distance between

two elements is given by c
D

⇢
1
d times the length of the longest chain between the

1The precise statement is that if two distinguishing spacetimes are causally isomorphic then
they are conformally isometric — the causal order contains within itself the topology (including
dimension), the di↵erentiable structure and the conformal metric g

µ⌫

/ Dp�g [22, 23,24].
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2.2. The discrete SJ state

Figure 2.1.: An N = 200 sprinkling into a causal diamond in two-dimensional
Minkowski space. Only the irreducible relations are shown (i.e. those
not implied by others via transitivity).

two elements (a chain being a sequence of elements, all of which are related, and c
D

denoting a constant that only depends on D) [25]. In order to reduce the computa-

tional cost of the simulations described in the following chapters, we will keep the

geodesic distance information of (M, g
µ⌫

) for all pairs of elements in C
M

rather than

computing the geodesic distance from the sprinkling itself. This means that for all

pairs ⌫
i

, ⌫
j

2 C
M

with coordinates x
i

, x
j

in M , we record the values d
ij

:= d(x
i

, x
j

),

where d(x
i

, x
j

) denotes geodesic distance in (M, g
µ⌫

). The results of [25] provide a

priori justification for this workaround (at least for related pairs of elements), and

the findings of Chapters 3 and 4 provide further a posteriori justification.

2.2.2. Definition

The canonical procedure for quantum field theory outlined in Section 2.1, relying

on di↵erential equations and Fourier decomposition, is hard to transpose to causal

sets. On the other hand, the formulation in terms of the classical retarded and

advanced propagators and the quantal Wightman function provides a much more

natural starting point on causal sets. Indeed, the first step toward a theory of fields

propagating on an underlying causal set was the discovery of a retarded propag-

ator [26]. Let (C
M

,�) be an N -element causal set generated by a sprinkling into a
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2.2. The discrete SJ state

1 + 1 dimensional spacetime (M, g
µ⌫

). The discrete retarded propagator R in two

dimensions is defined for a scalar field of mass m on C
M

as

R =
1

2
C

✓
1+

m2

2⇢
C

◆�1

(2.22)

where C denotes the causal matrix defined in (2.21). It has been shown that if

(M, g
µ⌫

) is a causal diamond2 in two-dimensional Minkowski space, the mean of R
ij

as a function of the geodesic distance d
ij

= d(x
i

, x
j

) is in agreement with the known

continuum retarded propagator G
R

(x, y) = �(y � x)J
0

(m|d(x, y)|) for masses in the

range 0 < m/
p
⇢ ⌧ 1 [26]. (Here J

0

denotes the Bessel function of the first kind

and � is the Boolean function that maps propositions to {0, 1}: �(A) = 1 if A is

true and �(A) = 0 if A is false). We will provide similar evidence for the case where

(M, g
µ⌫

) is a causal diamond in de Sitter space.

Given a retarded propagator, we define the discrete Pauli-Jordan function (or

Pauli-Jordan matrix) � on C
M

in analogy with its continuum counterpart [14]:

� := R�RT (2.23)

where T denotes the matrix transpose. The matrix i� is by construction skew-

symmetric: i� = �i�T and Hermitian: (i�)† = i�. By consequence, it has an

even number of eigenvectors u
a

and its non-zero eigenvalues �
a

come in pairs of

positive/negative real numbers:

(i�)u±
a

= ±�
a

u±
a

(2.24)

(each eigenvector being a |C|-dimensional vector [u
a

]
i

with i 2 {1, 2, . . . , |C|}). Their
associated eigenvectors form complex conjugate pairs:

u+

a

= u�
a

8 a. (2.25)

Eigenvectors corresponding to distinct eigenvalues are orthogonal, and we can always

normalise them such that

⌦
u+

a

,u+

b

↵
=

⌦
u�
a

,u�
b

↵
= �

ab

⌦
u+

a

,u�
b

↵
= 0

(2.26)

2A causal diamond is the intersection of the interior of the past lightcone of a point q with the
interior of the future light cone of a point p that lies to the causal past of q.
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2.2. The discrete SJ state

where hu
1

,u
2

i := u†
1

.u
2

. By the spectral theorem for Hermitian matrices, we can

now decompose i� as follows:

i� =
X

a

�
a

u+

a

(u+

a

)† �
X

a

�
a

u�
a

(u�
a

)†. (2.27)

If we then define the matrix

Q =
X

a

�
a

u+

a

(u+

a

)†, (2.28)

the decomposition above takes the simple form

i� = Q�Q. (2.29)

Remember that the commutation relations for the real scalar field in the continuum

imply i�(x, x0) = W (x, x0)�W (x, x0). This suggests that Q itself is the causal set

analog of the two-point function! This leads to Sorkin and Johnston’s proposal

W
SJ

:= Q =
X

a

�
a

u+

a

�
u+

a

�†
. (2.30)

The discrete SJ Wightman function (or SJ Wightman matrix) has hereby been

defined as the positive spectral projection of i�:

Definition: The SJ Wightman function on a causal set is given by the positive part

of the matrix i�:

W
SJ

:= Pos(i�). (2.31)

By construction, W
SJ

is a Hermitian positive3 matrix:

W† = W and hu,W
SJ

ui � 0 8u 2 CN . (2.32)

Since i� is itself a finite Hermitian matrix (at least for causal sets of finite cardinal-

ity), its positive part is completely well-defined and specifies W
SJ

uniquely. Before

we move on we also define the discrete analogue of the Hadamard function

H
SJ

:= 2Re [W
SJ

] (2.33)

3In this text, positive will always mean positive semi-definite.
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2.2. The discrete SJ state

such that W
SJ

= 1

2

H
SJ

+ i

2

�.

2.2.3. Alternative definition

Note that W
SJ

W
SJ

= W
SJ

W
SJ

= 0, since

W
SJ

W
SJ

=
X

a,b

�
a

�
b

u+

a

�
u+

a

�†
u�
b

�
u�
b

�†

=
X

a,b

�
a

�
b

u+

a

⌦
u+

a

,u�
b

↵ �
u�
b

�†
= 0.

(2.34)

To give this property a name, we shall say that two matrices A and B satisfy-

ing AB = 0 have “orthogonal support” (in analogy with two functions satisfying
R
f(x)g(x)dx = 0).4 This provides an alternative definition of the SJ two-point

function free of reference to its spectral decomposition, as the unique matrix that

satisfies the three conditions:

Definition: The SJ Wightman function on a causal set is given by the unique

matrix satisfying the three conditions

1. Consistency with the Pauli-Jordan functional: i� = W �W

2. Positivity: hu,Wui � 0

3. Orthogonal supports: WW = 0.

To see that these conditions specify W
SJ

uniquely, suppose W
1

and W
2

both

satisfy the conditions. First note that if W is positive, then so is W. We have

W
1

W
1

= W
1

W
1

= W
2

W
2

= W
2

W
2

= 0 and

W
1

�W
1

= W
2

�W
2

. (2.35)

Squaring both sides yields

�
W

1

�W
1

�
2

=
�
W

2

�W
2

�
2

)
�
W

1

+W
1

�
2

=
�
W

2

+W
2

�
2

.
(2.36)

4Since the “support” of a matrix is a word sometimes used to refer to the orthogonal complement
of the matrix kernel (supp(A) = ker(A)?), “orthogonal support” could be interpreted as implying
supp(A) ? supp(B). To be clear, the term “orthogonal support” in this text merely means that
AB = 0. Two matrices satisfying this condition do not necessarily satisfy supp(A) ? supp(B).
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2.3. The continuum SJ state

Both W
1

+ W
1

and W
2

+ W
2

are positive matrices and hence their squares are

positive. Since every positive matrix has a unique positive square root, we can take

the square root of (2.36) to obtain

W
1

+W
1

= W
2

+W
2

. (2.37)

This equation together with (2.35) implies that W
1

= W
2

, hence proving that the

above conditions specify W
SJ

uniquely.

2.3. The continuum SJ state

Conceptually, the formalism outlined in the previous section extends in a natural way

to continuum spacetime manifolds [26]. In this section we present the continuum

formalism, the study of which will constitute the core of this thesis. In essence,

the move from the causal set to the continuum simply means replacing discrete

causal set indices i by spacetime coordinates xµ, vectors [u]
i

by functions u(x) and

matrices M
ij

by integral kernels M(x, y) (or rather their associated linear operators

M : f(x) ! (Mf)(x) =
R
M(x, y)f(y)dy). However, as always, the move from finite

to infinite dimensions comes along with technical complications.

Indeed to give a rigorous definition of the SJ state in globally hyperbolic space-

time manifolds, field operators should really be abstracted to symbols of a ?�algebra,

propagators should be viewed as linear operators and n�point functions as distri-

butions on appropriate function spaces, as it is customary in the algebraic approach

to QFT [10,11]. And even then, the rigorous construction relies on spacetime being

bounded (of finite volume) or at least bounded in time in some appropriate sense

(more on this below). The formalism that necessarily accompanies any such rigor-

ous treatment would cloud the matters we wish to address in this thesis. We will

therefore adopt the less rigorous approach (as we already did implicitly by writing

down expressions such as �(x) in Section 2.1), but nevertheless we will encounter

and address some of the questions regarding the status of the SJ state in unbounded

regions of spacetime.
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2.3. The continuum SJ state

2.3.1. Definition

Recall that in the continuum the Pauli-Jordan function is defined as �(x, y) =

G
R

(x, y)�G
A

(x, y). Hence the kernel i�(x, y) is both antisymmetric:

i�(y, x) = �i�(x, y) (2.38)

and Hermitian:

i�(y, x) = i�(x, y). (2.39)

This is the case because �(x, y) is real and in a globally hyperbolic spacetime

G
A

(x, y) = G
R

(y, x).

Consider the space L2(M) of square-integrable functions on (M, g
µ⌫

) with the

usual inner product

hf, gi :=
Z

M

f(x)g(x)
p
�gdx (2.40)

where f, g 2 L2(M) and dx := dx0dx1 . . . dxD. We define the Pauli-Jordan operator

as the integral operator whose kernel is the Pauli-Jordan function �(x, y):

(�f)(x) =

Z

M

�(x, y)f(y)
p

�g(y)dy (2.41)

Let us assume, for now, that (i) (M, g
µ⌫

) is a globally hyperbolic manifold that is

bounded (i.e. of finite spacetime volume V
M

=
R
M

p�gdx) and (ii) that �(x, y) is

a square integrable kernel: �(x, y) 2 L2(M ⇥M) (as in the case of a massless scalar

field in two-dimensional Minkowski space — see Section 3.2). Then the operator i�

is a self-adjoint Hilbert-Schmidt integral operator [27, Thm. VI.23] and the spectral

theorem for such operators guarantees that i� has a set of real eigenvalues �
a

and

a complete orthonormal set of eigenvectors u
a

(x) which satisfy

i�u
a

= �
a

u
a

, �
a

2 R. (2.42)

Since �(x, y) is a real function, it follows that

i�u
a

= �
a

u
a

(x) =) i�u
a

= ��
a

u
a

, (2.43)

which means that the non-zero eigenvectors of i� come in pairs:

i�u±
a

= ±�
a

u±
a

, (2.44)
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where by definition �
a

> 0 and u�
a

= u+
a

. Moreover, these functions (when appro-

priately normalised) are orthonormal in the L2(M) inner product:

hu±
a

, u±
b

i = �
ab

hu+
a

, u�
b

i = 0.
(2.45)

We can now split i�(x, y) into positive and negative parts

i�(x, y) = Q(x, y)�Q(x, y), (2.46)

where

Q(x, y) =
X

a

�
a

u+
a

(x)u+
a

(y). (2.47)

The SJ state |SJi is then defined by

W
SJ

(x, y) := Q(x, y) =
X

a

�
a

u+
a

(x)u+
a

(y). (2.48)

This is a valid definition for a two-point function because (i) it is positive:

hf,W
SJ

fi =
Z

M

p
�g(x)dx

Z

M

p
�g(x0)dx0 f(x)W (x, x0)f(x0) � 0 (2.49)

(ii) its anti-symmetrisation produces the commutator:

W
SJ

(x, y)�W
SJ

(y, x) = [�(x),�(y)] (2.50)

and (iii) it satisfies the Klein-Gordon equation:

(⇤
x

�m2)W
SJ

(x, y) = 0. (2.51)

The last statement follows from the fact that �(x, y) itself satisfies the Klein-

Gordon equation (⇤
x

� m2)�(x, y) = 0, which implies that the functions u±
a

are

solutions, since (⇤
x

� m2)u
a

(x) = ±(⇤
x

� m2)(i�u
a

)(x)/�
a

= 0. Therefore,

W
SJ

=
P

a

�+
a

u
a

u+
a

satisfies the Klein-Gordon equation as well (in both arguments).

When the annihilation and creation operators that serve as the expansion coef-

ficients are given their customary normalisation, the field operator �(x) can be
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expanded as a mode sum

�(x) =
X

a

uSJ
a

(x)a
a

+ uSJ
a

(x)a†
a

, (2.52)

where the “SJ modes”, uSJ
a

, i.e. the modes normalised with respect to the Klein-

Gordon product (as opposed to the L2 inner product), are given by

uSJ
a

(x) :=
p
�
a

u+
a

(x). (2.53)

The SJ state is then defined by a
a

|SJi = 0 8 a. As shown above, the SJ modes

uSJ
a

(x) satisfy the Klein-Gordon equation.

Note, finally, that the eigenvalues �
a

of i� satisfy the useful identity [27, Thm.

VI.23]: Z

M

p
�g(x)dx

Z

M

p
�g(y)dy |i�(x, y)|2 =

X

a

�2
a

. (2.54)

In words, the sum of the squared eigenvalues of i� is equal to the L2(M ⇥M) norm

of its kernel. We will use this identity in Chapters 3 and 5.

The conditions imposed on �(x, y) above are very restrictive. For example,

already in 3+1 dimensional Minkowski space �(x, y) is no longer a Hilbert-Schmidt

integral kernel. However, it has been shown [10, 11] that the construction can be

carried out on any bounded globally hyperbolic spacetime (where the SJ state then

defines a “pure quasi-free state”). i� in that case belongs to the class of bounded

self-adjoint operators, for which the spectral theorem guarantees the possibility to

define the spectral decomposition and thus the “positive part”. The authors of [11]

point out that even if i� is not bounded as an operator or essentially self-adjoint,

the SJ two-point function can still be meaningfully defined so long as the weaker

condition holds that �f be square-integrable for any smooth f of compact support.

The SJ Wightman function can then be obtained because an operator i� for which

the latter condition holds admits a “polar decomposition” that serves to define its

positive part.

Still, for unbounded spacetimes it is not immediately clear how to arrive at a

rigorous definition. In general, i�(x, y) will have non-compact support and therefore

it seems guaranteed that �f will not be square-integrable for any non-zero function

f (since convolution with �(x, y) will spread the support of the function over an
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2.3. The continuum SJ state

infinite region). � cannot then be defined as an unbounded (i.e. densely defined)

linear operator on L2 at all. This prevents one from appealing to the procedures

above (i.e. spectral decomposition of self-adjoint extensions or polar decomposition)

in order to derive W
SJ

as the positive part of i�. Perhaps it may be possible

to make sense of �, not as an operator, but rather as a bilinear form �(f, g) =
R p

�g(x)dx
R p

�g(y)dyf(x)�(x, y)g(y) on some dense subset of L2. One would

then need to show that such an object may be decomposed uniquely into positive

and negative parts. At present, these questions remain open.

Nevertheless, as we know well from quantum field theory, progress can be made

even in the absence of a rigorous underpinning using limiting procedures and “formal”

calculations. That will be the approach adopted in some of the sections below. We

shall see that it is possible to obtain a meaningful answer to “What is the SJ state

in an infinite spacetime?” following this approach, especially in the case of de Sitter

space, but we will also encounter problems that shed further light on the continuum

formalism.

2.3.2. Explicit construction

Here we derive an explicit construction of the SJ modes that define the SJ two-point

function (and its associated state), in terms of an arbitrary (orthonormal) basis of

solutions to the Klein-Gordon equation.

The eigenvalue problem (2.42) can be reduced to a set of algebraic equations as

follows. Given an expansion of the field in terms of an arbitrary set of modes u
k

,

the commutator function i�(x, y) can be expressed as the mode sum (2.18)

i�(x, y) =
X

k

[u
k

(x)u
k

(y)� u
k

(x)u
k

(y)] .

Substituting this into the eigenvalue equation (2.42) for an eigenfunction uSJ
a

with

positive eigenvalue �
a

, we obtain

uSJ
a

(x) =
X

k

A
ak

u
k

(x) +B
ak

u
k

(x), (2.55)

where we have defined
A

ak

= ��1

a

hu
k

, uSJ
a

i,
B

ak

= ���1

a

hu
k

, uSJ
a

i.
(2.56)

As the notation is meant to indicate, these coe�cients define a Bogoliubov trans-
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2.3. The continuum SJ state

formation. This can be checked explicitly by acting on (2.55) with hu
k

, · i and hu
k

, · i,
which yields

A
ak

=
1

�
a

X

q

A
aq

hu
k

, u
q

i+B
aq

hu
k

, u
q

i,

B
ak

=
�1

�
a

X

q

A
aq

hu
k

, u
q

i+B
aq

hu
k

, u
q

i.
(2.57)

Complementing these equations with the orthonormality conditions (2.45) on the

SJ modes, we find the Bogoliubov conditions

X

k

A
ak

B
bk

�B
ak

A
bk

= 0

X

k

A
ak

A
bk

�B
ak

B
bk

= �
ab

.
(2.58)

Finding the SJ state now reduces to solving the above system of equations for A
ak

and B
ak

. Note that this construction is, strictly speaking, only valid in a bounded

region of spacetime, since otherwise the inner products diverge. One strategy for

unbounded spacetimes is to impose temporal and (if necessary) spatial cut-o↵s, to

compute the spectrum of i� (which in this case is completely well-defined), and to

then take the limit as the cut-o↵ goes to infinity. The inner products and eigenvalues

are then formally divergent, but we shall see below that the technique still leads to

well-defined results in most cases, and can thus be justified in hindsight to some

extent. (It fails in certain special cases, although, it seems, only in circumstances

where the QFT su↵ers from otherwise known symptoms).

2.3.3. Alternative Definition

The alternative definition for the discrete SJ two-point function given in Section 2.2.3

can be translated to the continuous case as follows:

1. Consistency with the Pauli-Jordan functional:

i�(x, x0) = W
SJ

(x, x0)�W
SJ

(x, x0)

2. Positivity :

hf,W
SJ

fi � 0.
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2.3. The continuum SJ state

3. Orthogonal supports:5

Z

M

p
�g(x0)dx0W

SJ

(x, x0)W
SJ

(x0, x00) = 0. (2.59)

On this view the Wightman function is a positive bilinear form on the vector space

of complex functions, a view that might lend itself better to generalisation to infinite

spacetimes, as discussed above. The first two conditions must be satisfied by the

two-point function of any state. It is the third and last requirement that acts

as the “ground state condition.” For the conditions to specify a state fully, their

solution must be unique. If we express the ground state condition as WW = 0, then

uniqueness will follow (in analogy to the matrix case above) if a positive bilinear

form has a unique positive square root. Whether this is true is not known to the

author, and we will return to this question in the coming chapters.

When (M, g
µ⌫

) admits a timelike Killing vector  = d

d⌧

, we can show that the SJ

state (formally extended to the case of a spacetime of infinite volume) is the ground

state of the Hamiltonian associated with that Killing vector by showing that the

Wightman function defined by the positive-frequency modes (2.14)

u
k

(x) = u
k

(⌧,x) = N
k

e�i!(k)⌧U
k

(x)

satisfies the SJ conditions. Clearly, the two-point function satisfies conditions (i) and

(ii), and it only remains to check the ground state condition (iii). In a coordinate

chart xµ = (⌧,x)µ we then have

WW (x, x00) =

Z

M

p
�g(x0)dx0W (x, x0)W (x0, x00)

=
X

k,l

u
k

(x)u
l

(x00)

Z
dx0d⌧

p
�g(x0)u

k

(x0)u
l

(x0)

=
X

k,l

u
k

(x)u
l

(x00)

Z
dx0p�g(x0)U

k

(x0)U
l

(x0)

Z 1

�1
d⌧e�i!

k

⌧e�i!

l

⌧

=
X

k,l

u
k

(x)u
l

(x00)

Z
dx0p�g(x0)U

k

(x0)U
l

(x0)

Z 1

�1
d⌧e�i(!

k

+!

l

)⌧

/ �(!
k

+ !
l

) = 0
(2.60)

5Strictly speaking, to multiply two quadratic forms together requires a metric, here given by a
delta function.
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2.3. The continuum SJ state

since the sum over modes does not include the zero-mode !
k

= 0. Thus, if the SJ

conditions specify a unique state, that state is the appropriate ground state when

there is a globally timelike Killing vector.

2.3.4. The Hadamard property

Here is a good place to mention the question of whether the SJ state obeys the

so-called Hadamard condition on its short-distance behaviour, i.e. the condition

that the two-point function of a state coincide with the two-point function in flat

spacetime in the coincidence limit of its two arguments. Hadamard states have a

special status in the algebraic approach to QFT, not least because they admit a well-

defined (“point-splitting”) regularisation scheme for the stress-energy tensor [9,28].

In static spacetimes the Hamiltonian vacuum obeys this condition, so the SJ state

does as well, as we have just seen. On the other hand, Fewster and Verch [29] have

recently provided examples of spacetimes where the condition does not hold. We

defer a discussion of this matter to Chapter 4, where we will see a concrete example

in which the SJ state is not Hadamard.

33



3. The SJ state in the flat causal

diamond in two dimensions

In this chapter we look at the SJ state for a free massless scalar field in a causal

diamond of two-dimensional Minkowski spacetime. The analysis is restricted to the

massless field because the Pauli-Jordan function takes on a particularly simple form

in that case, which makes it possible to find the eigenmodes of i� explicitly.

We will derive the SJ Wightman function for the diamond and we shall pay

particular attention to the limit where the size of the diamond is large compared to

the geodesic separation between the two arguments of W , and where the points lie

either (i) far away from the left and right corners or (ii) close to one of the corners.

In the former limit one might hope to recover the unique Poincaré-invariant

Minkowski vacuum state, if such a state existed. But in fact, no such vacuum

exists, since W is logarithmic and depends on an arbitrary length-parameter or “in-

frared cut-o↵”, as is well known. In our finite diamond, we find that W has the

expected form, but with a definite value of the length-parameter determined by the

diamond’s area.

In the latter limit, one might expect to see the Rindler vacuum state, since the

geometry of the corner approaches that of the familiar Rindler wedge as the diamond

size tends to infinity. However, we find that this is not the case. Instead, the SJ

state close to the corner is the vacuum state of Minkowski spacetime with a static

mirror on the corner.

Further, we shall use the causal set QFT formulation to construct the ground state

on a causal set that approximates the continuum causal diamond. We compare the

results with the foregoing continuum analysis in the subregions of the causal set

corresponding to the two limits (i) and (ii). In both cases, the Wightman function

on the causal set is in good agreement with the continuum Wightman function.

Comment on notation: We have been using plain letters x, y to denote space-

time coordinates and boldface letters x,y to denote spatial coordinates. In two di-



3.1. The massless scalar field in two-dimensional flat spacetimes

mensions, however, there is only one spatial coordinate and it seems most appro-

priate to denote the single spatial coordinate by a plain letter as well. It should

always be clear from the context whether we are referring to a spatial or spacetime

coordinate.

3.1. The massless scalar field in two-dimensional flat

spacetimes

As background for our investigation of the massless scalar field in a two-dimensional

causal diamond, we review the massless scalar field in Minkowski (M) and Rindler

(R) spacetimes in two dimensions. The metric on Minkowski spacetime in Cartesian

coordinates (t, x) is given by

ds2M = �dt2 + dx2. (3.1)

Since the spacetime is globally hyperbolic and static with timelike Killing vector

M = d

dt

, we can separate the solutions to the Klein-Gordon equation into positive

and negative frequency with respect to M. The field equation is

⇤M� = �@2
t

�+ @2
x

� = 0 (3.2)

and the normalised positive frequency modes can be taken as

uM
k

(t, x) =
1p

4⇡!
k

e�i!

k

t+ikx (3.3)

where !
k

= |k|.
If we try to define a vacuum state |0Mi in the usual way as the state annihilated

by the operator coe�cients of the positive frequency modes in the expansion of the

field operator �(t, x), then it is well-known that we encounter an infrared divergence

[30, 31,32]. The Wightman function is logarithmically divergent at k = 0:

WM(t, x; t0, x0) := h0M|�(t, x)�(t0, x0)|0Mi

=
1

4⇡

Z 1

�1

dk

|k|e
�i|k|(t�t

0
)+ik(x�x

0
).

(3.4)

Following [31], we can remove the divergence in the integral by introducing an in-
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3.1. The massless scalar field in two-dimensional flat spacetimes

frared momentum cut-o↵ �:

1

4⇡

Z 1

�1

dk

|k|e
�i|k|�t+ik�x✓(|k|� �)

=
1

4⇡
lim
✏!0

+

Z 1

�

dk

k

h
e�ik(�t+�x�i✏) + e�ik(�t��x�i✏)

i

= � 1

4⇡
lim
✏!0

+

⇥
Ln [i(�t+ �x� i✏)µ] + Ln [i(�t� �x� i✏)µ]

⇤
+O(��)

= � 1

2⇡
Lnµ|d|� i

4
sgn(�t)✓(�t2 � �x2) +O(��)

(3.5)

where µ = �e� , � = 0.5772 . . . is the Euler-Mascheroni constant, and �t = t � t0,

�x = x�x0, and d =
p
��t2 + �x2. The complex logarithm here is given a branch cut

on the negative real axis and Ln denotes its principal value. The quantity � stands

collectively for �t and �x, such that small �� implies that both coordinate distances

�t and �x are small compared to ��1. With non-zero �, the theory has a preferred

frame. However, if we drop the O(�) term in (3.5), we obtain a one-parameter family

of two-point functions that depend on � but are fully frame-independent:

WM,�

(t, x; t0, x0) := � 1

2⇡
Lnµ|d|� i

4
sgn(�t)✓(�t2 � �x2) (3.6)

Unfortunately, (3.6) cannot itself serve as a physical Wightman function, because it

fails to be positive as a quadratic form (see (2.19)). Nevertheless we will see that

the form (3.6) will emerge in a natural manner as a certain limit of the two-point

function we will derive for the diamond.1

It is worth noting that the theory whose fundamental field is the gradient of �

rather than � itself is not infrared divergent, and in fact the vacuum expectation

value

h0M|r
µ

�(t, x)�(t0, x0)|0Mi = �x
µ

2⇡(�t2 � �x2)
(3.7)

already converges, except for the singularity on the lightcone.

The Rindler metric [33, 34] arises from the Minkowski metric via the coordinate

transformations t = a�1ea⇠ sinh a⌘ and x = a�1ea⇠ cosh a⌘, where a > 0 is a constant

with dimensions of inverse length and �1 < ⇠, ⌘ < 1. The coordinates ⇠ and ⌘ only

cover a submanifold of the full Minkowski space, namely the right Rindler wedge,

x > |t| ; but this submanifold is conformal to all of Minkowski space as one sees from

1Perhaps (3.6) could also be understood as defining an “approximate state” valid when �t and
�x are small compared to the IR scale ��1.
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3.1. The massless scalar field in two-dimensional flat spacetimes

x
=
co
ns
t.

h = const.

h =
+•

h =
-•

x

t

Figure 3.1.: The left and right Rindler wedges of two-dimensional Minkowski space-
time.

the form of the line element in (⇠, ⌘) coordinates:

ds2R = e2a⇠
�
�d⌘2 + d⇠2

�
. (3.8)

Lines of constant ⇠ are hyperbolae that correspond to the trajectories of observers

accelerating eternally at a constant acceleration ae�a⇠ (Figure 3.1), and are integral

curves of the Killing vector R = d

d⌘

.

Since Rindler spacetime is globally hyperbolic and static in its own right, the

canonical quantisation of the scalar field can be carried out in a completely self-

contained manner [35]. Thanks to the conformal invariance of the massless theory

in two dimensions, the field equation ⇤R� = 0 in Rindler coordinates (3.8) is just

the usual wave equation, whose normalised positive frequency solutions, the Fulling-

Rindler modes, are given by the plane waves

uR
p

=
1p
4⇡!

p

e�i!

p

⌘+ip⇠ , (3.9)
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3.1. The massless scalar field in two-dimensional flat spacetimes

where !
p

= |p|. Trying to define a Fulling-Rindler vacuum state |0Ri as the state

annihilated by the operator coe�cients of the positive frequency Rindler modes

in the expansion of � once again results in an infrared divergent integral for the

two-point function W . Proceeding as before, one can introduce a cut-o↵ at small

“momentum” � and discard a term of order � to obtain a one-parameter family

of two-point functions, which are the same functions of Rindler coordinates as the

Minkowski two-point function (3.6) is of Cartesian coordinates:

WR,�(⌘, ⇠; ⌘
0, ⇠0) := � 1

4⇡
Lnµ2|�⌘2 � �⇠2|� i

4
sgn(�⌘)✓(�⌘2 � �⇠2) (3.10)

where µ = �e� . As before, this two-point function is symmetric (boost-invariant)

but fails to be positive and depends explicitly on the cut-o↵ �. At best it can have an

approximate validity when the coordinate-di↵erences �⌘ and �⇠ are small compared

to ��1.

It is well known that the Minkowski and Fulling-Rindler “ground states” corres-

ponding to (3.6) and (3.10) are not equal, since the Rindler mode functions uR
k

are

linear combinations of both positive and negative frequency Minkowski mode func-

tions uM
k

and uM
k

(in other words, the two sets are related by a non-trivial Bogoliubov

transformation). This phenomenon is by now well understood as an instance of the

Fulling-Davies-Unruh e↵ect [35,36,37]: if the Rindler wedge is understood as a sub-

region of Minkowski space, and the field is in the usual Poincaré-invariant vacuum

state (say in 3 + 1 dimensions, where the latter is well defined), observers that are

confined to the wedge and that accelerate eternally at a uniform rate will feel them-

selves immersed in a thermal bath of particles.

The preceding calculations su↵er from the appearance of infinite integrals and the

consequent need for infrared cut-o↵s. Nevertheless, we will see that the two-point

functions we have obtained in this section can be related to the case we study next,

that of a finite two-dimensional causal diamond, where the the SJ construction

and the integrals it gives rise to are completely well-defined. In this connection we

comment also that inasmuch as both the Minkowski and Rindler spacetimes possess

globally timelike Killing vectors, the formal demonstration of Section 2.3.3 would

apply to show that the SJ vacua of these two spacetimes would coincide with the

ground-states discussed in this section – were such states actually to exist. (See

also [10].)
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3.1. The massless scalar field in two-dimensional flat spacetimes

3.1.1. The SJ state in Rindler space

Both the Minkowski Rindler spacetimes are examples of spacetimes with global

timelike Killing vectors and so the formal demonstration of Section 2.3.3 would

apply to show that the SJ state for Minkowski space is |0Mi and the SJ state for

Rindler space is |0Ri, were these states actually to exist. Here we give an alternative

demonstration of the relation of the SJ state to the Fulling-Rindler (FR) vacuum

using the technique of identifying the “positive SJ modes”, uSJ
a

— the appropriately

(Klein-Gordon-) normalised eigenfunctions of i� with positive eigenvalue — and

writing down the Wightman function as the sum (2.48) W
SJ

=
P

a

uSJ
a

uSJ
a

over

these modes. We will see that the positive SJ modes are proportional to the positive

frequency FR modes, which can be interpreted as meaning that the SJ state for the

Rindler wedge is the FR vacuum.

As a disclaimer, the calculations in the following paragraphs are of a particularly

singular nature. Since Rindler space is unbounded, i� is not just unbounded as an

operator, it is not a well defined operator at all on any dense subset of L2-functions

on the spacetime. We will thus be comparing infinite quantities with slightly less

infinite quantities and divide by delta-functions. Still, including the calculations here

might be of some benefit since they o↵er a di↵erent angle on the formal calculation

of Section 2.3.3.

The Pauli-Jordan function �(x, x0) for Rindler space is functionally equal to that

for Minkowski space but the coordinates have di↵erent ranges, and since we seek

the eigenfunctions of i� for Rindler space, we choose to express it as a sum over

Rindler modes uR
p

:

i�(⌘, ⇠; ⌘0, ⇠0) =

Z 1

�1
uR
p

(⌘, ⇠)uR
p

(⌘0, ⇠0)dp

=

Z 1

�1

e�i|p|�⌘+ip�⇠ � ei|p|�⌘�ip�⇠

4⇡!
p

dp.

(3.11)

Eigenfunctions of the Pauli-Jordan integral operator with non-zero eigenvalue must

satisfy the Klein-Gordon equation, so we make the ansatz

uSJ
p̃

(⌘, ⇠) =
e�i|p̃|⌘+ip̃⇠

p
4⇡|p̃|

= uR
p̃

(⌘, ⇠). (3.12)

This is not the most general ansatz: one could start with an arbitrary linear com-

bination of positive/negative frequency modes. However, we shall see that in the
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3.1. The massless scalar field in two-dimensional flat spacetimes

case of the Rindler wedge, the positive-eigenvalue eigenvectors of the Pauli-Jordan

operator coincide with the positive frequency modes, in line with our general result

above. The action of i� on (3.12) is

(i�uSJ
p̃

)(⌘, ⇠) =

Z 1

�1
d⌘0

Z 1

�1
d⇠0e2⇠

0
i�(⌘, ⇠; ⌘0, ⇠0)uSJ

p̃

(⌘0, ⇠0)

=

Z 1

�1
dp

Z 1

�1
d⌘0

Z 1

�1
d⇠0e2⇠

0 e�i|p|�⌘+ip�⇠ � ei|p|�⌘�ip�⇠

4⇡|p|
p

4⇡|p̃|
e�i|p̃|⌘0+ip̃⇠

0

=

Z 1

�1
dp

Z 1

�1
d⇠0e2⇠

0
�(|p|� |p̃|)e

i⇠

0
(p̃�p)

4⇡|p|
e�i|p|⌘+ip⇠

p
4⇡|p̃|

=


1

4⇡|p̃|

Z 1

�1
d⇠0e2⇠

0
�
uSJ
p̃

(⌘, ⇠) +


1

4⇡|p̃|

Z 1

�1
d⇠0e2⇠

0
(1+ip̃)

�
uSJ�p̃

(⌘, ⇠)

= �
p̃

uSJ
p̃

(⌘, ⇠).
(3.13)

The last equality holds in the sense that the second term in square brackets is

suppressed with respect to the first, as can be readily verified if one is willing to

accept the divergent integrals as meaningful. We have defined the eigenvalue �
p

=

(4⇡!
p

)�1

R
d⇠0e2⇠

0
, a real positive (although divergent) number, and used �(|p| �

|p̃|) = �(p+ p̃) + �(p� p̃), discarding any terms that force p = 0 (i.e. we discard the

zero-mode). Therefore, the RF positive frequency modes uR
p

(⌘, ⇠) are eigenfunctions

of i� with real positive (although divergent) eigenvalues. It is easily verified that uSJ
p

are the negative eigenvalue eigenfunctions of i�. The “delta-function normalisation”

of the eigenmodes is

huSJ
p

, uSJ
p̃

i =
Z

d⌘

Z
d⇠e2⇠uSJ

p

(⌘, ⇠)uSJ
p̃

(⌘, ⇠)

=
1

4⇡|p|

Z
d⇠e2⇠e�i(p�p̃)⇠�(|p|� |p̃|)

=


1

4⇡|p|

Z 1

�1
d⇠0e2⇠

0
�
�(p� p̃) +


1

4⇡|p̃|

Z 1

�1
d⇠0e2⇠

0
(1+ip̃)

�
�(p+ p̃)

= �
p

�(p� p̃),
(3.14)

where again we used the fact that the second term in square brackets is suppressed

with respect to the first. The SJ two-point function can be computed formally using

these “normalised eigenfunctions”. One sees that the infinite normalisation-factor
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3.2. The massless SJ two-point function in the flat causal diamond

cancels the divergent eigenvalues in expression (2.18), and one obtains

W
SJ

(⌘, ⇠; ⌘0, ⇠0) =

Z
dp

�
p

||u
p

||2u
SJ

p

(⌘, ⇠)uSJ
p

(⌘0, ⇠0)

=

Z
dp uSJ

p

(⌘, ⇠)uSJ
p

(⌘0, ⇠0)

= WR(⌘, ⇠; ⌘
0, ⇠0),

(3.15)

which is just the divergent Rindler two-point function we examined earlier, and

which led us to (3.10).

The preceding calculations and arguments su↵er from both the appearance of

infinite integrals and the unphysical nature of the infrared cut-o↵s they presuppose,

but we will see that they can be interpreted as limits of the finite 1+ 1 dimensional

causal diamond, where the the SJ construction and the procedure outlined above

are completely well-defined.

We will study this case next, and will then analyse the limiting behaviour of the

resulting two-point function as the size of the diamond tends to infinity. For points

that remain close to one corner of the diamond, the spacetime obtained in this limit

corresponds to the Rindler wedge.

3.2. The massless SJ two-point function in the flat

causal diamond

A causal diamond (or Alexandrov open set) is the intersection of the chronological

future of a point x with the chronological past of a point y � x. Because such a

causal diamond is a globally hyperbolic manifold in its own right, the scalar field

possesses therein a unique Pauli-Jordan function �. In this section we will follow

the SJ procedure to derive from � a two-point function W for the massless scalar

field in a causal diamond in two-dimensional Minkowski space. We will then analyse

the limit of W for points (i) in the centre of the diamond and (ii) in the corner of

the diamond.

It will be most convenient to work with lightcone coordinates u = (t + x)/
p
2

and v = (t � x)/
p
2, in which we have ds2 = �2dudv,

p�g = 1 and ⇤ = �2@
u

@
v

.

A causal diamond centred at the origin u = v = 0 that corresponds to the region

u, v 2 (�L,L) is shown in Figure 3.2 and will be denoted by C
L

. Its spacetime
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3.2. The massless SJ two-point function in the flat causal diamond

Figure 3.2.: The causal diamond, u, v 2 (�L,L). The shaded portions of the dia-
gram represent the centre (i) and corner (ii) regions of interest in Sec-
tion 3.2.1.

volume is V = 4L2. The retarded propagator (2.3) must then solve

@
u

@
v

G
R

(u, v;u0, v0) = �1

2
�(u� u0)�(v � v0) (3.16)

with retarded boundary condition G
R

(u, v;u0, v0) = 0 unless u > u0 and v > v0,

which leads uniquely to

G
R

(u, v;u0, v0) = �1

2
✓(u� u0)✓(v � v0). (3.17)

In words, G
R

is equal to �1

2

in the past lightcone of its first argument and zero

everywhere else. The advanced propagator is given by the same formula with argu-

ments transposed. The commutator function �(x, x0) = G
R

(x, x0) � G
A

(x, x0) can

be written as follows:

�(u, v;u0, v0) = �1

2
[✓(u� u0) + ✓(v � v0)� 1] . (3.18)

The associated integral operator i� defined in (2.41) is of Hilbert-Schmidt type,
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3.2. The massless SJ two-point function in the flat causal diamond

since Z
L

�L

du

Z
L

�L

dv

Z
L

�L

du0
Z

L

�L

dv0|i�(u, v;u0, v0)|2 = 2L4 < 1. (3.19)

Given that i�(x, x0) = [i�(x0, x)]⇤, we find that i� is also self-adjoint and so the

spectral theorem applies. The (appropriately normalised) positive eigenfunctions

uSJ
k

that satisfy i�uSJ
k

= +�
k

uSJ
k

, are given by the two sets [26]

f
k

(u, v) := e�iku � e�ikv with k =
n⇡

L
, n = 1, 2, . . .

g
k

(u, v) := e�iku + e�ikv � 2 cos(kL) with k 2 K,
(3.20)

where K = {k 2 R | tan(kL) = 2kL and k > 0} and their eigenvalues are �
k

= L/k.2

Their L2-norms are ||f
k

||2 = 8L2 and ||g
k

||2 = 8L2 � 16L2cos2(kL). It is clear that

the eigenfunctions with negative eigenvalues are given by the complex conjugates

uSJ
k

. To verify that the functions (3.20) and their complex conjugates are indeed all

the eigenfunctions with non-zero eigenvalue, we can use relation (2.54), which states

that the sum over the squared eigenvalues of i� must be equal to (3.19). A short

calculation shows that

X

k

�2
k

=
1X

n=1

2L4

(⇡n)2
+

X

k2K

2L2

k2
=

2L4

6
+

10L4

6
= 2L4, (3.21)

as required (the analytic evaluation of the second sum in (3.21) can be found in [26,

38]). The SJ prescription defines the two-point function W
SJ,L

(u, v;u0, v0) as the

positive spectral projection of i�:

W
SJ,L

(u, v;u0, v0) =
1X

n=1

L2

⇡n

1

||f
k

||2 fk(u, v)f
⇤
k

(u0, v0) +
X

k2K

L

k

1

||g
k

||2 gk(u, v)g
⇤
k

(u0, v0).

(3.22)

We denote the two sums in (3.22) by S
1

and S
2

, respectively.

The first sum

S
1

=
1

8⇡

1X

n=1

1

n

h
e�

iun⇡

L � e�
ivn⇡

L

i h
e

iu

0
n⇡

L � e
iv

0
n⇡

L

i
(3.23)

can be evaluated in closed form. We recognise four Newton-Mercator series which

2There is a sign error in the commutator function in [26] which results in the f
k

and g
k

given
here being the complex conjugates of those there.
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3.2. The massless SJ two-point function in the flat causal diamond

p
2

3 p
2

5 p
2

7 p
2

9 p
2

-10
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20

30

Figure 3.3.: Plot of tanx and 2x along with vertical lines at 2n�1

2

⇡ for n 2 Z. The
values of the summation variable correspond to the positions of the
intersections tanx = 2x > 0.

converge to the principal branch of the complex logarithm:

S
1

=
1

8⇡

⇢
�Ln


1� e�

i⇡(u�u

0)
L

�
� Ln


1� e�

i⇡(v�v

0)
L

�

+Ln


1� e�

i⇡(u�v

0)
L

�
+ Ln


1� e�

i⇡(v�u

0)
L

��
.

(3.24)

The second sum is

S
2

:=
X

k2K

h
e�iku + e�ikv � 2 cos(kL)

i h
eiku

0
+ eikv

0 � 2 cos(kL)
i

kL [8� 16cos2(kL)]
. (3.25)

We have no closed form expression for this sum but as n ! 1, the roots of the

transcendental equation tan(x) = 2x rapidly approach x
n

= (2n�1)⇡

2

with n 2 N
(see Figure 3.3). Therefore if we approximate the sum by replacing k 2 K with

x
n

/L, we can expect the main error to come from a few modes of long wavelength.

Consequently we can expect the resulting error term to be a slowly varying and

small correction to the approximated sum. Let

K
0

:=

⇢
2n� 1

2L
⇡ |n = 1, 2, 3 . . .

�
(3.26)
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3.2. The massless SJ two-point function in the flat causal diamond

and define the error ✏(u, v;u0, v0) by

S
2

=
X

k2K0

h
e�iku + e�ikv � 2 cos(kL)

i h
eiku

0
+ eikv

0 � 2 cos(kL)
i

kL [8� 16cos2(kL)]
+ ✏(u, v;u0, v0)

=
1

4⇡

1X

n=1

1

2n� 1


e�

iu(2n�1)⇡
2L + e�

iv(2n�1)⇡
2L

� 
e

iu

0(2n�1)⇡
2L + e

iv

0(2n�1)⇡
2L

�
+ ✏(u, v;u0, v0) .

(3.27)

In other words ✏ is the di↵erence between the exact value of S
2

and the value obtained

in the approximation K ! K
0

. The sums above converge to logarithmic terms when

L < 1 and are most conveniently expressed in the form:

S
2

=
1

4⇡

⇢
tanh�1


e�

i⇡(u�u

0)
2L

�
+ tanh�1


e�

i⇡(v�v

0)
2L

�

+tanh�1


e�

i⇡(u�v

0)
2L

�
+ tanh�1


e�

i⇡(v�u

0)
2L

��
+ ✏(u, v;u0, v0)

(3.28)

The two-point function of the SJ ground state in the causal diamond is given by

the sum, W
SJ,L

= S
1

+ S
2

. Using tanh�1(x) = 1

2

Ln(1 + x) � 1

2

Ln(1 � x) and the

fact that Ln(1 � ex) � Ln(1 ± e
x

2 ) = Ln(1 ⌥ e
x

2 ), we can combine the two sums to

yield

W
SJ,L

=
1

4⇡

⇢
�Ln


1� e�

i⇡(u�u

0)
2L

�
� Ln


1� e�

i⇡(v�v

0)
2L

�

+Ln


1 + e�

i⇡(u�v

0)
2L

�
+ Ln


1 + e�

i⇡(v�u

0)
2L

��
+ ✏(u, v;u0, v0)

= W
box,L

+ ✏(u, v;u0, v0),

(3.29)

where W
box,L

is the exact continuum two-point function of the ground state of a

massless scalar field in a box with reflecting boundaries at x = ±
p
2L. We shall

now investigate the form of the SJ ground state in the limits (i) and (ii) mentioned

above.

3.2.1. The SJ state in the centre and corner

The limits we are concerned with require that two spacetime points be separated

by a small geodesic distance compared to the diamond scale L and that they be

confined to (i) the centre of the diamond or (ii) a region near the left/right corner

(we choose the left corner without loss of generality). In these particular limits, we
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3.2. The massless SJ two-point function in the flat causal diamond

want the arguments in the exponentials of the sums above to have a small magnitude

so that we can Taylor expand the functions and obtain more illuminating forms of

the two-point function. Keeping in mind that in u, v-coordinates, the centre of the

diamond lies at (0, 0), the limit that corresponds to a pair of points in the centre (i)

can be defined as
|u� u0| ⌧ L

|v � v0| ⌧ L

|u� v0| ⌧ L

|v � u0| ⌧ L.

(3.30)

The limit that corresponds to the corner can be obtained in a similar manner by first

translating the coordinate system such that the left corner of the diamond lies at the

origin (0, 0) of the new coordinates. This corresponds to the (passive) coordinate

transformation x ! x�
p
2L, or u ! u� L and v ! v + L. By “in the corner” we

then mean the limit (ii) where we first perform this translation and then apply the

restriction (3.30) to the translated coordinates.

The inequalities (3.30) constrain the pairs of spacetime points to be separated by

a small geodesic distance |d| = (2|u� u0||v � v0|) 1
2 ⌧ L and furthermore imply that

|x|, |x0| ⌧ L. This means that the points are confined to a narrow vertical strip

centred on (i) the centre of the diamond or (ii) the left corner of the diamond, as

illustrated in Figure 3.2. Let the width of the strip be D ⌧ L.

The centre

We first analyse the sum in the centre by expanding to lowest order in �/L, where

� collectively denotes the coordinate di↵erences u � u0, v � v0, u � v0, v � u0. Using

Ln(1� ex) = Ln(x) +O(x) we identify the leading term in S
1

as

S
1

=
1

8⇡


�Ln |u� u0||v � v0|+ Ln |u� v0||v � u0|+ C

1

i⇡

2

�
+O

✓
�

L

◆
(3.31)
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3.2. The massless SJ two-point function in the flat causal diamond

where C
1

= sgn(u � u0) + sgn(v � v0) � sgn(u � v0) � sgn(v � u0). Similarly, in S
2

,

we expand tanh�1(ex) = �1

2

Ln x

2

+O(x) to obtain

S
2

=
1

8⇡


�Ln |u� u0||v � v0|� Ln |u� v0||v � u0|� 4Ln

⇡

4L
+ C

2

i⇡

2

�

+ ✏+O
✓
�

L

◆ (3.32)

where C
2

= sgn(u� u0) + sgn(v � v0) + sgn(u� v0) + sgn(v � u0).

Now we deal with the correction, ✏. Over a small region, ✏ should not vary much.

To investigate this, we now further restrict the arguments of W to lie in a small

square centred on the origin, of linear dimension D, the width of the strip. After an

analysis and numerical investigation given in the appendix, we find that ✏ is indeed

approximately constant over the small diamond and tends to a value ✏
centre

⇡ �0.063

as L tends to infinity.

The terms with arguments u� v0 and v � u0 cancel in S
1

+ S
2

so we obtain

W
centre

(u, v;u0, v0) =� 1

4⇡
Ln |�u�v|� i

4
sgn(�u+ �v)✓(�u�v)

� 1

2⇡
Ln

⇡

4L
+ ✏

centre

+O
✓
�

L

◆ (3.33)

as L gets large. Recall now that |�u�v| = 1

2

|d|2. It is then evident that (3.33)

matches the “cut o↵” Minkowski two-point function WM,�

(3.6) with a particular

value of the cut-o↵ � given by

� =
⇡

4
p
2
exp(�� � 2⇡✏

centre

)L�1 ⇡ 0.46⇥ L�1 , (3.34)

where � is the Euler-Mascheroni constant. As one would expect, ��1 ⇠ L for large

L, leading to a logarithmic factor of the form Ln |L2/�u�v|.
Whilst strictly speaking we cannot take the L ! 1 limit of such an expression,

it seems fair to say that the SJ state takes on the character of a Minkowski vacuum

in the centre of a large diamond. Notice finally that in the limit, the imaginary part

of the two-point function does satisfy the requirement Im(W ) = �/2, as had to be

the case.
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3.2. The massless SJ two-point function in the flat causal diamond

The corner

For spacetime points close to the edges of the diamond, the boundaries of the dia-

mond appear like the causal horizons of a Rindler wedge (see Figure 3.1). To evaluate

the SJ two-point function in this limit, we perform the translation u ! u � L and

v ! v + L described above, which shifts the corner of the diamond to the position

(0, 0). We then Taylor expand using (3.30) in the new coordinates.

The sums S
1

and S
2

can be evaluated as before, but the translation introduces

± signs multiplying integer multiples of i⇡. A brief inspection shows that the first

sum (3.23) is unaltered by the translation, since only factors of exp(2⇡i) arise, while

the second sum (3.25) picks up factors of exp(⇡i) that induce sign changes in the

terms involving u� v0 and v � u0. The second sum now evaluates to

S
2

=
1

8⇡


�Ln |u� u0||v � v0|+ Ln |u� v0||v � u0|+ C

2

i⇡

2

�
+✏+O

✓
�

L

◆
,

(3.35)

where C
2

= C
1

= sgn(u�u0)+sgn(v�v0)� sgn(u�v0)� sgn(v�u0). The correction

term ✏ can again be analysed numerically — see Appendix A — and the result is

that it varies very little over the small corner region for fixed L and tends to zero as

L ! 1. A consequence of the sign changes is that the constant terms that depend

on L cancel in S
2

, whence there is no longer any obstruction sending L ! 1. Taking

this limit, we obtain the two-point function

lim
L!1

W
corner

(u, v;u0, v0) = � 1

4⇡
Ln

����
(u� u0)(v � v0)

(u� v0)(v � u0)

����

� i

4
sgn(�u+ �v)

⇥
✓
�
(u� u0)(v � v0)

�
� ✓

�
(v0 � u)(u0 � v)

�⇤
,

(3.36)

which can be recognised as the two-point function of the scalar field in Minkowski

space with a mirror at rest at the corner x = 0 (x = �
p
2L in the original coordin-

ates) [39, 40]:

W
corner

(t, x; t0, x0) = W
M,�

(t, x; t0, x0)�W
M,�

(t, x; t0,�x0). (3.37)

This two-point function is scale-free and does not have the character of a canonical

vacuum for a Rindler wedge.

What conclusions can we draw from this? Previously, we argued heuristically
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3.3. Comparison with the discrete SJ state

that the SJ state in the Rindler wedge should be the Fulling-Rindler vacuum (to

the extent that either is defined at all in the presence of the IR divergences). Now

we have seen that a well-controlled limiting procedure gives a di↵erent result. As L

gets large, the spacetime geometry approaches that of the Rindler wedge, as far as

points that remain close to one corner of the diamond are concerned, but the SJ state

approaches the ground state of a scalar field with reflecting boundary conditions at

the corner.

In fact, this “mirror behaviour” is already visible at the level of the SJ modes

themselves. The first set of modes f
k

(3.20) vanish on the two vertical lines at the

spatial positions of the corners f
k

(x = ±
p
2L, t) = 0 (recall that the corners are at

x = ±
p
2L in the coordinate system before translation), while the second set g

k

also

vanish on these vertical lines in the approximation K ! K
0

. The SJ conditions thus

satisfy approximately the boundary conditions for two static mirrors, one at each

corner of the diamond. How would such a two-mirror state appear near to the left

corner? As the size of the diamond tended to infinity, one might expect the field in

the left corner to become unaware of the right mirror, and this is consistent with our

calculation above. On the other hand there remains the puzzle of where the left-hand

mirror comes from in the limit. Its very existence selects a distinguished timelike

direction, and since this direction can only be covariantly defined by reference to the

right hand corner of the diamond, it seems di�cult to avoid the conclusion that the

presence of the right corner retains its influence no matter how large L becomes!

It seems reasonable to attribute these counter-intuitive e↵ects to our having set

the mass to zero. As an aspect of its infrared pathology, the massless field might

be able to sense the boundaries of the finite system, no matter how far away they

are. If this explanation is correct, one would not expect to find the same mirror

behaviour for a massive scalar field, since the mass should shield it from such long

range e↵ects. It would also be interesting to study massless and massive fields in

finite regions of Minkowski spacetime in 3 + 1 dimensions.

3.3. Comparison with the discrete SJ state

In this section, we will apply the SJ formalism to the massless scalar field on a

causal set that is well-approximated by the two-dimensional flat causal diamond.

In the case of non-zero mass, it has been shown [26] numerically that the mean of

the discrete SJ two-point function approximates well the Wightman function of the

continuum Minkowski vacuum. We will extend this study to the massless case and

49



3.3. Comparison with the discrete SJ state

compare with our results above for the continuum SJ state.

3.3.1. Causal sets and discrete propagators

When C is obtained by sprinkling, each causal set element ⌫
i

corresponds to a point

x
i

in the embedding continuum spacetime.3 This allows us to directly compare the

values of the discrete two-point function W
ij

and those of the continuum Wightman

function W
ij

:= W (x
i

, x
j

).

We will compare the mean of the massless discrete two-point function W with its

continuum counterparts, using two separate methods. In the centre of the diamond,

the continuum two-point function (3.33) is approximately a function of the geodesic

distance only, in the limit of large L. We therefore plot the amplitudes W
ij

against

the proper time d
ij

:= |d(x
i

, x
j

)| and ask how well they agree with the continuum

result. In the corner, the continuum W does not reduce to a function of a single

variable. In that case, we provide a “correlation plot” between the discrete two-

point function and several continuum two-point functions (evaluated on the sprinkled

points), so that the relative goodness of fit can be assessed.

We restrict ourselves here to timelike related points; the analysis for spacelike

related points is similar. Furthermore we only need to analyze the real parts of W

and W. The imaginary parts add nothing new since they are given by the Pauli-

Jordan function and tell us nothing about the quantum state.

We work in a causal diamond M = C
L

and evaluate the discrete propagator on

an N = 211 = 2048 element sprinkling into this diamond. We use units in which

⇢ = 1, which implies L =
p
V /2 =

p
N/2 = 2

9
2 . A typical sprinkling is shown

in Figure 3.4. Highlighted are the two subregions in which we shall sample the

discrete SJ two-point function. Each subregion occupies 8% of the area of the full

diamond.

3.3.2. The SJ state in the centre

The data for the centre is taken from a sample of 181 points in the square, among

which there were 7599 timelike related pairs. As discussed in Section 3.1 the two-

point function of the massless scalar field in two–dimensional Minkowski spacetime

is ill-defined owing to the infrared divergence, but there exists a one-dimensional

family of “approximate Wightman functions” W
M,�

parameterised by an infrared

3We will sometimes use Greek letters for sprinkled elements to distinguish the causal set element
from its coordinate values in the continuum manifold.
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Figure 3.4.: An N = 211 = 2048 element sprinkling into a diamond C
L

(with L = 2
9
2

in natural units). The subregions corresponding to the centre (i) and
the corner (ii) are highlighted.

scale or “cut-o↵” �. It is thus natural to compare our discrete function W with

WM,�

, where we fix � = 0.02 from the relation (3.34) between � and L when L = 2
9
2 .

Then the real part of the continuum Wightman function we compare to is

Re
⇥
WM,�

(x, x0)
⇤
= � 1

2⇡
Ln |d(x, x0)|+ 0.53 . (3.38)

Figure 3.5 displays this function together with a scatter-plot of the discrete SJ

amplitudes H
ij

= Re [W
ij

] taken from region (i) in Figure 3.4. Evidently, the fit

is good, with a slight hint of a deviation at larger values of proper time which, if

real, can be attributed to O(�/L) corrections, given that the centre region is still

relatively large compared to L. From our previous analysis we know thatWM,�

(x, x0)

approximates the continuum SJ state in the centre of the diamond, and so our data

also supports the conclusion that the continuum and discrete SJ Wightman functions

approximate each other.

3.3.3. The SJ state in the corner and in the full diamond

For the corner, the type of plot we used for the centre is unsuitable because the

continuum two-point functions we want to compare with depend on more variables

than just the geodesic distance. Instead we plot the values of W directly against

51



3.3. Comparison with the discrete SJ state

Figure 3.5.: The real parts of the continuum two-point function WM,�

(x, x0) (black
line) with � = 0.02 and the discrete SJ two-point function W

ij

(blue

scatter) in the centre of the finite diamond C
L

with L = 2
9
2 , plotted

against the proper time |d| for timelike separated events.

those of the continuum W with which we are comparing. More specifically, we use

the coordinate values of the sprinkled points to calculate the values of a particular

continuum function W (x
i

, x
j

) =: W
ij

. We then plot a point on the graph whose ver-

tical coordinate is W
ij

and whose horizontal coordinate is W
ij

at the corresponding

pair of elements of the causet. In this manner, we will assess the correlation between

the data sets W
ij

and W
ij

for 4 di↵erent continuum two-point functions: the exact

continuum SJ function W
SJ,L

(before Taylor expansion), the Minkowski function

WM,�

(3.6), the single mirror W
mirror

(3.37), and the Rindler function WR,� (3.10).

Both the Rindler and Minkowski W -functions come with an arbitrary parameter �,

which shows up on the plots as an arbitrary vertical shift. We set this shift such

that the intercept is zero. The corner subregion (Figure 3.4) contains 181 points,

which produce a sample of 11230 pairs of timelike related points. The correlation

plots for the real parts of the discrete and continuum propagators evaluated on this

sample are shown in Figure 3.6. Evidently, the plot of the exact SJ function ex-

hibits a good fit with the causal set data, confirming again that the discrete and

continuum formalisms agree. As expected, the correlation with the mirror two-point

function is also high, implying that the ground state in the corner is indeed that

of flat space in the presence of a mirror. (The slightly positive intercept in the
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3.3. Comparison with the discrete SJ state

WSJ

W

WM

W

Wmirror

W

WR

W

Figure 3.6.: Correlation plots for the two-point functions in the corner of the causal
diamond. The horizontal axis represents the causal set two-point func-
tionW

ij

. The vertical axes represent (from left to right, top to bottom):
the SJ, the Minkowski, the mirror, and the Rindler two-point functions.

causal set versus mirror plot, can plausibly be attributed to the ✏ correction and to

O(�/L) e↵ects, both of which would go away were the corner region made smaller.)

As one would expect for the corner, the Minkowski and Rindler functions exhibit

significantly worse correlations with the causet data-set.

Turning to the full diamond, we use a smaller overall causal set with N = 256,

which yields a sample of 16393 pairs of timelike related points. To the four com-

parison functions above we add a fifth: the reflecting box (mirrors at both corners)

W
box,L

. Of these five continuum two-point functions, one should expect that in addi-

tion to the SJ state, only the reflecting box ground state would exhibit a reasonable

degree of correlation with the causal set data. (As seen in equation (3.29) above,

continuum SJ and reflecting-box are identical up to the error-term ✏(u, v;u0, v0),

which, however, can vary more appreciably now that we do not restrict ourselves to
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3.4. Conclusions

a small subregion of the diamond.) The correlation plots of Figure 3.7 confirm this

expectation, although the match with the discrete SJ function is not a sharp as in

the case of the corner, perhaps reflecting the smaller overall sprinkling density.

WSJ

W

WM

W

Wmirror

W

Wbox

W

WR

W

Figure 3.7.: Correlation plots for the two-point functions in the full causal diamond.
The horizontal axis represents the causal set two-point function W

ij

.
The vertical axes represent (from left to right, top to bottom): the SJ,
the Minkowski, the left mirror, the box (two mirrors) and the Rindler
two-point functions.

3.4. Conclusions

When we look near the centre of the diamond, we find that the SJWightman function

agrees with the “Minkowski vacuum”, just as one might have expected. However,

when we look in the corner of the diamond we do not see something having the form

of a “Fulling-Rindler vacuum”. Instead we recognize the flat-space vacuum in the

presence of a static mirror at that corner. This is confirmed by the numerical results.

Thus, the continuum calculations in Section 2.3.3 giving the SJ state in the Rindler

wedge do not agree with the limiting procedure of constructing the SJ state in the

finite diamond and letting the size of the diamond tend to infinity, whilst keeping the
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arguments of the two-point function at fixed locations with respect to the corner.

It is important to understand the reason for this ambiguity which threatens the

proposal of the SJ state as the distinguished ground state of a region: such a ground

state, if it is defined at all, should be unique and be independent of any (physically

sensible) limiting procedure. Of course, one cannot really speak of a disagreement

between two functions, one of which is ill-defined, but the fact remains that the

limiting procedure above yields very di↵erent results for the centre versus the corner

of the diamond. It seems likely that these disagreements and ambiguities stem from

the infrared divergences of the two-dimensional massless theory, and if one were to

work instead with a massive field,4 the SJ state for the wedge would be unique and

in agreement with both the Fulling-Rindler vacuum and the limit of the diamond’s

SJ state. Some of these questions will need to be investigated in future work, but

preliminary numerical results for the massive scalar field in the sprinkled diamond

indicate that the discrete SJ function does fit the Fulling-Rindler vacuum better

than the state with a mirror present.

If the foregoing expectations are born out, then one conclusion would be that the

SJ state for the massive field is singular on the boundary of the diamond, which

is the behaviour one would expect for a pure state in a bounded region. (The SJ

state of a region is pure by construction.) Indeed, the highly entangled nature of

quantum states possessing the local structure of the Minkowski vacuum means that

their restrictions to any spatially bounded portion of Minkowski spacetime will be

highly mixed and far from pure.

Before moving on, we should mention the recent work by Avilán et al. [41]. The

authors compute the expectation value of the stress-energy tensor associated with

the SJ state on the flat diamond, which they obtain by taking the coincidence limit

of derivatives of the real part of the Wightman function (3.29) (i.e. the Hadamard

function). More precisely, they obtain a renormalised expectation value hT
µ⌫

i by

first taking the L�derivative of the relevant derivatives of the Hadamard function,

thus discarding L-independent terms, and then taking the coincidence limit of its

arguments. The authors find that (i) the “correction term” ✏ in fact contributes in

a significant fashion to hT
µ⌫

i, (ii) the theory develops a trace anomaly, hTµ

µ

i 6= 0,

and (iii) the (x-component of the) energy conservation equation r
µ

hTµ⌫i = 0 is

violated in the semi-classical theory. Since the SJ state breaks scale invariance, the

authors claim that “we should have a coupling between the expectation value of the

4One might also consider working with the gradient of the field.
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field and the metric, [i.e.] induced gravity”.5 By starting with the most general two-

dimensional metric and requiring that it take the appropriate form to restore the

semi-classical energy conservation equation r
µ

hTµ⌫i = 0, they find that the metric

thus obtained describes a spacetime that is asymptotically anti de Sitter (AdS
2

) with

timelike boundaries at the positions of the corners x = ±
p
2L. While the physical

meaning of these results are not immediately apparent, it is certainly interesting

to see the appearance of the timelike boundaries in the diamond spacetime again,

here in the form of AdS
2

boundaries, on which the SJ state appears to have picked

its own boundary conditions. It also opens up interesting questions about the SJ

formalism in non-globally hyperbolic spacetimes such as AdS
2

, which we will revisit

in Chapter 5.

In the next chapter, we will employ a somewhat di↵erent limiting procedure than

the one used in this chapter to study the scalar field in de Sitter space. There, it

turns out that the limiting procedure yields meaningful results except in a certain

case, in which the mass of the field is below a threshold set by the Hubble scale. We

shall see that this lends some support to the expectation that the failure of a unique

limit in the SJ state always accompanies some other pathology of the theory.

5The SJ state is not conformally invariant because, unlike the Klein-Gordon inner product, the
natural L2 inner product on the space on which i� acts as an operator is not conformally invariant.
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4. The SJ state in de Sitter space

In this chapter, we apply the SJ formalism to a free massive scalar field in de Sitter

space, which is a particularly interesting setting for various reasons. Since de Sitter

space and its globally hyperbolic submanifold known as the Poincaré half space are

not static (or stationary), there is no unique canonical minimum-energy vacuum,

and hence computing the SJ state is not merely another “consistency check”. (For

that reason we do not consider the static patch of de Sitter in our analysis.)

Further, as demonstrated in [10], the SJ formalism is sensitive to the global struc-

ture of spacetime. By evaluating it on the the full de Sitter hyperboloid as well as

on its Poincaré half space, we can investigate further the ways in which the state

feels the global features of the spacetime it lives in. Indeed, we shall see that the SJ

state on the Poincaré patch and the whole manifold are di↵erent in general.

The setup also provides further insight into the strategy of first computing the SJ

state for a bounded globally hyperbolic subregion of an unbounded spacetime, and

then taking appropriate limits to recover the state for the entire spacetime. In the

case of de Sitter space, we will see that this procedure gives meaningful answers in

most circumstances, but that it also fails in some cases. In this context, we also have

the opportunity to further investigate in which circumstances the SJ state obeys the

so-called Hadamard condition. We find that for certain ranges of the scalar field

mass and for certain values of the spacetime dimension, the SJ state in de Sitter

space is Hadamard, whereas for others it is not.

Finally, de Sitter space is of course interesting due to its relevance to cosmolo-

gical models of the universe. Since one of the ultimate aims of our e↵orts is to

develop the formalism to a stage at which it becomes possible to address questions

of phenomenology, cosmological spacetimes are especially important.

We begin with a review of some relevant aspects of de Sitter geometry.



4.1. Geometry of de Sitter Space

4.1. Geometry of de Sitter Space

De Sitter space is the maximally symmetric spacetime of constant positive curvature

(a comprehensive review of de Sitter geometry can be found in [42]). We denote de

Sitter space in D = d+ 1 dimensions by dSD. It can be viewed as the hyperboloid

X ·X = +`2 (4.1)

in an embedding D+1 dimensional Minkowski space MD+1 with Cartesian coordin-

ates Xa (a = 0, 1, . . . , D) and a Lorentzian metric ⌘
ab

= diag(�1, 1, . . . , 1) that

defines the product X · Y = ⌘
ab

XaY b. The de Sitter metric g
µ⌫

(µ = 0, . . . , D � 1)

is induced by the restriction of ⌘
ab

onto the hyperboloid.

It can be shown that geodesics in de Sitter space correspond to intersections of

planes through the origin of MD+1 with the hyperboloid (4.1). Consequently, the

geodesic distance between two points p, q 2 dSD takes a particularly simple form

in terms of the Lorentzian product between the embedding coordinates, which we

denote by

Z(p, q) := `�2X(p) ·X(q). (4.2)

In terms of Z, the geodesic distance is

d(p, q) := ` cos�1 Z(p, q). (4.3)

For points that can be joined by a geodesic, the range of Z is �1  Z < 1, where

Z > 1, Z = 1 and �1  Z < 1 correspond to timelike, null, and spacelike separ-

ations, respectively. The upper bound of ⇡` on d for spacelike separation reflects

the fact that not all spacelike separated points in de Sitter space can be joined by a

spacelike geodesic. For instance, two points on opposite sides of the hyperboloid and

at the same height X0 6= 0 are spacelike but cannot be joined by a geodesic, since the

intersection of the hyperboloid, with the plane through the origin that goes through

both points, does not yield a curve connecting the two points (instead it corresponds

to two disconnected timelike curves on opposite sides of the hyperboloid).

One of the symmetries of de Sitter space relevant to the discussion below is the

antipodal map A : p ! pA, which sends a point p 2 dSD to its “antipode”, denoted

by pA. In embedding coordinates, A takes the simple form of a reflection about the
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4.1. Geometry of de Sitter Space
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Figure 4.1.: The Penrose diagram of de Sitter space. The shaded area represents
the (expanding) Poincaré patch. Dotted lines are surfaces of constant t
(d�spheres), dashed lines are surfaces of constant ⌘ (d�planes).

origin of MD+1:

Xa(pA) = �Xa(p). (4.4)

Note that Z(p, q) and d(p, q) are invariant under the action of A.

We will consider two coordinate charts on de Sitter space: closed global coordin-

ates, which cover the entire de Sitter manifold defined by (4.1), and cosmological

coordinates, which cover only the half space X0 +X1 > 0, known as the (expand-

ing) Poincaré patch (the contracting Poincaré patch corresponds to the other half

X0 + X1 < 0). We will denote the Poincaré patch by dSD

P

. It is highlighted in

Figure 4.1 and corresponds to the causal future of an observer at the north pole

of the d�sphere Sd at past timelike infinity (the bottom left corner of the Penrose

diagram). In the field of cosmology, the word de Sitter space often refers implicitly

to the Poincaré patch rather than the full hyperboloid, since a metric on the half

space is used.

De Sitter space, as well as its upper and lower half spaces, constitute globally

hyperbolic manifolds in their own right, but neither admits a global timelike Killing

vector field [43] that would serve to define a unique “minimum energy” state.
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4.1. Geometry of de Sitter Space

4.1.1. The global patch of de Sitter space, dSD

The global chart is given by the coordinates xµ
G

= (t, ✓1, . . . , ✓d) = (t,✓) defined by

X0 = ` sinh(t/`)

Xi = ` cosh(t/`)!i 1  i  D,
(4.5)

where ✓ stands collectively for the standard hyperspherical coordinates ✓1, ✓2, . . . , ✓d

on Sd and the symbols !i (i = 1, . . . , D) are given by

!1 = cos(✓1)

!2 = sin(✓1) cos(✓2)

...

!D�1 = sin(✓1) . . . sin(✓d�1) cos(✓d)

!D = sin(✓1) . . . sin(✓d�1) sin(✓d).

(4.6)

The coordinates ranges are t 2 (�1,1), ✓d 2 [0, 2⇡) and ✓1, . . . , ✓d�1 2 [0,⇡] and

the metric takes the form

ds2 = �dt2 + `2 cosh2(t/`) d⌦2

d

, (4.7)

where d⌦2

d

is the line element on Sd. The antipode of a point p with coordinates

xµ
G

(p) = (t, ✓1, ✓2, . . . , ✓d) has coordinates xµ
G

(pA) = (�t,⇡ � ✓1,⇡ � ✓2, . . . ,⇡ �
✓d�1, ✓d ± ⇡), where the + and � are for 0  ✓d < ⇡ and ⇡  ✓d < 2⇡, respectively.

4.1.2. The Poincaré patch of de Sitter space, dSD

P

The Poincaré or cosmological chart is defined by the coordinates xµ
P

= (⌘,x) where

x 2 Rd and

X0 =
�1

2⌘

�
`2 � ⌘2 + x2

�

X1 =
�1

2⌘

�
`2 + ⌘2 � x2

�

Xi =
�1

⌘
xi�1 2  i  D,

(4.8)

with x2 =
P

d

i=1

(xi)2. The range of the (conformal) time coordinate is ⌘ 2 (�1, 0)

and we work in the convention where time flows in the positive ⌘-direction. The line
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4.2. Vacuum states in de Sitter space

element is then given by

ds2 =
`2

⌘2
�
�d⌘2 + dx2

�
, (4.9)

where of course dx2 =
P

d

i=1

(dxi)2.

The antipodal map A is not defined on dSD

P

: if q is a point on the Poincaré patch,

its antipode qA is not a point on the Poincaré patch, since the antipodal map in

cosmological coordinates takes the form xµ
P

(q) = (⌘,x) =) xµ
P

(qA) = (�⌘,x), and
⌘ is only defined on the negative real line. Bearing this in mind, we shall still use

the notation xA
P

on cosmological coordinates to mean “switch the sign of ⌘” in x
P

.

4.2. Vacuum states in de Sitter space

Here we briefly review some basic facts of scalar quantum field theory in de Sitter

space. As mentioned in the previous section, dSD and dSD

P

admit no global timelike

Killing vector. Consequently there is no global definition of positive frequency that

would serve to define a unique minimum-energy state. Requiring that the state of the

field be invariant under the isometries of de Sitter space leaves a two-real-parameter

family of quantum states known as the ↵-vacua (or Mottola-Allen vacua) [44,45]. To

single out a particular one, a number of di↵erent criteria have been called upon in the

literature, depending on the context (Hadamard singularity structure [46], analyti-

city properties of the Green’s functions [47,48,49], miminisation of the Hamiltonian

on a particular spatial hypersurface [50, 51], . . . ). Our aim will be of course to find

the ground state that is picked out by the Sorkin-Johnston formalism.

In order to diagonalise i� using the prescription of Section 2.3.2, we need to pick

an arbitrary complete set of modes u
k

and evaluate the Bogoliubov coe�cients that

relate the SJ modes to that set. A convenient choice is the set of modes associated

with the so-called Euclidean or Bunch-Davies (BD) state |BDi [52,53]. The modes

that define this state on the full space dSD are denoted by uE
Lj

(x
G

) and they will be

referred to as the Euclidean modes; those that define it on the Poincaré half-space

dSD

P

are denoted by uBD

k

(x
P

) and they will be referred to as the Bunch-Davies

modes. The derivation of the modes from the Klein-Gordon equations in Poincaré

and global coordinates, as well as some useful properties, are given in detail in

Appendix B. Here we present the expressions necessary for the next section.
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4.2. Vacuum states in de Sitter space

4.2.1. BD modes

The positive-frequency modes that define the BD vacuum |BDi on dSD

P

take the

form (see Section B.1 of Appendix B):

uBD

k

(⌘,x) =
eik·x

(2⇡)d/2
�
k

(⌘) (4.10)

where

�
k

(⌘) =

r
⇡`

4
ei⇡(

⌫

2�
d+2
4 )

✓
�⌘
`

◆
d/2

H(1)

⌫

(�k⌘) (4.11)

and
⌫ = `

p
m2

⇤ �m2,

m⇤ =
d

2`
.

(4.12)

Here H(1)

⌫

is the Hankel function of the first kind and we will refer to m⇤ as the

critical mass. As m increases from 0 to m⇤, ⌫ decreases along the real line from d

2

to 0, and as m increases further across m⇤, ⌫ moves up the imaginary axis. These

modes satisfy the Klein-Gordon equation and are orthonormal with respect to the

Klein-Gordon inner product. The arbitrary phase of u
k

has been set to a value for

which the mode functions satisfy the useful property

u
k

(x
P

) = u�k

(xA
P

) := u�k

(�⌘ � i✏,x), (4.13)

where xA
P

is the antipode of x
P

(the i✏ term is there because the Hankel function

in (4.11) has a branch cut that we have placed on the positive real axis).

4.2.2. Euclidean modes

The positive-frequency modes that define the Euclidean vacuum on dSD take the

form (see Section B.2 of Appendix B)

uE
Lj

(t,✓) = yE
L

(t)Y
Lj

(✓) (4.14)

where

yE
L

(t) = n
L

e(a+⌫)t/` coshL(t/`)F (a, a+ ⌫; 2a; z(t)� i✏) (4.15)
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4.2. Vacuum states in de Sitter space

and z(t) = 1 + e2t/`. The normalisation constant is

n
L

=
ei

⇡

2 (a+⌫)

2a`
d�1
2

p
�(a+ ⌫)�(a� ⌫)

�(a+ 1

2

)
with a = L+ d/2. (4.16)

Here F is short-hand for the hypergeometric function
2

F
1

and �i✏ determines the

side of the branch cut (from 1 to 1 along the real axis) on which it should be

evaluated. The functions Y
Lj

(✓) are spherical harmonics on Sd, whose relevant

properties are listed in Appendix B.2. The index L takes values L 2 {0, 1, 2, . . . }
and j is a collective index for the numbers j

1

, j
2

, . . . , j
d�1

, which run over values

|j
d�1

|  j
d�2

 · · ·  j
1

 L. These modes satisfy the Klein-Gordon equation and

are orthonormal with respect to the Klein-Gordon inner product. Again the phase

of the normalisation constant has been set so that the modes satisfy

u
Lj

(xA
G

) = u
Lj

(x
G

). (4.17)

4.2.3. Two-point functions and ↵-vacua

The Euclidean and the BD modes define the same physical state in the sense that

the two-point function W
E

obtained as a mode sum of the Euclidean modes (4.14),

when restricted to the Poincaré patch, coincides with the two-point function W
BD

associated with the Bunch-Davies modes (4.10). (Both are functions of the geodesic

distance and the causal relation between their arguments, which are coordinate

independent quantities.) This two-point function is given by [52,54]

W
E

(x,y) =
�[h

+

]�[h�]

4⇡`2�[D
2

]
F

✓
h
+

, h�,
D

2
;
1 + Z(x, y) + i✏ sgn(x0 � y0)

2

◆
, (4.18)

where h± = d

2

± ⌫ and F (a, b, c; z) is the hypergeometric function. The i✏ pre-

scription selects the side of the branch cut from Z = 1 to Z = +1 on which the

function should be evaluated when x and y are causally related (when x and y are

spacelike, then Z < 1 and the values of the function below and above the real line

coincide). Note that The Hadamard function is equal to the real part H
E

(x, y) =

2Re [W
E

(x, y)], which depends only on the coordinate-independent quantity Z(x, y).

The Pauli-Jordan function and the retarded Green function can be written in terms

of W
E

(x, y), since i�(x, y) = 2Im [W
E

(x, y)] and G
R

(x, y) = ✓(x0 � y0)�(x, y).

We denote the two-real-parameter family of dS-invariant ↵-vacua by |↵,�i. Their
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4.2. Vacuum states in de Sitter space

modefunctions can be obtained through a Bogoliubov transformation [45]

u(↵,�)
k

= cosh(↵)uBD

k

+ sinh(↵)ei�uBD

�k

, (4.19)

for the BD modes, and

u(↵,�)
Lj

= cosh(↵)uE
Lj

+ sinh(↵)ei�uE
Lj

, (4.20)

for the Euclidean modes. Here ↵ 2 R+ and � 2 R is defined modulo 2⇡. Thanks

to the relations (4.13) and (4.17) relating positive frequency modes to negative

frequency modes evaluated on antipodal arguments, it is possible to express the

two-point function W
↵,�

(x, y) associated to an arbitrary ↵-vacuum in terms of the

Euclidean/BD two-point functionW
E

(x, y) (4.18). The imaginary part ofW
↵,�

(x, y)

is always equal to i�(x, y) and hence identical for all ↵-vacua. The real part, i.e.

the Hadamard function, depends on ↵ and �. By computing the mode sums using

the ↵-modes, the family of de Sitter invariant Hadamard functions H
↵,�

(x, y) can

be obtained and reads [45]:

H
↵,�

(x, y) = cosh 2↵H
E

(x, y) + sinh 2↵
⇥
cos�H

E

(xA, y)� sin��(xA, y)
⇤
.

(4.21)

It can be verified that

W
↵,�

(x, y) =
1

2
H

↵,�

(x, y) +
i

2
�(x, y). (4.22)

In this particular parametrisation of the ↵-vacua [45], the Euclidean state corres-

ponds to ↵ = 0.1 The derivation of (4.21) for modes on the Poincaré patch requires

evaluating the BD Hadamard function outside its domain of validity. Specifically,

one uses the property that

H
BD

(⌘
x

,x;�⌘
y

� i✏,y) :=

Z
ddk

⇥
uBD

k

(⌘
x

,x)uBD

k

(�⌘
y

� i✏,y)

+ uBD

k

(⌘
x

,x)uBD

k

(�⌘
y

� i✏,y)
⇤

= H
E

(x, yA),

(4.23)

1The relation between the parametrisation used here and that of [44, 51], which uses a single
complex parameter ↵̃, is Re(↵̃) = Ln tanh↵ and Im(↵̃) = �. The notation used here will be
more convenient in the analysis of the SJ state on a causal set, because the Euclidean state then
corresponds to a finite value ↵ = 0 instead of ↵̃ = �1.
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4.2. Vacuum states in de Sitter space

where H
E

(x, yA) is the Hadamard function of the Euclidean vacuum, which is of

course defined on all of de Sitter space. This implies that for a given choice of ↵

and �, the two-point function associated with the modes (4.19) is the restriction of

the global two-point function to the Poincaré patch.

Two ↵-vacua that will be of special interest to us are the in- and out-vacua [44,51].

In our parametrisation they correspond to

↵
in

= ↵
out

= tanh�1 e�⇡|⌫|, �
in

= ��
out

=
D + 1

2
⇡. (4.24)

These states have respectively no incoming/outgoing particles at past/future infin-

ity. In other words, they minimise the Hamiltonian on spatial slices at t ! ±1 in

global coordinates (see Figure 4.1).2 Notice that in odd spacetime dimensions, the

in- and out-vacua are the same state, i.e. they are related by a trivial Bogoliubov

transformation, since then exp(i�
in

) = exp(i�
out

). The physical interpretation of

this observation is somewhat delicate. The fact that the Bogoliubov transforma-

tion between the in- and out-states is trivial means that if we model the quantum

scalar field on the whole de Sitter hyperboloid, and there are no particles coming

in at t = �1 (i.e. we choose the minimum energy state with respect to @
t

on that

surface), then there will be no particles going out at t = +1: “odd-dimensional

de Sitter space is transparent” [51,55]. Note that these observations have the usual

“asymptotic” character of statements about particle creation in semi-classical calcu-

lations, where we associate di↵erent states with di↵erent hypersurfaces, and study

the relationship between them. For instance, if one instead calculates the instantan-

eous response rate of an Unruh-deWitt detector travelling along an integral curve of

t in the in- or out-state, the answer is in fact non-zero [51]. Note also that for the SJ

state, there will be one state only for the de Sitter hyperboloid: by construction, the

state depends on the entire spacetime manifold (more below). Whether there is an

underlying physically intuitive reason for the coincidence of the in- and out-vacua

in odd spacetime dimensions is an interesting question, the answer to which is as yet

unknown to the author. One observation that might first come to mind is the fact

that for massless Klein-Gordon fields in flat spacetime, the strict version of Huygen’s

principle only holds when the spacetime dimension is even. However, in de Sitter

spacetime, the principle holds instead when the mass of the field is related to the

2 The modefunctions associated with these choices of ↵ and � correspond to �̃in

Lj

and �̃out

Lj

defined in [51], which di↵er from the usually defined in/out modes by a constant phase. Of course,
these two choices define the same vacuum state because the two-point function is insensitive to any
constant-phase rescaling of modefunctions.
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4.3. The SJ state in de Sitter space

dimension by m = 1

2l

p
d2 � 1 [56]! It appears that, to date, a satisfying physical

account for these mathematical peculiarities is still to be found.

Finally, it is also worth pointing out that for masses corresponding to a Compton

wavelength much smaller than the Hubble radius, m � m⇤ = d/2`, the in/out states

are “exponentially close” to the Euclidean state, since then |⌫| = 1

2

`
p

m2 �m2

⇤ � 1

and sinh(↵) ⇠ e�⇡|⌫|. We shall return to this observation in Section 4.3.3.

4.3. The SJ state in de Sitter space

In this section we compute the SJ state in D = d + 1 dimensional de Sitter space.

We will proceed by evaluating the Bogoliubov coe�cients in (2.55)

uSJ
a

(x) =
X

k

A
ak

u
k

(x) +B
ak

u
k

(x),

which define the SJ modes in terms of the BD/Euclidean modes. Recall that these

can be found by solving the relations (2.57)

A
ak

=
1

�
a

X

q

A
aq

hu
k

, u
q

i+B
aq

hu
k

, u
q

i,

B
ak

=
�1

�
a

X

q

A
aq

hu
k

, u
q

i+B
aq

hu
k

, u
q

i.

and (2.58)

X

k

A
ak

B
bk

�B
ak

A
bk

= 0

X

k

A
ak

A
bk

�B
ak

B
bk

= �
ab

.

Since the inner products are divergent on the full spacetime manifolds, we introduce

cuto↵s in terms of global coordinates on dSD and in terms of cosmological coordin-

ates on dSD

P

. We then take appropriate limits to recover the infinite spacetimes. Of

course, the validity of any such limiting procedure is not guaranteed a priori, and

in particular, it may depend on the boundary conditions one needs to introduce on

spatial boundaries introduced by the cut-o↵s. However, the results obtained below

indicate that such issues may not be a serious concern in the case of de Sitter space.

On the global patch, the spatial sections are compact spheres, so the only cut-o↵ we

need to introduce is a temporal one, t 2 (�T, T ). On the Poincaré patch, the spatial
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4.3. The SJ state in de Sitter space

sections are non-compact, but we will work formally with delta-normalised modes

and only introduce temporal cut-o↵s ⌘ 2 (⌘
1

, ⌘
2

) where ⌘
1

, ⌘
2

< 0. This procedure

clearly breaks de Sitter invariance, but we shall see that when the limit is taken, we

obtain states that are de Sitter invariant.

4.3.1. The SJ state in the Poincaré patch

We need the following L2 inner products of the BD modes:

⌦
uBD

k

, uBD

q

↵
= �(d)(k� q) h�

k

,�
k

i
⌘⌦

uBD

k

, uBD

q

↵
= �(d)(k+ q) h�

k

,�
k

i
⌘

(4.25)

where we have defined the inner product h·, ·i
⌘

which integrates over ⌘ only:

hf, gi
⌘

:=

Z
⌘

max

⌘min

f(⌘)g(⌘)

✓
�`
⌘

◆
d+1

d⌘. (4.26)

We have introduced ⌘
min

and ⌘
max

as regulators which will be sent to �1 and 0

(respectively). The algebraic relations (2.57) and (2.58) can now be solved by setting

the Bogoliubov coe�cients that specify the SJ modes in terms of the Bunch-Davies

modes to
A

kq

= �(d)(k� q) cosh(↵
k

)

B
kq

= �(d)(k+ q) sinh(↵
k

)ei�k

where

↵
k

=
1

2
tanh�1|r

k

|, �
k

= arg(r
k

) + ⇡, (4.27)

and

r
k

:=
h�

k

,�
k

i
⌘

h�
k

,�
k

i
⌘

. (4.28)

The associated eigenvalues are given by

�
k

=

r
h�

k

,�
k

i2
⌘

�
���h�

k

,�
k

i
⌘

���
2

. (4.29)

These will in general diverge as the inner products diverge, but the Bogoliubov

coe�cients only depend on the ratio r
k

and hence they remain well-defined as long as

|r
k

| 6= 1. When |r
k

| = 1, the Bogoliubov coe�cients blow up and the SJ prescription

is no longer valid. We need to compute r
k

in the limit ⌘
min

! �1 and ⌘
max

! 0�.

67



4.3. The SJ state in de Sitter space

It follows from the definition of �BD

k

that

h�
k

,�
k

i
⌘

=
⇡`

4
ei⇡(⌫�

d+2
2 )

Z
⌘

max

⌘

min

h
H(1)

⌫

(�k⌘)
i
2

✓
�`
⌘

◆
d⌘

h�
k

,�
k

i
⌘

=
⇡`

4
e�⇡Im(⌫)

Z
⌘

max

⌘

min

���H(1)

⌫

(�k⌘)
���
2

✓
�`
⌘

◆
d⌘.

(4.30)

Changing integration variables to x = �k⌘, and defining ⇤ = �k⌘
min

> 0 and

✏ = �k⌘
max

, we obtain:

r
k

= ei⇡(Re(⌫)� d+2
2 )F (✏,⇤) (4.31)

where

F (✏,⇤) =

Z
⇤

✏

dx

x

h
H(1)

⌫

(x)
i
2

Z
⇤

✏

dx

x

���H(1)

⌫

(x)
���
2

. (4.32)

The limits ⌘
min

! �1 and ⌘
max

! 0 correspond to ⇤ ! +1 and ✏ ! 0+.

Let us list a few useful properties of the Hankel function H(1)

⌫

(z). It satisfies the

Bessel equation [z2 d

2

dz

2 + z d

dz

+ (z2 � ⌫2)]H(1)

⌫

(z) = 0 and has the defining property

(see [57, Eq. 10.2.5])

H(1)

⌫

(z) !
r

2

⇡z
ei(z�

⇡⌫

2 �⇡

4 ), (4.33)

as z ! 1 in �⇡ + �  ph(z)  2⇡ � �, where � is an arbitrary small positive

number. It has a branch point at z = 0 and its principal branch corresponds to

the principal value of the square root in (4.33), with a branch cut along (�1, 0]

(PV(z�
1
2 ) = e�

1
2 Ln z where Ln z = Ln r + i# with z = rei✓ and �⇡ < #  ⇡). From

here on out H(1)

⌫

(z) will denote the principal value of the Hankel function. We also

need the asymptotic behaviour of H(1)

⌫

(z) as z ! 0 [57, Eqs. 10.7.2�10.7.7, 10.4.3]:

H(1)

0

(z)
z!0���! 2i

⇡
Ln z

H(1)

⌫

(z)
z!0���! � i

⇡
�(⌫)e�⌫ Ln(z/2) for Re(⌫) > 0

H(1)

i⌫

(z)
z!0���! A

⌫

ei⌫ Ln(z/2) +B
⌫

e�i⌫ Ln(z/2) for ⌫ 2 R, ⌫ 6= 0

(4.34)

where

A
⌫

=
1 + coth(⇡⌫)

�(1 + i⌫)
, B

⌫

= � csch(⇡⌫)

�(1� i⌫)
(4.35)

68



4.3. The SJ state in de Sitter space

Since our goal is to evaluate (4.32), we are here only interested in positive values

of z. For finite ✏, as can be seen from (4.33), both integrals in the numerator and

denominator of F (✏,⇤) converge as ⇤ ! 1. Moreover, the relations in (4.34) show

that both integrals diverge in the limit ✏! 0, which means we can first take ⇤ ! 1
and only concern ourselves with the behaviour of the integrands close to zero. Doing

so, the second and third lines of (4.34) imply

lim
✏!0

lim
⇤!1

F (✏,⇤) = �1 for ⌫ � 0. (4.36)

and

lim
✏!0

lim
⇤!1

F (✏,⇤) =
2A

⌫

B
⌫

|A
⌫

|2 + |B
⌫

|2 = �sech⇡|⌫| for ⌫ = i|⌫| 6= 0. (4.37)

To derive this last equality, we have used the following properties of the Gamma

function [57, Eqs. 5.5.1, 5.5.3, 5.4.3]:

�(z + 1) = z�(z)

�(z)�(1� z) = ⇡/ sin⇡z for z 6= 0,±1,±2, . . .

|�(iy)| =
p
⇡/y sinh⇡y for y 2 R.

(4.38)

From these we can derive that �(1 + i|⌫|)�(1 � i|⌫|) = (i|⌫|)�(i|⌫|)�(1 � i|⌫|) =

i|⌫|⇡/ sin(i⇡|⌫|) = ⇡|⌫|/ sinh⇡|⌫| and

|�(1± i|⌫|)| = | ± i|⌫|�(±i|⌫|)| =
p
⇡|⌫|/ sinh⇡|⌫|. (4.39)

We thus obtain

2A
⌫

B
⌫

|A
⌫

|2 + |B
⌫

|2 =
�2(1 + coth⇡|⌫|]) csch⇡|⌫|
(1 + coth⇡|⌫|)2 + csch2 ⇡|⌫|

= �sech⇡|⌫|, (4.40)

which proves (4.37). Summarising our results:

r
k

=

8
<

:
ei⇡(⌫�

d

2 ) when m  m⇤,

e�i⇡

d

2 sech⇡|⌫| when m > m⇤.
(4.41)

Note that r
k

does not , in fact, depend on k. We see that for masses m  m⇤, the

SJ prescription is not well defined in the limit ⌘
max

! 0, since in that case |r
k

| ! 1.
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4.3. The SJ state in de Sitter space

When m > m⇤, we find that the Bogoliubov coe�cients are

↵
k

= tanh�1 e�⇡|⌫| and �
k

= �D + 1

2
⇡. (4.42)

This corresponds to the particular ↵-vacuum known as the out-vacuum (see Section

4.2). More specifically, when m > m⇤, the two point function of the SJ state in the

Poincaré patch is equal to the restriction of the out-vacuum two-point function in

this region.

4.3.2. The SJ state in the global patch

Again, we need the following L2 inner products:

⌦
uE
Lj

, uE
L

0
j

0
↵
=

⌦
yE
L

, yE
L

↵
t

�
LL

0�
jj

0 ,
⌦
uE
Lj

, uE
L

0
j

0
↵
=

⌦
yE
L

, yE
L

↵
t

(�1)L�
LL

0�
jj

0 ,
(4.43)

where we have defined the inner product h·, ·i
t

that integrates over t only:

hf, gi
t

=

Z
T

�T

f(t)g(t)`d coshd(t/`)dt. (4.44)

We have introduced T as a regulator which will be sent to infinity below. The

algebraic relations (2.57) and (2.58) can now be solved for in complete analogy to

the previous section:

A
Lj,L

0
j

0 = cosh↵
L

�
LL

0�
jj

0

B
Lj,L

0
j

0 = sinh↵
L

ei�L�
LL

0�
jj

0

and

�
Lj

=
q⌦

yE
L

, yE
L

↵
2

t

�
��⌦yE

L

, yE
L

↵
t

��2, (4.45)

where

↵
L

=
1

2
tanh�1|r

L

|, �
L

= arg(r
L

) + ⇡ (4.46)

and

r
L

:= (�1)L
⌦
yE
L

, yE
L

↵
t⌦

yE
L

, yE
L

↵
t

. (4.47)
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We now evaluate this ratio. Substituting the mode functions into the inner products

we obtain the expressions

⌦
yE
L

, yE
L

↵
t

= 2

Z
T

0

|yE
L

(t)|2ld coshd(t/l)dt

⌦
yE
L

, yE
L

↵
t

= 2

Z
T

0

Re
⇥
yE
L

(t)2
⇤
ld coshd(t/l)dt.

(4.48)

If we change the integration variables to z(t) = 1 + e2t/l, these integrals become

⌦
yE
L

, yE
L

↵
t

=
lD

22a
Re

Z
Z

2

n2

L

I
1

(z)dz

�
,

⌦
yE
L

, yE
L

↵
t

=
lD

22a

Z
Z

2

|n
L

|2I
2

(z)dz,

(4.49)

where
I
1

(z) := (z � 1)⌫�1z2aF (a, a+ ⌫; 2a; z(t)� i✏)2,

I
2

(z) := (z � 1)Re(⌫)�1z2a |F (a, a+ ⌫; 2a; z(t)� i✏)|2 .
(4.50)

We have defined Z = z(T ) and consequently the T ! 1 limit corresponds to

Z ! 1. With these definitions we have

lim
Z!1

⌦
yE
L

, yE
L

↵
t⌦

yE
L

, yE
L

↵
t

= lim
Z!1

Re
h
n2

L

R
Z

2

I
1

(z)dz
i

|n
L

|2
R
Z

2

I
2

(z)dz
. (4.51)

At the lower end z = 2 of the integration range both integrands are completely

well-behaved, but they diverge in the limit where Z ! 1. Therefore, it su�ces to

study the integrands in the limit Z ! 1. There are two cases to consider.

When m  m⇤, corresponding to real ⌫, the asymptotic behaviour of the hyper-

geometric function given in (B.28) leads to

I
1

(z)
z!1���! �2e�2i⇡az⌫�1,

I
2

(z)
z!1���! |�|2z⌫�1.

(4.52)

where (B.29)

� =
�(⌫)�(2a)

�(a+ ⌫)�(a)
, ⇠ =

�(�⌫)�(2a)
�(a� ⌫)�(a)

as derived in Section B.2 of Appendix B. Given that both quantities have the same
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scaling with z in this limit, their ratio must converge to a constant when Z ! 1:

lim
Z!1

⌦
yE
L

, yE
L

↵
t⌦

yE
L

, yE
L

↵
t

=
Re

⇥
|n

L

|2e2i#Le�2i⇡a

⇤

|n
L

|2 = cos[⇡(⌫ � a)], (4.53)

where #
L

= ⇡

2

[a+Re(⌫)]. Here we have used the fact that � is real when ⌫ is real.

When m > m⇤, corresponding to imaginary ⌫, it follows from (B.28) that

I
1

(z)
z!1���! e�2i⇡az�1

h
2�⇠e⇡|⌫| + �2ei|⌫| ln z + ⇠2e⇡|⌫|e�i|⌫| ln z

i

I
2

(z)
z!1���! z�1

h
|�|2 + |⇠|2e2⇡|⌫| + �⇠ei|⌫| ln ze⇡|⌫| + �⇠e�i|⌫| ln ze⇡|⌫|

i
.

(4.54)

Again, since both quantities have the same scaling with z in this limit, the ratio of

their integrals converges to a constant as Z ! 1:

lim
Z!1

⌦
yE
L

, yE
L

↵
t⌦

yE
L

, yE
L

↵
t

=
Re

⇥
2�⇠|n

L

|2e2i#Le�2i⇡a

⇤

|n
L

|2(|�|2 + |⇠|2e2⇡⌫) = cos⇡a sech⇡|⌫|, (4.55)

having used the fact that � = ⇠ when ⌫ is imaginary. Notice now that

cos [⇡(⌫ � a)] = cos(⇡L+ ⇡d/2� ⇡⌫)

= (�1)L cos(⇡d/2� ⇡⌫)

= (�1)L cos(⇡D/2� ⇡⌫ � ⇡/2)

= (�1)L sin(⇡D/2� ⇡⌫).

(4.56)

Similarly, cos⇡a = (�1)L sin(⇡D/2). Summarising our results:

r
L

=

8
>><

>>:

sin

✓
D

2
⇡

◆
sech⇡|⌫| if m � m⇤,

sin

✓
D

2
� ⌫

◆
⇡

�
if 0 < m  m⇤.

(4.57)

Again, we see that r
L

is independent of L. Hence, so long as its modulus is not

unity, the SJ state corresponds to one of the ↵-vacua. The cases of even and odd

spacetime dimensions look quite di↵erent, so we consider them in turn. For even

D, (4.57) reduces to

r
L

=

8
<

:
0 if m � m⇤,

(�i)D�2 sin⇡⌫ if 0 < m  m⇤,
(4.58)
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and for odd D we have

r
L

=

8
<

:
(�i)D�1sech⇡|⌫| if m � m⇤,

(�i)D�1 cos⇡⌫ if 0 < m  m⇤.
(4.59)

When m � m⇤ and D is even, ↵
L

= 0 and the SJ state is equal to the Euclidean

state. In odd spacetime dimensions and above the critical mass we have

↵
L

= tanh�1 e�⇡|⌫| and �
L

= �D + 1

2
⇡, (4.60)

which means that the SJ state is the in/out-vacuum. (The in and out-vacua are the

same in odd dimensions as described in Section 4.2.3.) Below the critical mass, the

Bogoliubov coe�cients for even D are:

↵
L

=
1

2
tanh�1 | sin⇡⌫| and �

L

=


D

2
+ ✓(� sin(⇡⌫))

�
⇡ (4.61)

and for odd D:

↵
L

=
1

2
tanh�1 | cos⇡⌫| and �

L

=


D + 1

2
+ ✓(� cos(⇡⌫))

�
⇡, (4.62)

where ✓(x) is the Heaviside step function. In even dimensions, we obtain ↵ =

0 whenever |⌫| is an integer, in which case the SJ state then corresponds to the

Euclidean state. Whenever |⌫| is a half-integer, the Bogoliubov coe�cients diverge.

The same holds in odd dimensions but with integer $ half-integer. A summary of

the di↵erent SJ vacua in the global and Poincaré patches of de Sitter space is shown

in Table 4.1 in the conclusion of this chapter.

It is worth noting that the conformally coupled massless field corresponds in every

spacetime dimension to the value ⌫ = 1

2

: through its coupling to the constant Ricci

scalar, the conformally coupled field acquires an e↵ective mass of

m
cc

=
1

2

p
(D � 2)/(D � 1)R =

1

2`

p
D(D � 2), (4.63)

which yields ⌫ = `
p

m2

⇤ �m2

cc

= 1

2

(which is always below the critical mass m⇤).

Hence, the SJ state for the conformally coupled massless scalar field on the global

patch is ill-defined in even dimensions, but corresponds to the Euclidean state in

odd dimensions (and is therefore Hadamard). It was found in [11] that the SJ state

is never Hadamard on finite sections of the Einstein static universe (ESU) R⇥ Sd.
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4.3. The SJ state in de Sitter space

Figure 4.2.: The SJ state in the global patch of 3+1 dimensional de Sitter space. The
SJ modefunctions uSJ

Lj

are related to those of the Euclidean vacuum uE
Lj

by the Bogoliubov transformation uSJ
Lj

= cosh(↵)uE
Lj

+ sinh(↵)ei�uE
Lj

,
the second coe�cient of which is plotted here. Depending on the product
m`, where m is the mass of the field and ` is the de Sitter radius, the SJ
state corresponds to di↵erent ↵-vacua. For m` � 3/2 and m` =

p
5/4,

it coincides with the Euclidean vacuum. The prescription fails for m` =p
2.

While de Sitter space is conformally related to a finite section of the ESU, these

findings are not in contradiction with each other, since the SJ state is not invariant

under conformal transformations even for conformally coupled fields (as mentioned

above, this follows essentially from the fact that the L2 inner product, unlike the

Klein-Gordon inner product, is not conformally invariant).

Let us take a closer look at the case of macroscopic physical spacetime, D = 3+1.

As we have shown above, the SJ state is the Euclidean state when m � m⇤ = 3/2`.

Below the critical mass, the SJ state is a de Sitter invariant ↵-vacuum, except when

m = m
cc

=
p
2/`, in which case the SJ prescription is not well-defined because the

Bogoliubov coe�cients diverge. The magnitude of the second Bogoliubov coe�cient

as a function of m is shown in Figure 4.2.
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4.3.3. The critical mass m⇤

Some comments regarding the critical mass are in order, since it plays such a prom-

inent role in the results above. Most notable is the peculiar behaviour of the SJ state

for fields of subcritical mass. It is perhaps not surprising that something changes

in this regime, since m⇤ = d

2l

⇠ `�1 is the mass scale below which the Compton

wavelength of the field becomes larger than the Hubble scale. The first relevant ob-

servation is that in global coordinates, the in- and out-modes have the asymptotic

expansions

uin
Lj

(t, ✓) ⇠ e(
d

2�i|⌫|)t as t ! �1

uout
Lj

(t, ✓) ⇠ e(�
d

2�i|⌫|)t as t ! +1
(4.64)

for m > m⇤ and

uin
Lj

(t, ✓) ⇠ e(
d

2+|⌫|)t as t ! �1

uout
Lj

(t, ✓) ⇠ e(�
d

2+|⌫|)t as t ! +1
(4.65)

for m  m⇤. The first equation illustrates explicitly the statement made earlier,

that the in- and out-modes are the “positive frequency” modes with respect to @
t

at t ! ±1 (since they have factors of the form e�i!t with ! > 0). We see, however,

that for m  m⇤, this characterisation loses its meaning: in the asymptotic limits,

the modes fail to oscillate with respect to t and instead just decay exponentially

(that the exponentials in (4.65) are always decaying is guaranteed by the fact that

|⌫| < d

2

for m  m⇤). A related observation was made by E. A. Tagirov in a 1972

paper [52]: the de Sitter propagators, as functions of the geodesic distance rather

than some particular time coordinate, decrease “aperiodically and more slowly” for

m < m
?

than for m � m⇤ in the limit of large time-like separation between their

arguments (he also goes on to argue that this is by itself no reason to label the

theory unphysical for m  m⇤). Recall that on the upper Poincaré patch, the SJ

state corresponds to the out state above the critical mass and is ill-defined below

the critical mass. Given that the usual physical interpretation of the in- and out-

vacua loses its justification for fields of subcritical mass, it is not unreasonable to

imagine that the breakdown of the SJ procedure is tied to these observations. How

this happens concretely is, however, not yet clear, especially since we obtain such

di↵erent results on the Poincaré patch and on the global patch. The breakdown

of the SJ prescription on the Poincaré patch for m  m⇤ also resonates with some

previous findings in the literature. For instance, it is possible to define a unique
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4.4. The discrete SJ state on a sprinkling into dS2

quantum state on de Sitter space by smearing the positive frequency modes of the

embedding Minkowski space onto the de Sitter hyperboloid [58,59], but the method

only works when m > m⇤. Taken together, these observations help put our results

into context and shed some light on the phenomena encountered above, but it is

safe to say that some questions about the deeper physical picture remain open.

4.4. The discrete SJ state on a sprinkling into dS2

Let us now compare the discrete SJ two-point function with the known propagators

in continuum de Sitter space, we evaluate it on a causal set that is obtained by

a sprinkling into a causal interval (diamond) in 1 + 1 dimensional continuum de

Sitter space. In de Sitter space, the spacetime volume V of the causal interval

between two timelike points depends only on their Lorentzian distance ⌧ : V =

4`2 ln(cosh(⌧`�1/2)). We shall refer to a causal diamond of length ⌧ as one whose

volume is given by the formula above.

4.4.1. Sprinkling into a causal diamond in dS2

To produce a sprinkling (C
D

,�) into a causal diamond D in dS2, we need to pick a

coordinate chart. The cosmological coordinates xµ
P

defined in (4.8) are well suited

because they have a conformally flat metric, which makes it particularly simple to

compute the causal relation between points, given their coordinate values. Even

though this chart only covers half of de Sitter space, there is no loss of generality

because the symmetries of de Sitter space imply that any causal diamond can be

isometrically mapped to a causal diamond entirely contained in the Poincaré patch.

So let D be a causal diamond between two points p, q 2 dS2

P

such that p � q.

Denote the (timelike) geodesic distance between p and q by ⌧ . Since any two causal

diamonds with the same value of ⌧ are isometric, we choose xµ
p

= (⌘
⌧

, 0) and xµ
q

=

(`2/⌘
⌧

, 0) with

⌘
⌧

= �`e⌧/2` < �`, (4.66)

without loss of generality. To obtain a sprinkling (C
D

,�) into D we first generate

a uniform Poisson distribution of N points in the square [0, 1]2 using a Mersenne

Twister algorithm [60]. We use Cartesian coordinates y
1

, y
2

on [0, 1]2 and find an
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4.4. The discrete SJ state on a sprinkling into dS2

embedding ' : [0, 1]2 ! R, which for any subset A ⇢ [0, 1]2 satisfies

V
D

Z

A

dy
1

dy
2

=

Z

'(A)

d2x
p
�g. (4.67)

The factor V
D

on the left hand side guarantees that the embedding scales the volume

correctly. Its value for the causal diamond of length ⌧ is

V
D

= 4`2 ln cosh
⌧

2`
. (4.68)

By inspection it can be shown that the embedding ' : (y
1

, y
2

) ! (⌘, x) defined

by [61]

⌘ =
�`e⌧/2`

1 + y
1

(e⌧/` � 1)
,

r = (1� 2y
2

) sinh
⌧

2`
,

(4.69)

satisfies the above condition (4.67). By keeping only such points for which |x| <
min(⌘

⌧

� ⌘, ⌘ � `2/⌘
⌧

) and recording the causal relations among them, we obtain

a sprinkling (C
D

,�) into D. Note that, as explained above, we also calculate the

geodesic distance between any two points using the metric on the manifold, even

though this data is not explicitly part of (C
D

,�).

4.4.2. Simulation results

In order to compare causal set results with those of the continuum, we have computed

the retarded propagator R, and subsequently the discrete Hadamard function H
SJ

,

on an N = 1010 element sprinkling into a causal diamond of length ⌧ = 8` in

1 + 1 dimensional de Sitter space (implying ⇢ ' 76`�2). The sprinkling is shown in

Figure 4.3, where we have set ` = 1.

Figure 4.4 shows values of the retarded propagator R
ij

for all pairs of related

events (⌫
i

, ⌫
j

) 2 C
D

, plotted as a function their geodesic distance d
ij

. There is

good agreement between the mean of R and the continuum retarded Green function

(whose functional form may be obtained from (4.18) as described in Section 4.2.3),

which further validates the proposal (2.22). At large ⌧ � `, we see a slight deviation

between the mean of the causal set data and the continuum retarded Green func-

tion. This discrepancy can be associated with edge-e↵ects due to the finite size of

the causal diamond: pairs of points separated by a geodesic distance comparable to
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4.4. The discrete SJ state on a sprinkling into dS2

Figure 4.3.: An N = 1010 element sprinkling with density ⇢ = 76`�2 into a causal
diamond of length ⌧ = 8` in two-dimensional de Sitter space, visualised
in the embedding three-dimensional Minkowski space (see Section 4.1).
The de Sitter radius has been set to ` = 1.

the size of the diamond will feel the boundaries of the spacetime region (the e↵ect

of spacetime boundaries has been addressed in more detail in [1]). Figure 4.5 shows

the discrete SJ Hadamard function H
SJ

, computed for both timelike and space-

like pairs of events. Since we have no expression for the continuum SJ state in the

causal diamond itself, we cannot compareH
SJ

with its exact continuum counterpart.

However, the expectation would be that the discrete SJ two-point function approx-

imates that of a de Sitter invariant vacuum in the centre of the diamond (where the

boundaries of the diamond are felt the least). Indeed, Figure 4.5 shows a very good

agreement between the mean of H
SJ

and the Hadamard function associated with

the Euclidean vacuum (↵ = 0). At large ⌧ � `, the boundary e↵ects become notice-

able again. To highlight the particular agreement with the Euclidean (↵ = � = 0)

Hadamard function, we have also plotted in Figure 4.5 the Hadamard function of

two other ↵-vacua with (↵,�) = (1, 0) and (↵,�) = (0.1, 0). Note that H
↵,�

(x, y)

is more sensitive to variations in ↵ for spacelike separated arguments because of

the extra antipodal singularity at d(x, y) = ⇡`, i.e. Z(x, y) = �1, present in every

↵-vacuum except the Euclidean one (see Section 4.2). For instance, for the range

of parameters we have probed in our simulations, including those of Figure 4.5, the
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4.4. The discrete SJ state on a sprinkling into dS2

Figure 4.4.: The retarded propagator R, computed on a causal set obtained via a
N = 1010 sprinkling into a causal diamond of length ⌧ = 8` in 1 + 1
dimensional de Sitter space. The mass of the field is m = 2.36`�1 and
the de Sitter radius ` is set to unity. The geodesic distance |d| between
the two arguments of the function is plotted on the horizontal axis. The
error bars show the standard deviation about the mean of R for binned
values of |d|. The continuum propagator G

R

is shown with the thick
black line.

function H
0.1,0

as a function of the geodesic distance can be distinguished from the

Euclidean Hadamard function for spacelike separated arguments, whereas it lies on

top of the Euclidean Hadamard function for timelike separated arguments (and has

thus been omitted from the timelike plot). With the parameters probed in our sim-

ulations, we cannot discriminate between the in/out and the Euclidean vacua, since

they are very “close” unless m ⇠ m⇤. Indeed, for the values presented here we have

↵
in

= ↵
out

= O(10�4). Discriminating between the in/out and Euclidean vacua is

more demanding computationally. A full treatment of this matter will require more

extensive simulations.
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4.4. The discrete SJ state on a sprinkling into dS2

Timelike

Spacelike

Figure 4.5.: The Hadamard function H
SJ

on an N = 1010 sprinkling of into a causal
diamond of length ⌧ = 8` in 1+1 dimensional de Sitter space. The mass
of the field is taken to be m = 2.36`�1, and the de Sitter radius ` is
set to unity. The geodesic distance |d| between the two arguments of
the function is plotted on the horizontal axis for timelike (above) and
spacelike (below) separated points. The error bars show the standard
deviation about the mean of H

SJ

for binned values of |d|. H
↵,�

(x, y)
refers to the Hadamard function of the ↵-vacua (see Section 4.2). The
function H

0.1,0

has been omitted in (a), since it is indistinguishable from
the Euclidean function H

E

.
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4.5. Conclusions

Patch Dimension SJ state for m � m⇤ SJ state for m < m⇤

Global
even Euclidean ↵-vacuum (4.61)

odd in = out ↵-vacuum (4.62)

Poincaré
even out not defined

odd in = out not defined

Table 4.1.: The SJ state in the global and Poincaré patches of de Sitter space. De-
pending on the mass m of the field, the SJ state corresponds to di↵erent
↵-vacua (the Euclidean, in- and out- vacua are all special cases of ↵-
vacua and in odd spacetime dimensions the in- and out-vacua coincide).
The critical mass that marks these transitions is m⇤ =

d

2`

, where d is the
spatial dimension and ` is the de Sitter radius.

4.5. Conclusions

To summarise, let us state the results we have derived for the SJ state in the con-

tinuum, as given in Table 4.1. In the cases where the prescription gives well-defined

results, the SJ state always corresponds to one of the de Sitter-invariant ↵-vacua.

This is reassuring, because a covariant approach should give rise to a vacuum state

that respects the symmetries of the underlying spacetime. Furthermore, we find

that the SJ state depends on (i) whether the mass of the field is above or below

the critical value m⇤ =
D�1

2`

(where ` is the de Sitter radius and D is the spacetime

dimension), (ii) whether it is evaluated on the complete de Sitter manifold or its

Poincaré half-space, and (iii) whether the spacetime dimension is even or odd.3 For

a field of mass m � m⇤ in even spacetime dimensions, the SJ state corresponds to

the Euclidean vacuum on the global patch and to the out-vacuum on the Poincaré

patch. For m < m⇤ on the Poincaré patch, as well as for a discrete set of mass values

below m⇤ on the global patch, the SJ prescription cannot be applied to the entire

spacetime, but only to a bounded globally hyperbolic subregion of it.

It would be interesting to investigate whether a physical account can be given for

the failure of the procedure in this particular case (an example of another vacuum

prescription which fails for light masses is the instantaneous ground state of the

Hamiltonian, particularly in the global patch [63]). Here it is worth noting that the

complementary and principal series also exhibit di↵erent behaviours in the case of

3The critical mass m⇤ separates the so-called principal (m � m⇤) and complementary (m < m⇤)
series of de Sitter representations [62].
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interacting theories [64,65]. For instance, quantum-corrected fields whose bare mass

belong to the principal series, unlike the complementary series, decay faster than

the free Klein-Gordon field in past/future infinity. This has important consequences

for objects such as the S-matrix for QFTs on global de Sitter space [66, 67,68].

We return briefly to the observation, made by Fewster and Verch [11], that the

SJ state in general fails to be a Hadamard state. With de Sitter space we have a

concrete example at hand, since the ↵-vacua are not Hadamard unless ↵ = 0 (their

two-point functions have an additional divergence when the antipode of one argu-

ment is on the light-cone of the other; see (4.21) and [45]). The main advantage

of Hadamard states is that for such states it is known how to construct physically

relevant expectation values, such as those of the stress-energy tensor, on arbitrarily

curved spacetimes [69, 70, 71]. Although it has not been proven that this cannot

be done for ↵-vacua, it is known that standard prescriptions such as point-splitting

and normal ordering fail [72]. One explanation proposed in [1], is that the non-

Hadamard singularity structure of the SJ state arises as a consequence of the sharp

spacetime boundaries that are implicit in the definition of the SJ modes (c.f. the

sharp limits in the L2 inner products for the bounded spacetime regions above). The

e↵ect of these boundaries will be felt most heavily by high-frequency modes and so,

by “smoothing the boundary”, one could hope to tweak the ultraviolet behavior of

the SJ state so that it becomes Hadamard. That this idea bears out to some extent

has recently been proven by Brum and Fredenhagen [73]. They study a modification

of the SJ state that relies on a smooth cut-o↵ of the commutator function and find

that this modification always leads to Hadamard states on the class of spacetimes

they study (static and “expanding” spacetimes with compact Cauchy surfaces). Due

to the smoothing, these modified states are, however, no longer uniquely associated

to the spacetime. At the end of this thesis we will o↵er some further comments on

the question as to whether or not the failure of the Hadamard condition spoils the

original (un-smoothened) SJ proposal as such.

Using the discrete SJ formalism on a causal set, we have determined the SJ state

on a sprinkling of a causal diamond in 1+ 1 dimensional de Sitter space. As part of

our analysis, we have found evidence that the “discrete retarded propagator” pro-

posed in [74] agrees well with the continuum retarded propagator in de Sitter space.

Our simulation also shows that the mean of the discrete SJ two-point function is

consistent with that of an ↵-vacuum and in particular with that of the Euclidean va-
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cuum in the centre of the diamond (away from the edges) for a field of massm ⌧ p
⇢.

This is encouraging, since the QFT defined on causal sets by the SJ formalism seems

to reproduce what one would expect: a state that respects the spacetime isometries

in the appropriate “continuum limit”. It would be interesting to carry out further

simulations to determine, with more statistical significance, which continuum state

is best approximated by the discrete SJ state. This might be particularly illumin-

ating when m < m⇤, since the procedure in the continuum becomes pathological in

the Poincaré patch in that case.

It is natural to wonder whether the SJ formalism could have phenomenological

implications in relation to cosmology. Two questions seem particularly relevant here.

Firstly, because of its non-local nature, it is not clear what portion of spacetime one

should use to compute the SJ state. For instance, should one consider the behaviour

of late-time cosmology to determine the SJ state for the early universe? In any case,

our current calculations are not realistic because the cosmos is not always in a de

Sitter phase. It would be more interesting to compute the SJ state in the case of a

single-field slow-roll inflationary background, in which case the near-de Sitter phase

does end. These are all questions that could be addressed in future work.
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5. Remarks on the SJ state in the

trousers spacetime

So far, the spacetimes we have considered have all been globally hyperbolic. Global

hyperbolicity is an important property in the usual construction of quantum field

theory in flat and curved spacetime, since it guarantees that linear hyperbolic equa-

tions such as the Klein-Gordon equation admit a well-posed initial value problem

and have well defined global advanced and retarded propagators [16, 75]. Yet there

are situations in which one may like to consider spacetimes that fall short of the

criterion. Anti de Sitter space is perhaps the most famous example of a spacetime

that is not globally hyperbolic and yet of tremendous interest in the context of the

gauge-gravity (AdS/CFT) correspondence [76]. Another case, the one that we will

pay attention to in this chapter, is that of spacetimes experiencing topology-change.

Such spacetimes cannot be globally hyperbolic: a globally hyperbolic Lorentzian

manifold must be homeomorphic to ⌃⇥R [77] and hence its spatial topology frozen

in time.

At the level of the manifold topology itself, a frozen spatial topology is certainly

not forced upon us. In fact, in D = 3 + 1 and lower dimensions, given any two

initial and final topologically distinct (D � 1)-dimensional (compact) manifolds V
i

and V
f

, there always exists a (compact) D-dimensional manifoldM that interpolates

between the two.1 When attempting to put a Lorentzian metric on M , a theorem

by Geroch [78] tells us that the metric must contain closed timelike curves. If we

want to avoid the pathologies that go along with closed timelike curves [79, 80], we

are still left with the alternative of considering metrics that are Lorentzian almost

everywhere (degenerating at a finite set of isolated points) and which retain a well-

defined causal structure [81], or, going further, considering metrics with signature

change [82] or Euclidean signature [83].

In the context of quantum gravity, there are reasons to believe that topology-

change is part of the story. Wheeler [84], using order-of-magnitude arguments and

1The manifold M with @M = V
i

t V
f

is known as a topological cobordism.



applying the uncertainty principle to the gravitational field, argued that fluctuations

in spacetime curvature at Planckian scales should become so violent as to cause por-

tions of space to pinch o↵ or become multiply connected. From the point of view of

a gravitational sum-over-histories, dimensional analysis also suggests that structures

of Planckian size will have a gravitational action of order ~, which would lead to

very little suppression in the gravitational path-integral [79]. Such considerations

imply that, at least on a kinematical level, Planck scale topology-change should be

taken into account in a quantum theory of gravity. To some workers in the field,

topology-change is in fact desirable. For instance, the particle picture of quantum

gravity — the theory that particles of ordinary matter are made of non-trivial topo-

logical structures in space (“topological geons”) [85,86] — su↵ers from violations of

the spin-statistics correlation and other problems in a framework with frozen spa-

tial topology. Allowing topological fluctuations might help resolve some of these

issues [81, 87].

If Planck scale topology-change is kinematically plausible, the question remains

whether it is dynamically possible. This may seem impossible to answer without

a theory of quantum gravity, but we can hope to find clues by following one of

the usual top-down (semi-classical) approaches: fix a classical topology-changing

spacetime (i.e. a non-trivial topological cobordism endowed with a metric according

to one of the alternatives compatible with Geroch’s theorem) and study the action

of the classical metric with linear-order quantum fluctuations. A first step in this

direction can be made by investigating a free massless scalar quantum field coupled

to the classical metric, thus placing the question within the framework of “scalar

quantum field theory in curved spacetime” of the preceding chapters.

The first work along these lines was carried out by Anderson and DeWitt [88],

who studied the quantum theory of a free massless scalar field on the topology-

changing two-dimensional “trousers” spacetime, in which a circle splits into two (or

vice-versa), viz. Figure 5.1. This spacetime admits an almost everywhere Lorentzian

metric, which is the flat Minkowski metric everywhere except at an isolated singular

point — the “crotch singularity” — on the spatial hypersurface which separates the

two spatial topologies. At the singular point the equations of motion degenerate

and hence the rule by which to propagate solutions past it must be specified by

hand. Expanding the scalar field in terms of modes on a spacelike hypersurface in

one region (the “in”-region) and choosing a particular “shadow rule” to propagate

the modes past the topology-changing hypersurface into an “out”-region, Ander-

son and DeWitt found that the expectation value of the “out” stress-energy tensor
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Figure 5.1.: The “trousers” spacetime with topology-change S1 $ S1 ⇥ S1.

evaluated in the “in”-vacuum has incurable (squared Dirac-delta) divergences on

the lightcone of the singular point. They concluded that the trousers-type topology-

change is dynamically forbidden. Manogue et al. [89] revisited the problem in a more

careful analysis. They argued that the propagation rule of Anderson and DeWitt

is unphysical because the Klein-Gordon product between two solutions obtained by

propagating forward initial data past the topology-changing hypersurface is not con-

served. Deriving a one-parameter family of propagation laws that conserve the inner

product they arrived at the same conclusion, an infinite burst of energy emanating

from the crotch singularity.

These results may at first be disappointing to those who hope that a quantum

theory of gravity will incorporate topology-change. Of course, it could always be

the case that the approximations made in such top-down calculations turn out to be

wrong, but then again, without a bottom-up theory at hand, semi-classical calcula-

tions are one of the only tools we have to guide us. There are, however, good reas-

ons why topology-change may still be physically viable even if the particular type

of topology-change of the trousers spacetime is disallowed. The transition in the

trousers belongs in a sense to a particularly singular class of topology-changes [90],

those in which the spacetime exhibits “causal discontinuity”, which means (roughly)

that the volume of the causal past or future of a point can change discontinuously as

the point moves continuously around the manifold. The authors of [91] found that

causally discontinuous topology changing processes in 1 + 1 dimensions are indeed
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5.1. Quantum Fields in the trousers spacetime

suppressed in a sum-over-histories, while causally continuous ones are enhanced.

Such observations lend some support to Sorkin’s conjecture that infinite energy pro-

duction occurs in a topology-changing spacetime2 if and only if it contains a causal

discontinuity.

In this chapter we present the results of first e↵orts to address the problem within

the framework of the SJ formalism. This approach works directly with propagators

rather than with the field operator expanded in modes. The freedom in specifying a

propagation law corresponds to a freedom in choosing retarded and advanced Green

functions. Once these are specified, however, the formalism should select a quantum

state without further input. In light of the previous paragraph, the expectation

would be to confirm previous findings in the trousers spacetime. The hope is to

gain new insights by revisiting the problem from a new point of view, to understand

the SJ framework in a more general setting, and to lay the foundation for semi-

classical calculations in other topology-changing spacetimes.

5.1. Quantum Fields in the trousers spacetime

Keeping with tradition we hang the trousers upside down and use a coordinate chart

in which t = 0 separates the “legs” and the “trunk”. The spatial coordinate x lies

in the range [��,�] and the crotch singularity lies at the origin: x
c

= (0, 0). The

coordinates in the trunk extend to coordinates in the left and right legs, i.e. we

identify points (x, 0+) in the legs with points (x, 0�) in the trunk for x 6= 0. In the

trunk, i.e. for t < 0, we identify x = �� with x = �. In the left leg, i.e. for t > 0,

we identify x = �� with x = 0� and in the right leg we identify x = � with x = 0+.

An illustration of the spacetime is shown in Figure 5.2.

We will attempt to build the SJ state by identifying the positive eigenmodes of

i� as we did in the analysis of the flat diamond. For this, we need the Pauli-Jordan

function � = G
R

�G
A

, and thus the retarded and advanced Green functions in the

trousers.

There are two ways in which the Green functions in the trousers di↵er from those

in Minkowski space. The first is due solely to the topology of the spatial sections

before and after the topology-change and is largely independent of the questions

2More precisely, a topological cobordism endowed with an almost everywhere Lorentzian metric,
i.e. the first alternative of those mentioned above for turning topological cobordisms into geometries.
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â â â

l l

2l

Figure 5.2.: The trousers spacetime (left) and a two-dimensional representation of it
(right) obtained by cutting and unwrapping the manifold. The coloured
arrows indicate the respective identifications in the trunk (blue) and in
the left and right legs (yellow and red). The crosses mark the location
of the crotch singularity.

pertaining to topology-change. Consider the quantum field theory on a flat cylinder

S1 ⇥ R (no topology-change). The metric is Minkowskian and so the propagators

are locally Green functions to the usual wave equation. However, the future/past

lightcone of any point will wrap around the cylinder, which makes it inconsistent

to use the naive solution GM
R

(x, y) of two-dimensional Minkowski space M, which

is equal to �1

2

in the causal past of x (and zero everywhere else). At the first

conjugate point p
x

to the past of x (the point where the two past-directed null

geodesics emanating at x meet again), the naive Green function will take on the

form �1

2

(1 � ✓(�u)✓(�v)) in light-cone coordinates centred at p. This produces

a negative Dirac-delta type source ��(2)(x � p
x

) in ⇤
x

G
R

(x, y) and therefore the

naive propagator will not be a Green function. However, it is not hard to obtain a

modification that will be a Green function, by simply taking GM
R

(x, y) and adding to

it a (multiple of) GM
R

(p
x

, y) for every conjugate point p
x

such that the divergences

in the original function are cancelled.

The observations in the previous paragraph are not particular to the trousers —

they simply concern well-known facts of quantum field theory on the cylinder. In

order to isolate the features of the trousers spacetime that are most pertinent to the
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5.2. The pair of diamonds

v1u1 v2u2

2L2L

â â

Figure 5.3.: The pair of diamonds in more detail. The coloured arrows indicate the
topological identifications inherited from the trousers (Figure 5.2).

physics of topology-change, we can first restrict ourselves to a small enough section

of the trousers containing the singularity such that no wrapping around occurs, e.g.

|t|  t
max

for some t
max

< �

4

as shown in Figure 5.2 (the upper bound of �

4

guarantees

that the future lightcone of a point in the causal past of the singularity does have

time to wrap around one of the legs). In fact, it will be most convenient to restrict

our analysis to a small causally convex neighbourhood around the singularity. Hence

consider two points, one in the left and one in the right leg, both in the chronological

future of the singularity: x±
L

= (t
0

,±✏). Take the intersection of the union of their

causal pasts with the causal future of a point in the trunk, x
T

= (�t
0

, 0), which lies

in the chronological past of the singularity. In the limit that the two points x±
L

are

chosen to lie arbitrarily close to x = 0 this region of spacetime will consist of the two

diamonds drawn with dashed lines in Figure 5.2. We refer to this spacetime as the

pair of diamonds. Figure 5.3 gives a more detailed depiction of the pair of diamonds,

with the topological identifications inherited from the trousers. This spacetime has

the same essential causal properties as the topology-changing trousers.

5.2. The pair of diamonds

In order to discuss the pair of diamonds and functions on it we need to construct

a coordinate chart that covers the spacetime. When we depict the two diamonds

next to each other, the left diamond is meant to corresponds to the diamond seen in
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5.2. The pair of diamonds

the centre of the trousers (Figure 5.2) and the right diamond is made up of the two

halves at the sides of the trousers. We will refer to the left and right diamonds as

diamond 1 (symbol D
1

) and diamond 2 (symbol D
2

). Hence the upper left and right

corners in diamond 1 respectively belong to the left and right legs, whereas the upper

left and right corners in diamond 2 respectively belong to the right and left legs.

Now define two identical coordinate systems with subscripts 1 and 2 on D
1

and D
2

.

We will use both Cartesian and light-cone coordinates below and we shall label them

in the obvious manner, e.g. (u
1

, v
1

) and (u
2

, v
2

) denote light-cone coordinates on

D
1

and D
2

respectively. The relationship between the trousers coordinates (without

subscript) defined above and the coordinates on the two diamonds are as follows.

On diamond 1 the coordinate systems agree since their origin is the same. So

t
1

= t, x
1

= x, u
1

= u and v
1

= v. On diamond 2, the left side comes from the right

edge of the trousers and the right side comes from the left edge of the trousers, so

the relations between the coordinates on D
2

and those in the trousers are

t
2

= t

x
2

= x� � for x > 0

x
2

= x+ � for x < 0

()

u
2

= u+ �/
p
2

v
2

= v � �/
p
2

)
for x > 0

u
2

= u� �/
p
2

v
2

= v + �/
p
2

)
for x < 0.

(5.1)

The coordinate ranges are u
i

, v
i

2 [�L,L] for i = 1, 2 where L < � sets the length

scale of the diamonds. In both coordinate systems the crotch singularity is at the

origin of coordinates. For 0 < t
1

, t
2

<
p
2L we identify x

1

= (v
1

� u
1

)/
p
2 = 0�

with x
2

= (v
2

� u
2

)/
p
2 = 0+ and vice versa. This gives us a complete chart on the

pair of diamonds. Of course the two coordinate systems do not correspond to a split

into left and right legs in the embedding trousers manifold: for example, both the

top left part of D
1

(i.e. u
1

> v
1

> 0) and the top right part of D
2

(i.e. v
2

> u
2

> 0)

belong to the left leg of the trousers.

To make expressions simpler we will typically use coordinates without subscript

to describe functions on the pair of diamonds, and we will use an indicator function

to restrict support onto subregions. Hence for a subregion R we write R(x) to

denote the function which is equal to 1 when x 2 R and zero otherwise (this is

commonly also seen as 1
R

(x)). For instance, f(x) = eiku is shorthand for f(x) =

eiku1D
1

(x) + eiku2D
2

(x), and g(x) = eikuD
1

(x) is shorthand for the function that is

equal to eiku1 in diamond 1 and zero in diamond 2. (This function should not be

confused with the Boolean function � defined earlier, which we will also use below

90



5.3. Propagators in the trousers

and which maps propositions to {0, 1}: �(A) = 1 if A is true and �(A) = 0 if A is

false.) Note that, in these conventions, f(u)D
2

(x) is not equal to f(u) on D
2

: it is

equal to f(u
2

) = f(u� �/
p
2).

Each diamond splits naturally into five regions:

1. Bottom: the causal past of the singularity

2. Centre Left: the region spacelike to and to the left of the singularity

3. Centre Right: the region spacelike to and to the right of the singularity

4. Top Left: the left part of the causal future of the singularity

5. Top Right: the right part of the causal future of the singularity

These regions, along with some additional ones that will be used below, are defined

more comprehensively for diamonds 1 and 2 on Table 5.1. As described above, we

will also use the symbols defined here as indicator functions, e.g. (x) is one if

x is in the bottom of diamond 1 and zero otherwise.

Whether one considers the crotch as excised from the manifold or as a point that

is present but at which the metric degenerates, the wave equation invariably loses

its meaning there. For field modes this requires the specification of a propagation

law, and in particular a rule for how a solution before/after the topology-change

is to be propagated past the singularity. In terms of Green functions we are faced

with a choice of what the retarded and advanced propagators look like near the

singularity. This leads to a departure of the usual story in a number of ways. Not

only is there a need to motivate any specific functional form of the retarded and

advanced propagators, but the symmetry between the two is not forced upon us

anymore.

5.3. Propagators in the trousers

Since the d’Alembertian degenerates at the singularity, it is unclear what is meant

by a propagator as a Green function to the equations of motion. For pairs of points

whose causal interval [x, y] does not contain the singularity, the retarded propagator

should take its usual M-form G
R

(x, y) = �1

2

�(x � y), since G
R

satisfies the equa-

tions of motion and retarded boundary conditions everywhere in [x, y]. But what

happens when the interval [x, y] contains the singularity, i.e. when the topology-

change “registers” in the evolution between two spacetime points? The most naive
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5.3. Propagators in the trousers

Symbol Name Definition

Top Left 1 u
1

> v
1

> 0

Top Right 1 v
1

> u
1

> 0

Middle Left 1 v
1

< 0 and u
1

> 0

Middle Right 1 v
1

> 0 and u
1

< 0

Bottom 1 v
1

< 0 and u
1

< 0

Upper Left Diagonal 1 [ [

Upper Right Diagonal 1 [ [

Lower Left Diagonal 1 [

Lower Right Diagonal 1 [

Left Leg [

Right Leg [

Pair of Diamonds [ all of the above

Table 5.1.: Some subregions of the pair of diamonds and their labels. All regions
except the last two are defined with respect to D

1

— for these there are
analogous regions defined with respect to D

2

. Note that the upper left
and right diagonal regions as well as the left and right leg regions extend
over both diamonds (as evident in their symbols).

ansatz would be to set G
R

(x, y) = �1

2

�(x � y) for all pairs of points in the trousers,

leaving the evolution law unchanged. This is illustrated in Figure 5.4. This how-

ever leads to inconsistencies, as a more careful analysis in the following paragraphs

shows.

5.3.1. Integral form of Green’s equation

We start with the following observation. In any neighbourhood D ⇢ M of ordinary

(two-dimensional) Minkowski space the operator⇤ is well-defined and we callG(x, y)

a Green function if it satisfies ⇤
x

G(x, y) = ⇤
y

G(x, y) = �(d)(x, y) for all x, y 2 D,

denoting by ⇤
x

the d’Alembertian with respect to argument x. Let us assume for

now that D is a causal diamond. We will work in light-cone coordinates yµ = (u, v)

and we define G
x

(y) := G(x, y), by which we mean that G
x

(y) is to be thought of
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5.3. Propagators in the trousers

â â

- 12 - 12

x

Figure 5.4.: A naive ansatz for the retarded propagator G
R

(x, y) = �1

2

�(x � y) in
the trousers, drawn as a function of y for fixed x � x

c

represented by
the black dot. The function is equal to �1

2

in the shaded region and
zero everywhere else. The dashed contour corresponds to the boundary
of a causal diamond centred on the singularity.

as a function of a single argument y for fixed x. Then Green’s equation on one hand

implies Z

D

dudv⇤G
x

(u, v) =

Z

D

�(u� u
x

)�(v � v
x

)dudv = D(x), (5.2)

recalling that D(x) is the indicator function equal to 1 if x 2 D and zero otherwise.

On the other hand, using Green’s theorem for a right-handed Cartesian coordiante

system (u, v): Z

D

(@
v

M � @
u

L) dudv =

I

@D

Ldv +Mdu (5.3)

with M = �@
u

G
x

and L = @
v

G
x

we find

Z

D

dudv⇤G
x

(u, v) =

I

@D

(@
v

G
x

(u, v)dv � @
u

G
x

(u, v)du) (5.4)

where the null boundary @D of the causal diamond is to be traversed in anti-

clockwise fashion.3 Hence for any causal diamond D in M, a Green function will

3 This formula of course only holds in flat space. The direction of the contour integral on the
right hand side is determined by the handedness of the coordinate system on D. The general (curved
spacetime) formula a↵orded by Stokes’ theorem is more subtle in the Lorentzian setting (especially
in the presence of null boundaries) due to the indefinite signature of the metric. See [92, 93] for
details.
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5.3. Propagators in the trousers

satisfy I

@D

[@
v

G
x

(u, v)dv � @
u

G
x

(u, v)du] = D(x). (5.5)

This relation is valid for both arguments and applies to the retarded and advanced

Green functions. For instance, it can easily be verified for G
R

(u, v) = �1

2

✓(u)✓(v).

Let us denote the integral in (5.5) by BD

y

G(x, y). Then we can write an integral

version of Green’s equation as

BD

y

[G
R

(x, y)] = D(x). (5.6)

5.3.2. The field equations near the singularity

We turn to the pair of diamonds. For ease of notation we denote by B
y

[G(x, y)]

(with no superscript) the contour integral for which D is a small causally convex

neighbourhood D whose interior contains the singularity x
c

but not x. Similarly,

B
x

[G(x, y)] is the contour integral around a contour whose interior contains x
c

but

not y. In order for G(x, y) to “satisfy Green’s equation” at the singularity we then

need (5.5)

B
y

[G
R

(x, y)] = B
x

[G
R

(x, y)] = 0. (5.7)

Now it can easily be seen that this will not be the case for the naive ansatzG
R

(x, y) =

�1

2

�(x � y). As illustrated in Figure 5.4, we obtain +1 instead of zero on the right

hand sides of (5.7). There are two ways to see this. One is to note that the only

contributions to the contour integral come from the places where the propagator

changes between �1

2

and 0, and at both places the derivative in B
y

[G
R

(x, y)] picks

up +1

2

. The other way is to see that in e↵ect the “shadow” of the retarded propagator

doubles up below the singularity, which corresponds to an extra Dirac-delta type

term centered at the singularity in Green’s equation. The same can be observed

for G
A

(x, y), whose support “streams out” into both legs when x � x
c

. Therefore

� = G
R

� G
A

constructed from the naive propagators will not be a solution to

the equations of motion near the crotch in the sense that B
y

[�(x, y)] 6= 0 and

B
x

[�(x, y)] 6= 0.

These observations are reminiscent of the singularities in GM
R

(x, y) at conjugate

points on the cylinder: the crotch singularity appears as a spurious source in the

equations of motion. On the cylinder a physically satisfying propagator can be

constructed by adding to the naive propagator appropriate scalar multiples of itself

centred at the conjugate points. We shall follow a similar line of thought in order
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5.3. Propagators in the trousers

to construct viable propagators in the trousers. The situation is not as simple,

however. To begin with, there is no time-reversal symmetry in the trousers spacetime

and hence the usual a priori assumption of perfect symmetry between retarded and

advanced propagators seems unwarranted. Furthermore, in the globally hyperbolic

case it is true that ⇤
x

G
R

(x, y) = �(2)(x�y) () ⇤
y

G
R

(x, y) = �(2)(x�y) provided

the boundary conditions are satisfied, while the analog relation

B
y

[G
R

(x, y)] = 0 () B
x

[G
R

(x, y)] = 0 (5.8)

does not obviously obtain without global hyperbolicity. This is closely related to the

following fact: if x 2 , y 2 and y0 2 , then it is a priori not required

that G
R

(x, y) take the same value for (x, y) as it does for (x, y0) — di↵erent such

values implying di↵erent “strengths of propagation” into the left and right legs — so

there is a potentially richer class of propagators corresponding to di↵erent physics.

To construct a general family of propagators for the trousers, a more careful review

is in order.

5.3.3. A one-parameter family of propagators

Recall that in the usual construction of the quantum theory, the primary role of the

retarded and advanced propagators is their appearance in the Pauli-Jordan function

� = G
R

� G
A

. The latter enforces the causality structure of the theory, which is

imposed through the commutation relations [�(x),�(y)] = i�(x, y) (or their equal-

time version, the canonical commutation relations). In order to act as a commutator

of fields i� should thus be antisymmetric. Antisymmetry also guarantees that i� is

a Hermitian integral kernel, which is essential in the construction of the SJ state. It

is therefore reasonable to require that the propagators should at least be consistent

with � being antisymmetric and a solution to the field equations in both arguments

in the sense of (5.5):

BD

y

[�(x, y)] = BD

x

[�(x, y)] = 0. (5.9)

So let us define G
R

and G
A

to be the retarded and advanced parts of the commutator

G
R

(x, y) = �(x � y)�(x, y)

G
A

(x, y) = ��(y � x)�(x, y).
(5.10)
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â â

- 12 H1 - b1L

- 12

- 12 H1 - b2L

x

Figure 5.5.: The modified propagator G
R

(x, y) = G
A

(y, x) for fixed x in . In
order for the integral version of Green’s equation to vanish for a small
contour around the singularity, we need b

1

+ b
2

= 1.

and impose the conditions � = ��T and B� = 0 in both arguments. By con-

sequence of (5.10), G
R

and G
A

as well as any one G and its transpose GT , clearly

have disjoint supports. This together with the antisymmetry of � implies

G
R

(x, y) = G
A

(y, x). (5.11)

We see that the antisymmetry of � indeed implies the symmetry between advanced

and retarded propagators. The equations of motion require that

B
x

�(x, y) = B
x

G
R

(x, y)�B
x

G
A

(x, y) = 0

B
y

�(x, y) = B
y

G
R

(x, y)�B
y

G
A

(x, y) = 0.
(5.12)

Together with (5.11) this implies that if any one propagator is a solution to Green’s

equation in one of its arguments, then it, as well as its counterpart, must be solutions

in both arguments.

So let us assume that the latter holds. Consider the retarded propagator G
R

(x, y).

For x 2 the spurious source at the crotch singularity that appears when

y 2 or y 2 can be cancelled by subtracting a linear combination of

constant functions from the usual �1

2

�(x � y). Whence for x 2 we may
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5.3. Propagators in the trousers

propose a propagator of the form

G
R

(x, y)|
x2 = �1

2

h
�(y � x)� a

1

(y)� a
2

(y)
i
. (5.13)

In order for the contour integral B
y

G
R

(x, y) = 0 to vanish we find that we must set

a
1

+ a
2

= 1. Similarly, for x 2 we can achieve B
y

G
R

(x, y) = 0 if we set the

propagator to

G
R

(x, y)|
x2 = �1

2

h
�(y � x)� b

1

(y)� b
2

(y)
i
. (5.14)

with b
1

+ b
2

= 1. See Figure 5.5 for a visualisation of propagator (5.14). This leaves

us with a two-parameter family of retarded propagators in the trousers (parameters

a := a
1

= 1�a
2

and b := b
1

= 1�b
2

). However, from B
x

G
R

(x, y) = 0 we now obtain

two additional constraints: to satisfy the equation for y 2 , we need a
1

+b
1

= 1,

and to satisfy it for y 2 , we need a
2

+ b
2

= 1. This illustrates the decoupling

of the equations of motion with respect to the first and second arguments referred

to above (5.8): none of the two equations (supplemented with boundary conditions)

specifies a unique solution (as it would in a globally hyperbolic spacetime) — instead,

the two equations impose independent constraints on the solution.

We are thus left with a one-parameter family of retarded and advanced propag-

ators G
R,p

(x, y) = G
A,p

(y, x) parametrised by p := a
1

= b
2

= 1 � a
2

= 1 � b
1

. For

completeness we also show the propagator G
A

(x, y) = G
R

(y, x) for fixed x in the

past of the crotch in Figure 5.6.

The case p = 1

2

corresponds to the symmetric case in which the added negative

source propagates with equal strength into and out of the two legs (see Figures 5.5

and 5.6, respectively). The cases p = 0 and p = 1 correspond to the two opposite

extremes in which the source either only propagates into (and out of) the left leg,

or into (and out of) the right leg. It is worth emphasising that these additional

sources in the retarded and advanced propagators do not in themselves yet consti-

tute a “burst in energy”. They do of course influence the propagation of the field

past the singularity, and the e↵ect of the added sources on the propagation might

well translate into divergences in the stress-energy tensor. However, in order reach

such conclusions, one first has to obtain the quantum state (through the Wightman

function, or, equivalently, a complete set of positive frequency modes) and compute

the expectation value of physical observables therein.
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â â

- 1
2
H1 - qL - 1

2
H1 - qL - 1

2
H1 - pL- 1

2
H1 - pL

- 12

x

Figure 5.6.: The modified propagator G
A,p

(x, y) = G
R,p

(y, x) for fixed x in .
Here q = 1� p.

5.4. Propagation of plane waves past the singularity

What type of propagation law do the propagators defined in the previous section

entail? To understand this let us consider modes in the trunk and propagate them

forward past the singularity using the retarded propagator. This can be done expli-

citly using Stokes’ theorem (or its special case known as Green’s second identity).

We recall the usual evolution procedure of initial data with a retarded propagator.

Given a solution f(x) of the field equations (and its derivative) on a spacelike hyper-

surface ⌃ and a retarded Green function G
R

(x, y) of the wave equation, one obtains

the forward-propagated solution at a point x in the future domain of dependence of

the hypersurface D+(⌃) via an integral involving G
R

(x, y) and f(x) over the section

J�(x) \ ⌃ of the hypersurface (where J�(x) = {y : y � x}):

f(x) =

Z

J

�
(x)\⌃

d⌃µ

y

⇥
f(y)ry

µ

G
R

(x, y)�G
R

(x, y)ry

µ

f(y)
⇤
. (5.15)

Now we know that for G
R

(x, y) = �1

2

�(x � y), plane waves u
k

(x) = e�iku (or

v
k

(x) = e�ikv) will propagate forward to themselves, i.e. if x is in the future domain

of dependence of a hypersurface on which the solution is a plane wave, then (5.15)

will yield the same plane wave evaluated at x.

Consider now the evolution generated by the modified retarded propagator G
R,p

on the pair of diamonds. Intuitively it is clear that a right-moving (left-moving)
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5.5. Eigenmodes of the Pauli-Jordan function

plane wave will just propagate freely along a diagonal u = const. (v = const.) line

and it will be oblivious to the singularity until it enters its future lightcone. What

happens there? To find out, let us denote by u1
k

(x) initial data corresponding to a

right-moving plane wave in the trunk region of diamond 1 which is zero in the trunk

region of diamond 2, i.e. u1
k

(x) = e�iku (x). Using the evolution equation we

find that the wave evolves to e�iku � p for x 2 (i.e. in the left leg) and to +p

for x 2 (i.e. in the right leg). The constant terms in fact appear in the form

pe�iku

c but since and u
c

= 0 in our coordinates this reduces to p. The complete

forward-propagated solutions for initial data corresponding to right- and left-movers

in the trunk regions of diamonds 1 and 2 are given by:

u1
k

(x) = e�iku (x) + p
h

(x)� (x)
i

u2
k

(x) = e�iku (x) + p
h

(x)� (x)
i (5.16)

and
v1
k

(x) = e�ikv (x) + (1� p)
h

(x)� (x)
i

v2
k

(x) = e�ikv (x) + (1� p)
h

(x)� (x)
i
.

(5.17)

To find the evolution of plane waves in the whole trunk it su�ces to take linear

combinations of the above modes. Due to the periodicity on the actual trousers,

the modes on the pair of diamonds corresponding to the natural “right-moving

plane waves in the trunk” with periodic boundary conditions take the form u1
k

(x) +

(�1)nu2
k

(x) with k =
p
2n⇡/� in our conventions (the factor of

p
2 here comes

from the factor of
p
2 in our definition of the lightcone coordinates). For even n,

the constant terms in (5.16) cancel. For odd n, they add up, leading to opposite

constant terms±2p in the causal futures of the singularity pertaining to the left/right

legs. Similar statements apply to left-moving incoming modes. Interestingly, this

corresponds precisely to the one-parameter family of propagation laws found in [89],

which the authors arrived at by demanding the conservation of inner products under

the evolution past the singularity (our parameter p is related to their parameter A

via p = 1

2

(1 +A)).

5.5. Eigenmodes of the Pauli-Jordan function

The one-parameter family of propagators derived in the previous section provides

us with a one-parameter family of Pauli-Jordan functions �
p

= G
R,p

� G
A,p

. It is
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â â
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- 12 H1 - pL

Figure 5.7.: The Pauli-Jordan function �
p

(x, y) in the trousers as a function of y,
with the first argument x fixed (at the dot) in the causal future of the
crotch singularity. Here q = 1� p.

not very illuminating to write down its functional form; for an example in pictorial

form see Figure 5.7. When both arguments are outside the domain of influence of

the crotch, � takes on its usual Minkowski form. Our aim is now to find the positive

eigenfunctions of i� that satisfy i�(f) = �f for � > 0.

5.5.1. Counting eigenmodes

Recall from (2.54) that if i�(x, y) is a Hilbert-Schmidt integral kernel on L2(M⇥M)

with eigenvalues �
k

then

Z

M

dx

Z

M

dy|i�(x, y)|2 =
X

k

�2
k

. (5.18)

Let us evaluate the left hand side for i�
p

(x, y) on the pair of diamonds. The integral

over y 2 yields

Z
dy|�(x, y)|2 = 1

2
(L2 + uv)� 1

2
p(1� p)L2 (x) (5.19)
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Figure 5.8.: L2(M ⇥M)-norm of i�
p

(x, y) on the pair of diamonds as a function of
p.

where x = (u, v). Further integrating this expression over x 2 we obtain

Z
dx

Z
dy|i�(x, y)|2 = 2L4 [2� p(1� p)] . (5.20)

Compare this to the single flat diamond, on which the norm of i� evaluates to

2L4. The relation (5.20) is useful because it allows us to check if a given set of

eigenfunctions of i� is the full set. If the eigenvalues (with multiplicities) sum to

less than 2L4 [2� p(1� p)], we know that we are missing eigenfunctions. It is also

interesting to note that the value depends on p. This means that the eigenvalues

must depend on p.

5.5.2. Ordinary plane waves

Since we know the SJ modes for the ordinary causal diamond from Chapter 3,

we can use them as a first guide to guess what eigenmodes might look like on

the pair of diamonds. Recall that on the causal diamond of “side-length” 2L (i.e.

volume 4L2) in Minkowski space the Pauli-Jordan function is given by �(x, y) =

�1

2

[�(x � y)� �(y � x)] and its eigenmodes are linear combinations of positive fre-

quency plane waves and a constant (3.20)

f
k

(u, v) := e�iku � e�ikv, with k =
n⇡

L
, n = 1, 2, . . .

g
k

(u, v) := e�iku + e�ikv � 2 cos(kL), with k 2 K
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5.5. Eigenmodes of the Pauli-Jordan function

with K = {k 2 R | tan(kL) = 2kL and k > 0}. Evaluating the action of i�
p

on these

modes involves rather long calculations on di↵erent parts of the pair of diamonds, so

it will be helpful to first consider plane waves that are defined on smaller subregions

of the diamond (i.e. that have smaller support).

5.5.3. Restricted plane waves

The simplest functions to start with are “in” and “out” plane waves, which corres-

pond to plane waves that propagate from the trunk into the legs (or from one of

the legs into the trunk). Left- and right- propagating plane waves will respectively

be functions of v and u only, and therefore it is natural to restrict them to diagonal

subregions of the pair of diamonds. We thus consider plane waves e�iku and e�ikv.

Let us define four types of right-moving plane waves

UR

k

(x) = e�ikuR(x) (5.21)

for regions R = , , , and four types of left-moving plane waves

V L

k

(x) = e�ikvL(x) (5.22)

for regions L = , , , . (Recall that we are using x = (u, v) as

a spacetime coordinate.) These functions all solve the wave equation since they are

functions of either u or v only (involving only exponentials and step functions in

either u or v respectively).

To find the action of i�
p

on these functions we need to convolve them with

the second argument of i�
p

over the pair of diamonds. There is of course perfect

symmetry under an exchange of the two diamonds, so it su�ces to consider the four

modes defined with respect to D
1

(i.e. the right-movers on and and the

left-movers on and ). The actual calculation needs to be done for each

subregion of the diamonds separately — for instance the integral

i�
p

UR

k

(x) =

Z p
�g(y)dy i�

p

(x, y)UR

k

(y) (5.23)

will look di↵erent depending on which subregion of the pair of diamonds x lies in

due to the functional form of i�
p

(see Figure 5.7). For the right-moving plane wave
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5.5. Eigenmodes of the Pauli-Jordan function

in the upper left diagonal region we find

k

L
i�

p

U
k

(x) = (x)
h
e�iku +

⇣
1� v

L

⌘
✏(kL)� 1

i

+ (x)
⇣
1� p� v

L

⌘
✏(kL)

+ (x)
⇣
1� v

L

⌘
✏(kL)

+ (x) p ✏(kL)

(5.24)

where ✏(kL) = 1

2

�
1� e�ikL

�
. Given the mirror symmetry of the setup (symmetry

under a simultaneous reflection in both diamonds about their vertical axes of sym-

metry), the expression for the action of i�
p

on left-movers in the upper right diagonal

region i�
p

V
k

(x) can be obtained from (5.24) by reflecting the regions in each

of the two diamonds along the verticals x
1

= x
2

= 0 and interchanging u $ v and

p $ 1� p. This leads to:

k

L
i�

p

V
k

(x) = (x)
h
e�ikv +

⇣
1� u

L

⌘
✏(kL)� 1

i

+ (x)
⇣
p� u

L

⌘
✏(kL)

+ (x)
⇣
1� u

L

⌘
✏(kL)

+ (x) (1� p) ✏(kL).

(5.25)

Analogous expressions can be derived for the lower diagonal right-movers

k

L
i�

p

U
k

(x) = (x)
h
e�iku +

⇣
1 +

v

L

⌘
✏(kL)� 1

i

+ (x) (1� p) ✏(kL)

+ (x)
⇣
p+

v

L

⌘
✏(kL)

+ (x)
⇣
1 +

v

L

⌘
✏(kL)

(5.26)
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5.5. Eigenmodes of the Pauli-Jordan function

where ✏(kL) = ✏(�kL) = 1

2

�
1� eikL

�
. For the lower diagonal left-movers we obtain

k

L
i�

p

V
k

(x) = (x)
h
e�ikv +

⇣
1 +

u

L

⌘
✏(kL)� 1

i

+ (x) p ✏(kL)

+ (x)
⇣
1� p+

u

L

⌘
✏(kL)

+ (x)
⇣
1 +

u

L

⌘
✏(kL).

(5.27)

We can see that in general, convolution with i� spreads the support of a restricted

plane wave onto other regions of the pair of diamonds. A special case is ✏(kL) = 0,

which corresponds to kL = 2n⇡ (n 2 N), for which all but the first lines in the

equations above vanish. However, for any single mode there is still an extra constant

term on the right hand side and so no single mode will be an eigenfunction of i�.

5.5.4. Ordinary plane waves revisited

Given the above results it is easy to find the action of i� on ordinary plane waves

via linear combinations of the form u
k

(x) = u1
k

(x)+u2
k

(x) = U
k

(x)+U
k

(x)+

U
k

(x) + U
k

(x). We find that the action of i� on these ordinary plane waves

is precisely the same as that for the single diamond if the length scale L on the

single diamond is replaced by its direct counterpart L on the pair of diamonds —

the dependence on p drops out. Hence, despite the modified form of the Pauli-

Jordan function i�
p

on the pair of diamonds it turns out that these modes — when

extended onto both diamonds — are eigenmodes of i�
p

, for any value of p. Notice

that for even n, these modes can be viewed as forward-propagated modes on the full

trousers (with L equal to �), but for odd n, they do not correspond to such modes.

Now, we know from our analysis of the single diamond that the eigenvalues of these

modes sum to 2L4! Hence we are short by an amount 2L4 [1� p(1� p)] from the

total derived in (5.20). We must keep looking.

5.5.5. Restricted constant functions

One of the problems with the general solutions above is that i� acting on a restricted

plane wave gives rise to terms that are constant or linear in u or v, on regions outside

the support of the original function. Perhaps we may hope to find eigenmodes by

including constant functions defined on subregions of the pair of diamonds. After all,
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5.6. Outlook

the single diamond SJ modes included a constant part as well. Note that constant

functions can be denoted as multiples of the indicator function. We obtain for :

⇣
i�

p

⌘
(x) =� i

2
L(L+ u+ v) (x)

� i

2
L2p (x)� i

2
L2(1� p) (x)

� i

2
L(L+ v) (x)� i

2
L(L+ u) (x)

(5.28)

for and :

⇣
i�

p

⌘
(x) =� i

2
L(u+ v) (x)� i

2
Lu (x)� i

2
Lv (x)

⇣
i�

p

⌘
(x) =� i

2
L(u+ v) (x)� i

2
Lv (x)� i

2
Lu (x)

(5.29)

and for and :

⇣
i�

p

⌘
(x) =

i

2
L(L� u� v) (x) +

i

2
L2p (x) +

i

2
L2(1� p) (x)

+
i

2
L(L� u) (x) +

i

2
L(L� v) (x)

⇣
i�

p

⌘
(x) =

i

2
L(L� u� v) (x) +

i

2
L2p (x) +

i

2
L2(1� p) (x)

+
i

2
L(L� v) (x) +

i

2
L(L� u) (x)

(5.30)

Unfortunately, we have not so far been able to find combinations of the functions

listed in these sections that are eigenfunctions of i�
p

.

5.6. Outlook

In this chapter we have presented the current state of a↵airs of some initial invest-

igations of the SJ formalism on the trousers spacetime. There are some clear open

ends to be tied up, which include, in particular: (i) a derivation of the remaining

eigenmodes of i�, (ii) an analysis of time-reversibility and of backward-propagated

modes, and (iii) a more careful study of the space L2(M) on the pair of diamonds

(and of its complete bases). These points are of course all intertwined and in ad-

dressing any one of them we may hope to gain new insight into the others. It is

clear that the singularity associated with the topology-change makes the analysis of
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5.6. Outlook

eigenfunctions more complicated (as, for example, compared to the single diamond).

This suggests that one may also try the approach taken in Chapter 4, i.e. starting

with a complete set of modes and finding the SJ modes by solving for the Bogoliubov

coe�cients.

We have also found that the one-parameter family of evolution laws obtained by

requiring � to solve the wave equation in the sense of being annihilated by B seems

to agree exactly with the family derived in [89]. The approach here has been rather

di↵erent, but it is not surprising to find that conditions on the regularity of the

classical propagators on one hand, and conditions on the conservation of the inner

product on the other, lead to the same result.

In their conclusion, Copeland et. al. mention “one more possibility to be con-

sidered before accepting the conclusions [on the unphysical nature of the trousers

topology-change] of Anderson and DeWitt”. This relates to the fact that in the field

expansions used by both Anderson and DeWitt and Copeland et.al., some modes

have been “overlooked”, namely the restricted constant functions of Section 5.5.5.

These functions indeed come out naturally when using the one-parameter family of

evolution laws compatible with the field equations to propagate plane waves past the

singularity (see Section 5.4 above and the Appendix of [89]). In the canonical ap-

proach, it is not a priori necessary to include these functions in the field expansion,

and indeed their inclusion requires the treatment of fundamentally discontinuous

modes and their derivatives. In the SJ formalism, however, there seems to be no

way to avoid them! Given the comments in the introduction to this chapter, this is

not to say that one should expect such issues to cure the pathology of the trousers

spacetime — still, it does raise interesting questions, which we will hopefully be able

to answer better in the future.
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6. For Future Investigation

We have made some steps toward a better understanding of the SJ formalism in the

continuum and on causal sets, but many of the most interesting questions remain

to be answered.

Are the contradictions we encountered in Chapter 3 tied to the sickness of the

massless theory in two dimensions? To answer this question, it would be interesting

to compute the SJ state either for a massless field in higher dimensions, or for a

massive field in two dimensions (or, more ambitiously, for a massive field in higher

dimensions!). The obstacle is that the Pauli-Jordan function in all these situations

becomes more complicated and therefore it is harder to find its spectrum. Here

causal set simulations may o↵er some insight, since it is much easier to sprinkle into

a spacetime and compute the discrete SJ two-point function than going through the

analytic calculation in the continuum. The more di�cult part of the task is then to

extract conclusions from the results of the numerical simulations.

Another question raised in the course of our analysis is: what is the meaning of

the failure of the SJ state to satisfy the Hadamard condition, and what conclusions

should we draw from it? A partial answer to the first question has been given in

Chapter 4, and is highlighted by the modified (“smoothened”) versions of the SJ

state analysed in [73], which do satisfy the condition at the cost of being non-unique.

The latter development is certainly of interest in itself, since concrete examples of

Hadamard states are notoriously di�cult to construct despite the fact that they are

known to be abundant [94]. Still, if one hopes to find a candidate for the physical

ground state of a quantum field in spacetime, the failure of the Hadamard criterion

for the SJ state in general spacetimes does deserve some attention, especially given

that the Hadamard criterion is so far the only one to have stood the test of time

in providing viable states for linear quantized fields in rigorous QFT. For some, the

failure of the Hadamard criterion all but disqualifies the SJ state (as it currently

stands) from being physically viable [95]. That said, it is possible to consider an

alternative point of view on the matter altogether. Ultimately, the divergences in

quantum field theory, including those in the stress-energy tensor, are tied to the



continuum spacetime manifold on which the theory is defined. Those of us who

expect that the deep structure of spacetime is discrete might speculate that the

underlying discreteness itself will produce the necessary “regularisation” of such di-

vergences. Indeed, the SJ formalism was originally conceived as a model for quantum

field theory on causal sets, where the procedure is free of the troubles it su↵ers in

the continuum (even without postulating a fundamental spacetime discretness, the

discrete formalism can be seen as simply a Lorentz-invariant discretisation of the

continuum formalism). Such a discretisation provides a natural “cut-o↵”. In the

meantime, if one is interested in phenomenological applications for the SJ state that

concern long wavelength phenomena, the short-distance behaviour of the two-point

function appears less relevant.

This leads us to the most interesting question: can the SJ state have observable

e↵ects? One possible approach to this question would be to calculate the response

rate of a moving Unruh-DeWitt detector when the field is in the SJ state. Another,

more ambitious project, would be to study the renormalised stress-energy tensor

and its back-reaction on the background geometry. Some first steps in this direction

were made in [10]. In the case of de Sitter space, our calculations in Chapter 4 show

that some of these questions reduce to the phenomenology of ↵�vacua. These have

been studied rather extensively in the literature, although their physical status is

debated [72, 96, 97]. In that context, we will also have to think carefully about the

global (or “teleological”) nature of the SJ state and what this says about the way

in which we should set up physically meaningful calculations.
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A. Corrections to the SJ two-point

function

In evaluating the second sum (3.25) of the continuum SJ two-point function (3.22),

we made the approximation K ! K
0

. For a given pair of spacetime points, this will

induce an error in the two-point function, which (see (3.27) and (3.22)) is given by

✏(u, v;u0, v0) =
1X

n=1


L

k
n

1

||g
k

n

||2 gkn(u, v)g
⇤
k

n

(u0, v0)

� L

k
0,n

1

||g
k0,n ||2

g
k0,n(u, v)g

⇤
k0,n

(u0, v0)

�
,

(A.1)

where k
n

and k
0,n

denote the nth terms in K and K
0

, respectively. The contributions

to the right hand side come mostly from long wavelength (small n) terms, since the

approximation K ! K
0

becomes increasingly accurate for large n (see Figure 3.3).

This means that we should expect ✏ to be constant over small subregions of the

diamond. We will first test this expectation numerically, restricting ourselves for

simplicity to timelike related pairs of points

To estimate the mean and the variation of ✏(u, v;u0, v0) over di↵erent pairs of

spacetime points in a subregion associated with the centre (i) or corner (ii) of the

diamond, we evaluated ✏(u, v;u0, v0) on a random sample P of pairs of timelike related

points within that region. We evaluated (A.1) by truncating the sums on the right

hand side at a stage large enough for the sum to have converged su�ciently. We then

calculated the mean value of ✏(u, v;u0, v0) and its standard deviation on the sample

P . We present the results for the real part of ✏(u, v;u0, v0) below, since we are mainly

interested in the real part of the Wightman function W . (The imaginary part of W

is proportional to � and therefore known exactly. Moreover, the imaginary part of

✏(u, v;u0, v0) was consistent with zero in all the regions we investigated numerically.)

Look at subregions in the centre and corner of the form depicted in Figure 3.4:

a square in the centre, a triangle in the corner. Fix the linear dimension of the
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Figure A.1.: A plot of ✏(u, v;u0, v0) in the centre (top) and in the corner (bottom)
against �log

10

(V
sub

/V ).
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subregion D ⌧ L and denote its spacetime volume by V
sub

. Increase the size L of

the full diamond while keeping D fixed, thereby decreasing the volume ratio V
sub

/V .

The mean and standard deviation of ✏(u, v;u0, v0) obtained in this way are shown in

Figure A.1 for di↵erent values of V
sub

/V ranging from O(10�1) to O(10�6). These

results were obtained by truncating the sum (A.1) at n = 50, which provides suf-

ficient accuracy. We observe that the standard deviation in ✏(u, v;u0, v0) indeed

quickly becomes negligible as V
sub

/V is decreased. The mean of ✏(u, v;u0, v0) tends

to a constant value in the centre given by ✏
centre

= �0.0627 and it vanishes in the

corner: ✏
corner

= 0. Notice that these results are unchanged under a simultaneous

rescaling of L and D: the mean and standard deviation of ✏(u, v;u0, v0) depend only

on the ratio V
sub

/V .

It is worth noting that the asymptotic values for the mean of ✏ seen at large L

above agree with the values of ✏(u, v;u0, v0) that we obtain if we simply evaluate the

infinite sum on a pair of coincident points in the centre of the diamond, (u, v) =

(u0, v0) = (0, 0), or in the corner (u, v) = (u0, v0) = (�L,L). In the centre, the

sum (A.1) reduces to

✏(0, 0; 0, 0) =
1X

n=1

2

64

⇣
1�

p
4x2

n

+ 1
⌘
2

2x
n

(4x2
n

� 1)
� 1

⇡(2n� 1)

3

75 , (A.2)

where x
n

is the nth positive solution to tan(x) = 2x. This sum can be evaluated

to arbitrary precision using numerical solutions for x
n

, and it tends to ✏(0, 0; 0, 0) =

�0.0627, corresponding to the horizontal asymptote in the centre plot of Figure A.1.

In the corner, both terms in (A.1) vanish because the g
k

modes (3.20) are identically

zero at (�L,L) for all k
n

2 K and k
0,n

2 K
0

. It follows that ✏(�L,L;�L,L) = 0,

corresponding to the horizontal asymptote in the corner plot of Figure A.1.
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B. Modes in dSD and dSD
P

Here we review the Bunch-Davies modes on the Poincaré patch dSD

P

(with the

conventions of [53]) and the Euclidean modes on the global patch dSD (with the

conventions of [51]). The two sets of modes define the same quantum state, which

is referred to as the Euclidean or the BD state. Even though these modes are used

extensively in the literature, we include self-contained derivations in this appendix,

not least because they provide a good place to present some of the identities and

subtleties that are important in the calculations of Chapter 4.

B.1. Bunch-Davies modes on dSD
P

In cosmological coordinates, the de Sitter metric is given by (4.9)

ds2 =
`2

⌘2
�
�d⌘2 + dx2

�
, (B.1)

where dx2 =
P

d

i=1

(dxi)2, ⌘ 2 (�1, 0), and x
i

2 (�1,+1). The Klein-Gordon

equation is
⇥
@2
⌘

� @2
i

+ `2m2⌘�2

⇤
�(⌘,x) = 0. (B.2)

Klein-Gordon modes:

Consider the functions

u
k

(⌘,x) =
eik·x

(2⇡)d/2
�
k

(⌘), �
k

(⌘) = n
k

(�⌘)d/2 
k

(⌘), (B.3)

where n
k

is a normalisation constant and k := |k|. These modes satisfy the Klein-

Gordon equation if  
k

(⌘) satisfies Bessel’s di↵erential equation:

z2
d2 

k

dz2
+ z

d 
k

dz
+ (z2 � ⌫2) 

k

= 0, (B.4)



B.1. Bunch-Davies modes on dSD

P

where

z = �k⌘, ⌫2 =
d2

4
�m2`2. (B.5)

The BD positive-frequency modes are taken to be  BD

k

(⌘) = H(1)

⌫

(�k⌘), where H(1)

⌫

is the Hankel function of the first kind. These modes minimise the Hamiltonian

associated with d

d⌘

on the spatial slice at ⌘ ! �1 (the diagonal in the Penrose

diagram in Figure 4.1).

Absolute value of the normalisation constant n
k

:

In order to fix the normalisation n
k

, we use the fact that these modes should be

orthonormal with respect to the Klein-Gordon inner-product:

(uBD

k

, uBD

q

) = �(uBD

k

, uBD

q

) = �(d)(k� q)

(uBD

k

, uBD

q

) = 0.
(B.6)

These conditions require the norm of n
k

to be |n
k

| =
p

⇡

4

`
�d+1

2 e�⇡Im(⌫)/2, while

leaving its phase unconstrained. To see this, note that in this foliation nµ = (�⌘/l,0)
and d⌃ = (�`/⌘)d ddx. Then

(uBD

k

, uBD

q

) = i

Z
ei(q�k)·x

(2⇡)d
(�`/⌘)d�1

⇥
�
k

@
⌘

�
q

� �
q

@
⌘

�
k

⇤
ddx

= i|n
k

|2`d�1

Z
ei(q�k)·x

(2⇡)d
(�⌘)

h
H

(1)

⌫

(�k⌘)@
⌘

H(1)

⌫

(�q⌘)

�H(1)

⌫

(�q⌘)@
⌘

H
(1)

⌫

(�k⌘)
i
ddx.

(B.7)

This inner product is conserved with time, so it su�ces to evaluate it for ⌘ ! �1,

where the Hankel function has the simple asymptotic form [57, Eq. 10.2.5]

H
⌫

(�k⌘) !
r

�2

⇡k⌘
e�i(k⌘+⇡⌫

2 +

⇡

4 ). (B.8)

Plugging this back into the above expression, we find

(uBD

k

, uBD

q

) = `d�1

4

⇡
e⇡Im(⌫)|n

k

|2�(d)(k� q). (B.9)

The desired result now follows by requiring (B.6).
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B.2. Euclidean modes on dSD

Phase of the normalisation constant n
k

:

We choose the phase of n
k

such that the mode functions satisfy the useful property

u
k

(x
P

) = u�k

(xA
P

), (B.10)

where xA
P

is the antipode of x
P

. The function �
k

(⌘) has a branch cut that can be

placed on the negative real axis, so the more precise statement is that we require

u
k

(⌘,x) = u�k

(�⌘ � i✏,x). (B.11)

Now when ⌫ is either purely real or purely imaginary, we have that

H
(1)

⌫

(x) = �ei⇡Re(⌫)H(1)

⌫

(�x+ i✏) (B.12)

for real x > 0 and small positive ✏.1 Using this fact, we find that (B.11) will be

satisfied if the phase of n
k

is e
i⇡

⇣
Re(⌫)

2 � d+2
4

⌘

and so

n
k

= |n
k

|ei⇡
⇣

Re(⌫)
2 +

d

4

⌘

=

r
⇡

4
`
�d+1

2 ei⇡(
⌫

2�
d+2
4 ). (B.13)

Summary:

Collecting our results, the positive-frequency modes that define the BD vacuum

|BDi take the form

uBD

k

(⌘,x) =
eik·x

(2⇡)d/2
�
k

(⌘), �
k

(⌘) =

r
⇡`

4
ei⇡(

⌫

2�
d+2
4 )

✓
�⌘
`

◆
d/2

H(1)

⌫

(�k⌘).

(B.14)

B.2. Euclidean modes on dSD

Our introduction of the Euclidean modes will follow that of [51], with some relevant

additional details spelt out. In global coordinates, the de Sitter metric is given by

(4.7)

ds2 = �dt2 + `2 cosh2(t/`) d⌦2

d

, (B.15)

1 To see this, note that H
(1)
⌫

(�z) = �e�i⇡⌫H
(1)
⌫

(z) [57, Eqs. 10.11.5 & 10.11.9]. Letting

z = x � i✏, we find H
(1)
⌫

(x) = �e�i⇡⌫H
(1)
⌫

(�x + i✏). For real ⌫, the desired relation then follows.

For purely imaginary ⌫, we get the same result by using H
(1)
�⌫

(z) = ei⇡⌫H
(1)
⌫

(z) [57, Eq. 10.4.6].
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where d⌦2

d

is the line element on the d�sphere Sd and t 2 (�1,+1). The Klein-

Gordon equation is

`�2

⇥
�@2

t

� d tanh t @
t

+ (cosh t)�2�
S

d

⇤
�(t,✓) = 0 (B.16)

where �
S

d

is the Laplacian on the d�sphere.

Klein-Gordon modes

We introduce spherical harmonics Y
Lj

(✓), which form a complete and orthonormal

eigenbasis of �
S

d

. That is, they are eigenfunctions of �
S

d

:

�
S

d

Y
Lj

= �L(L+ d� 1)Y
Lj

, (B.17)

and they satisfy the orthonormality relations

Z
Y
Lj

(✓)Y
Lj

(✓)d⌦
d

= �
LL

0�
jj

0 (B.18)

as well as the completeness relation

X

Lj

Y
Lj

(✓)Y
Lj

(✓0) =
�(d)(✓,✓0)p

h(✓)
(B.19)

where h(✓) is the determinant of the metric and d⌦
d

=
p

h(✓)d✓ the volume element

on Sd. Here L 2 {0, 1, 2, . . . } and j is a collective index for j
1

, j
2

, . . . , j
d�1

, which

run over values |j
d�1

|  j
d�2

 · · ·  j
1

 L. We work with a particular choice of

harmonics Y
Lj

(✓) that enjoys the useful property

Y
Lj

(✓) = (�1)LY
Lj

(✓) = Y
Lj

(✓A), (B.20)

where ✓A is the antipodal point to ✓ on Sd. Consider then the mode functions

u
Lj

(t,✓) = y
L

(t)Y
Lj

(✓) (B.21)

where

y
L

(t) = n
L

e(a+⌫)t/` coshL(t/`)v
L

(t) (B.22)

and ⌫2 = d

2

4

�m2`2 as in (B.5), a = L+d/2 and n
L

is a normalisation constant. These

modes satisfy the Klein-Gordon equation if v
L

(t) is a solution to the hypergeometric
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di↵erential equation

z(1� z)
d2v

L

dz2
+ [c� (a+ b+ 1) z]

dv
L

dz
� abv

L

= 0, (B.23)

with c = 2a, b = a+ ⌫ and

z = z(t) = 1 + e2t/`. (B.24)

The modes that define the Euclidean vacuum are those corresponding to the partic-

ular solution

v
L

(t) = F (a, a+ ⌫; 2a; z(t)� i✏), (B.25)

where F is the hypergeometric function
2

F
1

. More precisely, F stands for the hy-

pergeometric function obtained by introducing a branch cut from 1 to 1 on the real

axis. This is exactly the range relevant to us and �i✏ determines the side of the

branch cut on which the function should be evaluated.

Absolute value of the normalisation constant n
L

:

The normalisation constant n
L

is determined by requiring the modes to be orthonor-

mal in the Klein-Gordon inner product:

(u
Lj

, u
L

0
j

0) = �(u
Lj

, u
L

0
j

0) = �
LL

0�
jj

0

(u
Lj

, u
L

0
j

0) = 0,
(B.26)

which is equivalent to

i = `d coshd(t/`)

✓
y
L

dy
L

dt
� dy

L

dt
y
L

◆

=
`d�1|n

L

|2
22a�1

z2a(z � 1)Re(⌫)


(z � 1)

✓
v
L

dv
L

dz
� v

L

dv
L

dz

◆
� iIm(⌫)v

L

v
L

�
.

(B.27)

Since the above expression is conserved in time, it su�ces to look at the z ! 1 (i.e.

t ! 1) limit. In that limit:

F (a, a+ ⌫; 2a; z(t)� i✏)
z!1���! z�ae�i⇡a

⇣
� + ⇠e�⌫ ln ze�i⇡⌫

⌘

d

dz
F (a, a+ ⌫; 2a; z(t)� i✏)

z!1���! z�a�1e�i⇡(a+1)

⇣
a� + (a+ ⌫)⇠e�⌫ ln ze�i⇡⌫

⌘

(B.28)
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where all functions assume their principal values (if z and c are two complex numbers,

then zc = ecLn z, where Ln z = ln |z|+ i#, with z = |z|ei# and �⇡ < #  ⇡) and

� =
�(⌫)�(2a)

�(a+ ⌫)�(a)
, ⇠ =

�(�⌫)�(2a)
�(a� ⌫)�(a)

. (B.29)

This expression is valid when ⌫ 6= 0,±1,±2, . . . , a 6= ⌫. To arrive at these expres-

sions, we have used [57, Eqs. 15.1.1, 15.1.2, 15.8.2] to obtain

sin(⇡(b� a))

⇡�(c)
F (a, b; c; z) =

1

�(b)�(c� a)�(a� b+ 1)
(�z)�aF (a, a� c+ 1; a� b+ 1; 1/z)

+
1

�(a)�(c� b)�(b� a+ 1)
(�z)�bF (b, b� c+ 1; b� a+ 1; 1/z).

(B.30)

Here all functions assume their principal values and the relations are valid for

|ph(�z)| < ⇡ and (b � a) 6= 0,±1, . . . Then using (4.38) to rewrite sin(⇡(b � a)) in

terms of Gamma functions and (4.38) to get �(±(a� b)+ 1) = ±(a� b)�(±(a� b)),

we find

F (a, b; c; z) =
�(b� a)�(c)

�(b)�(c� a)
(�z)�aF (a, a� c+ 1; a� b+ 1;

1

z
)

+
�(a� b)�(c)

�(a)�(c� b)
(�z)�bF (b, b� c+ 1; b� a+ 1;

1

z
).

(B.31)

We can also relate the derivative of F to another hypergeometric function using [57,

Eq. 15.5.1]:
d

dz
F (a, b; c; z) =

ab

c
F (a+ 1, b+ 1; c+ 1; z). (B.32)

Noting that for any complex number x
c

and 1 < z < 1 we have (z�i✏)c = ec ln zeic⇡,

and also using the fact that F (a, b; c; 0) = 1, the desired expressions follow.

Note that because �(z) = �(z), both � and ⇠ are real when ⌫ is real, and � = ⇠

when ⌫ is purely imaginary. Using these facts, evaluating (B.27) in the limit z ! 1
constrains the norm of n

L

to

|n
L

|2 = e�⇡Im(⌫)

22a`d�1

�(a+ ⌫)�(a� ⌫)

�(a+ 1

2

)2
, (B.33)

where we have used [57, Eq. 15.5.5] to rewrite �(2a) = ⇡�1/222a�1�(a)�(a + 1/2).

Although the derivation of this result uses relations which are only valid for ⌫ 6=
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0, 1, 2, . . . the final result is completely well-defined for such values. Therefore, we

could imagine a limiting procedure in which we add a tiny amount ✏ to an integer

value of ⌫, go through the same derivation, and then let ✏ go to zero.

Phase of the normalisation constant n
L

:

We use the freedom in the phase of n
L

to endow the mode functions with the useful

property

u
Lj

(xA
G

) = u
Lj

(x
G

). (B.34)

Given that we have chosen spherical harmonics with the property Y
Lj

(✓) = Y
Lj

(✓A),

this condition reduces to

y
L

(�t) = y
L

(t), (B.35)

which can be achieved by setting

n
L

= |n
L

|ei⇡2 [a+Re(⌫)]. (B.36)

To see this, let n
L

= |n
L

|ei#L . It follows from the definition of F (see [57, Eq.

15.2.1]) and �(z) = �(z) that

F (a, a+ ⌫; 2a; z � i✏) =

8
<

:
F (a, a+ ⌫; 2a; z + i✏) ⌫ real

F (a, a� ⌫; 2a; z + i✏) ⌫ imaginary.
(B.37)

Using [57, Eq. 15.8.1], it may be checked that

F (a, a+ ⌫; 2a; z(t) + i✏) = (1� z(t)� i✏)�a�⌫F (a, a+ ⌫; 2a;
z(t)

z(t)� 1
� i✏)

= e�2(a+⌫)t/lei⇡(a+⌫)F (a, a+ ⌫; 2a; z(�t)� i✏).

(B.38)

Using the relations above when ⌫ is real, it follows from the definition of y
L

(t) that

y
L

(�t) = e2i#Le�i⇡(a+⌫)y
L

(t). The same formula in [57] also guarantees

F (a, a� ⌫; 2a; z(t) + i✏) = (1� z(t)� i✏)�aF (a, a+ ⌫; 2a; z(t)/ (z(t)� 1)� i✏)

= e�2at/lei⇡aF (a, a+ ⌫; 2a; z(�t)� i✏).
(B.39)

Using this expression and (B.37) when ⌫ is purely imaginary, it follows that y
L

(�t) =

e2i#Le�i⇡ay
L

(t). Combining these results we find #
L

= ⇡

2

[a+Re(⌫)].
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Summary:

Collecting the results above, the Euclidean modes are

uE
Lj

(t,✓) = yE
L

(t)Y
Lj

(✓) (B.40)

where

yE
L

(t) = n
L

e(a+⌫)t/` coshL(t/`)F (a, a+ ⌫; 2a; z(t)� i✏) (B.41)

and z(t) = 1 + e2t/`, a = L+ d/2 and

n
L

=
ei

⇡

2 (a+⌫)

2a`
d�1
2

p
�(a+ ⌫)�(a� ⌫)

�(a+ 1

2

)
. (B.42)
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