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## Abstract:

A definition of the semantics of a programming language is considered to be some method of formally describing the computations of programs written in that language. For such a definition to be more satisfactory than an actual interpreter or compiler, its formal aspects must give it certain advantages such as generality or descriptive ability. In addition, it is desirable that formal proofs of correctness of compilers or properties of programs be possible using such a definition.

New techniques for proving properties of programs have been developed from initial work by Floyd. These techniques relate programs to formulae of mathematical logic.

To allow such proof techniques to be used directly from the formal definitions of programs, we consider defining the semantics of programs by formulae of mathematical logic. We develop criteria which can reasonably be said to ensure that such definitions are intuitively 'adequate'.

It is then shown that such adequate definitions are closely related to the formulae used in the logical proof techniques. Such definitions can therefore be used to prove various properties of the programs they define.

Two examples are given of such definitions. Firstly for a functional language, like a restricted form of Lisp. Secondly for a large subset of Algol 60. With this latter definition it may be possible to prove properties of practical Algol programs.
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## Section l: INTRODUCTION

The usual method of specifying the semantics of a high-level programming language is by a programming manual. However, in cases where detailed knowledge is required of the execution of involved or unusual programs, such manuals are frequently inadequate. The classic example of such a situation is of course when a compiler is to be written for the language in question. So it was not long after the development of the first high level languages that the need was felt for some more rigorous description of the semantics of programming languages than could be supplied by natural language texts.

One of the first steps in this direction was made by McCarthy [12] with his definition of Micro-Algol. The definition took the form of an abstract interpreter, and most of the subsequent work in language definition has gone into the development of interpreter definitions, for example, the PL/I definition [6]. Thus these definitions are able, in principle, to answer the question: "What is the result of executing this program for these input data?" Since this question can also be answered by actual interpreters (or compilers), the abstract interpreters must have other useful properties such as generality, and descriptive ability, and be formal enough to allow proofs of properties of programs or of the correctness of compilers.

However, even for the very simple Algol-like languages, such interpreter definitions did not lend themselves to simple proofs of the correctness of compilers [13, 14] or of properties of programs.

An alternative approach was that of Landin [5] who took $\lambda$-calculus as a model programming language, and defined other languages by mapping their programs into $\lambda$-expressions. This could be called a compiler definition approach. In common with all such approaches, it suffers from the drawback that the intuitive meaning of the more complicated constructions in the original language is obscured by the translation, or else such constructions are just not allowed. However, with recent work on models of $\lambda$-calculus by Scott [17, 18], it is anticipated that there will be renewed interest in compiler definitions.

A third approach was proposed by Floyd [4], namely that of a definition using logic. In that paper he presented a method of proving the partial correctness (q.v) of a program based on the 'verification conditions' of the various statements in the program. The rules for obtaining the verification conditions for the various statements constituted a 'semantic definition' of the programming language; and it was desirable that the verification conditions so obtained had certain properties ('consistency' and 'completeness') related to the usual intuitive notions about the execution of the statements concerned. This approach thus gives a definition specifically designed for proving properties of programs.

The method of proving partial correctness was taken up, and made more formal, by Manna [7] but the verification conditions, now expressed as a formula in predicate calculus, were no longer considered as embodying the semantics of the program. Instead the formula was shown to be related to an interpreter definition of the semantics of the program. As the formalization of partial correctness has been extended to more complicated systems [8, 9, 11, 2] it has become more and more difficult to give an
interpreter definition for each system and rigorously establish its relationship with the predicate calculus formula. Instead an intuitive description of the semantics has been given, with an informal argument to exhibit the desired relationship to the predicate calculus formula. However, the last step, of calling the formula itself a semantic definition, has not been made, even though it has been shown by Manna [10] that a formula formalizing partial correctness of programs can be used to formalize all the usual properties of programs such as termination, equivalence, etc.

As a variant of the logical approach, Burstall [3] has recently given a description of the semantics of a large subset of Algol in first order logic. From the formula embodying the semantics one can derive, using the rules of logic, a sequence of sentences describing the computation of the program. As a definition of semantics this is intuitively more appealing than a set of verification conditions, simply because of its similarity to an interpreter definition. It also has the advantages of descriptive ability and it can be used to prove properties of programs.

In this work we develop the notion of intuitively 'adequate' logical definitions of programs and languages, namely those of an interpreter-like nature. Burstall's definition will be seen to be 'adequate' in this sense. We also show that logical program definitions are closely related to Manna's formalizations of partial correctness and therefore can be used to prove properties of programs. In addition, for the type of languages considered by Floyd, we show that language definitions by complete and consistent verification conditions are adequate logical language definitions in our sense.

We then give examples of language definitions, first for a functional language, and then for a large subset of Algol. The definitions in both cases can be used to obtain formalizations of partial correctness of programs.

Throughout this work we assume some familiarity with elementary first order mathematical logic. Standard notation is used for logical connectives, quantifiers, etc. as in, for example, 'Introduction to Mathematical Logic' by E. Mendelson.

## Section 2: LOGICAL PROGRAM DEFINITION

## Adequacy of a logical program definition

It seems clear that for a definition of semantics of a program to be generally acceptable it must be an interpreter; for any given input, the definition must specify the result, if any, of executing the program. Moreover, it must do this in as mechanical a way as possible. For a definition written in first-order logic, this suggests that the definition should take the form of a set of axioms, and that the result of the program should be derivable from the axioms in as mechanical a manner as possible, e.g. using a mechanical theorem prover.

The combination of definitional axioms + theorem-prover will then act like program + interpreter. The main difference will be that the theorem-prover will 'compute' with expressions formed from symbols representing the constants and primitive operations of the program, whereas the interpreter deals with real data. Since the interpreter must make decisions based on its data at various points in the computation using the primitive tests of the program, the same feature will be necessary in the theoremprover. To give the theorem-prover this ability, it could be given additional axioms that specify the domain of data, and the primitive operations and tests, sufficiently for it to be able to deduce the truth or falsity of any test when applied to symbolic expressions representing data objects. Alternatively, it could be considered to be interactive, interrogating the 'outside world' whenever it needed to make such a test.

In either case, if we consider the domain of data and the primitive tests and operations on it as a 'relational structure', $\ell \stackrel{*}{ }$ say, then this method of deduction we will call $\ell$-relative deduction, and denote it by $\vdash^{\vartheta}$. For proper axioms $K, F_{K}^{\vartheta}$ denotes $\vartheta$-relative deduction from K .

For any term $\tau_{c}$ constructed from symbols representing the constants and basic operations of a program (called a constant term), the structure $\theta$ will determine an associated value in $|\theta|$ (the domain of $\vartheta$ ), which will be denoted by $\vartheta\left[\tau_{c}\right]$.

With this notation, we can state the requirements for a semantic definition to be intuitively adequate.

A program $P_{\vartheta}$, which requires values for $n$ inputs and gives $m$ output values, can be considered as a partial function $P_{\vartheta}:|\vartheta|^{n} \rightarrow|\vartheta|^{m}$, i.e., for inputs $\xi=\left(\xi_{1} \cdots \xi_{n}\right) \in|\vartheta|^{n}, P_{\vartheta}(\xi)$ denotes the output values, if any.

The relation $A_{P_{\theta}}$ on $|\vartheta|^{n+m}$, called the graph of $P_{\vartheta}$, is simply the relation defined by $P_{\vartheta}$, i.e., for $\zeta=\left(\zeta_{1} \cdots \zeta_{m}\right) \in|\vartheta|^{m}$

$$
P_{\vartheta}(\xi)=\zeta \Leftrightarrow A_{P^{\prime}}(\xi, \zeta) .
$$

The aim of the axioms + theorem-prover (T.P) system is simply to specify this relation ${ }^{A_{P}}{ }_{9}$.

* Most of the constants, functions and tests in $\theta$ will correspond to symbols occurring in programs. However, some may be implicit in programs, such as the operations for updating and referencing arrays.

To supply input values $\xi \in|\theta|^{\mathrm{n}}$ to the axioms + T.P system, there are constants $\left(k_{1} \cdots k_{n}\right)=k$ in the definitional axioms, and we expand the structure $\theta$ to a structure $d_{k}^{\xi}$. That is, constants $k$ are assigned values $\xi$ by this expanded structure.

In order to indicate when the result $P_{\ell}(\xi)$ of the program has been derived, the axioms contain a distinguished n+m-ary predicate symbol, $\varnothing$ say, which is not interpreted by $\ell$.

For clarity, a set of axioms $W$, constituting a definition of $P_{\ell}$, will therefore be written as $W_{P}(k, \phi)$ */.

We can now state the following definition:
A) The logical program definition condition
$W_{P}(k, \phi)$ is an adequate logical definition of $P_{g}$ if it satisfies the following condition:

$$
\begin{aligned}
& \forall \xi \in|\theta|^{n}, \forall \xi \in|\theta|^{m}: \\
& A_{P_{g}}(\xi, \zeta) \text { if and only if } \\
& \text { there exist constant terms }\left(\tau_{1}, \ldots, \tau_{m}\right)=\tau \\
& \text { s.t. } d[\tau]=\zeta \text { and }{F^{W_{P}(k, \phi)}}_{\vartheta_{k}^{\xi}} \phi(k, \tau) \\
& \text { i.e., } \phi(k, \tau) \text { is derived exactly in the case where } \tau \text { denotes the } \\
& \text { result of the program for input } \xi \text {. }
\end{aligned}
$$

* We shall call the symbols denoting the constants and basic operations and tests of $P_{\theta}$ the 'formal basis' of $P_{\theta}$. Note that $\ell$ is a structure just for the formal basis symbols. In general, apart from the formal basis symbols, the extra constants $k$ and the predicate $\phi$, $W_{p}(k, \phi)$ may contain other constant, function and predicate symbols, and variables.

We are going to relate adequate logical definitions to formalizations of partial correctness (Manna) and to consistent and complete 'verification conditions' (Floyd). To do this, the concept of $\ell$-relative deduction must be related to 9 -relative validity. This is the purpose of the following subsection.

## A diversion into model theory

As for programs, we shall call the constant, function and predicate symbols, to which a structure $\ell$ assigns meaning, the formal basis of $\ell \cdot$ Any closed well-formed-formula (first-order), constructed from the formal basis symbols together with individual variables, will be true or false for $\&$ in the usual way.*/

Any w.f.f. $\Gamma$ constructed from symbols of some basis, together with variables, is said to be valid, denoted $k \Gamma$, if the closure of $\Gamma$ is true in all structures for the basis symbols.

If a mf $\Gamma$ contains 'extra' symbols $\{\Sigma\}$ not in the formal basis of some structure $\theta$, then an expansion of $\theta$ to include $\{\Sigma\}$ : is a structure identical to $\&$ except that it also assigns meaning to the extra symbols in $\{\Sigma\}$. Then $\Gamma$ is said to be 9 -relative valid, denoted $\mid=_{\|}^{\ell}$, if its closure is true in all expansions of $\theta$ to include $\{\Sigma\}$. Analogously to Godel's Completeness Theorem, we would like to show that

$$
\therefore \quad V^{\theta} \Gamma \Leftrightarrow F^{\theta} \Gamma .
$$

Some familiarity with first order logic and elementary model theory is assumed. The notation used in this subsection is that used in Schoenfield [6.].

Unfortunately this does not hold for general $\Gamma$. However, it will be shown below that it holds for most $\Gamma$ of interest.

For any structure $\ell$ with formal basis $L$ (of constant, function, predicate symbols, and equality) we can define a substructure $\bar{\jmath}$ such that $|\bar{g}|$ is the smallest subset of $|g|$ containing the elements corresponding to the constants of $L$, which is closed under the operations corresponding to the functions of $L$. That is, $|\bar{d}|$ contains just those elements of $|\theta|$ that correspond to terms in the formal basis symbols.

The restricted form of the completeness theorem for 8 -relative logic can be stated.
d-relative Completeness Theorem
For any existential formula ${ }^{* /}$ A containing only predicate symbols that are not in the formal basis of $\Omega$

$$
F^{8} \mathrm{~A} \Leftrightarrow| |^{\bar{g}} \mathrm{~A} .
$$

Proof.
$\Rightarrow$ Let $\ell$ be over the formal basis $I$, and the extra predicate symbols in $A$ be $\{R\}$. Denote by $D^{\prime}(\Omega)$ the set of variable free formulas in L that are true in $\&$.

Clearly from the intuitive description of $\ell$-relative deduction given previously,

* An existential formula is a closed formula that contains only existential quantifiers when put in prenex normal form.

$$
F^{\theta} A \Leftrightarrow{ }_{D^{\top}(\theta)} A
$$

$\Leftrightarrow \quad \mid=A$ by Godel Completeness Theorem.
Since every expansion of $\bar{q}$ to include $\{R\}$ must be a model of $D^{\prime}(\Omega)$, trivially

$$
\left.F^{d} \mathrm{~A} \Rightarrow\right|^{\bar{y}} \mathrm{~A} .
$$

$<$ With the notation of the first half of the proof, assume

$$
\left.\right|^{\bar{\varepsilon}} A \neq \underset{D^{\prime}(\vartheta)}{\mid=A} .
$$

Then there is some structure $C$ which is a model of $\mathrm{D}^{\prime}(\theta)$, but in which $A$ is not true. Since $A$ is closed, and existential, the universal ${ }^{*}$ formula $\neg A$ is true in $C$.

We shall show that the substructure $\bar{C}$ of $C$ is isomorphic to an expansion of $\overline{\bar{q}}$, and hence contradicts the above assumption. First we define a bijective mapping $\phi:|\bar{c}| \rightarrow|\bar{g}|$. By definition, every element $i$ of $|\bar{C}|$ is the value in $C$ of some term $\tau_{i}$ constructed from the basis symbols of $\mathcal{C}$. Note that $\tau_{i}$ is also constructed from the basis symbols of $g$, since we have introduced no extra function symbols or constants.

We define $\phi(i)=2\left[\tau_{i}\right]$ for all $i \in|\bar{c}|$. Now for elements $i_{1}, i_{2}$ of $|\vec{c}|$

$$
\begin{aligned}
\phi\left(i_{1}\right)=\phi\left(i_{2}\right) & \Rightarrow\left[\tau_{i_{1}}=\tau_{i_{2}} \text { is a formula in } D^{\prime}(\vartheta)\right] \\
& \Rightarrow i_{1}=i_{2}
\end{aligned}
$$

$\therefore$ mapping $\phi$ is injective.
*/A universal formula is closed.

Since every element of $|\bar{\theta}|$ is the value in $\theta$ of some term constructed from the basis symbols, the mapping $\varnothing$ is surjective. Hence
i) $\quad \varnothing$ is bijective.

It remains to check that the structure on $|\bar{e}|$ is the same as an expansion of the structure on $|\bar{q}|$.

For n-ary function symbol $f$ in the formal basis of $c$, Let $f_{C}$ and $f_{\theta}$ denote the corresponding functions in $C$ and $\theta$. Then for elements $i_{1} \ldots i_{n} \in|\bar{C}|$, corresponding to terms $\tau_{i_{1}} \cdots \tau_{i_{n}}$

$$
\begin{aligned}
\phi\left(f_{C}\left(i_{I}, \ldots, i_{i_{n}}\right)\right) & =\phi\left(C f^{\left.\left.\left(\tau_{i_{1}}, \ldots, \tau_{i_{n}}\right)\right]\right)}\right. \\
& =g\left[f\left(\tau_{i_{1}}, \ldots, \tau_{i_{n}}\right)\right] \\
& =f_{d}\left(\phi\left(i_{1}\right), \ldots, \phi\left(i_{n}\right)\right) \quad \text { i.e., }
\end{aligned}
$$

ii) For all function symbols $f$ in the formal basis of $\bar{c}$, and elements $i_{1}, \ldots, i_{n}$ of $|\bar{c}|$

$$
\phi\left(f_{\bar{C}}\left(i_{1}, \ldots, i_{n}\right)\right)=f_{\bar{g}}\left(\phi\left(i_{1}\right), \ldots, \phi\left(i_{n}\right)\right) .
$$

Then for every n-ary predicate symbol $p$ in the formal basis of $\ell$ (i.e., not in $\{R\}$ )

$$
\begin{aligned}
p_{C}\left(i_{1}, \ldots, i_{n}\right) & \Leftrightarrow\left[p\left(\tau_{i_{1}}, \ldots, \tau_{i_{n}}\right) \text { is in } D^{\prime}(\vartheta)\right] \\
& \Leftrightarrow p_{\ell}\left(\phi\left(i_{1}\right), \ldots, \phi\left(i_{n}\right)\right) .
\end{aligned}
$$

Also for every n-ary predicate symbol $p$ in $\{p\}$ we expand $\bar{q}$ (to $\overline{9}^{9}$ ) to include $\{R\}$ in such a way that

$$
p_{C}\left(i_{1}, \ldots, i_{n}\right) \Leftrightarrow p_{\eta}\left(\phi\left(i_{1}\right), \ldots, \phi\left(i_{n}\right)\right)
$$

$\therefore$ iii) For every predicate symbol $p$ in the formal basis of $\bar{c}$

$$
p_{C}\left(i_{1}, \ldots, i_{n}\right) \Leftrightarrow p_{\bar{\vartheta}},\left(\phi\left(i_{1}\right), \ldots, \phi\left(i_{n}\right)\right)
$$

$\therefore$ by i) ii) and iii) $\bar{C}$ is isomorphic to an expansion of $\bar{g}$.
Now by the Eos'-Tarki theorem (Schoenfield, § 5.2), every universal formula that is true in some structure $c$ is true in all substructures of $c^{*}$
$\therefore \neg \mathrm{A}$ is true in $\overline{\mathrm{C}}$ and, by the isomorphism, also in some expansion of $\bar{\jmath}$. But by assumption, $A$ is true in all expansions of $\bar{\jmath}$.
$\therefore$ Contradiction.
Q.E.D.

The following corollary is obvious.
Corollary. If $K$ is a universal formula, and $A$ is an existential formula and both contain only predicate symbols that are not basis symbols of $\theta$ :

$$
\left.F_{K}^{\ell} A \Leftrightarrow\right|_{K} ^{\bar{\theta}} A
$$

With this result we can now relate logical program definitions to formalizations of partial correctness.

* A non-universal formula, e.g. $\mathbb{G x A}(\mathrm{x})$, may be true in $C$ by virtue of some element of $|C|$ that is not in $|\bar{C}|$. of partial correctness.

Partial correctness
For a given relation $\psi$ between inputs and outputs, a program is said to be partially correct with respect to (w.r.t.) $\psi$ if, for all terminating computations, the inputs and corresponding outputs satisfy $\psi$. More formally, for program $P_{\ell}$ as before, with input $\xi \in|\theta|^{n}$ and relation $\psi$ on $|\vartheta|^{n+m}$ :

$$
\begin{aligned}
& P_{\vartheta}(\xi) \text { is partially correct w.r.t. } \psi \text { if and only if } \\
& \forall \zeta \in|\partial|^{m}:\left[A_{P_{g}}(\xi, \zeta) \Rightarrow \psi(\xi, \zeta)\right] \text {. }
\end{aligned}
$$

Let $U_{p}(k, \theta)$ be a (second-order) formula with $n+m$-ary predicate symbol $\theta$ and constants $\left(k_{1} \ldots k_{n}\right)=k$ being the only free ${ }^{*}$ symbols not included in the formal basis of $\theta \cdot U_{P}(k, \theta)$ is said to formalize partial correctness of $P_{\mathcal{A}}$ if for all relations $\psi$ on $|\mathcal{V}|^{\mathrm{n}+\mathrm{m}}$ and all inputs $\xi \in|\theta|^{n}$ :

$$
\mathrm{U}_{\mathrm{P}}(k, \theta) \text { true in } g_{k \theta}^{\xi \Psi} \Leftrightarrow P_{\vartheta}(\xi) \text { is partially correct w.r.t. } \psi,{ }^{* *}
$$

i.e., $\forall \xi \in|\theta|^{n}, \forall \psi$ on $|\theta|^{n+m}$

$$
\mathrm{U}_{P}(k, \theta) \text { true in } g_{k \theta}^{\xi \psi} \Leftrightarrow \forall \xi \in|\vartheta|^{m}:\left[A_{P_{\vartheta}}(\xi, \xi) \Rightarrow \psi(\xi, \xi)\right] \text {. }
$$

* As a second-order formula, $U_{P}(k, \theta)$ may contain bound occurrences of predicate symbols not included in the formal basis of $\ell$.
** Note that $U_{P}$ must formalize the partial correctness of $P$ without introducing any new sorts of data such as 'stacks' or 'states'; only structure \& is used.

It has been shown by Manna [10] that such a formula $U_{P}$ can be used to formalize all the regularly observed properties of programs: correctness, termination, equivalence, etc.

During the computation of $P_{\vartheta}(\xi)$, the only elements of $|Q|$ that can be calculated, and thus affect the computation, are those corresponding to terms constructed from the basis symbols of $\&$ and $k$. Therefore, if we consider the substructure $d_{k}^{\xi}$ : the computation of $P$ on substructure $\overline{g_{k}^{\xi}}$ is identical to the computation on $\mathcal{\theta}$, and therefore $P_{g_{k}^{\xi}}(\xi)=P_{d}(\xi)$.

Hence if $\bar{\psi}$ represents the relation $\psi$ restricted to $\left|\mathcal{a}_{k}^{\xi}\right|^{n+m}$, then
$P_{d}(\xi)$ is partially correct w.r.t. $\psi$
$\Leftrightarrow \mathcal{V}_{k}^{\xi}(\xi)$ is partially correct w.r.t. $\bar{\psi}$.
$\therefore$ An equivalent condition for $U_{P}(\xi, \phi)$ to be a formalization of partial correctness of $P$ is:

$$
\begin{aligned}
& \forall \xi \in|g| \text { and } \forall \psi \text { on }\left|\vartheta_{k}^{\xi}\right|^{n+m} \\
& U_{P}(k, \theta) \text { true in } \overline{\vartheta_{k}^{\xi} \psi} \Leftrightarrow \forall \zeta \in\left|\Theta_{k}^{\xi}\right|^{m}:\left[A_{P_{\vartheta}}(\xi, \xi) \Rightarrow \psi(\xi, \zeta)\right] .
\end{aligned}
$$

## Logical program definition

Let (first-order) formula $W_{P}(k, \phi)$ be an adequate logical definition of $P$; then $W_{P}(k, \phi)$ satisfies condition $\left.A\right)$ which we repeat below.
A) $\forall \xi \in|\vartheta|^{\mathrm{n}}, \quad \forall \xi \in|\vartheta|^{\mathrm{m}}$ :

$$
\begin{aligned}
& A_{P_{\vartheta}}(\xi, \zeta) \Leftrightarrow \text { 身 } \tau=\left(\tau_{I}, \ldots, \tau_{m}\right) \\
& \text { set. } \quad Q(\tau)=\xi \text { and } \\
& \hat{W}_{W_{P}(k, \phi)}^{\vartheta_{k}^{k}} \phi(k, \tau) .
\end{aligned}
$$

Since $W_{p}(k, \phi)$ satisfies $\left.A\right)$ if and only if the closure of $W_{p}(k, \phi)$ satisfies A), we can assume in the rest of this section that $W_{P}(k, \emptyset)$ is closed. As for partial correctness, $A_{P_{\ell}}(\xi, \xi)$ can only be true for $\zeta \in\left|\vartheta_{k}^{\xi}\right|^{m}$, and $\mathscr{U}[\tau]=\xi$ for constant terms $\tau$ implies $\zeta \in\left|\exists_{\mathrm{k}}^{\xi}\right|^{\mathrm{m}}$. Therefore, we can equivalently restrict $\zeta$ to $\left|\overline{\vartheta_{k}^{5}}\right|^{m}$. Also if the logical system includes equality we can give an equivalent but more concise condition.

A') $\forall \xi \in|\theta|^{n}, \quad \forall \xi \in\left|v_{k}^{\xi}\right|^{m}:$

$$
A_{P_{\vartheta}}(\xi, \xi) \Leftrightarrow \vdash_{W_{p}(k, \phi)}^{\vartheta_{k h}^{\xi \xi}} \phi(k, h) \quad * /
$$

$\sqrt[*]{h}=\left(h_{1} \cdots h_{m}\right)$ are constant symbols not in the formal basis of $\ell$.

If $W_{p}(k, \phi)$ is a universal formula, with only predicate symbols $\phi$ and $q=\left(q_{1}, \ldots, q_{j}\right)$ that are not in the formal basis of $\ell$, by the $\ell$-relative completeness theorem, $A^{\prime}$ ) is equivalent to

$$
\begin{aligned}
& \forall \xi \epsilon|\vartheta|^{n}, \quad \forall \xi \in\left|\vartheta_{k}^{\xi}\right|^{m} \\
& \left.\right|_{W_{P}(k, \phi)} ^{e_{k}^{\xi} \zeta} \quad \phi(k, h) \Leftrightarrow A_{P^{\prime}}(\xi, \xi) \quad * /
\end{aligned}
$$

ie., $\quad \forall \xi \in|\theta|^{n}, \quad \forall \xi \in\left|\vartheta_{k}^{\xi}\right|^{m}$

$$
\begin{align*}
& \forall \phi\left[\mathbb{F q W}_{P}(k, \phi)\right.\supset \phi(k, h)] \text { true in } \overline{g_{k}^{\xi} \xi}  \tag{1}\\
& \Leftrightarrow A_{P_{g}}(\xi, \zeta)
\end{align*}
$$

Note that $W_{P}$ must define $P$ without introducing any new sorts of data such as 'stacks' or 'states'; only structure $\overline{~_{k}^{\xi}}$ is used. Now (1) is equivalent to $\forall \xi \in|\varepsilon|^{n}, \quad \forall \psi$ over $\left|\theta_{k}^{\xi}\right|^{n+m}$

$$
\nabla \zeta \in\left|g_{k}^{\xi}\right|^{m}:\left[A_{P_{\vartheta}}(\xi, \zeta) \Rightarrow \psi(\xi, \zeta)\right]
$$

$\Leftrightarrow \forall x\left[\forall \phi\left[\sharp q W_{P}(k, \phi) \supset \phi(k, x)\right] \supset \theta(k, x)\right]$ true in $\overline{g_{k}^{\xi} \psi} \quad * *$
Comparing this with the definition of partial correctness, we get:
*/ For $\xi \epsilon\left|g_{k}^{\xi}\right|^{m}$, $\int_{k h}^{\xi \xi \xi}$ is the same as ${g_{k}^{\xi} \xi}_{\xi}^{\xi}$, i.e., $\exists_{k}^{\xi}$ expanded to include assignment of $\zeta$ to $h$.
**/ $x=\left(x_{1}, \ldots, x_{m}\right)$.

For first order, universal formula $W_{p}(k, \phi)$ with extra predicates q not in the formal basis of $\ell$.

$$
\begin{aligned}
& W_{P}(k, \phi) \text { is a logical definition of } P_{\theta} \text { if and only if } U_{P}(k, \theta) \\
& \text { is a formalization of partial correctness of } P_{\vartheta} \text {, where } \\
& U_{p}(k, \theta) \text { is } \forall x\left[\forall \phi\left[\text { Gq W }_{P}(k, \phi) \supset \phi(k, x)\right] \supset \psi(k, x)\right] \text {. }
\end{aligned}
$$

In practice $W_{P}(k, \phi)$ may have logical properties which give a neater formulation of the correspondence theorem. In particular, we can define conditions for 'monotonicity' and 'continuity' of such formulae in a way similar to Park [15].
i) $W_{P}(k, \phi)$ is said to be monotone if, for all structures $\theta$ and all relations $\sigma, \psi$ on $|\vartheta|^{n+m}$ and all $\xi \in|\vartheta|^{n}$,

$$
\forall \zeta \epsilon|v|^{\mathrm{m}}:[\sigma(\xi, \zeta) \Rightarrow \psi(\xi, \zeta)]
$$

implies
EqW $_{P}(k, \phi)$ true in $g_{k \phi}^{\xi \sigma} \Rightarrow \Psi_{T q W_{P}}(k, \phi)$ true in $g_{k \phi}^{\xi \psi}$.
ii) $W_{p}(k, \phi)$ is said to be 'quasi-decreasing' (after Tarski [19]), if for all structures $\theta$ and $\forall \xi \in|\vartheta|^{n}$ and all sets $\hat{\psi}$ of relations over $|v|^{n+m}$

$$
\begin{aligned}
& \text { H. } W_{P}(k, \phi) \text { true in } \vartheta_{k \phi}^{\xi \psi} \text { for all } \psi \in \hat{\psi} \\
& \Rightarrow \operatorname{qqW}_{p}(k, \phi) \text { true in } g_{k \phi}^{5 \cap \hat{\psi}}
\end{aligned}
$$

where

$$
\begin{aligned}
& \forall \xi, \zeta \epsilon|g|^{\mathrm{n}} \\
& \cap \hat{\psi}(\xi, \xi) \Leftrightarrow \forall \psi \in \hat{\psi}: \psi(\xi, \zeta)
\end{aligned}
$$

In a similar way, definitions can be given for 'quasi-increasing', but since this is implied by monotonicity, we need not consider it. However, defining 'continuous' as 'quasi-increasing and quasi-decreasing' (as in Tarski), if $W_{P}(k, \phi)$ satisfies $i$ ) - ii) it is monotone and continuous.

Lemma: If $W_{P}(k, \phi)$ is monotone and continuous, for all structures $\theta$ */ and $\forall \xi \in|g|^{n}$, $\forall \psi$ on $|g|^{n+m}$ :

$$
\begin{gathered}
\forall x\left[\forall \phi\left[\exists q W_{P}(k, \phi) \supset \phi(k, x)\right] \supset \theta(k, x)\right] \text { true in } g_{k \theta}^{\xi \psi} \\
\Leftrightarrow{\exists G W_{P}}^{\xi}(k, \phi) \text { true in } g_{k \phi}^{\xi \psi} .
\end{gathered}
$$

Proof
$\Rightarrow$ L.H.S. equivalent to

$$
\forall x\left[\neg \theta(k, x) \supset \llbracket \phi\left[\nexists q W_{P}(k, \phi) \wedge \neg \phi(k, x)\right]\right] \text { true in } \partial_{k \theta}^{\xi \psi}
$$

i.e., $\forall \xi \in|\vartheta|^{m}:\left[\neg \psi(\xi, \zeta) \Rightarrow \pi \eta_{\zeta}\right.$ on $|\vartheta|^{n+m}:\left[\Psi q W_{P}(k, \phi)\right.$ true in $\theta_{k}^{\xi \eta_{\zeta}}$

$$
\text { and } \left.\left.\neg \eta_{\zeta}(\xi, \zeta)\right]\right] .
$$

For the symbols of $W_{P}(k, \phi)$, apart from $q, k$ and $\phi$.
$\therefore$ Let $\hat{\eta}$ be the set of relations $\left\{\eta_{\zeta}\right\}$ whose existence is guaranteed by the above formula for each $\zeta \in|\vartheta|^{\text {m }}$ for which $\neg \psi(\xi, \zeta)$

## Hence:

i) For each member $\eta_{\xi}$ of $\hat{\eta}$, $\operatorname{HqW}_{P}(k, \phi)$ is true in $\vartheta_{k \phi}^{\xi \eta_{\xi}}$.
ii) $\hat{\pi}$ has the property

$$
\forall \zeta \in|\vartheta|^{n}:[\hat{\pi}(\xi, \zeta) \Rightarrow \psi(\xi, \zeta)]
$$

because this is equivalent to

$$
\forall \xi \epsilon|\theta|^{\mathrm{m}}:[\forall \eta \in \hat{\eta}: \eta(\xi, \xi) \Rightarrow \psi(\xi, \xi)]
$$

This is trivially true for all $\xi$ s.t. $\psi(\xi, \xi)$, and for all $\zeta$
s.t. $\neg \psi(\xi, \zeta)$, it is true because $\neg \Pi_{\zeta}(\xi, \xi)$ and $\Pi_{\zeta} \in \hat{\Pi}$.

From continuity (quasi-increasing) and i):

$$
\mathrm{HqW}_{P}(k, \phi) \text { true in } e_{k}^{\xi} \cap \hat{\Pi}
$$

Thus, by monotonicity and ii)

$$
\operatorname{HqW}_{P}(k, \phi) \text { true in } \vartheta_{k \phi}^{\xi \psi} \text {, i.e., R.H.S. }
$$

$<$ Trivial since for $\forall \xi \in|g|^{\mathrm{n}}$, $\forall \xi \in|q|^{\mathrm{m}}$ and all $\psi$ on $|Q|^{\mathrm{n}+\mathrm{m}}$ :

$$
\begin{aligned}
& \Psi q W_{P}(k, \phi) \text { true in } \partial_{k \phi}^{\xi \psi} \text { and } \forall \phi\left[\exists q W_{P}(k, \phi) \supset \phi(k, h)\right] \text { true in } \delta_{k h}^{\xi \zeta} \\
& \text { clearly imply } \psi(\xi, \xi) \text {. }
\end{aligned}
$$

Q.E.D.

Noticing that any formula formalizing partial correctness must be both monotone and continuous, from the above result we immediately get a stronger version of the correspondence theorem:

## Correspondence Theorem 2.

For first-order universal formula $W_{p}(k, \phi)$ with extra predicates $\phi$ and $q$, not in the formal basis of $\theta$ :
$W_{P}(k, \phi)$ is logical definition of $P_{\theta}$ and is monotone and continuous if and only if $\Psi_{q} W_{p}(k, \phi)$ is a formalization of partial correctness of $P_{\mathcal{A}}$.

It is interesting that to date all formalizations of partial correctness for programs in various languages have been of the form T.qW $_{p}(k, \phi)$. Thus they are all logical definitions of the programs in question. In fact, it is reasonable to claim that the reasoning behind the construction of such formulae was to reflect the execution of the programs.

It also happens that current logical definitions reflect not just the results of computations but the computations themselves. They are
therefore even more closely related to their programs than is strictly 'adequate' as can be seen by considering adequate definitions of two equivalent programs. According to the previous input-output-orientated definition of 'adequate', a logical definition of one is 'adequate' as a logical definition of the other. (This also is true for formalizations of partial correctness.) Therefore logical definitions which describe the computations of programs, are more than just logical definitions of the programs: they describe the 'inner workings' of the programs, the execution of the various pieces from which programs are constructed. Such definitions will be seen to follow from 'adequate' logical definitions of the semantics of programming languages, which will be considered in the next section.

## Section 3: LOGICAL LANGUAGE DEFINITION

## Logical definition of programming languages

We can say that the purpose of a semantic definition of a programming language is to specify the meaning of programs written in that language. Therefore if $\Delta_{L}$ is a logical definition of language $L$, then given any program $P$ in $L, \Delta_{L}$ should specify its definition $W_{P}(k, \phi)$ in some way. The simplest way of doing this for arbitrary program $P$ is to have $A_{L}$ specify a definition $W_{P}(k, \phi)$ that is related to the computations of $P \stackrel{*}{ }$ in the following way.

For any definition $W_{p}(k, \phi)$, the formula $\phi(k, \tau)$ is ( $\vartheta_{k}^{\xi}$-relatively) deduced from $W_{P}(k, \phi)$ exactly when the computation of $P(\xi)$ terminates with a result $\vartheta_{k}^{\xi}[\tau]$. We can consider formula $\phi(k, \tau)$ as describing a 'situation' in the computation of $P(\xi)$, namely the situation at the end of the computation. Generalizing this, we can imagine other formulae describing intermediate situations in the computation. If these formulae are deduced as intermediate steps in the deduction of $\phi(k, \tau)$, and no others ${ }^{* *}$, then the deduction is said to describe the computation. By suitable choice of what constitutes a 'situation' it is possible to specify $W_{p}(k, \phi)$ for any $P$, i.e., give a definition of the language $L$. All that is required is that the operation of each basic construct in the program $P$ corresponds to

[^0]going from one situation to another. $W_{P}(k, \phi)$ need only describe the changes in situations produced by the operations of these constructs; formulae describing successive situations will then be deducible from formulae describing earlier situations, and eventually the final situation description $\phi(k, \tau)$ will be deduced.
(All this presupposes that the infinite number of possible situations can be adequately described by logical formulae. We avoid equating 'situations' with 'states' simply because in complicated languages, the 'state' may contain an arbitrary anount of information and may be difficult to describe with a single formula without introducing new sorts of data such as stacks. A 'situation' will in general concern itself with some aspect of the current state, perhaps relating it to previous situations. ${ }^{* /}$ This will become clear in later sections where definitions of such complicated languages are given.)

We therefore give the following criteria for an 'adequate' logical language definition $\Delta_{L}$,
B) The logical language definition conditions
i) $\Delta_{L}$ must specify a logical definition $W_{P}(k, \phi)$ for any program P .
ii) Each $W_{P}(k, \phi)$ produced must describe the computations of $P$, i.e.,
i) there are certain types of formulae that can be interpreted as describing situations in a computation, and

[^1]ii) from $W_{p}(k, \phi)$ we can ( $\vartheta_{k}$-relatively) deduce exactly these formulae describing the situations that occur in computation of $P_{g}(\xi)$.

The way such a definition is realized may vary. For example, Burstall [3] takes $厶_{L}$ as being a set of axioms, and also expresses $P$ as axions, in such a way that the formulae, describing the situations in computations of $P$, are deducible from the axioms. Clearly, $\Delta_{L}$ is a language definition according to the above criteria. In this work we are going to take $\Delta_{L}$ as an algorithm mapping constructs in a program into formulae describing the effects of these constructs on the general situations that can occur in computations of the program. If we also include a formula specifying the initial situation, the actual situations occurring in the computation will be deducible from these formulae.

We shall illustrate these ideas of program definitions which describe computations using a simple one-level language and show how such a definition $W_{P}(k, \phi)$ relates to a 'Floyd' definition using complete and consistent verification conditions. In the process, we shall develop sufficient conditions on language definitions that are intuitively verifiable. In succeeding sections these conditions will be extended, and definitions given of more complicated languages.

## One-level-language definition

A one-level language is one in which the computations of the various parts ('statements') of the program are disjoint (no statement contains
another statement). Hence any computation of a program $P$ simply consists of a concatenation of subcomputations of statements. In this simple language it is possible and natural to take a situation as being the whole state at the end of one subcomputation and the beginning of the next, i.e., when execution is at a point in the program 'between statements'. A description of such a situation consists of the particular point in the program, and the corresponding values of the program variables. This description is achieved by a formula $\phi_{e}\left(\tau_{I} \ldots \tau_{n}\right) . \phi_{e}$ identifies the point $e$ in the program, and $\tau_{1} \ldots \tau_{n}$ denote the values of the variables at this point.

The successor situation of a given situation is easily described in terms of the effect of executing the next statement.

We shall show how a logical definition $W_{p}(k, \phi)$ of program $P$ can be made up from such descriptions of the effects on situations of the various statements in P .

Let program $P$ with $n$ variables consist of a flowchart constructed from a set $C_{p}$ of statements, each statement having a certain number of entrances and exits, together with one START and one HALT statement. For simplicity we will assume that a join-point is considered as a type of statement, so that every edge in the program is the exit of one statement and the entrance to another. We associate with each edge e a unique n-ary predicate symbol $\phi_{e}$, associating the special predicate symbols $\phi_{0}$ and $\phi$ with the edges leading from the START statement and to the HALI statement respectively.

The intention is that $\oint_{e}\left(\tau_{1} \cdots \tau_{n}\right)$ is $g_{k}^{\xi}$-derivable from $W_{P}(k, \phi)$ exactly when the computation of $P$ for input $\xi \in|g|^{n}$ reaches edge $e$ with values $g_{k}^{5}\left[\tau_{1}\right], \ldots, d_{k}^{\xi}\left[\tau_{n}\right]$ for the program variables. We will show that $W_{P}(k, \phi)$ has this property if it consists of a set $\left\{\phi_{o}(k)\right\} \cup\left\{W_{c} \mid c \in C_{p}\right\}$ of axioms, where each formula $W_{c}$ is related to the execution of statement $c$ in a way to be explained below. First we describe execution of $c$.

For any statement $c$ with $p$ entrances and $q$ exits as shown, $A_{c_{l}}$, the graph of $c$ is a $p \times q$ matrix of 2n-ary relations $A_{c}^{i j}$, $I \leq i \leq p, I \leq j \leq q$, such that $\forall \xi \in|\vartheta|^{n}, \quad \forall \zeta \in|\vartheta|^{n}$
$A_{c}^{i j}(\xi, \zeta) \Leftrightarrow$ any computation entering $c$ at $\alpha_{i}$ with variables values $\xi$ leaves $c$ by exit $\beta_{j}$ with variable values $\zeta$.


If, for all $I \leq i \leq p$ we associate a relation $\psi_{\alpha_{i}}$ on $|\vartheta|^{n}$ with entrance $\alpha_{i}$, called an input condition for $\alpha_{i}$, then for all $1 \leq j \leq q$ we define the relation $\psi_{c_{j}}$ on $|\vartheta|^{n}$ by

$$
\begin{aligned}
& \forall \zeta \epsilon|\varepsilon|^{n} \text { : } \\
& \psi_{c_{j}}(\xi) \Leftrightarrow \pi \xi \epsilon|\vartheta|^{n}:\left[\psi_{\alpha_{I}}(\xi) \text { and } A_{c_{g}}^{I j}(\xi, \zeta)\right] \\
& \text { or }\left[\psi_{\alpha_{2}}(\xi) \text { and } A_{c_{g}}^{2 j}(\xi, \xi)\right] \\
& \text { ! } \\
& \text { or }\left[\psi_{\alpha_{p}}(\xi) \text { and } A_{c_{g}}^{p j}(\xi, \zeta)\right] \text {. }
\end{aligned}
$$

If we put $\psi_{\alpha}=\left(\psi_{\alpha_{1}} \cdots \psi_{\alpha_{p}}\right)$, each $\psi_{c_{j}}$ is called the output condition for $\beta_{j}$ corresponding to $\psi_{\alpha}$. They have the property that for all inputs to $c$ where the variable values satisfy $\psi_{\alpha}$, the variable values on output precisely satisfy the output conditions $\psi_{c}=\left(\psi_{c_{1}} \cdots \psi_{q}\right)$. We shall usually denote $\psi_{c}$ by $\psi_{\alpha} \cdot A_{c_{g}}$, because of the similarity to matrix multiplication. (This is the reason $A_{c}$ is considered as a matrix.)

We can now give conditions on $W_{c}$ which ensure that $W_{P}(k, \phi)$ describes the computations of $P$. We first give rather restrictive conditions which we later relax.

Definition of $P$ (restricted)

$$
W_{p}(k, \phi)=\left\{\phi_{e}(k)\right\} \cup\left\{W_{c} \mid c \in C_{p}\right\}
$$

where, for $c$ as before:
I) $W_{c}$ is a first order formula containing predicate symbols $q_{c}\left(=q_{c_{1}} \ldots q_{c_{j}}\right) \stackrel{*}{j}$ $\phi_{\alpha_{I}} \cdots \phi_{\alpha_{p}}, \phi_{\beta_{1}} \cdots \phi_{\beta_{q}}$, and no other symbols not in the basis of $g$.
We therefore denote $W_{c}$ by $W_{c}\left(\phi_{\alpha^{\prime}} \phi_{\beta}\right)$ where .

$$
\phi_{\alpha}=\left(\phi_{\alpha_{1}} \cdots \phi_{\alpha_{p}}\right) \text { and } \phi_{\beta}=\left(\phi_{\beta_{1}} \ldots \phi_{\beta_{q}}\right)
$$

II) For $I \leq i \leq p, I \leq j \leq q$ and $\xi, \eta \in|\theta|^{n}$,

$$
\begin{aligned}
& A_{c_{g}}^{i j}(\eta, \zeta) \Rightarrow \vdash^{g_{h g}^{i n g}} \\
& \phi_{\alpha_{i}}(h), W_{c}\left(\phi_{\alpha^{\prime}} \phi_{\beta}\right)
\end{aligned} \phi_{\beta_{j}}(g) \quad \text {.**/ }
$$

III) For relations $\psi_{\alpha_{i}}$ on $|\vartheta|^{n}, i \leq p$, and $\cdot \psi_{\alpha}=\left(\psi_{\alpha_{1}} \cdots \psi_{\alpha_{p}}\right)$

* The predicate symbols $q_{c}$ are unique to $W_{c}$.
**/ Constants $h=\left(h_{1} \cdots h_{n}\right)$ and $g=\left(g_{1} \cdots g_{n}\right)$ are not in the basis of $\theta$.
***/ For any first order formula A, $\tilde{A}$ denotes the closure of $A$.

That is, there exist relations for $q_{c}$ such that 'reading' $W_{c}\left(\phi_{\alpha}, \phi_{\beta}\right)$ makes sense if we precede it by 'for all sets of computations of $c^{\prime}$ and read $\phi_{\alpha_{i}}\left(\tau_{1} \ldots \tau_{n}\right)$ as 'one computation enters $c$ by $\alpha_{i}$ with values $\tau_{1} \ldots \tau_{n}$ ' and read $\phi_{\beta_{j}}\left(\tau_{1} \ldots \tau_{n}\right)$ as 'one computation leaves $c$ by $\beta_{j}$ with values $\tau_{1} \cdots \tau_{n}$ '.

In order to show that from $W_{p}(k, \phi)$ we can ( $\vartheta_{\mathrm{k}}^{\xi}$-relatively) deduce exactly the successive situations in the computation of $P(\xi)$, it is necessary to indicate just which situations actually occur in $P(\xi)$. This is the purpose of the 'minimal' relations $\hat{\mu}^{\xi}$ on $|\vartheta|^{n}$. Each $\mu_{\mathrm{e}}^{\xi}$ in $\hat{\mu}^{\xi}$ is defined to be true for exactly those $n$-tuples of variable values for which the computation $\mathrm{P}(\xi)$ reaches edge $e$. (For the initial and final edges, the relations are $\mu_{0}^{\xi}$ and $\mu^{\xi}$ respectively.) These relations $\hat{\mu}^{\xi}$ clearly have the important property that for any statement $c$ in $P$ as before:

$$
\begin{gathered}
\text { for } \mu_{\alpha}^{\xi}=\left(\mu_{\alpha_{1}}^{\xi} \cdots \mu_{\alpha_{p}}^{\xi}\right) \text { and } \mu_{\beta}^{\xi}=\left(\mu_{\beta_{1}}^{\xi} \cdots \mu_{\beta_{q}}^{\xi}\right): \\
\mu_{\beta}^{\xi}=\mu_{\alpha}^{\xi} \cdot A_{c_{q}}
\end{gathered}
$$

We can now prove the following proposition:

Proposition 1. For

$$
W_{P}(k ; \phi)=\left\{\phi_{o}(k)\right\} \cup\left\{W_{c}\left(\phi_{\alpha}, \phi_{\beta}\right) \mid c \in C_{P}\right\}
$$

where each $W_{c}$ satisfies the conditions I), II), and III).

$$
\nabla \xi \in|\theta|^{n}, \quad \forall \zeta \in\left|\theta_{k}^{\xi}\right|^{n}:
$$

$$
\vdash_{W_{p}(k, \phi)}^{g_{k h}^{\xi \xi}} \phi_{e}(h) \Leftrightarrow \mu_{e}^{\xi}(\xi)
$$

## Proof

$\Rightarrow$ Since $D^{\prime}\left(g_{\mathrm{kh}}^{\xi \xi}\right)$ is true in all expansions of $g_{\mathrm{kh}}^{\xi \xi}$

i.e., $\quad \hat{\forall} \hat{\phi}_{e}\left[\Psi \hat{q}_{c} \tilde{W}_{p}(k, \phi) \supset \phi_{e}(h)\right]$ true in $g_{k h}^{\xi \xi}$ where $\hat{\phi}_{e}, \hat{q}_{c}$ denote all the extra predicate symbols $\phi_{e}, q_{c}$ in $W_{p}(k, \phi)$.

Now by condition III), and the property of the minimal predicates mentioned previously:

$$
\exists q_{c} \tilde{W}_{c}\left(\phi_{\alpha} \phi_{\beta}\right) \text { is true for } g_{\phi_{\alpha}}^{\mu_{\alpha}^{\xi} \phi_{\beta}^{\xi}}
$$

Also $\mu_{0}^{\xi}(\xi)$ is clearly true.
$\therefore$ GHq $\hat{q}_{c} \tilde{W}_{p}(k, \phi)$ is true in $\vartheta_{k h \phi_{e}}^{\xi \zeta \hat{\mu}^{\xi}}$.
Hence $\phi_{\mathrm{e}}^{\xi}(\mathrm{h})$ is true in $\begin{gathered}\xi \zeta \hat{\mu}^{\xi} \\ \mathrm{kh}_{\mathrm{h}} \phi_{\mathrm{e}},\end{gathered}$
i.e., $\mu_{e}^{\xi}(\xi)$.
$<$ RHS means that the computation of $P(\xi)$ reaches edge $e$ with variable values $\xi$. It is clear from condition II) that, starting with $\phi_{e}(\mathrm{k})$, we can trace each step in the computation with deductions from some $W_{c}\left(\phi_{\alpha}, \phi_{\beta}\right)$.
$\therefore$ Eventually $\vdash_{W_{P}(k, \phi)}^{l_{k h}^{5 K}} \phi_{\mathrm{e}}^{(h)} \cdot$
Q.E.D.

We see that $W_{P}(k, \phi)$ describes the computations of $P$ in the desired way. An obvious corollary to this proposition is

$$
{\stackrel{\theta}{W_{P}}}_{s_{k h}^{\xi \xi}}(k, \phi) \quad \phi(h) \Leftrightarrow \mu^{\xi}(\xi)
$$

Since $\mu^{\xi}(\xi) \Leftrightarrow A_{P^{\prime}}(\xi, \zeta), W_{P}(k, \phi)$ is almost a logical definition of $P$. To conform with the previous definition of program definitions, we simply add to $W_{P}(k, \phi)$ the axiom

$$
\phi(x) \supset \phi^{\prime}(k, x)
$$

Then the resulting formula $W_{P}^{\prime}\left(k, \phi_{l}\right)$ will be a logical definition of $P$.

Note that by describing situations in terms of elements of $|\mathfrak{v}|$ and by not allowing the formulae $W_{c}$ to introduce new sorts of data to describe the executions of statements, we have obtained a definition which itself does not introduce new sorts of data.

Since the only occurrence of $\phi^{\prime}$ in $W{ }^{\prime}\left(k, \phi^{\prime}\right)$ is in the axiom $\phi(x) \supset \phi^{\prime}(k, x), \quad \tilde{W}^{\prime}\left(k, \phi^{\prime}\right)$ is clearly monotone. Also, from the previous proposition, if $\left\{\hat{q}_{c} \tilde{W}_{P}(k, \phi)\right.$ is true in some expansion of $g_{\mathrm{k}}^{\xi}$ to include $\hat{\phi}_{\mathrm{e}}$, then, for all e, the relation assigned to $\phi_{\mathrm{e}}$ includes $\mu_{\mathrm{e}}^{\xi}$. Also, one such expansion is that which assigns $\hat{\mu}^{\xi}$ to $\hat{\phi}_{e}$. It follows that $\tilde{W}_{\dot{p}}^{\prime}\left(k, \phi^{\prime}\right)$ is quasi-decreasing, and therefore continuous.
 formalization of partial correctness of $P_{\theta}$, if $\tilde{W}_{P}^{\prime}\left(k, \phi^{r}\right)$ is universal.

A logical definition of this one-level language would simply be a specification of formulae $W_{c}$ for all possible statements $c$ in the language.

It is possible to relax the first condition on the formulae $W_{c}$, namely that restricting the extra symbols to the symbols $\hat{\phi}_{e}$ and $\hat{q}_{c}$. However, before we do this we can show how this restricted definition is related to one using (similarly restricted) 'verification conditions'.

## Definition by 'verification conditions:

Floyd [4] proposed a method of language definition for simple one-level programs using 'verification conditions' for each statement. For statement $c$ as before, the verification condition $V_{c}$ is a test on relations $\psi_{\alpha}=\psi_{\alpha_{1}} \cdots \psi_{\alpha}$ and $\psi_{\beta}=\psi_{\beta_{1}} \ldots \psi_{\beta_{q}}$ (on $|\theta|^{n}$ ) associated with the entrances and exits of $c$, ie., $V_{c}\left(\psi_{\alpha}, \psi_{\beta}\right)$ is true or false. $\mathrm{V}_{\mathrm{c}}$ is said to be consistent if, for all $\psi_{\alpha}, \psi_{\beta}$, as above

$$
V_{c}\left(\psi_{\alpha}, \psi_{\beta}\right) \Rightarrow \forall \zeta \in|\vartheta|^{n}:\left[\psi_{\alpha} \cdot A_{c_{\theta}}(\zeta) \Rightarrow \psi_{\beta}(\zeta)\right] * /
$$

(that is, if $\psi_{\alpha}$ and $\psi_{\beta}$ satisfy $V_{c}$, there is no input to $c$ satisfying $\psi_{\alpha}$ for which the output does not satisfy $\psi_{\beta}$ ).
$V_{c}$ is said to be complete if, for all $\psi_{\alpha}, \psi_{\beta}$

$$
\neg V_{c}\left(\psi_{\alpha}, \psi_{\beta}\right) \Rightarrow \text { Fh} \zeta|\vartheta|^{n}:\left[\psi_{\alpha} \cdot A_{c}(\zeta) \text { and } \neg \psi_{\beta}(\zeta)\right]
$$

(that is, if $\psi_{\alpha}$ and $\psi_{\beta}$ do not satisfy $V_{c}$, there is some input to $c$ satisfying $\psi_{\alpha}$ for which the output does not satisfy $\psi_{\beta}$ )
*/ Putting $\psi_{c}=\psi_{\alpha} \cdot A_{c}, \quad \psi_{c}(\zeta) \Rightarrow \psi_{\beta}(\zeta)$ is an abbreviation of $\forall i$, $I \leq i \leq q: \psi_{c_{i}}(\zeta) \Rightarrow \psi_{\beta_{i}}(\zeta)$.
**/ Putting $\psi_{c}=\psi_{\alpha} \cdot A_{c_{\ell}}, \psi_{c}(\zeta)$ and $\neg \psi_{\beta}(\zeta)$ is an abbreviation of 四i, $1 \leq i \leq q \quad \psi_{c_{i}}(\zeta)$ and $\neg \psi_{\beta_{i}}(\zeta)$.
i.e., $\quad \forall \zeta \in|q|^{n}:\left[\psi_{\alpha} \cdot A_{c}(\zeta) \Rightarrow \psi_{\beta}(\zeta)\right] \Rightarrow V_{c}\left(\psi_{\alpha}, \psi_{\beta}\right)$.

A set of complete and consistent verification conditions for program $P_{\ell}$ is said to be a semantic definition of $P_{\ell}$. If the verification conditions can be expressed as formulae, then we shall show how such formulae are related to the logical definition $W_{p}(k, \emptyset)$ we have just considered.

Assume that $V_{c}$ can be expressed as a first order formula. $Y_{c}$ with just predicate symbols $q_{c}, \phi_{\alpha_{1}} \ldots \phi_{\alpha_{p}}, \phi_{\beta_{1}} \ldots \phi_{\beta_{q}}{ }^{* /}$ not in the basis of $\mathcal{Q}$. That is, if we denote $Y_{c}$ by $Y_{c}\left(\phi_{\alpha}, \oint_{\beta}\right)$ as usual,


We will show that the formulae $Y_{c}$ are closely related to the formulae $W_{c}$ because consistency and completeness axe exactly equivalent to conditions II and III (given previously), plus monotonicity. The definition of monotonicity for $Y_{c}\left(\phi_{\alpha}, \oint_{\beta}\right)$ is: For all $\theta$, q-vectors of relations $\psi_{\beta}^{1}$ and $\psi_{\beta}^{2}$ on $|\theta|^{n}$ and p-vector of relations $\psi_{\alpha}$ on $|\vartheta|^{n}$ :

$$
\forall \zeta \in|\partial|^{n}:\left[\psi_{\beta}^{1}(\zeta) \Rightarrow \psi_{\beta}^{2}(\zeta)\right]
$$

implies

$$
q_{c}=\left(q_{c_{1}} \ldots q_{c}\right) \text { are unique to } q_{c}
$$

**/ Note that $Y_{c}$ must express $V_{c}$ without introducing any new sorts of data such as 'states' or 'stacks'; only structure of is used.

Theorem 1. For universal formula $Y_{c}$, representing verification condition $V_{c}$, $Y_{c}$ satisfies II and III and is monotone $\Leftrightarrow V_{c}$ is consistent and complete.

## Proof

$\Rightarrow$
Condition III is
$\nabla \psi_{\alpha}$ on $|\theta|^{n}:=q_{c} Y_{c}\left(\phi_{\alpha}, \phi_{\beta}\right)$ true in $\vartheta_{\phi_{\alpha}}^{\psi_{\alpha} \psi_{\alpha}} \phi_{\beta}^{A_{c}}{ }_{\theta}$.
Hence by monotonocity

$$
\begin{aligned}
& V \psi_{\alpha}, \forall \psi_{\beta} \text { on }|\vartheta|^{n}, \quad \forall \zeta \in|\vartheta|^{n}: \\
& {\left[\psi_{\alpha} \cdot A_{c}(\zeta) \Rightarrow \psi_{\beta}(\zeta)\right] \Rightarrow\left[\Psi q_{c} Y_{c}\left(\phi_{\alpha}, \phi_{\beta}\right) \text { true in } \vartheta_{\phi_{\alpha}} \phi_{\beta}\right]} \\
& \text { i.e., } \dot{V}_{c} \text { is complete. }
\end{aligned}
$$

Condition II is

$$
\text { for } 1 \leq i \leq p, \quad 1 \leq j \leq q ; \quad \zeta, \xi \in|\vartheta|^{n}
$$

$$
A_{c}^{i j}(\xi, \zeta) \Rightarrow \vdash_{\phi_{\alpha_{i}}}^{g}(h), Y_{c}^{\xi \xi}\left(\phi_{\alpha}, \phi_{\beta}\right) \phi_{\beta_{j}}(g)
$$

Since $D^{\prime}\left(g_{h}^{\xi \xi}\right)$ is true in all expansions of $g_{h}^{\xi} \zeta$,

$$
\left.A_{c_{d}}^{i j}(\xi, \xi) \Rightarrow\right|_{\phi_{\alpha_{1}}(h), Y_{c}\left(\phi_{\alpha}, \phi_{\beta}\right)} \phi_{\beta_{j}}(g)
$$

ie.,

$$
A_{d}^{i j}(\xi, \zeta) \Rightarrow \forall q_{c} \forall \phi_{\alpha} \forall \phi_{\beta}\left[\phi_{\alpha_{i}}(h) \wedge Y_{c}\left(\phi_{\alpha}, \phi_{\beta}\right) \supset \phi_{\beta_{j}}(g)\right] \text { true in } g_{h g}^{\xi} \xi
$$

or equivalently,
$1 \leq i \leq p, \quad I \leq j \leq q, \quad \forall \psi_{\alpha}, \forall \psi_{\beta}$ on $|\vartheta|^{n} ; \quad \forall \xi, \zeta \in|\vartheta|^{n}$
$A_{c_{d}}^{i j}(\xi, \zeta) \Rightarrow\left[\psi_{\alpha_{i}}(\xi)\right.$ and $\left[\right.$ Hq $_{c} Y_{c}\left(\phi_{\alpha}, \phi_{\beta}\right)$ true in $\left.\left.\dot{\partial}_{\phi_{\alpha}} \phi_{\beta}\right] \Rightarrow \psi_{\beta_{j}}(\xi)\right]$
rearranging,
$I \leq i \leq p, \quad l \leq j \leq q, \quad \forall \psi_{\alpha}, \psi_{\beta}$ on $|\vartheta|^{n}, \quad \forall \xi \in|\vartheta|^{n}$
Hq ${ }_{c} Y_{c}\left(\phi_{\alpha}, \phi_{\beta}\right)$ true in $\delta_{\phi_{\alpha}}^{\psi_{\alpha} \phi_{\beta}} \Rightarrow\left[\left\{\xi \xi \in|\theta|^{n}:\left[\psi_{\alpha_{i}}(\xi)\right.\right.\right.$ and $\left.\left.A_{c}^{i j}(\alpha, \xi)\right] \Rightarrow \psi_{\beta_{j}}(\xi)\right]$,
that is,

$$
\text { Fr } Y_{c}\left(\phi_{\alpha}, \phi_{\beta}\right) \text { true in } \mathscr{\vartheta}_{\phi_{\alpha}}^{\psi_{\beta} \psi_{\beta}} \Rightarrow \forall \zeta \in|\vartheta|^{n}:\left[\psi_{\alpha} \cdot A_{c_{g}}(\zeta) \Rightarrow \psi_{\beta_{j}}(\zeta)\right]
$$

$$
\therefore \mathrm{V}_{\mathrm{c}} \text { is consistent. }
$$

$<$
If $V_{c}$ is complete, since $\psi_{\alpha} \cdot A_{c_{~}}(\zeta) \Rightarrow \psi_{\alpha} \cdot A_{c_{g}}(\zeta)$ TA $q_{c} Y_{c}\left(\phi_{\alpha}, \phi_{\beta}\right)$ true in $\vartheta_{\phi_{\alpha}}^{\psi_{\alpha}}{ }_{\alpha}{ }_{\phi}^{A_{c}}{ }_{\beta}$
i.e., $Y_{c}$ satisfies III.

Now for all $\psi_{\beta}^{1}, \psi_{\beta}^{2}$ on $|\theta|^{n}$, and $\psi_{\alpha}$ on $|\vartheta|^{n}$

$$
\begin{aligned}
& \text { if } \forall \zeta \in|\vartheta|^{n}:\left[\psi_{\beta}^{I}(\xi) \Rightarrow \psi_{\beta}^{2}(\zeta)\right] \\
& \text { and } \text { Iq }_{c}{ }_{c}{ }_{c}\left(\phi_{\alpha}, \phi_{\beta}\right) \text { true in } \vartheta_{\alpha} \psi_{\beta}^{1}
\end{aligned}
$$

then, by consistency,

$$
\begin{aligned}
& \forall \zeta \in|\vartheta|^{n}:\left[\psi_{\alpha} \cdot A_{c_{l}}(\xi) \Rightarrow \psi_{\beta}^{I}(\zeta)\right] \\
& \text { i.e., } \quad \forall \xi \in|\vartheta|^{n}:\left[\psi_{\alpha} \cdot A_{c_{\theta}}(\zeta) \Rightarrow \psi_{\beta}^{2}(\zeta)\right]
\end{aligned}
$$

then by completeness
Ti $c_{c} Y_{c}\left(\phi_{\alpha}, \phi_{\beta}\right)$ true in $\vartheta_{\phi_{\alpha}}^{\psi_{\beta} \psi_{\beta}^{2}}$
$\therefore Y_{c}$ is monotone.

If $V_{c}$ is consistent for some structure $\vartheta$, then it must be consistent on all substructures of $\theta$ containing the constants. This is because the domain of such substructure $g^{\prime}$ must be closed under the functions of $\vartheta$, and so the computations in $\vartheta^{\prime}$ of $c$ for inputs from $\left|Q^{p}\right|$ must be identical to the computations in $\because$ for the same inputs.

Now if $V_{c}$ is consistent, the definition of $\Psi_{\alpha} \cdot A_{c}$ gives: for $1 \leq i \leq p, \quad 1 \leq j \leq q, \quad \forall \psi_{\alpha}, \psi_{\beta}$ on $|\theta|^{n}, \quad \forall \xi, \xi \in|\theta|^{n}$ Hq ${ }_{c} Y_{c}\left(\phi_{\alpha}, \phi_{\beta}\right)$ true in $\vartheta_{\phi_{\alpha}}^{\psi_{\alpha} \phi_{\beta}} \Rightarrow\left[\psi_{\alpha_{i}}(\xi)\right.$ and $\left.A_{c}^{i j}(\xi, \xi) \Rightarrow \psi_{\beta_{j}}(\xi)\right]$. From the above argument, we can restrict the structure to $\overline{g_{h}^{5}}$. Then

$$
1 \leq i \leq p, \quad 1 \leq j \leq q, \quad \forall \xi \in|g|^{n}, \quad \forall \xi \in\left|\bar{v}_{h}^{\xi}\right|^{n}, \quad \forall \psi_{\alpha}, \psi_{\beta} \text { on }\left|v_{h}^{5}\right|^{n}
$$

$A_{c_{\theta}}^{i j}(\xi, \xi) \Rightarrow\left[\psi_{\alpha_{i}}(\xi)\right.$ and $\left[\left\{q_{c} Y_{c}\left(\phi_{\alpha}, \phi_{\beta}\right)\right.\right.$ true in $\left.\left.g_{h}^{\xi} \phi_{\alpha} \phi_{\beta} \beta_{\beta}\right] \Rightarrow \psi_{\beta_{j}}(\xi)\right]$, that is: $\quad \forall \xi \in|\theta|{ }^{n}, \quad \forall \xi \in\left|\overline{v_{h}^{\xi}}\right|^{n}$
$A_{c}^{i j}(\xi, \xi) \Rightarrow \forall q_{c} \forall \phi_{\alpha} \forall \phi_{\beta}\left[\phi_{\alpha_{i}}(h) \wedge Y_{c}\left(\phi_{\alpha}, \phi_{\beta}\right) \supset \phi_{\beta_{j}}(g)\right]$ true in $\overline{~_{h}^{\xi} \zeta}{ }_{\mathrm{g}}$. Then since $Y_{c}$ is universal, we can use the corollary of the s-relative completeness theorem:
$\forall \xi \in|\vartheta|^{n}, \quad \forall \zeta \in\left|\theta_{h}^{\xi}\right|^{n}$
$A_{c^{i j}}^{i j}(\xi, \xi) \Rightarrow \vdash_{\phi_{\alpha_{i}}}^{\ell_{h}^{\xi \xi}}(h), Y_{c}\left(\phi_{\alpha^{\prime}} \phi_{\beta}\right) \phi_{\beta_{j}}(g) \quad$.
Since $A_{c_{\theta}}^{i j}(\xi, \zeta)$ is false for all $\zeta \in\left|\overline{\theta_{h}^{\xi}}\right|^{n}$,
$\forall \xi, \zeta \in|\vartheta|^{n}$

$$
\begin{aligned}
A_{c}^{i j}(\xi, \xi) \Rightarrow & \vdash_{\phi_{\alpha_{i}}}^{g_{h}^{\xi} \zeta} \\
& \text { i.e., }, Y_{c}\left(\varphi_{\alpha}, \phi_{\beta}\right){ }_{\beta} \text { satisfies condition II. }
\end{aligned}
$$

Q.E.D.

We therefore see that verification conditions, originally considered by Floyd as being semantic definitions of programs, do in fact give us definitions of programs in our sense. However, we have been quite restrictive in requiring that the verification conditions be expressible
by first-order formulae with no extra symbols except for the predicate symbols $\phi_{e}$ and $\hat{\mathrm{q}}_{\mathrm{c}}$.

We can loosen this requirement, and still show the relationship to logical definition. But we must first loosen the requirements on the formulae $W_{c}$ comprising such definitions.

Definition of $P$ - (general)
We will loosen the conditions on the formulae $W_{c}$ by allowing extra function and constant symbols to appear in them. The purpose of these symbols will be to allow the construction of expressions other than those representing the data objects manipulated by programs. The new sorts of data objects thus introduced will be conceptual entities useful for describing the execution of programs, e.g. stacks, program counters, tables, etc.

There will therefore be some extension of $|\vartheta|$ which includes all the desired new data objects. We can consider the operations and relations of $\&$ to be extended arbitrarily to cover these extra objects. The resulting extended structure we will denote by \& . The extra function, predicate and constant symbols (which we will denote by F, $Q$ and B) will be required to correspond to particular operations and relations on $|f|$ and elements of $|\mathrm{g}|$ respectively. There will therefore be an expansion $g^{\prime}$ of $g$, to include $F, Q$ and $B$, that assigns the appropriate meanings.*/ (The operations may, for example,

* The formal basis symbols of $\&^{\prime}$ will consist of the basis symbols of $\theta$ and $F, Q$ and $B$.
be 'pushing' and 'popping' operations, or table look-ups. The relations may be tests for empty stacks or tables.) The formula $W_{P}(k, \phi)$ must restrict the meanings of the symbols $F, Q$ and $B$ sufficiently to essentially specify $8^{\prime \prime}$. We assume therefore that $W_{P}(k, \phi)$ contains a set of axioms a for this purpose. Then, if

$$
W_{P}(k, \phi)=\left\{q_{0}(k), a\right\} \cup\left\{W_{c} \mid c \in C_{P}\right\}
$$

the following conditions on the formulae $W_{c}$ also comprise conditions on $a$.

Ia) $W_{c}$ is a first-order formula containing only predicate symbols $q_{c}, \phi_{\alpha_{1}} \ldots \phi_{\alpha_{p}}, \phi_{\beta_{1}} \ldots \phi_{\beta_{q}}$ not in the basis of $\delta^{2}$. We denote $W_{c}$ by $W_{c}\left(\phi_{\alpha}, \phi_{\beta}\right)$ as before.
III) For $I \leq i \leq p, I \leq j \leq q, \quad \forall \xi, \zeta \in|\vartheta|^{n}$

$$
A_{c}^{i j}(\xi, \zeta) \Rightarrow \vdash_{\phi_{\alpha_{i}}}^{(h), W_{c}\left(\phi_{\alpha}, \phi_{\beta}\right), a^{\xi}} \phi_{\beta_{j}}(g)
$$

III) For relations $\psi_{\alpha}$, on $|v|^{n}$ :

$$
\Psi_{c} \tilde{W}_{c}\left(\phi_{\alpha}, \phi_{\beta}\right) \text { true in } \&^{\psi^{*}} \phi_{\alpha}^{\Psi_{\alpha}} \phi_{\beta}^{A_{c}}
$$

That is, with the desired meaning of the extra symbols $F, Q$ and $B$, there exist relations for $q_{c}$ such that reading $W_{c}\left(\phi_{\alpha} \phi_{\beta}\right)$ makes sense if we precede it by 'for all sets of computations of $c$ ', and read $\phi_{\alpha_{i}}\left(\tau_{1} \ldots \tau_{n}^{\prime}\right)$ as 'one computation enters $c$ by $\alpha_{i}$ with values $\tau_{1} \ldots \tau_{n}{ }^{\prime}$, and read $\phi_{\beta_{j}}\left(\tau_{1}^{\prime} \ldots \tau_{n}^{\prime}\right)$ as 'one computation leaves $c$ by $\beta_{j}$ with values $\tau_{i}^{\prime} \ldots \tau_{n}^{\prime}{ }^{\prime}$. $\mathbb{*}_{\Psi_{\alpha}}$ is extended to $g$ by making it false for any arguments not in $|d|^{n}$.

Proposition 2. For

$$
W_{P}(k, \phi)=\left\{\phi_{o}(k), a\right\} \cup\left\{W_{c}\left(\phi_{\alpha}, \phi_{\beta}\right) \mid c \in C_{P}\right\}
$$

where each $W_{c}$ satisfies Ia), ILa), and TIa),

$$
\begin{aligned}
& \forall \xi \in|\vartheta|^{n}, \quad \forall \zeta \epsilon\left|\vartheta_{k}^{\xi}\right|^{n}: \\
& \quad \vartheta_{W_{P}(k, \phi)}^{\xi \zeta} \phi_{e}^{(h) \Leftrightarrow \mu_{e}^{\xi}(\zeta) .}
\end{aligned}
$$

Proof
Since $D^{\prime}\left(\ell_{\mathrm{h}}^{5}{ }_{k}^{K}\right)$ is true in all expansions of any extension of $\theta_{h}^{\xi} \zeta$, specifically $\theta_{k h}^{\xi} \zeta$,

$$
\begin{aligned}
& F_{W_{p}(k, \phi)}^{g_{k h}^{5}} \phi_{e}^{\left.(h) \Rightarrow\right|_{W_{p}(k, \phi)} ^{\varepsilon_{k h}^{5}}} \phi_{e}^{(h)} \\
& \Rightarrow \forall \hat{\phi}_{e}\left[\left\{\hat{q}_{c} W_{p}(k, \phi) \supset \phi_{e}(h)\right]\right. \text { true in all } \\
& \text { expansions of } \&_{k}^{\xi} \zeta \\
& \Rightarrow \forall \hat{\phi}_{e}\left[E \hat{q}_{c} \tilde{W}_{P}(k, \phi) \supset \emptyset_{e}(h)\right] \text { true in } \&_{k}^{2 \xi} \underset{k}{k} .
\end{aligned}
$$

Using this result, the proof of this proposition is identical to the proof of Proposition 1, with $\&$ replaced by $\&^{\circ}$.
Q.E.D.

Then, as before, we immediately get that

$$
W_{p}^{\prime}\left(k, \phi^{\prime}\right)=\left\{q_{0}(k), a, \phi(x) \supset \phi^{\prime}(k, x)\right\} \cup\left\{W_{c}\left(\phi_{\alpha^{\prime}} \phi_{\beta}\right) \mid c \in C_{P}\right\}
$$

is a logical definition of $P_{\vartheta}$.
Note that since it introduces new sorts of data, there is no way in which $W_{P}^{\prime}\left(k, \phi^{\prime}\right)$ can be related to a formalization of partial correctness.

In practice, condition IIa) is satisfied by separate conditions on $W_{c}$ and $a$, as follows:

IIa i) $\quad 1 \leq i \leq p, \quad 1 \leq j \leq q, \quad \forall \xi, \xi \in|q|^{n}$

$$
A_{c_{q}}^{i j}(\xi, \zeta) \Rightarrow \vdash_{\phi_{\alpha_{i}}}^{8^{r} \xi \zeta}(h), W_{c}\left(\phi_{\alpha}, \phi_{\beta}\right) \phi_{\beta_{j}}(g)
$$

IIa ii) For all formulas A

$$
F^{b^{\prime}} A \Leftrightarrow F_{a}^{2} A
$$

If we have axioms a satisfying IIa ii), then we can show how a semantic definition of $P$ using (general) verification conditions is related to the above definition $W_{\mathbf{P}}(k, \phi)$.

Definition by verification conditions - (general)
Given structure $8^{\text {i }}$ for the extra symbols $F, Q$ and $B$, as above, we can loosen the conditions on the formulae $Y_{c}$ representing the verification conditions $V_{c}$. We allow $Y_{c}$ to be a first order
formula containing the extra symbols $F, Q$ and $B$ as well as predicate symbols $q_{c}, \oint_{\alpha}, \oint_{\beta}$; and require that $\forall \psi_{\alpha}, \psi_{\beta}$ on $|\vartheta|^{n}$

$$
\begin{equation*}
v_{c}\left(\psi_{\alpha}, \psi_{\beta}\right) \Leftrightarrow\left[\$ q_{c} \tilde{Y}_{c}\left(\phi_{\alpha}, \phi_{\beta}\right) \text { true in } \delta^{\prime} \psi_{\alpha} \phi_{\beta}\right] . \quad * / \tag{I}
\end{equation*}
$$

Theorem 2. For universal formula $Y_{c}$, representing verification condition $V_{c}$, and axioms $a$ satisfying TIa ii):
$Y_{c}$ satisfies TIa) and TIa) and is monotone $\Leftrightarrow V_{c}$ is consistent and complete.

Proof
Noting that the only difference in the way $Y_{c}$ represents $V_{c}$ is the replacement of $\ell^{\text {r }}$ for $\vartheta$, we can follow the proof of Theorem I to get:
$Y_{c}$ satisfies IV and III) and is monotone
$\Leftrightarrow V_{c}$ is consistent and complete,
where condition IV is

$$
\begin{gathered}
I \leq i \leq p, \quad I \leq j \leq q, \quad \forall \xi, \xi \in|Q|^{n} \\
A_{c}^{i j}(\xi, \xi) \Rightarrow \vdash_{\phi_{\alpha}}^{f \xi \zeta}(h), Y_{c}\left(\phi_{\alpha}, \phi_{\beta}\right)
\end{gathered}
$$

(Note that IIIa) is like III with $\&$ replaced by $\ell^{\prime}$.) Then from condition IIa ii) on $Q$,
condition IV is identical to condition IIa).
Q.E.D.

We have not allowed completely general second-order formulas when representing verification conditions, but we have been sufficientiy general to claim that a definition by verification conditions is usually a Iogical definition in our sense.

## ConcIusion

The example of a one-level language has illustrated how program definitions can be built up from subformulae describing the effects of constructs in the program. The essential properties of the subformulae are
i) They can copy the effect of execution of the construct by d-relative deduction.
ii) They make sense for all sets of computations when $\oint_{e}\left(\tau_{1} \ldots \tau_{n}\right)$
is read as 'one computation is at edge $e$ with values $\tau_{1} \ldots \tau_{n}$.

These are properties which can be easily verified from intuitive knowledge of the execution of constructs. These principles can be extended to more complicated, multi-level languages, as will be done in later sections. The justification for the 'adequacy' of the formulae produced will be based on intuitive arguments concerning the above two properties.

This example has alsó shown how Ployd's verification conditions are strongly related to logical definitions of the type we are considering.

We have also seen how the equivalence of logical definition with formalization of partial correctness does not hold for definitions that introduce new sorts of data. Since we can formalize all properties of programs in terms of partial correctness (Manna [10]), it is desirable that this equivalence holds whenever possible. Therefore, the logical definitions given later go to great pains to avoid introducing new sorts of data.

One method of logical definition which does introduce such new sorts of data is that of Burstall [3]. His definition of Algol is 'adequate' since it has properties similar to those above. However, since it introduces extra function symbols, it is not equivalent to a formalization of partial correctness, and new techniques have to be used to prove properties the programs so defined. His method has the great advantage that it describes the execution of programs using concepts familiar in programming. It therefore seems capable of tackling many practical programming languages, and is a good metaprogramming language.

- In the following two sections we give definitions of a functional language and of a subset of Algol. The logical definitions of programs so produced are also formalizations of partial correctness, and can be used to prove properties such as termination and correctness, where appropriate.


## Section 4: FUNCTIONAL PROGRAMS

In this section we are going to give a logical definition of a functional language. This type of language is essentially multi-level and is simple enough to illustrate the definitional techniques for dealing with multi-level computation. In the next section we will combine the one-level and multi-level techniques in a definition of a large subset of Algol.

## Syntax of Functional Programs

A functional program $P_{\ell}$ consists of a set $\left\{F_{O} \cdots F_{N}\right\}$ of 'specified' functions, with $F_{0}$ as the 'initial fnnction'. A function is specified in terms of the other specified functions and basic functions (functions in $\ell$ ). The basic functions we will call constant functions, and the specified functions we will call function variables.

A function variable $F_{i}$ is 'specified' by an expression (specification) of the form

$$
F_{i}\left(x_{1}, \ldots, x_{n_{i}}\right)<=\tau_{i}\left(x_{1}, \ldots, x_{n_{i}}\right)
$$

or by an expression of the form

$$
\begin{gathered}
F_{i}\left(x_{1}, \ldots, x_{n_{i}}\right) \leqslant \pi_{i_{1}}\left(x_{1} \ldots x_{n_{i}}\right) \rightarrow \tau_{i_{1}}\left(x_{1} \ldots x_{n_{i}}\right), \\
\vdots \\
\vdots \\
\pi_{i_{m}}\left(x_{1} \ldots x_{n_{i}}\right) \rightarrow \tau_{i_{m}}\left(x_{1} \ldots x_{n_{i}}\right)
\end{gathered}
$$

where each $\tau\left(x_{1} \ldots x_{n_{i}}\right)$ is a term, and each $\pi\left(x_{1}, \ldots, x_{n_{i}}\right)$ is a propositional term:

A term $\tau\left(x_{1}, \ldots, x_{n_{i}}\right)$ is a term in the normal sense constructed from the basis symbols of $\theta$ together with the function variables $F_{0} \ldots F_{N}$ and (at most) the variables $x_{1}, \ldots, x_{n_{i}}$. We will denote the constants and function symbols in the basis of $\ell$ by indexed letter $\mathrm{b}^{\prime}$ 's, and indexed letter f's respectively. Hence, examples of terms are

$$
\begin{aligned}
& F_{0}\left(f_{1}\left(x_{1}, b_{2}\right), b_{3}\right) \\
& f_{1}\left(x_{1}, x_{2}, x_{4}, b_{1}\right) \\
& f_{2}\left(F_{1}\left(F_{1}\left(f_{1}\left(x_{1}\right)\right)\right), x_{2}\right)
\end{aligned}
$$

A variable-free term is a term without variables. A simple term is a term without function variables. A constant term is a term with neither variables nor function variables.

A propositional term $\pi\left(x_{1}, \ldots, x_{n_{i}}\right)$ is an expression of one of the following forms:
i) $P_{j}\left(\tau_{1}\left(x_{1} \ldots x_{n_{i}}\right), \ldots, \tau_{n_{j}}\left(x_{1} \ldots x_{n_{i}}\right)\right)$
where $P_{j}$ is some predicate symbol in the basis of $\ell$, and $\tau_{1} \cdots \tau_{n_{j}}$ are simple terms.
ii) $\neg \pi_{1}\left(x_{1}, \ldots, x_{n_{i}}\right)$
iii) $\left[\pi_{1}\left(x_{1} \ldots x_{n_{i}}\right) \wedge \pi_{2}\left(x_{1} \ldots x_{n_{i}}\right)\right]$
where $\pi_{1}, \pi_{2}$ are propositional terms.
iv) $\left.\left[\pi_{1}\left(x_{1} \ldots x_{n_{i}}\right) \vee \pi_{2}\left(x_{1} \ldots x_{n_{i}}\right)\right]\right\}$

Note that a propositional term is a quantifier-free formula in the basis symbols of $d$, with free variables. For an assignment of values from $|\vartheta|$ to the variables $x_{1}, \ldots, x_{n_{i}}$, such a propositional term is true or false in $\ell$. We stipulate that the propositional terms in a specification must be mutually exclusive, i.e., there is no assignment of values to the variables for which two such propositional terms are simultaneously true in $\ell$.

Examples of propositional terms are

$$
\begin{aligned}
& P_{1}\left(x_{1}\right) \\
& {\left[P_{1}\left(x_{1}\right) \wedge \neg P_{2}\left(x_{2}, f_{2}\left(x_{3}, b_{1}\right)\right)\right]} \\
& {\left[\neg\left[P_{1}\left(x_{1}\right) \vee P_{2}\left(x_{2}\right)\right] \wedge P_{4}\left(f_{1}\left(x_{1}, x_{2}\right), b_{4}\right)\right]}
\end{aligned}
$$

Example of functional programs are
i) $\quad P_{I_{\ell}}=\left\{F_{0}\right\}$
where $F_{0}\left(x_{1}\right)<P_{1}\left(x_{1}, b_{2}\right) \rightarrow b_{1}$,

$$
\neg P_{1}\left(x_{1}, b_{2}\right) \rightarrow f_{1}\left(x_{1}, F_{0}\left(f_{2}\left(x_{1}, b_{1}\right)\right)\right)
$$

ii) $\mathrm{P}_{2}=\left\{\mathrm{F}_{0}, \mathrm{~F}_{1}\right\}$

$$
\begin{aligned}
\text { where } F_{0}\left(x_{1}, x_{2}\right) \ll & {\left[\neg P_{1}\left(x_{1}, x_{2}\right) \wedge P_{2}\left(x_{2}, x_{1}\right)\right] \rightarrow b_{2}, } \\
{\left[\neg P_{2}\left(x_{2}, x_{1}\right)\right.} & \left.\wedge P_{2}\left(f_{1}\left(x_{2}, b_{3}\right), x_{1}\right)\right] \rightarrow F_{1}\left(x_{1}, f_{2}\left(x_{1}, x_{2}\right)\right), \\
& \neg P_{2}\left(f_{1}\left(x_{2}, b_{3}\right), x_{1}\right) \rightarrow F_{1}\left(x_{1}, x_{2}\right)
\end{aligned}
$$

and $\quad F_{1}\left(x_{1}, x_{2}\right) \Leftrightarrow P_{1}\left(x_{2}, b_{2}\right) \rightarrow b_{1}$,

$$
\neg P_{1}\left(x_{2}, b_{2}\right) \rightarrow f_{3}\left(f_{1}\left(x_{1}, F_{1}\left(f_{2}\left(x_{1}, b_{1}\right), f_{2}\left(x_{2}, b_{1}\right)\right)\right), x_{2}\right)
$$

If $|a|$ consists of the integers, and

$$
\mathrm{b}_{1} \text { is } 1 ; \mathrm{b}_{2} \text { is } 0 ; \mathrm{b}_{3} \text { is } 2 \text {; }
$$

and

$$
\begin{aligned}
& P_{1}\left(x_{1}, x_{2}\right) \text { means } x_{1}=x_{2} \\
& P_{2}\left(x_{1}, x_{2}\right) \text { means } x_{1} \geq x_{2}
\end{aligned}
$$

and

$$
\begin{aligned}
& f_{1}\left(x_{1}, x_{2}\right) \text { means } x_{1} * x_{2} \text { (multiplication) } \\
& f_{2}\left(x_{1}, x_{2}\right) \text { means } x_{1}-x_{2} \\
& f_{3}\left(x_{1}, x_{2}\right) \text { means } x_{1} / x_{2} \text { (integer division) }
\end{aligned}
$$

then we may re-write $P_{I_{g}}$ and $P_{2_{g}}$ in the more usual way:
i) $P_{I_{g}}=\left\{F_{0}\right\}$
where

$$
\begin{aligned}
F_{0}\left(x_{1}\right)<x_{1} & =0 \rightarrow 1 \\
x_{1} & \neq 0 \rightarrow x_{1} * F_{0}\left(x_{1}-1\right)
\end{aligned}
$$

and
ii) $P_{2}=\left\{F_{0}, F_{1}\right\}$
where $\quad F_{0}\left\{x_{1}, x_{2}\right\}<x_{2} \geq x_{1} \wedge x_{2} \neq x_{1} \rightarrow 0$,

$$
\begin{gathered}
2 * x_{2} \geq x_{1} \wedge x_{2} \notin x_{1} \rightarrow F_{1}\left(x_{1}, x_{1}-x_{2}\right) \\
2 * x_{2} \notin x_{1} \rightarrow F_{1}\left(x_{1}, x_{2}\right)
\end{gathered}
$$

$$
\begin{aligned}
F_{1}\left(x_{1}, x_{2}\right)< & x_{2}=0 \rightarrow 1, \\
& x_{2} \neq 0 \rightarrow\left(x_{1} * F_{1}\left(x_{1}-1, x_{2}-1\right)\right) / x_{2} .
\end{aligned}
$$

## Semantics of Functional Programs

An intuitive description of the semantics of functional programs will be given, which will be used later to justify a logical definition.
a) For inputs $\xi_{1}, \ldots, \xi_{n_{0}} \in|\vartheta|$, the program $P_{\vartheta}$ 'invokes' or 'calls' the initial function variable $F_{0}$ with arguments $\xi_{1}, \ldots, \xi_{n_{0}}$. When computation of $F_{0}$, called with $\xi_{1}, \ldots, \xi_{n_{0}}$, terminates with a value $\zeta \in|\vartheta|$, this is the result of program $P_{\vartheta}$ for input $\xi_{1}, \ldots, \xi_{n_{0}}$. b) The computation of a function variable $F_{i}$ called with arguments $\eta_{I}, \ldots, \eta_{n_{i}} \epsilon|\theta|$ is determined by its specification as follows:
i) For specification

$$
F_{i}\left(x_{l}, \ldots, x_{n_{i}}\right)<=\tau_{i}\left(x_{l}, \ldots, x_{n_{i}}\right)
$$

the (variable free) term $\tau_{i}\left(\eta_{I}, \ldots, \eta_{n_{i}}\right) \quad{ }^{*}$ is computed.
ii) For specification

$$
\begin{array}{r}
F_{i}\left(x_{1}, \ldots, x_{n_{i}}\right)< \\
\quad \pi_{I}\left(x_{1}, \ldots, x_{n_{i}}\right) \rightarrow \tau_{i_{1}}\left(x_{1} \ldots x_{n_{i}}\right), \\
\vdots \\
\\
\pi_{i_{m_{i}}}\left(x_{1} \ldots x_{n_{i}}\right) \rightarrow \tau_{i_{m_{i}}}\left(x_{1} \ldots x_{n_{i}}\right)
\end{array}
$$

For the purpose of describing computations we could add to the symbols of $\vartheta$ a name $i^{\circ}$ for each element $i \in|\vartheta|$. Then strictly we would say that $\tau_{i}\left(\eta_{1}^{0}, \ldots, \eta_{n_{i}}^{0}\right)$ is computed. However, we feel no confusion will arise if we refer to $\tau_{i}\left(\eta_{1} \cdots \eta_{n_{i}}\right)$.
there will be at most one propositional term $\pi_{i_{j}}$ true in $\theta$ for $\eta_{I}, \ldots, \eta_{n_{i}}$ assigned to the variables. If there is no such propositional term, then the computation of $F_{i}$, called with $\eta_{I} \ldots \eta_{n_{i}}$, is suspended. (A suspended computation never terminates with a value.) Otherwise, if propositional term $\pi_{i_{j}}\left(\eta_{I}, \ldots, \eta_{n_{j}}\right)$ is true in $\theta$, then (variablefree) term $\tau_{i_{j}}\left(\eta_{I}, \ldots, \eta_{n_{i}}\right)$ is computed.

In both cases i) and ii), if the computation of the term terminates with a value, then the computation of $F_{i}$ called with $\eta_{I} \cdots \eta_{n_{i}}$ terminates with this value.
c) A variable free term $\tau$ is computed as follows. If $\tau$ is a constant term, then computation of $\tau$ terminates immediately with the value $d[\tau]$.

Otherwise, $\tau$ must contain one or more subterms of the form $F_{j}\left(\tau_{1}, \ldots, \tau_{n_{j}}\right)$, where $\tau_{I} \cdots \tau_{n_{j}}$ are constant terms (i.e., these are the smallest non-simple subterms of $\tau$ ) . For all such subterms, like $F_{j}\left(\tau_{1}, \ldots, \tau_{n_{j}}\right)$, we call $F_{j}$ with arguments $\ell\left[\tau_{1}\right], \ldots, g\left[\tau_{n_{j}}\right]$. When computation of any of these subterms terminates with a value, we replace the subterm in $\tau$ by this value. As soon as any new non-simple subterms are produced, they are computed in the same manner, and the process continues until all non-simple subterms have been removed, and the computation terminates with a value.

For example, computation of term

$$
F_{0}\left(F_{0}\left(\eta_{1}, f_{2}\left(\eta_{2}\right)\right), F_{1}\left(f_{1}\left(F_{1}\left(f_{1}\left(\eta_{1}, b_{2}\right)\right), F_{2}\left(\eta_{2}\right)\right)\right)\right)
$$

proceeds as follows:
I) $F_{0}$ is called with $\eta_{1}, \theta\left[f_{2}\left(\eta_{2}\right)\right]$ and
$F_{1}$ is called with $d\left[f_{1}\left(\eta_{1}, b_{2}\right)\right]$ and $\mathrm{F}_{2}$ is called with $\eta_{2}$.
II) When $F_{1}$, called with $g\left[f_{1}\left(\eta_{1}, b_{2}\right)\right]$, terminates with $\zeta_{1}$ and $F_{2}$, called with $\eta_{2}$, terminates with $\zeta_{2}$ $\mathrm{F}_{1}$ is called with $\theta\left[\mathrm{f}_{2}\left(\zeta_{1}, \zeta_{2}\right)\right]$.
III) When $F_{1}$, called with $g\left[f_{2}\left(\zeta_{1}, \zeta_{2}\right)\right]$, terminates with $\zeta_{3}$ and $F_{0}$, called with $\eta_{1}, \quad v\left[f_{2}\left(\eta_{2}\right)\right]$ terminates with $\zeta_{4}$ $\mathrm{F}_{0}$ is called with $\zeta_{4}, \zeta_{3}$.
IV) When $F_{0}$, called with $\zeta_{4}, \zeta_{3}$, terminates with $\zeta_{5}$ computation of $\tau$ terminates with $\zeta_{5}$.

This completes the description of the computation of functional programs. We call such programs 'multi-level' because the computations of parts of the program (function variables) contain the computations of other parts of the program (other function variables).

There are clearly two ways in which the computation of some term could fail to terminate. Either the computation proceeds forever, calling ever more function variables, or else some function variable is called with arguments for which its computation is suspended. The situations are intrinsically different, in that the latter can be detected during computation; it is intended to be an error condition.

The description of computation clearly conforms with the usual intuitive meaning of the execution of functional programs. We will not give examples of computations, but merely remark that for functional programs $P_{I_{\ddots}}$ and $P_{2}$ given previously:
i) For any non-negative integer input $n$, computation of $P_{I_{g}}$ terminates with result $n$ !
ii) For any non-negative integer inputs $n, m$, computation of $\mathrm{P}_{2}$ terminates with result $n^{C} \mathrm{C}_{\mathrm{m}}=\frac{\mathrm{n}!}{\mathrm{m}!(\mathrm{n}-\mathrm{m})!} \quad$.

## Logical Definition of Functional Programs

With each function variable specification $\sigma$ we associate an axiom $W_{\sigma}$ as illustrated by the following examples. The construction of $W_{\sigma}$ should be clear if $q_{F_{i}}\left(\tau_{1} \cdots \tau_{n_{i}}\right)$ is read as ${ }^{\prime} F_{i}$ is called with $\tau_{1}, \ldots, \tau_{n_{i}}$ ', and $Q_{F_{i}}\left(\tau_{1}, \ldots, \tau_{n_{i}}, \tau_{n_{i}+1}\right)$ is read as ${ }^{\prime} F_{i}$, called with $\tau_{1}, \ldots, \tau_{n_{i}}$, terminates with value $\tau_{n_{i}+1}{ }^{\prime}$, and $E_{F_{i}}\left(\tau_{1}, \ldots, \tau_{n_{i}}\right)$ is read as 'computation of $F_{i}$, called with $\tau_{I} \ldots \tau_{n_{i}}$, is suspended'.
i) $\sigma: F_{1}\left(x_{1}, x_{2}, x_{3}\right)<f_{1}\left(x_{1}, f_{2}\left(x_{2}, x_{3}\right)\right)$

$$
W_{\sigma}: q_{F_{1}}\left(x_{1}, x_{2}, x_{3}\right) \supset Q_{F_{2}}\left(x_{1}, x_{2}, x_{3}, f_{1}\left(x_{1}, f_{2}\left(x_{2}, x_{3}\right)\right)\right)
$$

ii) $\sigma: F_{1}\left(x_{1}, x_{2}, x_{3}\right)<\pi_{1}\left(x_{1}, x_{2}, x_{3}\right) \rightarrow f_{1}\left(x_{1}, f_{2}\left(x_{2}, x_{3}\right)\right)$,

$$
\pi_{1}\left(x_{1}, x_{3}\right) \rightarrow F_{3}\left(x_{1}\right)
$$

for propositional terms

$$
\pi_{1_{1}}, \pi_{I_{2}}
$$

$$
\begin{aligned}
& W_{\sigma}: q_{F_{1}}\left(x_{1}, x_{2}, x_{3}\right) \supset\left\{\left[\pi_{I_{1}}\left(x_{1}, x_{2}, x_{3}\right) \supset Q_{F_{1}}\left(x_{1}, x_{2}, x_{3}, f_{1}\left(x_{1}, f_{2}\left(x_{2}, x_{3}\right)\right)\right)\right]\right. \\
& \wedge\left[\pi _ { I _ { 2 } } ( x _ { 1 } , x _ { 3 } ) \supset \left\{q _ { F _ { 3 } } ( x _ { 1 } ) \wedge \left[Q_{F_{3}}\left(x_{1}, z_{1}\right) \supset\right.\right.\right. \\
&\left.\left.\left.Q_{F_{1}}\left(x_{1}, x_{2}, x_{3}, x_{1}\right)\right]\right\}\right] \\
&\left.\wedge\left[\left[\neg \pi_{I_{1}}\left(x_{1}, x_{2}, x_{3}\right) \wedge \neg \pi_{l_{2}}\left(x_{1}, x_{3}\right)\right] \supset E_{F_{i}}\left(x_{1}, x_{2}, x_{3}\right)\right]\right\}
\end{aligned}
$$

iii)

$$
\begin{aligned}
& \sigma: F_{1}\left(x_{1}, x_{2}, x_{3}\right)<\pi_{I_{1}}\left(x_{1}, x_{2}, x_{3}\right) \rightarrow F_{3}\left(x_{1}\right), \\
& \pi_{1_{2}}\left(x_{1}, x_{3}\right) \rightarrow f_{2}\left(F_{2}\left(F_{3}\left(f_{1}\left(x_{1}, x_{2}\right)\right), x_{3}\right)\right) \\
& W_{\sigma}: q_{F_{1}}\left(x_{1}, x_{2}, x_{3}\right) \supset\left\{\left[\pi _ { 1 _ { 1 } } ( x _ { 1 } , x _ { 2 } , x _ { 3 } ) \supset \left\{q_{F_{3}}\left(x_{1}\right)\right.\right.\right. \\
& \left.\left.\wedge\left[\dot{Q}_{\mathrm{F}_{3}}\left(\mathrm{x}_{1}, \mathrm{z}_{1}\right) \supset Q_{\mathrm{F}_{1}}\left(\mathrm{x}_{1}, \mathrm{x}_{2}, \mathrm{x}_{3}, \mathrm{z}_{1}\right)\right]\right\}\right] \\
& \wedge\left[\pi _ { I _ { 2 } } ( x _ { 1 } , x _ { 3 } ) \supset \left\{q_{F_{3}}\left(f_{1}\left(x_{1}, x_{2}\right)\right) \wedge\right.\right. \\
& {\left[Q_{F_{3}}\left(f_{1}\left(x_{1}, x_{2}\right), z_{2}\right) \supset q_{F_{2}}\left(z_{2}, x_{3}\right)\right] \wedge} \\
& {\left[Q_{F_{3}}\left(f_{1}\left(x_{1}, x_{2}\right), z_{2}\right) \wedge Q_{F_{2}}\left(z_{2}, x_{3}, z_{3}\right)\right.} \\
& \left.\left.\left.\supset Q_{F_{1}}\left(x_{1}, x_{2}, x_{3}, f_{2}\left(z_{3}\right)\right)\right]\right\}\right] \\
& \left.\wedge\left[\left[\neg \pi_{1_{1}}\left(x_{1}, x_{2}, x_{3}\right) \wedge \neg \pi_{1_{2}}\left(x_{1}, x_{3}\right)\right] \supset \mathrm{F}_{\mathrm{F}_{1}}\left(\mathrm{x}_{1}, x_{2}, x_{3}\right)\right]\right\} .
\end{aligned}
$$

iv) $\quad \sigma: F_{3}\left(x_{1}, x_{2}\right)<F_{0}\left(F_{0}\left(x_{1}, f_{2}\left(x_{2}\right)\right), F_{1}\left(f_{1}\left(F_{1}\left(f_{1}\left(x_{1}, b_{2}\right)\right), F_{2}\left(x_{2}\right)\right)\right)\right.$.

Note that the term in this example is the one used previously to illustrate computations of terms.

$$
\begin{aligned}
W_{0}: q_{F_{3}}\left(x_{1}, x_{2}\right) \supset & \left\{q_{F_{0}}\left(x_{1}, f_{2}\left(x_{2}\right)\right) \wedge q_{F_{1}}\left(f_{1}\left(x_{1}, b_{2}\right)\right) \wedge q_{F_{2}}\left(x_{2}\right)\right. \\
& \wedge\left[\left[Q_{F_{1}}\left(f_{1}\left(x_{1}, b_{2}\right), z_{1}\right) \wedge Q_{F_{2}}\left(x_{2}, z_{2}\right)\right] \supset q_{F_{1}}\left(f_{1}\left(z_{1}, z_{2}\right)\right)\right] \\
& \wedge\left[\left[Q_{F_{1}}\left(f_{1}\left(x_{1}, b_{2}\right), z_{1}\right) \wedge Q_{F_{2}}\left(x_{2}, z_{2}\right) \wedge Q_{F_{1}}\left(f_{1}\left(z_{1}, z_{2}\right), z_{3}\right)\right.\right. \\
& \left.\wedge Q_{F_{0}}\left(x_{1}, f_{2}\left(x_{3}\right), z_{4}\right) \supset q_{F_{0}}\left(z_{4}, z_{3}\right)\right] \\
& \wedge\left[\left[Q_{F_{1}}\left(f_{1}\left(x_{1}, b_{2}\right), z_{1}\right) \wedge Q_{F_{2}}\left(x_{2}, z_{2}\right) \wedge Q_{F_{1}}\left(f_{1}\left(z_{1}, z_{2}\right), z_{3}\right)\right.\right. \\
& \left.\left.\left.\wedge Q_{F_{0}}\left(x_{1}, f_{2}\left(x_{2}\right), z_{4}\right) \wedge Q_{F_{0}}\left(z_{4}, z_{3}, z_{5}\right)\right] \supset Q_{F_{3}}\left(x_{1}, x_{2}, z_{5}\right)\right]\right\}
\end{aligned}
$$

The method of construction of $W_{\sigma}$ for all $\sigma$ should be apparent from these examples. An algorithm for constructing $W_{\sigma}$ could be given, but it would tend to obscure the intuitive meaning behind the construction. With any program $P_{\ell}=\left\{F_{0} \ldots F_{N X}\right\}$, where each $F_{i}$ has specification $\sigma_{i}$, we associate the set of axioms $W_{P}\left(k, Q_{F_{0}}\right) * /$ defined by

$$
W_{P}\left(k, Q_{F_{0}}\right)=\left\{q_{F_{0}}\left(k_{1} \cdots k_{n_{0}}\right)\right\} \cup\left\{W_{\sigma_{i}} \mid F_{i} \in P_{\vartheta}\right\}
$$

(We shall in the future denote $\left\{W_{\sigma_{i}} \mid F_{i} \in P_{d}\right\}$ by $\hat{W}_{\sigma}$.) We prove later that $W_{P}\left(k, Q_{F_{0}}\right)$ is a logical definition of $P_{\ell}$.

* $\mathrm{k}=\left(\mathrm{k}_{1}, \ldots, \mathrm{k}_{\mathrm{n}_{0}}\right)$ are constant symbols.

Examples
i) $W_{P_{I}}\left(\mathrm{k}_{1}, Q_{\mathrm{F}_{0}}\right)$ is as follows (the axioms are separated by semicolons):

$$
\begin{aligned}
q_{F_{0}}\left(k_{1}\right) ; & \\
q_{F_{0}}\left(x_{1}\right) \supset & \left\{\left[P_{1}\left(x_{1}, b_{2}\right) \supset Q_{F_{0}}\left(x_{1}, b_{1}\right)\right]\right. \\
\wedge & {\left[\neg P_{1}\left(x_{1}, b_{2}\right) \supset\right.} \\
& \quad\left\{q_{F_{0}}\left(f_{2}\left(x_{1}, b_{1}\right)\right) \wedge\right. \\
& \left.\left.\quad\left[Q_{F_{0}}\left(f_{2}\left(x_{1}, b_{1}\right), z_{1}\right) \supset Q_{F_{0}}\left(x_{1}, f_{1}\left(x_{1}, z_{1}\right)\right)\right]\right\}\right] \\
& \left.\quad\left[\left[\neg P_{1}\left(x_{1}, b_{2}\right) \wedge P_{1}\left(x_{1}, b_{2}\right)\right] \supset E_{F_{0}}\left(x_{1}\right)\right]\right\} ;
\end{aligned}
$$

ii) $W_{P_{2}}\left(k_{1}, k_{2}, Q_{F_{0}}\right)$ is as follows:

$$
\begin{aligned}
& q_{F_{0}}\left(k_{1}, k_{2}\right) ; \\
& q_{F_{0}}\left(x_{1}, x_{2}\right) \supset\left\{\left[\left[\neg P_{1}\left(x_{1}, x_{2}\right) \wedge P_{2}\left(x_{2}, x_{1}\right)\right] \supset Q_{F_{0}}\left(x_{1}, x_{2}, b_{2}\right)\right]\right. \\
& \wedge\left[\left[\neg P_{2}\left(x_{2}, x_{1}\right) \wedge P_{2}\left(f_{1}\left(x_{2}, b_{3}\right), x_{1}\right)\right] \supset\right. \\
& \left\{q_{F_{1}}\left(x_{1}, f_{2}\left(x_{1}, x_{2}\right)\right) \wedge\right. \\
& {\left[Q_{F_{1}}\left(x_{1}, f_{2}\left(x_{1}, x_{2}\right), z_{1}\right) \supset\right.} \\
& \left.\left.\left.Q_{F_{0}}\left(x_{1}, x_{2}, z_{1}\right)\right]\right\}\right] \\
& \wedge\left[\neg P_{2}\left(f_{1}\left(x_{2}, b_{3}\right), x_{1}\right) \geq\right. \\
& \left\{q_{F_{1}}\left(x_{1}, x_{2}\right) \wedge\right. \\
& {\left[Q_{F_{1}}\left(x_{1}, x_{2}, z_{2}\right) \supset\right.} \\
& \left.\left.\left.Q_{F_{0}}\left(x_{1}, x_{2}, z_{2}\right)\right]\right\}\right] \\
& \wedge\left[\left[\neg\left[\neg P_{1}\left(x_{1}, x_{2}\right) \wedge P_{2}\left(x_{2}, x_{1}\right)\right]\right.\right. \\
& \wedge \neg\left[\neg P_{2}\left(x_{2}, x_{1}\right) \wedge P_{2}\left(f_{1}\left(x_{2}, b_{3}\right), x_{1}\right)\right]
\end{aligned}
$$

$$
\left.\left.\left.\wedge \mathrm{P}_{2}\left(\mathrm{f}_{1}\left(\mathrm{x}_{2}, \mathrm{~b}_{3}\right), \mathrm{x}_{1}\right)\right] \supset \mathrm{E}_{\mathrm{F}_{0}}\left(\mathrm{x}_{1}, \mathrm{x}_{2}\right)\right]\right\} ;
$$

$$
\begin{aligned}
q_{F_{1}}\left(x_{1}, x_{2}\right) \supset & \left\{\left[\mathrm{P}_{1}\left(x_{2}, b_{2}\right) \supset Q_{F_{1}}\left(x_{1}, x_{2}, b_{1}\right)\right]\right. \\
\wedge & {\left[\neg P_{1}\left(x_{2}, b_{2}\right) \supset\right.} \\
& \left\{q_{F_{1}}\left(f_{2}\left(x_{1}, b_{1}\right), f_{2}\left(x_{2}, b_{1}\right)\right) \wedge\right. \\
& {\left[Q_{F_{1}}\left(f_{2}\left(x_{1}, b_{1}\right), f_{2}\left(x_{2}, b_{1}\right), z_{1}\right) \supset\right.} \\
& \left.\left.\left.Q_{F_{1}}\left(x_{1}, x_{2}, f_{3}\left(f_{1}\left(x_{1}, z_{1}\right), x_{2}\right)\right)\right]\right\}\right] \\
\wedge & {\left.\left[\left[\neg P_{1}\left(x_{2}, b_{2}\right) \wedge P_{1}\left(x_{2}, b_{2}\right)\right] \supset E_{F_{1}}\left(x_{1}, x_{2}\right)\right]\right\} }
\end{aligned}
$$

To prove that $W_{P}\left(k, Q_{F_{0}}\right)$ is a logical definition of $P_{\theta}$, we proceed similarly to the case of the one-level language in the previous section. However, because of the multi-level nature of computations, the conditions that $\hat{W}_{\sigma}$ must satisfy cannot be stated for each $W_{\sigma_{i}}$ separately. Before we can state the conditions we must look more closely at some properties of multi-level computation.

If a function variable $F_{j}$ occurs in a term in $\sigma_{i}$, and for computation of $F_{i}$, called with arguments $\xi_{1} \cdots \xi_{n_{i}}$, this term is computed, causing $F_{j}$ to be called with arguments $\eta_{1} \cdots \eta_{n_{j}}$, then we say that

$$
\begin{aligned}
& { }^{F_{j}} \text { is called with } \eta_{1} \cdots \eta_{n_{j}} \text { at the top level of } \\
& F_{i} \text { called with } \xi_{1} \cdots \xi_{n_{i}} \text { '. }
\end{aligned}
$$

e.g. For

$$
\begin{aligned}
& F_{1}\left(x_{1}\right)<F_{2}\left(f_{1}\left(F_{3}\left(f_{1}(x)\right), F_{2}(x)\right)\right) \\
& F_{3}\left(x_{1}\right)<F_{2}\left(f_{2}\left(x_{1}\right)\right)
\end{aligned}
$$

(a) $F_{2}$ is called with $\xi_{1}$ at the top level of $F_{1}$ called with $\xi_{1}$;
(b) $F_{2}$ is called with $f_{2}\left(f_{1}\left(\xi_{1}\right)\right)$ during the computation of $F_{1}$ called with $\xi_{1}$, but is not so called at the top level;
(c) If $F_{2}$ called with $\xi_{1}$ terminates with $\xi_{I}$, and $F_{2}$ called with $f_{2}\left(f_{1}\left(\xi_{1}\right)\right)$ terminates with $\zeta_{2}$, then $F_{2}$ is called with $f_{1}\left(\zeta_{2}, \zeta_{1}\right)$ at the top level of $F_{I}$ called with $\xi_{1}$.

We can now define a relation $\subset$ on terminating computations of function variables, as follows:
i) $\quad \sigma_{i}=F_{i}\left(x_{I} \ldots x_{n_{i}}^{\cdot}\right) \ll \tau_{i}\left(x_{1} \ldots x_{n_{i}}\right)$
where $\tau_{i}$ is a simple term.
There is no terminating computation $X$ such that

$$
X \subset\left[F_{i} \text { called with } \xi_{I} \cdots \xi_{n_{i}}\right] \text {, for any } \xi_{I} \cdots \xi_{n_{i}}
$$

ii)

$$
\begin{gathered}
\sigma_{i}=F_{i}\left(x_{I} \cdots x_{n_{i}}\right) \ll \pi_{i_{1}}\left(x_{I} \cdots x_{n_{i}}\right) \rightarrow \tau_{i_{1}}\left(x_{1} \cdots x_{n_{i}}\right), \\
\vdots \\
\\
\pi_{i_{m_{i}}}\left(x_{I} \cdots x_{n_{i}}\right) \rightarrow \tau_{i_{m_{i}}}\left(x_{I} \ldots x_{n_{i}}\right)
\end{gathered}
$$

where for arguments $\xi_{I} \cdots \xi_{n_{i}}, \quad \pi_{i_{j}}\left(\xi_{I} \cdots \xi_{n_{i}}\right)$ is true and $\tau_{i_{j}}\left(x_{1} \ldots x_{n_{i}}\right)$ is a simple term.

There is no terminating computation $X$ such that

$$
X \subset\left[\begin{array}{lll}
F_{i} & \text { called with } & \xi_{I}
\end{array} \cdot \cdot \xi_{n_{i}}\right]
$$

iii) In all other cases, if $F_{i_{j}}$ is called with $\eta_{I} \ldots \eta_{n_{j}}$ at the top level of $F_{i}$ called with $\xi_{I} \cdots \xi_{n_{i}}$, and $F_{i}$ called with $\xi_{I} \cdots \xi_{n_{i}}$ terminates, then

$$
\begin{aligned}
& {\left[F_{j} \text { called with } \eta_{I} \ldots \eta_{n_{j}}\right] \subset\left[F_{i} \text { called with } \xi_{I} \ldots \xi_{n_{i}}\right] .} \\
& \left(F_{j} \text { called with } \eta_{I} \cdots \eta_{n_{j}} \text { clearly must terminate. }\right)
\end{aligned}
$$

We can extend this relation to suitably defined parts of computations of function variables as follows.

If $F_{j}$ is called with $\zeta_{\mathcal{I}} \cdots \zeta_{n_{j}}$ at the top level of $F_{i}$ called with $\xi_{I} \cdots \xi_{n_{i}}$, then the computation of $F_{i}$ called with $\xi_{I} \cdots \xi_{n_{i}}$,
up to the point where $F_{j}$ is called with $\zeta_{\mathcal{I}} \cdots \zeta_{n_{j}}$ at the top level, is called a part of the computation of $F_{i}$ called with $\xi^{\xi}{ }^{\prime} \cdot \xi_{n_{i}}$.
We will refer to this part as
${ }^{1} F_{i}$ called with $\xi_{I} \cdots \xi_{n_{i}}$ up to $F_{j}$ called with $\zeta_{I} \cdots \zeta_{n_{j}}{ }^{\prime}$.
Note that all parts of computations (terminating or non-terminating) are finite.

We extend the relation $c$ to cover parts of computations by noting that i) and ii) above hold also for parts of computations $X$. We also add the extra cases:
iv) All parts of $F_{i}$ called with $\xi_{1} \ldots \xi_{n_{i}} \subset\left[F_{i}\right.$ called with $\left.\xi_{I} \ldots \xi_{n_{i}}\right]$.
v) If $F_{j}$ is called at the top level of $F_{i}$, this is because $\sigma_{i}$ contains a term with subterm $F_{j}\left(\tau_{I} \ldots \tau_{n_{j}}\right)$. Now for any $F_{k}$, if $F_{k}$ is called with $\eta_{I} \cdots \eta_{n_{k}}$ at the top level of $F_{i}$ called with $\xi_{I} \cdots \xi_{n_{i}}$, and the occurrence of $F_{k}$ in question is in one of the terms $\tau_{1} \ldots \tau_{n_{j}}$, then
a) $\left[F_{k}\right.$ called with $\left.\eta_{I} \cdots \eta_{n_{k}}\right]$
$\subset\left[F_{i}\right.$ called with $\xi_{I} \cdots \xi_{n_{i}}$ up to $F_{j}$ called with $\left.\zeta_{I} \cdots \xi_{n_{j}}\right]$
b) $\left[F_{i}\right.$ called with $\xi_{I} \ldots \xi_{n}$ up to $F_{k}$ called with $\left.\eta_{I} \ldots \eta_{k}\right]$

$$
\subset\left[F_{i} \text { called with } \xi_{1} \cdots \xi_{n_{i}} \text { up to } F_{j} \text { called with } \zeta_{1} \cdots \zeta_{n_{j}}\right]
$$

This completes the definition of the relation $\subset$ on terminating computations and parts of computations.

The transitive closure $\stackrel{*}{\subset}$ of this relation ${ }^{* /}$ is the non-reflexive partial ordering which simply reflects the containment of one terminating computation, or part of computation, in another, due to the multi-level nature of computations. We have made this ordering explicit to allow its use in a later inductive argument.

In the rest of this section we use the following convention:

$$
\begin{aligned}
& \left(\xi_{1} \cdots \xi_{n_{0}}\right)=\xi \epsilon|\vartheta|^{n_{0}} ;\left(\delta_{1} \ldots \delta_{n_{i}}\right)=\delta \epsilon|\vartheta|^{n_{i}} ; \\
& \left(\xi_{1} \cdots \xi_{n_{j}}\right)=\zeta \epsilon|\vartheta|^{n_{j}} ;\left(\eta_{1} \cdots \eta_{n_{k}}\right)=\eta \epsilon|\vartheta|^{n_{k}} . \\
& \mu, \gamma \epsilon|\vartheta| ; \\
& k=\left(k_{1} \ldots k_{n_{0}}\right), h=\left(h_{1} \cdots h_{n_{j}}\right), \alpha=\left(\alpha_{1} \ldots d_{n_{i}}\right), g=\left(g_{1} \ldots g_{n_{k}}\right) \text { and } e \\
& \quad \text { are constant symbols. }
\end{aligned}
$$

We can now give the conditions that we wish $\hat{W}_{\sigma}$ to satisfy.
I) If $F_{j}$ is called with $\zeta$ at the top level of $F_{i}$ called with $\delta$ and for $a .11 \quad F_{k}$
$\left\{\left[F_{i}\right.\right.$ called with $\delta$ up to $F_{k}$ called with $\eta$ ]

$$
\left.\subset\left[F_{i} \text { called with } \delta \text { up to } F_{j} \text { called with } \zeta\right]\right\}
$$

$$
\Rightarrow F_{q_{F_{i}}(d), \hat{W}_{\sigma}}^{d_{d}^{\delta \eta}} q_{F_{k}}(g)
$$

* relation $\stackrel{*}{\subset}$ is defined by
i) $X \subset Y \Rightarrow X \stackrel{*}{\subset} Y$
ii) $X \stackrel{*}{\subset} Y$ and $Y \stackrel{*}{\subset} Z \Rightarrow X \stackrel{*}{\supset} Z$.
and for all $F_{k}$ :

$$
\begin{aligned}
& \left\{\left[\mathrm{F}_{\mathrm{k}} \text { called with } \eta \text { (and terminating with } \mu\right.\right. \text { ) ] } \\
& \left.\quad \subset\left[\mathrm{F}_{\mathrm{i}} \text { called with } \delta \text { up to } \mathrm{F}_{j} \text { called with } \zeta\right]\right\} \\
& \quad \Rightarrow \vdash_{\mathrm{q}_{\mathrm{F}_{k}}(\mathrm{~g}), \hat{W}_{\sigma}}^{Q_{\mathrm{F}_{k}}(\mathrm{~g}, \mathrm{e})}
\end{aligned}
$$

then

$$
F_{q_{F_{i}}(d), \hat{W}}^{d_{\sigma}^{\delta \zeta}} q_{F_{j}}^{(h)}
$$

II) If $F_{i}$ called with $\delta$ terminates with $\gamma$ and for all $F_{k}$ :

$$
\begin{aligned}
& \left\{\left[F_{i} \text { called with } \delta \text { up to } F_{k} \text { called with } \eta\right.\right. \text { ] } \\
& \left.\subset\left[\begin{array}{l}
F_{i} \\
\text { called with } \\
\text { 8 }
\end{array}\right]\right\} \\
& \Rightarrow f_{q_{F_{i}}(d), \hat{W}}^{d_{\sigma}^{\delta \eta}}{ }^{q_{F_{k}}}(g)
\end{aligned}
$$

and for all $\mathrm{F}_{\mathrm{k}}$ :

$$
\begin{aligned}
& \left\{\left[F_{k} \text { called with } \eta \text { (and terminating with } \mu \text { ) }\right]\right. \\
& \left.\quad \subset\left[F_{i} \text { called with } \delta\right]\right\} \\
& \quad \Rightarrow F_{q_{F_{k}}}^{g_{\mathrm{E}}(g), \hat{W}_{\sigma}} Q_{F_{k}}(g, e)
\end{aligned}
$$

then

$$
f_{q_{F_{i}}}^{\rho_{\mathrm{d}}^{\delta}}(\mathrm{d}), \hat{\mathrm{w}}_{\sigma} Q_{\mathrm{F}_{i}}(\mathrm{~d}, \mathrm{e})
$$

III) For all $W_{\sigma_{i}} \epsilon \hat{W}_{\sigma}$, reading $W_{\sigma_{i}}$ makes sense if we precede it by 'for all sets of computations of $F_{i}$ ', and $q_{F_{j}}\left(\tau_{1} \cdots \tau_{n_{j}}\right)$ is read as 'in one computation, $F_{j}$ is called with $\tau_{1} \ldots \tau_{n_{j}}$ ', and $Q_{F_{j}}\left(\tau_{I} \cdots \tau_{n_{j}}, \tau_{i_{j}+1}\right)$ is read as ${ }^{t}$ in one computation, $\mathrm{F}_{\mathrm{j}}$, called with $\tau_{I} \cdots \tau_{n_{j}}$, terminates with value $\tau_{n_{j}+1}$ ', and $E_{F_{j}}\left(\tau_{I} \cdots \tau_{n_{j}}\right)$ is read as 'in one computation, computation of $F_{j}$, called with $\tau_{I} \ldots \tau_{n_{j}}$, is suspended: .

These conditions have been given in a form in which it is readily seen that $\hat{\mathrm{W}}_{\sigma}$ satisfies them. The required consequences of these conditions can be stated much more concisely than the conditions themselves.

Since there can be no infinitely descending chains of terminating computations ordered by $\stackrel{*}{\subset}$, we can immediately get more concise forms of I and II by induction (on the partially ordered set).

Ia) If $F_{j}$ is called with $\zeta$ at the top level of $F_{i}$ called with $\delta$ then

$$
\begin{aligned}
& \delta_{d h}^{\delta} \zeta \\
& \mathcal{q}_{F_{i}}(d), \hat{W}_{\sigma} q_{F_{j}}(h)
\end{aligned}
$$

III) If $F_{i}$ called with $\delta$ terminates with $\gamma$ then

$$
f_{q_{F_{i}}}^{g_{\mathrm{de}}^{\delta \gamma}}(\mathrm{d}), \hat{W} \hat{\sigma}^{Q_{F_{i}}}(\mathrm{~d}, \mathrm{e})
$$

The required consequence of III comes from considering the minimal relations as in the previous section. If for $\xi=\left(\xi_{1} \cdots \xi_{n_{0}}\right)$ we define the sets of minimal relations $\hat{\mu}^{\xi}, \hat{\nu}^{\xi}$ and $\hat{\varepsilon}^{\xi}$ such that
i) for $\mu_{\mathrm{F}_{j}}^{\xi} \epsilon \hat{\mu}^{\xi}, \quad \mu_{\mathrm{F}_{j}}^{\xi}(\zeta)$ if and only if $\mathrm{F}_{j}$ is called with $\zeta$ in computation of $P_{g}$ for inputs $\xi$.
ii) for $\nu_{F_{j}}^{\xi} \epsilon \hat{\nu}^{\xi}$, $\quad \nu_{F_{j}}^{\xi}(\zeta, \gamma)$ if and only if $F_{j}$ is called with $\zeta$ in computation of $P_{\vartheta}$ for input $\xi$, and terminates with value $\gamma$.
and iii) for $\varepsilon_{F_{j}}^{\xi} \epsilon \hat{\varepsilon}^{\xi}, \varepsilon_{F_{j}}^{\xi}(\zeta)$ if and only if computation of $F_{j}$, called with $\xi$ in computation of $P_{\theta}$ for inputs $\xi$, is suspended.

By choosing just those computations of $F_{i}$ that occur in computation of $P_{\&}$ for inputs $\xi$, condition III implies that

ILIa) for all $W_{\sigma_{i}} \epsilon \hat{W}_{\sigma}, \quad W_{\sigma_{i}}$ is true in $g_{\hat{q}}^{\hat{\mu}^{\xi}} \hat{v}^{\xi} \hat{\varepsilon}^{\hat{Q}} \hat{\mathbb{E}}$ where $\hat{q}, \hat{Q}$ and $\hat{E}$ denote all the predicate symbols $q_{F_{j}}$, $Q_{F_{j}}$ and $E_{F_{j}}$ respectively.

We can now prove the following proposition.

Proposition 3. For $W_{P}\left(k, Q_{F_{0}}\right)=\left\{q_{F_{0}}(k)\right\} U \hat{W}_{\sigma}$, where $\hat{W}_{\sigma}$ satisfies
I, II, and III
i) $F_{i}$ is called with $\delta$ in the computation of $P_{\theta}$ for inputs $\xi$

$$
\Leftrightarrow F_{W_{P}\left(k, Q_{F_{0}}\right)}^{g_{k d}^{\xi \delta}}{q_{F_{i}}}^{(d)}
$$

ii) $F_{i}$ is called with $\delta$ in the computation of $P_{g}$ for inputs $\xi$, and terminates with value $\mu$

$$
\Leftrightarrow F_{W_{P}\left(k, Q_{F_{0}}\right)}^{\ell_{\mathrm{kde}}^{\xi \delta \mu}}{ }^{Q_{F_{i}}}(d, e)
$$

Proof
i)
$\Rightarrow$
IHS $\Rightarrow F_{i}$ must be called at the top level of some other function variable, which in turn must have been called at the top level of another, and so on back to $F_{0}$ called with $\xi$. Hence by repeated use of $I a$ ),

$$
F_{W_{P}\left(k, Q_{F_{0}}\right)}^{g_{k d}^{\xi \delta}}{ }_{F_{i}}^{q^{\prime}}(\mathrm{d})
$$

$<$

$$
\begin{aligned}
\operatorname{RHS} & \left.\left.\Rightarrow\right|_{W_{P}\left(k, Q_{F_{0}}\right.} ^{g_{k}^{\xi \delta}}\right) q_{F_{i}}(d) \\
& \Rightarrow \forall \hat{q} \forall \hat{Q} \forall \hat{V E}\left[W_{P}\left(k, Q_{F_{0}}\right) \supset q_{F_{i}}(d)\right] \text { true in } g_{k d}^{\xi \delta} .
\end{aligned}
$$

By III), for all $W_{\sigma_{i}} \in \hat{W}_{\sigma}, W_{\sigma_{i}}$ is true in $g_{\hat{q} \hat{\mu^{\xi}} \hat{v}^{\xi} \hat{\varepsilon}^{\xi} \hat{E}}$; and $\mu_{F_{0}}^{\xi}(\xi)$. Therefore $\quad W_{P}\left(k, Q_{F}\right)$ is true in $g_{k}^{\xi} \hat{\mu}^{\xi} \hat{v}^{\xi} \hat{\varepsilon}^{\xi} \hat{Q} \hat{E}$
$\therefore \mu_{F_{i}}^{\xi}(\delta)$
i.e., $F_{i}$ is called with $\delta$ in the computation of $P_{\theta}$ for inputs $\boldsymbol{\xi}$.
ii)
$\Rightarrow$

$$
\text { IHS } \left.\Rightarrow f_{W_{P}\left(k, Q_{F_{0}}\right)}^{g_{k d}^{\xi \delta}}{ }_{F_{i}}(d) \quad \text { by } i\right)
$$

then by TIa)

$$
F_{W_{P}\left(k, Q_{F_{0}}\right)}^{g_{k F_{i}}^{\xi \delta \mu}}(d, e)
$$

$$
<
$$

As for the second half of i)

$$
\text { RHS } \Rightarrow \nu_{\mathrm{F}_{i}}^{\xi}(\delta, \mu)
$$

i.e., $F_{i}$ is called with $\delta$ in computation of $P_{\ell}$ for inputs $\xi$, and terminates with $\mu$.

Q.E.D.

We see that $W_{P}\left(k, Q_{F}\right)$ describes the computations of. $P_{\theta}$ in the desired way.

An immediate corollary is

## Corollary

$$
F_{W_{P}}^{\ell_{k e}^{\xi \mu}}\left(k, Q_{F_{0}}\right) Q_{F_{0}}(k, e) \Leftrightarrow \text { computation of } P_{\theta} \text { for inputs } \xi \text { terminates }
$$

Hence $W_{P}\left(k, Q_{F}\right)$ is a logical definition of $P_{\vartheta}$.

The closure of $W_{P}\left(k, Q_{F}\right)$ is a universal formula and contains
 formalization of partial correctness of $P_{g}$ since it is not necessarily monotone. However, if we add an axiom, defining $W_{P}^{p}(k, \phi)$ as the closure of

$$
W_{P}\left(k, Q_{F_{0}}\right) \cup\left\{Q_{F_{0}}(k, x) \supset \phi(k, x)\right\},
$$

then $W_{P}(k, \phi)$ is still a logical definition of $P_{\vartheta}$, and is clearly monotone.

By the Corollary above, for any set $\hat{\psi}$ of relations on $|v|^{n_{i}^{+1}}$,


$$
\Rightarrow \forall \xi \in|\theta|^{n_{0}}, \forall \mu \epsilon|\theta|:\left[\nu_{F_{0}}^{\xi}(\xi, \mu) \Rightarrow \cap \hat{\psi}(\xi, \mu)\right]
$$

By condition IIIa)

$$
\mathrm{W}_{\mathrm{P}}^{\prime}(\mathrm{k}, \phi) \text { is true in } \theta_{\mathrm{k}}^{\xi} \hat{\mathrm{q}} \hat{\mathrm{Q}} \hat{\mathrm{E}} \hat{\mathrm{E}} \hat{\nu}^{\xi} \hat{\nu}^{\xi} \hat{\varepsilon}^{\xi} \nu_{\mathrm{F}_{0}}^{\xi}
$$

$\therefore$ by monotonicity

$$
\left\{\hat{q} \hat{q}^{\sharp} \hat{Q} \hat{E} W_{P}^{:}(k, \phi) \text { is true in } g_{k}^{\xi \cap \hat{\psi}}\right.
$$

$\therefore W_{P}^{\prime}(k, \phi)$ is continuous.
Hence $\# \hat{q} \hat{q} \hat{Q} \sigma \hat{G} \hat{W}_{P}(k, \phi)$ is a formalization of partial correctness of $P_{\theta}$.

This means that $W_{P}(k, \phi)$ can be used to formalize all the usual properties of $P_{\ell}$, (including properties concerning the detection of error conditions, see Ashcroft [1]).

Manna and Pnueli [11] have formalized the partial correctness of programs very similar to the functional programs considered here. The work was done about the same time as the work presented in this section, but independently. The relationship between the two approaches is worth considering.

## Relationship to the Work of Manna and Pnueli

The functional programs considered by Manna and Pnueli are slightly different from those considered here, but the principles of computation are basically the same. The difference between the two methods lies in the formulae or axioms used to describe programs. Basically, Manna and Pnueli associate a single predicate symbol, $Q_{\mathrm{F}_{i}}^{\mathrm{i}}$ say, with each function variable, while here we associate two symbols $q_{F_{i}}$ and $Q_{F_{i}}$ : If, in the axioms given in this section, all the formulae $q_{F_{i}}\left(\tau_{I} \ldots \tau_{n}\right)$ were replaced by $T$ (true) and the axioms were then simplified, the result would be the formulae of Manna and Pnueli. The reason is that $Q_{F_{i}}^{\prime}\left(\tau_{I} \cdots \tau_{n_{i}}, \tau_{n_{i}}{ }_{I}\right)$ has the intuitive meaning ${ }^{\prime} F_{i}$, called with $\tau_{I} \cdots \tau_{n_{i}}$, terminates with $\tau_{n_{j}+1}$ ', whereas $Q_{F_{i}}\left(\tau_{I} \cdots \tau_{n_{i}}, \tau_{n_{i}+1}\right)$ has the intuitive meaning ${ }^{T} F_{i}$, called with arguments $\tau_{1} \ldots \tau_{n_{i}}$ such that $q_{F_{i}}\left(\tau_{I} \cdots \tau_{n_{i}}\right)$, terminates with $\tau_{n_{i}+1}{ }^{\prime}$. That is $Q_{F_{i}}\left(\tau_{I} \cdots \tau_{n_{i}+1}\right) \equiv q_{F_{i}}\left(\tau_{1} \cdots \tau_{n_{i}}\right) \wedge Q_{F_{i}}^{\prime}\left(\tau_{I} \cdots \tau_{n_{i}+1}\right)$. Clearly putting $q_{F_{i}}\left(\tau_{I} \ldots \tau_{n}\right) \equiv T$, makes $Q_{F_{i}}$ become identical to ${ }^{Q}{ }_{F_{i}}$, and it is not surprising that the simplified axioms are identical to the Manna and Prueli formulae.

Considering the Manna-Pnueli formulae as logical definitions, (which they are, by Correspondence Theorem 2) we find that they do not describe computations in the same way. The relevant, second part of Proposition 3 holds only in the forward direction: it is possible to deduce the situations occurring in a computation, but not all the formulae deduced describe situations that occur.

According to the criteria given in the previous section, the specification of the Manna-Pnueli formulae would not constitute a logical definition of the functional language.

However, the Manna-Pnueli formula are simpler than the axioms given here, and in general they give shorter proofs of properties of programs.

## Conclusion

A method of defining multi-level programs has been given, and the conditions that the axioms of such a definition must satisfy have been given in a form that enables such axioms to be checked intuitively. These conditions can be merged with the conditions for one-level language definitions in a simple way, as will be shown in the next section. Using these new conditions we will develop a logical definition of a large subset of Algol.

## Section 5: ALGOL-LIKE PROGRAMS

In this section we are going to develop a logical definition of large subset of Algol 60. The features in the language will be added successively to a simple language that includes statements and specified functions (called procedures). At each stage the required modifications will be given that have to be made to the simple language definition.

The final language will have most of the features of Algol 60 , including many types of statements -- assignment, conditional, jump, while, block and non-type procedures -- using expressions containing type-procedures, including boolean and array procedures.

The language will not have the 'call by name' feature, nor will it allow label and procedure parameters. However, 'side effects' of procedure calls will be possible by the use of non-local variables. There will be no input-output operations as such; programs will have certain 'input-variables' which are given values at the start of a computation, and certain of the variables in the program will be designated as output variables, whose values at the end of the computation are to be considered to be the results of the computation.

Despite these restrictions, the language will be quite a good approximation to Algol 60.

The logical definition of this language can also be used to formalize partial correctness of programs, and therefore can be used for formalizing many other properties of programs.

In the rest of this section we assume some familiarity with the constructs of Algol 60. This will allow informal descriptions of programs.

## The Simple Language

We start with a simple language in which a program is a sequence of statements: assignment, condition, and jump statements. Variables are not 'typed', and there are no arrays. In these respects, the language is similar to the flowchart languages considered by Manna and Floyd. However, in the assignment statements we allow the use of procedures. A program therefore includes a set of simple procedure declarations.

Each such declaration consists of a list of formal parameters, followed by a declaration of local variables, followed by a sequence of statements (the procedure body). The name of a procedure is used like a variable in the body of the procedure on the left hand sides of assignment statements, to hold the result of the procedure call. We restrict the scope rules so that the only other variables that can occur in procedure bodies are the locally declared variables, and the formal parameters of the procedure. There can therefore be no reference to non-local variables declared outside the procedure declaration. In a similar way there can be no jump statements within a procedure body whose destinations are labelled statements outside the procedure declaration.

A program consists of a list of input variables, followed by procedure declarations and a declaration of local variables, followed by a sequence of statements (the program body), followed by an indication of the output variables. The variables that can occur in the body of the program are the input variables and the local variables.

A program $P$ therefore looks as follows (variables are indicated by indexed letters $X, Y$ and $Z$ ):
$\underset{\sim}{\operatorname{program}} P\left(X_{1}, \ldots, X_{n_{p}}\right)$; begin

begin
decl $\mathrm{Z}_{11}, \ldots, \mathrm{Z}_{1 \mathrm{~m}_{1}}$;
statement>;

end;

$$
\begin{gathered}
\vdots \\
\text { procedure } F_{j}\left(Y_{j I}, \ldots, Y_{j n_{j}}\right) ;
\end{gathered}
$$

$\vdots$
$n_{j}$ formal parameters of $F_{j}$

$$
\mathrm{j}+\mathrm{j}
$$ begin

- 

decl $Z_{j l}, \ldots, Z_{j m_{j}} ;$
(statement);

end
statement>;
statement);
$\vdots$
〈statement>

$$
\text { output }\left(x_{\alpha_{1}}, \ldots, x_{\alpha_{n_{0}}}\right)
$$

end

$m_{p}$ local program variables
$n_{1}$ formal parameter of $F_{1}$

$$
\left\{\begin{array}{l}
m_{1} \text { local variables of } F_{1} \\
\text { body of } F_{1}, \text { Variables allowed: } \\
Y_{11}, \ldots, Y_{1 n_{0}}, Z_{11}, \ldots, Z_{1 m_{1}} \text { and } F_{1} .
\end{array}\right.
$$

specification of $n_{p}$ input-variables
[

We consider output $\left(X_{\alpha_{1}} \ldots X_{\alpha_{n_{0}}}\right)$ to be a statement, but such statements can only appear at the end of program bodies.

The various other types of statements are as follows：
i）NuII statement．
null
ii）Assignment statement．
$X_{i}:=\tau$
where $\tau$ is a term as defined in the previous section（with procedure names instead of function variables）．
iii）Conditional statement．

$$
\text { if } \pi \text { then 〈statement〉 else 〈statement〉 }
$$

where $\pi$ is a propositional term as defined in the previous section（i．e．，no procedure names）．The＇else〈statement＞＇ part is optional when omitting it does not introduce ambiguity．
iv）Jump statement．
goto $L_{i}$
where $I_{i}$ is a label．Any statement can be preceded by one or more labels，each followed by a colon．In any procedure or program body，any label occurring in a jump statement occurs exactly once labelling a statement．

To simplify the later logical definition we stipulate that the last statement in the sequence forming a procedure body is null．

We can now give an example of a program．The statements have been numbered for later reference．The numbers are not part of the program．
program sort(list);
begin
decl result;
procedure merge(sortlist, atom);
begin
(8) if $\neg$ null (sortlist) $\wedge ~ I \operatorname{essp}$ (atom, car(sortlist)) then (9) merge $:=\operatorname{cons}$ (car(sortlist), merge(cdr (shortlist), atom)) else (10) merge $:=$ cons (atom, sortlist);
(11) nu11
end
(1) result $:=N I I_{;} ;$
(2) I: if null (list) then (3) go to out;
(4) result $:=\operatorname{merge}(r e s u l t, \operatorname{car}(1 i s t))$;
(5) List $:=\operatorname{cdr}$ (Iist);
(6) go to $L$;
(7) out: output (resull)
end
$|9|$ consists of atoms and lists of atoms. The lisp functions and predicates have their usual meanings, and 'lessp' is some relation that totally orders the atoms.

## Execution of programs

The execution of these simple programs conforms with the usual
Algol meaning, with the following restrictions:
i) On calling a procedure, the parameters are passed by value only. Together with the scope restrictions given previously, this means that calling a procedure produces no side effects. Hence in the evaluation of terms, e.g. $f_{I}\left(\tau_{I}, \tau_{2}\right)$, it does not matter which subterm
${ }^{\tau_{1}}$ or ${ }^{\tau_{2}}$ is evaluated first. However, we will allow side effects later, so we will stipulate that
ii) Terms are evaluated left to right, i.e., ${ }^{\tau} I_{1}$ before ${ }^{\tau_{2}}$. In most sensible programs, the value of a variable is not used before the variable has been assigned a value by an assignment statement. However, when a variable is declared it must have some value, and we stipulate that
iii) the initial value must be the same for all declared variables. This holds for the name of a procedure used to return the value of the procedure (i.e., this value will be returned by any call of a procedure in which no statement is executed that assigns a value to the name of the procedure). We assume this special value corresponds to a special constant $\beta$ in the basis symbols of $\ell$.

We do not intend to give a description of the execution of programs, but to simplify the later logical definition we assume
a) There is a known correspondence between variables occurring in statements and their first occurrences in parameter lists or variable declarations. This means that there is no difficulty in renaming all variables in the program without changing its computations.
b) There is a known correspondence between labels occurring in jump statements and the statements that are the destinations of the jumps.
c). Every statement has a 'successor' statement, defined as follows:
i) For statements comprising the sequence of statements that is a procedure or program body, the successor statement is simply the next statement in the sequence. For the last statement in the sequence, i.e., null or output, the successor will be denoted by $\varepsilon$.
ii) For statements contained in other statements (in this case, in conditional statements) the successor statement is the successor of the smallest containing statement.

We will not give examples of computations, but merely remark that the above program 'sort' sorts lists according to the relation 'lessp' on the elements of the lists.

## Logical definition of the simple language

We intend to amalgamate the two previous definition techniques, for the one-level language and for functional programs, into a definition of the simple language. This means introducing three types of predicate symbols: $\phi_{\sigma}$, indicating that computation has reached statement $\sigma$, $q_{F_{i}}$, indicating the call of procedure $F_{i}$, and $Q_{F_{i}}$, indicating that $F_{i}$ is called and returns a value. The symbols $q_{F_{i}}$ and $Q_{F_{i}}$ are $n_{i}$-ary and $n_{i}+1-a r y$ as in the previous section. For $\phi_{\sigma}$, where
statement $\sigma$ is in the body of procedure $F_{i}$ \{the program $\left.P\right\}$, we define the numbers $\sigma^{\prime}=n_{i}\left\{n_{p}\right\}$ and $\sigma^{\prime \prime}=\left(n_{i}+m_{i}+1\right)\left\{\left(n_{p}+m_{p}\right)\right\}^{* /}$. Then $\phi_{\sigma}$ is $\sigma^{\prime}+\sigma^{\prime \prime}$-ary. $\sigma^{\prime \prime}$ is the number of variables in scope for $\sigma$, and in fact we can map these variables into the integers $I$ to $\sigma^{\prime \prime}$ according to the order of their first occurrences in parameter lists or declarations, e.g. for

```
program Prg(foo,baz);
    begin
        decl A,B,C;
        procedure F(D,E);
        begin
            decl G;
```



```
        end
        \sigma
        \sigma
        output(B,C)
```

    end
    in the program body,

$$
\begin{gathered}
\sigma_{4}=2, \quad \sigma_{4}^{\prime \prime}=5, \text { and the variables are ordered } \\
\text { foo, baz, } A, B, C ;
\end{gathered}
$$

in the body of $F$,

$$
\begin{gathered}
\sigma_{2}^{\prime}=\dot{2}, \sigma_{2}^{\prime \prime}=4, \\
\\
F, D, E, G
\end{gathered}
$$

*/ As in the previous outline of a program, $n_{i}$ is the number of formal parameters of $F_{i}$, and $m_{i}$ is the number of locally declared variables.

With the program $P$ itself we associate predicate symbols

$$
q_{p}\left(n_{p}-a r y\right) \text { and } Q_{p}\left(n_{p}+n_{0}-a r y\right)
$$

We are going to construct formulas using these predicate symbols, and the construction of these formulas will be more obvious if the symbols are considered to have the following meanings:

$$
\begin{aligned}
& q_{F_{i}}\left(\tau_{1}, \ldots, \tau_{n_{i}}\right) \text { means 'procedure } F_{i} \text { is called with arguments } \\
& \tau_{1}, \ldots, \tau_{n_{i}}{ }^{\prime} . \\
& Q_{F_{i}}\left(\tau_{I}, \ldots, \tau_{n_{i}}, \tau_{n_{i}+1}\right) \text { means }{ }^{\prime} \text { procedure } F_{i} \text { is called with } \\
& \text { arguments } \tau_{1} \cdots \tau_{n_{i}} \text { and terminates with value } \tau_{n_{i}+1}{ }^{\prime} \text {. } \\
& \phi_{\sigma}\left(t_{1}, \ldots, t_{\sigma^{\prime}}, \tau_{1}, \ldots, \tau_{\sigma \prime}\right) \text { means 'computation reaches statement } \sigma \\
& \text { (in some procedure \{program\} body) with variable values } \\
& \tau_{1} \cdots \tau_{\sigma} \text { when the procedure \{program\} was called with } \\
& \text { arguments }\{\text { inputs }\} t_{1} \ldots t_{\sigma}{ }^{\prime} \text {. }
\end{aligned}
$$

The formulas are constructed as follows.

We assume that $X_{i}$ represents the $i-t h$ variable in the ordering for a particular procedure declaration or program.
I) With each statement $\sigma$ whose successor is $\sigma_{2}$, and $\sigma_{2} \neq \varepsilon$, we associate a formula $W_{\sigma}$ :
i) NuIl statement:

$$
\begin{aligned}
& \sigma:-\frac{\mathrm{nul1}}{} \\
& \mathrm{~W}_{\sigma}:-\phi_{\sigma}\left(\mathrm{y}_{1}, \ldots, \mathrm{y}_{\sigma}, \mathrm{x}_{1}, \ldots, \mathrm{x}_{\sigma^{\prime \prime}}\right) \supset \phi_{\sigma_{2}}\left(\mathrm{y}_{1}, \ldots, \mathrm{y}_{\sigma_{2}^{\prime}}, \mathrm{x}_{1}, \ldots, \mathrm{x}_{\sigma_{2}^{\prime \prime}}\right)
\end{aligned}
$$

ii) Assignment statement: $W_{\sigma}$ is best illustrated by examples

$$
\text { a) } \begin{aligned}
& \sigma:-x_{j}:=f_{1}\left(x_{i}, f_{1}\left(b_{1}, x_{k}\right)\right) \\
& W_{\sigma}:-\phi_{\sigma}\left(y_{1}, \ldots y_{\sigma^{\prime}}, x_{1}, \ldots, x_{\sigma^{\prime \prime}}\right) \supset \\
& \\
& \quad \phi_{\sigma_{2}}\left(y_{1}, \ldots, y_{\sigma_{2}^{\prime}}, x_{1}, \ldots, x_{j-1}, f_{1}\left(x_{i}, f_{1}\left(b_{1}, x_{k}\right)\right), \ldots, x_{\sigma_{2}^{\prime \prime}}\right)
\end{aligned}
$$

b)

$$
\begin{aligned}
& \sigma:-X_{j}:=F_{1}\left(x_{i}, f_{2}\left(x_{j}\right)\right) \\
& \begin{array}{c}
W_{\sigma}:-\quad \phi_{\sigma}\left(y_{1}, \ldots, y_{\sigma^{\prime}}, x_{1}, \ldots, x_{\sigma \prime \prime}\right) \supset \\
\\
\quad\left\{q_{F_{1}}\left(x_{i}, f_{2}\left(x_{j}\right)\right) \wedge\right. \\
\\
{\left[Q_{F_{1}}\left(x_{i}, f_{2}\left(x_{j}\right), z_{1}\right) \supset\right.} \\
\\
\left.\left.\phi_{\sigma_{2}}\left(y_{1}, \ldots, y_{\sigma_{2}}, x_{1}, \ldots, x_{j-1}, z_{1}, \ldots, x_{\sigma_{2}^{\prime \prime}}\right)\right]\right\}
\end{array}
\end{aligned}
$$

c)

$$
\begin{aligned}
& \sigma:-X_{j}:=f_{1}\left(F_{1}\left(F_{2}\left(X_{i}\right), F_{2}\left(X_{j}\right)\right), F_{2}\left(X_{k}\right)\right) \\
& W_{\sigma}:-\phi_{\sigma}\left(y_{1}, \ldots, y_{\sigma}, x_{1}, \ldots, x_{\sigma \prime \prime}\right) \supset \\
& \left\{q_{F_{2}}\left(x_{i}\right) \wedge\right. \\
& {\left[Q_{F_{2}}\left(x_{i}, z_{1}\right) \supset\right.} \\
& \left\{q_{F_{2}}\left(x_{j}\right) \wedge\right. \\
& {\left[Q_{F_{2}}\left(x_{j}, z_{2}\right)>\right.} \\
& \left\{q_{F_{1}}\left(z_{1}, z_{2}\right) \wedge\right. \\
& {\left[Q_{F_{1}}\left(z_{1}, z_{2}, z_{3}\right) \supset\right.} \\
& \left\{q_{F_{2}}\left(x_{k}\right) \wedge\right. \\
& {\left[Q_{F_{2}}\left(x_{k}, z_{4}\right) \supset\right.} \\
& \left.\left.\left.\left.\left.\left.\left.\left.\phi_{\sigma_{2}}\left(y_{1} \ldots y_{\sigma_{2}^{1}}, x_{1}, \ldots, x_{j-1}, f_{1}\left(z_{3}, z_{4}\right), \ldots, x_{\sigma_{2}^{\prime \prime}}\right)\right]\right\}\right]\right\}\right]\right\}\right]\right\} .
\end{aligned}
$$

This example illustrates the left-to-right rule for evaluating terms.

The construction of $W_{\sigma}$ for all assignment statements should be obvious from these examples.
iii) Conditional statements
a) $\quad \sigma:-$ if $\pi\left(X_{\beta_{1}}, \ldots, X_{\beta_{j}}\right)$ then $\sigma_{0}$ else $\sigma_{1}$
where $\sigma_{0}, \sigma_{1}$ are statements, and $\pi\left(X_{\beta_{1}}, \ldots, X_{\beta_{j}}\right)$
is a propositional term $\left(X_{\beta_{i}} \in\left\{X_{1}, \ldots, X_{\sigma^{\prime \prime}}\right\}, i=1 \ldots j\right)$
$W_{\sigma}:-\phi_{\sigma}\left(y_{1}, \ldots, y_{\sigma}, x_{1}, \ldots x_{\sigma^{\prime \prime}}\right) \supset$
if $\pi\left(x_{\beta_{1}}, \ldots, x_{\beta_{j}}\right)$ then $\phi_{\sigma_{0}}\left(y_{1} \ldots y_{\sigma_{0}^{\prime}}, x_{1} \ldots x_{\sigma_{0}^{\prime \prime}}\right)$ else $\phi_{\sigma_{1}}\left(y_{1} \cdots y_{\sigma_{1}^{\prime}}, x_{1} \cdots x_{\sigma_{1}^{\prime \prime}}\right) \quad$ */
b) $\sigma:-$ if $\pi\left(X_{\beta_{1}}, \ldots, X_{\beta_{j}}\right)$ then $\sigma_{0}$

$$
W_{\sigma}:-\phi_{\sigma}\left(y_{1} \ldots y_{\sigma^{\prime}}, x_{1} \ldots x_{\sigma \prime \prime}\right) \supset
$$

$$
\text { if } \pi\left(x_{\beta_{1}}, \ldots, x_{\beta_{j}}\right) \text { then } \phi_{0}\left(y_{1}, \ldots, y_{\sigma_{0}^{\prime}}, x_{1} \ldots x_{\sigma_{0}^{\prime \prime}}\right)
$$

$$
\text { else } \phi_{\sigma_{2}}\left(y_{1}, \ldots, y_{\sigma_{2}^{\prime}}, x_{1}, \ldots, x_{\sigma_{2}^{\prime \prime}}\right)
$$

*/For formulas, if $P$ then $A$ else $B$ means $[[P \supset A] \wedge[\neg P \supset B]]$.
iv) Jump statements

$$
\sigma:- \text { goto } I_{i}
$$

where label $L_{i}$ corresponds to statement $\sigma_{1}$

$$
\begin{gathered}
\mathrm{W}_{\sigma}:-\phi_{\sigma}\left(\mathrm{y}_{1} \cdots \mathrm{y}_{\sigma}, \mathrm{x}_{1} \cdots \mathrm{x}_{\sigma^{\prime \prime}}\right) \supset \\
\phi_{\sigma_{1}}\left(\mathrm{y}_{1} \cdots \mathrm{y}_{\sigma_{1}}, \mathrm{x}_{1} \cdots \mathrm{x}_{\sigma_{1}}\right)
\end{gathered}
$$

II) For statement $\sigma$ whose successor is $\varepsilon$, there are two cases to consider:
i) if $\sigma$ is the last statement in the body of procedure $\mathrm{F}_{\mathrm{i}}$, i.e., null, then with this procedure declaration we associate the axioms

$$
\begin{gathered}
W_{F_{i}}:-\left\{q_{F_{i}}\left(y_{1}, \ldots, y_{n_{i}}\right) \supset \phi_{\sigma_{0}}\left(y_{1}, \ldots, y_{n_{i}}, \beta, y_{1}, \ldots, y_{n_{i}}, \beta \ldots \beta\right),\right. \\
\left.\phi_{\sigma}\left(y_{1}, \ldots, y_{\sigma^{\prime}}, x_{1}, \ldots, x_{\sigma^{\prime \prime}}\right) \supset Q_{F_{i}}\left(y_{1}, \ldots y_{n_{i}}, x_{1}\right)\right\}
\end{gathered}
$$

where $\sigma_{0}$ is the first statement in the body of $F_{i}$. (Note that $\left.\sigma_{0}^{\prime}=\sigma^{2}=n_{i}.\right)$
ii) if $\sigma$ is the last statement in the program $P$, i.e.,

$$
\text { output }\left(x_{\alpha_{1}} \ldots x_{\alpha_{n_{0}}}\right) \text {, where } x_{\alpha_{i}} \in\left\{x_{I} \ldots x_{\sigma n}\right\}, i=1 \ldots n_{0} \text {, }
$$

then with the program we associate the axioms

$$
\begin{aligned}
W_{p}:- & \left\{q_{p}\left(y_{1} \ldots y_{n_{p}}\right) \supset \phi_{\sigma_{0}}\left(y_{1}, \ldots, y_{n_{p}}, y_{1}, \ldots, y_{n_{p}}, \beta \ldots \beta\right),\right. \\
& \left.\phi_{\sigma}\left(y_{1}, \ldots, y_{\sigma}, x_{1}, \ldots, x_{\sigma^{\prime \prime}}\right) \supset Q_{p}\left(y_{1}, \ldots, y_{n_{p}}, x_{\alpha_{1}} \ldots x_{\alpha_{n_{0}}}\right)\right\}
\end{aligned}
$$

where $\sigma_{0}$ is the first statement in the body of $P$.
(Note that $\sigma_{0}^{\prime}=\sigma^{2}=n_{p}$. .)
III) We then define the set of axioms $W_{P}\left(k, Q_{P}\right) \quad * /$ as

$$
\left\{q_{P}(k), W_{P}\right\} \cup\left\{W_{\sigma} \mid \sigma \text { in } P\right\} \cup\left\{W_{F_{i}} \mid F_{i} \text { in } P\right\}
$$

For example, $W_{P}\left(k, Q_{P}\right)$ for the program 'sort' is given below. Statements are referred to by the numbers in the example, and procedure 'merge' is referred to as F . Axioms are separated by semi-colons.

$$
\begin{aligned}
& W_{p}\left(k, Q_{p}\right):-q_{p}\left(k_{I}\right) ; \\
& q_{P}\left(y_{I}\right) \supset \phi_{I}\left(y_{I}, y_{1}, \beta\right) ; \\
& \phi_{7}\left(y_{1}, x_{1}, x_{2}\right) \supset Q_{P}\left(y_{1}, x_{2}\right) ; \\
& \phi_{1}\left(\mathrm{y}_{1}, \mathrm{x}_{1}, \mathrm{x}_{2}\right) \supset \phi_{2}\left(\mathrm{y}_{1}, \mathrm{x}_{1}, N I L\right) ; \\
& \phi_{2}\left(\mathrm{y}_{1}, \mathrm{x}_{1}, \mathrm{x}_{2}\right) \supset \text { if } \mathrm{null}\left(\mathrm{x}_{1}\right) \text { then } \phi_{3}\left(\mathrm{y}_{1}, \mathrm{x}_{1}, \mathrm{x}_{2}\right) \\
& \text { else } \phi_{4}\left(y_{1}, x_{1}, x_{2}\right) \\
& \phi_{3}\left(\mathrm{y}_{1}, \mathrm{x}_{1}, \mathrm{x}_{2}\right) \supset \phi_{7}\left(\mathrm{y}_{1}, \mathrm{x}_{1}, \mathrm{x}_{2}\right) ; \\
& \phi_{4}\left(\mathrm{y}_{1}, \mathrm{x}_{1}, \mathrm{x}_{2}\right) \supset\left\{\mathrm{q}_{\mathrm{F}}\left(\mathrm{x}_{2}, \operatorname{car}\left(\mathrm{x}_{1}\right)\right) \wedge\right. \\
& \left.\left[Q_{F}\left(x_{2}, \operatorname{car}\left(x_{1}\right), z_{1}\right) \supset \phi_{5}\left(\mathrm{y}_{1}, \mathrm{x}_{1}, \mathrm{z}_{1}\right)\right]\right\} ; \\
& \phi_{5}\left(\mathrm{y}_{1}, \mathrm{x}_{1}, \mathrm{x}_{2}\right) \supset \phi_{6}\left(\mathrm{y}_{1}, \operatorname{cdr}\left(\mathrm{x}_{1}\right), \mathrm{x}_{2}\right) \text {; } \\
& \phi_{6}\left(\mathrm{y}_{1}, \mathrm{x}_{1}, \mathrm{x}_{2}\right) \supset \phi_{2}\left(\mathrm{y}_{1}, \mathrm{x}_{1}, \mathrm{x}_{2}\right) \text {; }
\end{aligned}
$$

$\sqrt[\nabla]{k}=\left(k_{1} \cdots k_{n_{p}}\right)$ are constant symbols.

$$
\begin{aligned}
& \mathrm{q}_{\mathrm{F}}\left(\mathrm{y}_{1}, \mathrm{y}_{2}\right) \supset \phi_{8}\left(\mathrm{y}_{1}, \mathrm{y}_{2}, \beta, \mathrm{y}_{1}, \mathrm{y}_{2}\right) ; \\
& Q_{1 I}\left(y_{1}, y_{2}, x_{1}, x_{2}, x_{3}\right) \supset Q_{F}\left(y_{1}, y_{2}, x_{1}\right) ; \\
& \phi_{8}\left(y_{1}, y_{2}, x_{1}, x_{2}, x_{3}\right) \geq \text { if } \neg \operatorname{null}\left(x_{2}\right) \wedge \operatorname{lessp}\left(x_{3}, \operatorname{car}\left(x_{2}\right)\right) \\
& \text { then } \phi_{9}\left(\mathrm{y}_{1}, \mathrm{y}_{2}, \mathrm{x}_{1}, \mathrm{x}_{2}, \mathrm{x}_{3}\right) \\
& \text { else } \phi_{10}\left(\mathrm{y}_{1}, \mathrm{y}_{2}, \mathrm{x}_{1}, \mathrm{x}_{2}, \mathrm{x}_{3}\right) \text {; } \\
& \phi_{9}\left(\mathrm{y}_{1}, \mathrm{y}_{2}, \mathrm{x}_{1}, \mathrm{x}_{2}, \mathrm{x}_{3}\right) \supset\left\{\mathrm{a}_{\mathrm{F}}\left(\mathrm{cdr}\left(\mathrm{x}_{2}\right), \mathrm{x}_{3}\right) \wedge\right. \\
& {\left[Q_{F}\left(\operatorname{cdr}\left(x_{2}\right), x_{3}, z_{2}\right) \supset\right.} \\
& \left.\left.\phi_{I I}\left(\mathrm{y}_{1}, \mathrm{y}_{2}, \operatorname{cons}\left(\operatorname{car}\left(\mathrm{x}_{1}\right), \mathrm{z}_{2}\right), \mathrm{x}_{2}, \mathrm{x}_{3}\right)\right]\right\} \\
& \phi_{10}\left(\mathrm{y}_{1}, \mathrm{y}_{2}, \mathrm{x}_{1}, \mathrm{x}_{2}, \mathrm{x}_{3}\right) \supset \phi_{11}\left(\mathrm{y}_{1}, \mathrm{y}_{2}, \operatorname{cons}\left(\mathrm{x}_{2}, \mathrm{x}_{1}\right), \mathrm{x}_{2}, \mathrm{x}_{3}\right) ;
\end{aligned}
$$

These axioms can clearly be simplified so that $W_{P}\left(k, Q_{P}\right)$ becomes

$$
\begin{aligned}
& q_{p}\left(k_{1}\right) ; \\
& q_{p}\left(\mathrm{y}_{1}\right) \supset \emptyset_{2}\left(\mathrm{y}_{1}, \mathrm{y}_{1}, \mathrm{NII}\right) ; \\
& \phi_{2}\left(y_{1}, x_{1}, x_{2}\right) \supset \text { if null }\left(x_{1}\right) \\
& \text { then } Q_{P}\left(y_{1}, x_{2}\right) \\
& \text { else }\left\{q_{F}\left(x_{2}, \operatorname{car}\left(x_{1}\right)\right) \wedge\right. \\
& {\left[Q_{F}\left(x_{2}, \operatorname{car}\left(x_{1}\right), z_{1}\right) د\right.} \\
& \left.\left.\phi_{2}\left(\mathrm{y}_{1}, \operatorname{cdr}\left(\mathrm{x}_{1}\right), \mathrm{z}_{1}\right)\right]\right\} ;
\end{aligned}
$$

$$
\begin{aligned}
& q_{F}\left(x_{1}, x_{2}\right) \supset \text { if } \neg \operatorname{null}\left(x_{1}\right) \wedge \operatorname{lessp}\left(x_{2}, \operatorname{car}\left(x_{1}\right)\right) \\
& \text { then }\left\{q_{F}\left(\operatorname{cdr}\left(x_{1}\right), x_{2}\right) \wedge\right. \\
& {\left[Q_{F}\left(\operatorname{cdr}\left(x_{1}\right), x_{2}, z_{2}\right) \supset\right.} \\
& \left.\left.Q_{F}\left(x_{1}, x_{2}, \operatorname{cons}\left(\operatorname{car}\left(x_{1}\right), z_{2}\right)\right)\right]\right\} \\
& \text { else } Q_{F}\left(x_{1}, x_{2}, \operatorname{cons}\left(x_{2}, x_{1}\right)\right) ;
\end{aligned}
$$

Clearly the construction of $W_{p}\left(k, Q_{p}\right)$ uses the techniques developed for both the one-level language and for functional programs. We will not go through the proof that $W_{P}\left(k, Q_{P}\right)$ is a logical definition of $P_{\ell}$ that describes computations of $P_{\ell}$, since it is similar to previous proofs, only longer. We will simply give the conditions that $W_{P}\left(k, Q_{P}\right)$ satisfies and state the relevant proposition.

Any computation of a procedure or program body consists of a sequence of computations of statements from the procedure or program body. When we talk of computations of such statements, the 'next' statement is the statement (in the same procedure or program body) whose computation follows the computation of the statement considered. This is not always the same as the successor statement, for example for jump statements or conditional statements.

- The conditions on

$$
\hat{W}_{P}=\left\{W_{\sigma} \mid \sigma \text { in } P\right\} \cup\left\{W_{F_{i}} \mid F_{i} \in P\right\}
$$

are as follows.
I) If for computation of statement $\sigma$, for variable values $\left(\eta_{I} \cdots \eta_{\sigma^{\prime \prime}}\right)=\eta$ the next statement $\sigma_{I}$ is reached with variable values $\left(\mu_{1} \cdots \mu_{\sigma_{1}^{\prime \prime}}\right)=\mu$
then for all $\delta=\left(\alpha_{1} \ldots \alpha_{\sigma}\right) \in|\alpha|^{\sigma^{\prime}}$

$$
\vdash_{\phi_{\sigma}(\alpha, g), \hat{W}_{P}}^{\ell_{d g h}^{\delta \eta \mu}} \phi_{\sigma_{1}}(\alpha, h)
$$

II) If for computation of statement $\sigma$, for variable values $\left(\eta_{I} \ldots \eta_{\sigma I}\right)=\eta$, procedure $F_{i}$ is called (at the top level, i.e., $\sigma$ contains $F_{i}$ ) with arguments $\left(\zeta_{1}, \ldots, \zeta_{n_{i}}\right)=\xi$
then for all $\delta=\left(\delta_{1}, \ldots, \delta_{\sigma^{\prime}}\right) \in|\Omega|^{\sigma^{\prime}}$

$$
\begin{aligned}
& \delta \eta \zeta \\
& \theta_{\mathrm{d} h}^{\delta}
\end{aligned}
$$

$$
\vdash_{\phi_{\sigma}}(d, g), \hat{W}_{p}{ }_{q_{F_{i}}}(h)
$$

III) If computation of $F_{i}$ called with $\left(\zeta_{I} \ldots \zeta_{n_{i}}\right)=\zeta$, reaches statement $\sigma$ in the body of $F_{i}$ with variable values $\left(\eta_{I} \cdots \eta_{\sigma}\right)=\eta$ then

$$
f_{q_{F_{i}}}^{d_{h g}^{\zeta \eta}}(h), \hat{W}_{P} \phi_{\sigma}(h, g)
$$

IV) If computation of $F_{i}$ called with $\left(\zeta_{I} \cdots \zeta_{n_{i}}\right)=\zeta$ terminates with $\gamma$ then

$$
F_{q_{F_{i}}}^{g_{h e}^{\gamma \gamma}}(h), \hat{W}_{p} Q_{F_{i}}(h, e)
$$

V) For all statements $\sigma$ in procedure $F_{j}$ \{program $\left.P\right\}, W_{\sigma}$ makes sense if we precede it by 'for all sets of computations of $\sigma$ ' and we read $q_{F_{i}}\left(\tau_{I} \cdots \tau_{n_{i}}\right)$ as
'in one computation, $\mathrm{F}_{\mathrm{i}}$ is called with $\tau_{1} \ldots \tau_{\mathrm{n}_{\mathrm{i}}}$ ', $Q_{F_{i}}\left(\tau_{I} \cdots \tau_{n_{i}}, \tau_{n_{i}+1}\right)$ is read as
'in one computation, $F_{i}$ is called with $\tau_{I} \ldots \tau_{n_{i}}$ and terminates with $\tau_{n_{i}+1}{ }^{\prime}$,
$\phi_{\sigma_{i}}\left(t_{1}, \ldots, t_{\sigma}, \tau_{I}, \ldots, \tau_{\sigma}\right)$ is read as
in one computation, which is in the computation of $F_{j}\{P\}$ for arguments $\{$ inputs $\} t_{1}, \ldots, t_{\sigma}, \sigma_{i}$ is computed for variable values $\tau_{1}, \ldots, \tau_{\sigma}{ }^{\prime \prime}$ •
VI) For all procedures $F_{i}$ in $P, \quad W_{F_{i}}$ makes sense if we precede it by ${ }^{\text {'for }}$ all sets of computations of $F_{i}$ ' and the predicate symbols are read as in V) above.

It is clear that $\hat{W}_{P}$ satisfies the above conditions (conditions I-IV require induction on lengths of computations as in the previous section, but are quite straightforward). From these conditions we can prove the following proposition.

Proposition 4. If $W_{P}\left(k, Q_{P}\right)$ satisfies $I-V I$ : in computation of $P$ for inputs $\left(\xi_{1} \cdots \xi_{n_{p}}\right)=\xi$,
a) statement $\sigma$ in the program body is executed for variable values $\left(\eta_{I} \cdots \eta_{\prime \prime}\right)=\eta$
b) $F_{i}$ is called with

$$
\left(\delta_{1} \cdots \delta_{n_{i}}\right)=\delta
$$

c) $\mathrm{F}_{\mathrm{i}}$ is called with
$\left(\delta_{1} \ldots \delta_{n_{i}}\right)=\delta$ and
i) statement $\sigma$ in the body of $F_{i}$ is executed for variable values $\left(\eta_{I} \cdots \eta_{\sigma}\right)=\eta$
ii) computation of $F_{i}$ terminates with $\gamma$
d) computation of $\mathbf{P}$ terminates with output values

$$
\left(\mu_{1} \cdots \mu_{n_{0}}\right)=\mu
$$

a) $f_{W_{P}\left(k, Q_{P}\right)}^{g_{k g}^{5 \eta}} \phi_{\sigma}(k, g)$
b) ${\underset{W}{W_{P}}\left(k, Q_{P}\right)}_{Q_{k} d}^{q_{i}}$ (d)
c)
i) $F_{W_{p}\left(k, Q_{P}\right)}^{g_{k d g}^{\xi \delta \eta}} \phi_{\sigma}(d, g)$
ii) $\begin{array}{r}g_{k d e}^{\xi \delta \gamma}\end{array}$
ii) $\hat{W}_{W_{P}\left(k, Q_{P}\right)} Q_{F_{i}}(d, e)$
d) $F_{W_{P}\left(k, Q_{P}\right)}^{Q_{k}^{5 \mu}} Q_{P}(k, h)$

Proof is similar to the proofs of the previous three propositions.

We see that $W_{p}\left(k, Q_{P}\right)$ is a logical definition of $P_{\theta}$ and it describes the computations of $P_{\ell}$ in the desired way.

It can also be easily shown, as in the previous section, that $W_{P}\left(k, Q_{P}\right)$ is both monotone and continuous, and therefore $\mathbb{T}_{Q} \tilde{W}_{P}\left(k, Q_{P}\right)$ is a formalization of partial correctness (where $Q$ denotes all the extra predicate symbols except $Q_{P}$, and $\widetilde{W}_{P}\left(k, Q_{P}\right)$ is the closure of $W_{P}\left(k, Q_{P}\right)$ ). We can therefore use $W_{P}\left(k, Q_{P}\right)$ to formalize properties of $P$ such as termination, correctness, etc.

We can now add extra features to the language and modify $W_{P}\left(k, Q_{P}\right)$ accordingly. It is clear that after each modification, $\hat{W}_{P}$ still satisfies $I-V I$ (possibly modified slightly) and so $W_{P}\left(k, Q_{P}\right)$ still is a logical definition.

Extensions of the Simple Language

1. While statements

We add statements of the form
$\sigma:-$ while $\pi$ do $\sigma_{1}$ where $\pi$ is a propositional term, and $\sigma_{1}$ is a statement. Let the successor of $\sigma$ be $\sigma_{2}$;

$$
\begin{aligned}
W_{\sigma}:-\phi_{\sigma}\left(y_{1} \ldots y_{\sigma},\right. & \left.x_{1} \ldots x_{\sigma^{\prime \prime}}\right) \supset \\
\text { if } \pi & \text { then } \phi_{\sigma_{1}}\left(y_{1} \ldots y_{\sigma_{1}}, x_{1} \ldots x_{\sigma_{1}^{\prime \prime}}\right) \\
& \text { else } \phi_{\sigma_{2}}\left(y_{1} \ldots y_{\sigma_{2}^{\prime}}, x_{1} \ldots x_{\sigma_{2}^{\prime \prime}}\right)
\end{aligned}
$$

and we stipulate that the successor of $\sigma_{1}$ is $\sigma$.

## 2. Conditional expressions

We modify the definition of assignment statements by allowing expressions on the right hand sides.

An expression is a term or is of the form
if $\pi$ then ${ }^{\tau} 1$ else $\tau_{2}$
where ${ }^{\tau_{1}}, \tau_{2}$ are expressions, and $\pi$ is a propositional term.

We will illustrate the construction of $W_{\sigma}$ by examples as before -the successor of $\sigma$ is $\sigma_{2}$.
i) $\quad \sigma:-X_{j}:=$ if $\pi\left(X_{\beta_{1}} \ldots X_{B_{k}}\right)$ then $f_{2}\left(F_{1}\left(f_{I}\left(X_{i}\right)\right), X_{k}\right)$ else $F_{2}\left(X_{i}, X_{j}\right)$
$W_{\sigma}:-\phi_{\sigma}\left(y_{1} \ldots y_{\sigma}, x_{1} \ldots x_{\sigma,}\right) \supset$
if $\pi\left(x_{\beta_{1}} \cdots x_{\beta_{k}}\right)$
then $\left\{q_{F_{1}}\left(f_{1}\left(x_{i}\right)\right) \wedge\right.$

$$
\left.\left[Q_{F_{1}}\left(f_{1}\left(x_{i}\right), z_{1}\right) \supset \phi_{\sigma_{2}}\left(y_{1} \ldots y_{\sigma_{2}^{\prime}}, x_{1} \ldots x_{j-1}, f_{2}\left(z_{1}, x_{k}\right), \ldots, x_{\sigma_{2}^{\prime \prime}}\right)\right]\right\}
$$

else $\left\{\mathrm{F}_{\mathrm{F}_{2}}\left(\mathrm{x}_{\mathrm{i}}, \mathrm{x}_{\mathrm{j}}\right) \wedge\right.$

$$
\left.\left[Q_{F_{2}}\left(x_{i}, x_{j}, z_{2}\right) \supset \phi_{\sigma_{2}}\left(y_{1} \ldots y_{\sigma_{2}^{\prime}}, x_{1}, \ldots, x_{j-1}, z_{2} \ldots x_{\sigma_{2}^{\prime \prime}}\right)\right]\right\} .
$$

ii)

$$
\begin{aligned}
& \sigma:-X_{j}:=F_{2}\left(\text { if } \pi_{1} \text {, then } b_{1} \text { else } f_{1}\left(F_{1}\left(X_{j}\right)\right)\right. \text {, } \\
& \text { if } \pi_{2} \text { then } X_{j} \text { else if } \pi_{3} \text { then } F_{1}\left(X_{k}\right) \\
& \text { else } b_{2} \text { ) } \\
& W_{\sigma}:-\phi_{\sigma}\left(y_{1} \cdots y_{\sigma^{\prime}}, x_{1} \cdots x_{\sigma^{\prime \prime}}\right) \supset \\
& \text { if } \pi_{1} \text { then if } \pi_{2} \text { then } \\
& \left\{q_{F_{2}}\left(b_{1}, x_{j}\right) \wedge\right. \\
& \left.\left[Q_{F_{2}}\left(b_{1}, x_{j}, z_{1}\right) \supset \phi_{\sigma_{2}}\left(y_{1} \ldots y_{\sigma_{2}}, x_{1}, \ldots, x_{j-1}, z_{1}, \ldots, x_{\sigma_{2}^{\prime \prime}}\right)\right]\right\} \\
& \text { else if } \pi_{3} \text { then } \\
& \left\{q_{F_{1}}\left(x_{k}\right) \wedge\right. \\
& {\left[Q_{F_{1}}\left(x_{k}, z_{2}\right) \supset\right.} \\
& \left\{\mathrm{q}_{2}\left(\mathrm{~b}_{1}, \mathrm{z}_{2}\right) \wedge\right. \\
& \left.\left.\left.\left[Q_{F_{2}}\left(b_{1}, z_{2}, z_{3}\right) \supset \phi_{\sigma_{2}}\left(y_{1}, \ldots, y_{\sigma_{r}^{\prime}}, x_{1} \cdots x_{j-1}, z_{3} \cdots x_{\sigma_{2}^{\prime \prime}}\right)\right]\right\}\right]\right\} \\
& \text { else }\left\{q_{F_{1}}\left(b_{1}, b_{2}\right) \wedge\right. \\
& {\left[Q_{F_{1}}\left(b_{1}, b_{2}, z_{4}\right) \supset\right.} \\
& \left.\left.\phi_{\sigma_{2}}\left(\mathrm{y}_{1} \cdots \mathrm{y}_{\sigma_{2}^{\prime}}, \mathrm{x}_{1}, \ldots, \mathrm{x}_{\mathrm{j}-1}, \mathrm{z}_{4} \cdots \sigma_{2}^{\prime \prime}\right)\right]\right\} \\
& \text { else }\left\{\mathrm{F}_{\mathrm{F}_{1}}\left(\mathrm{x}_{\mathrm{j}}\right) \wedge\right. \\
& {\left[Q_{F_{1}}\left(x_{j}, z_{5}\right) \supset\right.} \\
& \text { if } \pi_{2} \text { then } \\
& \left\{q_{F_{1}}\left(f_{1}\left(z_{5}\right), x_{j}\right) \wedge\right. \\
& {\left[Q_{F_{1}}\left(f_{1}\left(z_{5}\right), x_{j}, z_{6}\right) \supset\right.} \\
& \left.\left.\phi_{\sigma_{2}}\left(y_{1}, \ldots, y_{\sigma_{2}^{\prime}}, x_{1}, \ldots, x_{j-1}, z_{6}, \ldots, x_{\sigma_{2}^{\prime \prime}}\right)\right]\right\}
\end{aligned}
$$

else if $\pi_{3}$ then

$$
\begin{aligned}
& \left\{q_{F_{1}}\left(x_{k}\right) \wedge\right. \\
& {\left[Q_{F_{1}}\left(x_{k}, z_{7}\right) \supset\right.} \\
& \quad\left\{q_{F_{1}}\left(f_{1}\left(z_{5}\right), z_{7}\right) \wedge\right. \\
& \quad\left[Q_{F_{1}}\left(f_{1}\left(z_{5}\right), z_{7}, z_{8}\right) \supset\right. \\
& \left.\left.\left.\left.\quad \phi_{\sigma_{2}}\left(y_{1}, \ldots y_{\sigma_{2}}, x_{1}, \ldots, x_{j-1}, z_{8}, \ldots, x_{\sigma_{2}^{\prime \prime}}\right)\right]\right\}\right]\right\} \\
& \text { else }\left\{q_{F_{1}}\left(f_{1}\left(z_{5}\right), b_{2}\right) \wedge\right. \\
& \quad\left[Q_{F_{1}}\left(f_{1}\left(z_{5}\right), b_{2}, z_{9}\right) \supset\right. \\
& \left.\left.\left.\left.\quad \phi_{\sigma_{2}}\left(y_{1}, \ldots, y_{\sigma_{2}}^{\prime}, x_{1}, \ldots, x_{j-1}, z_{9}, \ldots x_{\sigma_{2}^{\prime \prime}}\right)\right]\right\}\right]\right\} .
\end{aligned}
$$

The construction of $W_{\sigma}$ is clearly lengthy but straightforward.

## 3. Modification of propositional terms

We are going to allow general expressions in propositional terms instead of simple terms and allow if then else as a logical connective. This means introducing procedure calls, the if then else construction and a left to right evaluation rule for the generalized propositional terms (known as propositional expressions). We shall give examples of $W_{\sigma}$ for conditional statements formed with such propositional expressions. The formulae for while statements are similar.
i) $\quad \sigma:-$ if $\left[P_{j}\left(F_{1}\left(X_{j}\right)\right) \wedge \neg P_{j}\left(F_{1}\left(X_{k}\right)\right)\right]$ then $\sigma_{1}$ else $\sigma_{2}$

$$
\begin{aligned}
& \dot{w}_{\sigma}:-\phi_{\sigma}\left(y_{1}, \ldots, y_{\sigma}, x_{1}, \ldots, x_{\sigma^{\prime \prime}}\right) \supset \\
& \left\{q_{F_{I}}\left(x_{j}\right) \wedge\right. \\
& {\left[Q_{F_{I}}\left(x_{j}, z_{I}\right) \supset\right.} \\
& \text { if } P_{j}\left(z_{1}\right) \text { then } \\
& \left\{q_{F_{I}}\left(x_{k}\right) \wedge\right. \\
& {\left[Q_{F_{1}}\left(x_{k}, z_{2}\right) \supset\right.} \\
& \text { if } \neg P_{j}\left(z_{2}\right) \text { then } \\
& \phi_{\sigma_{1}}\left(y_{1}, \ldots y_{\sigma_{1}^{\prime}}, x_{1}, \ldots, x_{\sigma_{1}^{\prime \prime}}\right) \\
& \text { else } \left.\left.\phi_{\sigma_{2}}\left(y_{1}, \ldots y_{\sigma_{2}^{\prime}}, x_{1}, \ldots, x_{\sigma_{2}^{\prime \prime}}\right)\right]\right\} \\
& \text { else } \left.\left.\phi_{\sigma_{2}}\left(y_{1} \cdots y_{\sigma_{2}^{\prime}}, x_{1} \cdots x_{\sigma_{2}^{\prime \prime}}\right)\right]\right\}
\end{aligned}
$$

ii) $\sigma$ :- if if $P_{j}\left(F_{1}\left(X_{i}\right)\right)$ then $\left[p_{k}\left(F_{1}\left(X_{j}\right)\right) \vee P_{k}\left(f_{1}\left(F_{1}\left(X_{k}\right)\right)\right)\right]$

$$
\text { else } P_{j}\left(\text { if } P_{k}\left(X_{k}\right) \text { then } b_{1} \text { else } X_{j}\right)
$$

then $\sigma_{1}$ else $\sigma_{2}$

$$
\begin{gathered}
W_{\sigma}:-\phi_{\sigma}\left(y_{I} \ldots y_{\sigma}, x_{I} \ldots x_{\sigma}\right) \supset \\
\left\{q_{F_{I}}\left(x_{i}\right) \wedge\right. \\
{\left[Q_{F_{1}}\left(x_{i}, z_{I}\right) \supset\right.} \\
\quad \frac{\text { if }}{} p_{j}\left(z_{1}\right) \text { then } \\
\left\{q_{F_{1}}\left(x_{j}\right) \wedge\right. \\
{\left[Q_{F_{1}}\left(x_{j}, z_{2}\right) \supset\right.}
\end{gathered}
$$

$$
\begin{aligned}
& \text { if } P_{k}\left(z_{2}\right) \text { then } \phi_{\sigma_{1}}\left(y_{1} \ldots y_{\sigma_{1}^{\prime}}, x_{1} \ldots x_{\sigma_{1}^{\prime \prime}}\right) \\
& \text { else }\left\{q_{F_{1}}\left(x_{k}\right) \wedge\right. \\
& {\left[Q_{F_{1}}\left(x_{k}, z_{3}\right) \supset\right.} \\
& \text { if } P_{k}\left(f_{1}\left(z_{3}\right)\right) \text { then } \phi_{\sigma_{1}}\left(y_{1} \ldots y_{\sigma_{1}^{\prime}}, x_{1} \ldots x_{\sigma_{1}^{\prime \prime}}\right) \\
& \text { else } \left.\left.\left.\left.\phi_{\sigma_{2}}\left(y_{1} \ldots y_{\sigma_{2}^{\prime}}, x_{1} \ldots x_{\sigma_{2}^{\prime \prime}}\right)\right]\right\}\right]\right\}
\end{aligned}
$$

else if $P_{k}\left(x_{k}\right)$ then

$$
\begin{array}{r}
\text { if } P_{j}\left(b_{1}\right) \text { then } \phi_{\sigma_{1}}\left(y_{1} \ldots y_{\sigma_{1}}, x_{1} \ldots x_{\sigma_{1}^{\prime \prime}}\right) \\
\\
\text { else } \phi_{\sigma_{2}}\left(y_{1} \ldots y_{\sigma_{2}^{\prime}}, x_{1} \ldots x_{\sigma_{2}^{\prime \prime}}\right)
\end{array}
$$

$$
\text { else if } P_{j}\left(x_{j}\right) \text { then } \phi_{\sigma_{1}}\left(y_{1} \cdots y_{\sigma_{1}}, x_{1} \ldots x_{\sigma_{1}^{\prime \prime}}\right)
$$

$$
\text { else } \left.\left.\phi_{\sigma_{2}}\left(y_{1} \cdots y_{\sigma_{2}^{\prime}}, x_{1} \ldots x_{\sigma_{2}^{\prime \prime}}\right)\right]\right\} \text {. }
$$

4. Blocks

We allow blocks as a new type of statement.
A block is a sequence of statements, preceded (optionally) by local variable and procedure declarations. The last statement in the sequence is null.

```
e.g. begin
    decl \(X_{1} \ldots X_{i} ;\)
    procedure \(F_{1}\left(Y_{1} \ldots Y_{j}\right)\);
        begin
        end;
    〈statement>;
        \(\vdots\)
    <statement>;
    null
end
```

We generalize procedure declarations so that they each consist of a formal parameter list followed by a block.

Clearly blocks and procedure declarations can now be nested to any depth, and the scope rules get more complicated. We still do not allow reference to non-local variables in procedure bodies, so that the variables in scope for any particular statement are simply all the variables declared in enclosing blocks out to the smallest enclosing. procedure declaration \{or the program itself\} plus the formal parameters and name \{input variables\} of this procedure \{program\}.
e.g. for program $P\left(X_{1}\right)$;
begin
dec. $X_{2} ;$
procedure $F_{1}\left(X_{3}\right)$;
begin
decl $X_{4}$;
procedure $\mathrm{F}_{2}\left(\mathrm{X}_{5}\right)$;
begin
decl $X_{6} ;$
$\sigma_{2} ;$
$\sigma_{2} ;$
begin
decl $X_{7}$;
$\sigma_{3} ;$
begin
decl $X_{8}$;
$\sigma_{4} ;$
nul1
end;
nuII
end;
$\sigma_{5}$;
nu11
end;

```
begin
decl \(X_{9} ;\)
\(\sigma_{7} ;\)
null
end;
null
end;
\(\sigma_{8}\);
output \(\left(\mathrm{X}_{2}\right)\)
end
```

we give the variables in scope (in correct order) for statements of $P$ as follows:

$$
\begin{aligned}
& \sigma_{1}, \sigma_{2}: F_{2}, X_{5}, X_{6} \\
& \sigma_{3}: F_{2}, X_{5}, X_{6}, X_{7} \\
& \sigma_{4}: F_{2}, X_{5}, X_{6}, X_{7}, X_{8} \\
& \sigma_{5}: F_{2}, X_{5}, X_{6} ; \\
& \sigma_{6}: F_{1}, X_{3}, X_{4} ; \\
& \sigma_{7}: F_{1}, X_{3}, X_{4}, X_{9} \\
& \sigma_{8}: X_{1}, X_{2}
\end{aligned}
$$

The formulae $\hat{W}_{P}$ are based on the fact that $\sigma^{\prime \prime}$ is the number of variables in scope for $\sigma$. Therefore we have to. redefine $\sigma^{2}$ and $\sigma^{\prime \prime}$ :

$$
\begin{aligned}
\sigma^{\prime}= & \text { (number of formal parameters of the smallest procedure } \\
& \text { declaration enclosing } \sigma \text { ), }
\end{aligned}
$$

and

$$
\begin{aligned}
\sigma^{\prime \prime}= & 1+\sigma^{\prime}+(\text { number of local variables declared in blocks, } \\
& \text { within this procedure declaration, enclosing } \sigma \text { ). }
\end{aligned}
$$

If $\sigma$ is not enclosed by a procedure declaration, $\sigma^{\prime}$ is the number of input variables and $\sigma^{\prime \prime}=\sigma^{\prime}+$ (number of local variables declared in blocks enclosing $\sigma$ ).

The modifications of the definitional axioms are then quite simple. Let $\sigma$ be the block

## begin

$\underline{\operatorname{dec} I} X_{B_{1}}, \ldots, X_{B_{j}} ;$
procedure
$\sigma_{0}$
$\vdots$
$\sigma_{1}$
end
i.e., $\sigma_{0}$ is the first statement and $\sigma_{1}$ (i.e., null) is the last statement, and let the successor of $\sigma$ be $\sigma_{2}$. We simply define the successor of $\sigma_{1}$ to be $\sigma_{2}$, and associate with $\sigma$ the axiom

$$
W_{\sigma}:-\phi_{\sigma}\left(y_{1}, \ldots, y_{\sigma^{\prime}}, x_{1} \ldots x_{\sigma^{\prime \prime}}\right) \supset \phi_{\sigma_{0}}(y_{1} \ldots y_{\sigma}, x_{1}, \ldots, x_{\sigma^{\prime}}, \beta, \ldots, \underbrace{}_{j \text { times }})
$$

(Note that $\sigma_{0}^{\prime \prime}=\sigma^{\prime \prime}+j$, by definition)
For any statement $\sigma_{i}$ in $\sigma$ which causes execution to leave $\sigma$ (i.e., $\sigma_{i}$ is $\sigma_{1}$ or is a jump statement), the axiom $W_{\sigma_{i}}$ will show that the values of the $j$ local variables are lost on leaving $\sigma$. This is because for the statement $\sigma_{j}$ that is reached, $\sigma_{j}^{\prime \prime}$ is at least $j$ less than $\sigma_{i}^{\prime \prime}$, and it is the rightmost argument values (corresponding to the local variables) that are dropped.
e.g. for the following fragment of a program
procedure $\mathrm{F}_{1}\left(\mathrm{X}_{2}\right)$; begin
decl $X_{3}$;

some of the axioms are as follows:

$$
\begin{gathered}
\mathrm{w}_{\sigma_{2}}:-\phi_{\sigma_{2}}\left(y_{1}, x_{1}, x_{2}, x_{3}, x_{4}\right) \supset \\
\\
\phi_{\sigma_{3}}\left(y_{1}, x_{1}, x_{2}, x_{3}, x_{4}, \beta\right) \\
W_{\sigma_{4}}:-\quad \phi_{\sigma_{4}}\left(y_{1}, x_{1}, x_{2}, x_{3}, x_{4}, x_{5}\right) \supset \\
\\
\phi_{\sigma_{8}}\left(y_{1}, x_{1}, x_{2}, x_{3}, x_{4}\right)
\end{gathered}
$$

$$
W_{\sigma_{5}}:-\phi_{\sigma_{5}}\left(y_{1}, x_{1}, x_{2}, x_{3}, x_{4}, x_{5}\right) \supset
$$

$$
\phi_{\sigma_{1}}\left(y_{1}, x_{1}, x_{2}, x_{3}\right)
$$

$$
w_{\sigma_{6}}:-\phi_{\sigma_{6}}\left(y_{1}, x_{1}, x_{2}, x_{3}, x_{4}, x_{5}\right) \supset
$$

$$
\phi_{\sigma_{7}}\left(y_{1}, x_{1}, x_{2}, x_{3}, x_{4}\right)
$$

(The procedure name $\mathrm{F}_{\mathcal{I}}$ corresponds to $x_{1}$.)
$\sigma_{7}-\cdots-\cdots$ K:
:
$\sigma_{8} \cdots \cdots \cdots$ M:
null
end
null
end

## 5. iSide-effects'

We allow statements in procedure bodies to use non-local variables, i.e., the variables declared in blocks enclosing the procedure declaration, and the formal parameter and procedure names of other procedure declarations that enclose the one in question.

This means that a procedure $F_{i}$ is a function not just of $n_{i}$ arguments, but of $n_{i}+g_{j}$ arguments, where $g_{i}$ is the number of non-local, or ${ }^{\prime}$ global', variables to which $F_{i}$ has access. For any $F_{i}$, $g_{i}$ is a fixed number, namely the number of input variables plus the number of variables and formal parameters (and procedure names) in blocks and procedure declarations enclosing the declaration of $F_{i}$. In fact there is a mapping of these $g_{i}$ global variables into the integers $I$ to $g_{i}$ according to the order of their first occurrences in parameter lists and variable declarations. A given variable is mapped into the SAME number by the appropriate orderings for all the procedures that have this variable as a global. That is, we can assign each variable and procedure name a number, and whenever this variable or procedure name is a global of a procedure, its position in the ordering of globals is just this number.

The effect of $F_{i}$ is no longer limited to returning a single value, but it may now change any of the $g_{i}$ global variables.

We must therefore adjust the number of argument places of the predicate symbols $q_{F_{i}}$ and $Q_{F_{i}}$ which have to describe the effect of $\mathrm{F}_{\mathrm{i}} ; \mathrm{q}_{\mathrm{F}_{i}}$ becomes $\mathrm{g}_{\mathrm{i}}+\mathrm{n}_{\mathrm{i}}$-ary and $\mathrm{Q}_{\mathrm{F}_{i}}$ becomes $g_{i}+n_{i}+g_{i}+I-a r y$.

For $\phi_{\sigma}$ we redefine. $\sigma^{\prime}$ and $\sigma^{\prime \prime}$. If the smallest procedure declaration enclosing $\sigma$ is that of $F_{i}$, then we put $\sigma^{\prime}=g_{i}+n_{i}$. Then, as before, $\sigma^{\prime \prime}=1+\sigma^{\prime}+($ number of variables declared in blocks containing $\sigma$, contained in the declaration of $F_{i}$ ). If there is no such procedure declaration enclosing $\sigma$, then $\sigma^{\prime}$ and $\sigma^{\prime \prime}$ are not altered. In both cases $\phi_{\sigma}$ is $\sigma^{\prime}+\sigma^{\prime \prime}$-ary This definition of $\sigma^{\prime \prime}$ ensures that the number of variables that can appear in $\sigma$ is $\sigma^{\prime \prime}$, and the order of appearance of these variables in parameter lists and declarations maps them into the integers $I$ to $\sigma^{\prime \prime}$. The modifications to $W_{p}\left(k, Q_{p}\right)$ to deal with side effects are as follows:
a) The axioms $W_{\sigma}$ are defined exactly as before (using the new definitions of $\sigma^{\prime}$ and $\sigma^{\prime \prime}$ ) except for statements that include procedure symbols (procedure calls). The method of construction of $W_{\sigma}$ for these latter statements can easily be inferred from the following example, which was used previously in the original specification of $W_{\sigma}$ :

$$
\sigma:-X_{j}:=f_{1}\left(F_{1}\left(F_{2}\left(X_{i}\right), F_{2}\left(X_{j}\right)\right), F_{2}\left(X_{k}\right)\right)
$$

Note that both $\mathrm{g}_{1}$ and $\mathrm{g}_{2}$ (for $\mathrm{F}_{1}$ and $\mathrm{F}_{2}$ ) must be less than or equal to $\sigma^{\prime \prime}$ because of the scope rules. We assume $j>g_{1}>g_{2}$.

$$
\begin{aligned}
& W_{\sigma}:-\phi_{\sigma}\left(\mathrm{y}_{\mathrm{l}}, \ldots \mathrm{y}_{\sigma}, \mathrm{x}_{\mathrm{l}}, \ldots, \mathrm{x}_{\sigma}\right) \supset \\
& \left\{\mathrm{F}_{\mathrm{F}_{2}}\left(\mathrm{x}_{1}, \ldots, \mathrm{x}_{\mathrm{g}_{2}}, \mathrm{x}_{\mathrm{i}}\right) \wedge\right. \\
& {\left[Q_{F_{2}}\left(x_{1} \ldots x_{g_{2}}, x_{i}, v_{11}, \ldots, v_{I g_{2}}, z_{1}\right) \supset\right.} \\
& \left\{q_{\mathrm{F}_{2}}\left(\mathrm{v}_{11}, \ldots, \mathrm{v}_{1 \mathrm{~g}_{2}}, \mathrm{x}_{\mathrm{j}}\right) \wedge\right. \\
& {\left[\mathrm{Q}_{\mathrm{F}_{2}}\left(\mathrm{v}_{11}, \ldots, \mathrm{v}_{1 \mathrm{~g}_{2}}, \mathrm{x}_{\mathrm{j}}, \mathrm{v}_{21}, \ldots, \mathrm{v}_{2 \mathrm{~g}_{2}}, \mathrm{z}_{2}\right) \supset\right.} \\
& \left\{\mathrm{q}_{\mathrm{F}_{1}}\left(\mathrm{v}_{21}, \cdots, \mathrm{v}_{2 \mathrm{~g}_{2}}, \mathrm{x}_{\mathrm{g}_{2}+1} \cdots \mathrm{x}_{\mathrm{g}_{1}}, \mathrm{z}_{1}, \mathrm{z}_{2}\right) \wedge\right. \\
& {\left[Q_{\mathrm{F}_{1}}\left(\mathrm{v}_{21}, \ldots, \mathrm{v}_{2 \mathrm{~g}_{2}}, \mathrm{x}_{\mathrm{g}_{2}+1} \ldots \mathrm{x}_{\mathrm{g}_{1}}, \mathrm{z}_{1}, \mathrm{z}_{2}, \mathrm{v}_{31}, \ldots, \mathrm{v}_{3 \mathrm{~g}_{1}}, \mathrm{z}_{3}\right) \supset\right.} \\
& \left\{\mathrm{q}_{\mathrm{F}_{2}}\left(\mathrm{v}_{3 i}, \ldots, \mathrm{v}_{3 \mathrm{~g}_{2}}, \mathrm{x}_{\mathrm{k}}\right) \wedge\right. \\
& {\left[Q_{F_{2}}\left(v_{31}, \cdots, v_{3 g_{2}}, x_{k}, v_{41} \cdots v_{4 g_{2}}, z_{4}\right) \supset\right.} \\
& \phi_{\sigma_{2}}\left(y_{1}, \ldots, y_{\sigma_{2}^{\prime}}, v_{41}, \ldots, v_{4 g_{2}}, v_{3 g_{2}+1} \cdots v_{3 g_{1}}, x_{g_{1}+1}, \ldots\right. \\
& \left.\left.\left.\left.\left.\left.\left.\left.\left.x_{j-1}, f_{1}\left(z_{3}, x_{4}\right), \ldots, x_{\sigma_{2}^{i j}}\right)\right]\right\}\right]\right\}\right]\right\}\right]\right\} .
\end{aligned}
$$

The construction is lengthy but the ideas behind it are quite simple.
b) The construction of $W_{P}$ is unaffected.
c) The construction of $W_{F_{i}}$ is as follows: if $\sigma_{0}$ is the first statement on the body of $F_{i}$, and $\sigma_{1}$ (i.e., null) is the last statement, then

$$
\begin{aligned}
& W_{F_{i}}:-\left\{q_{F_{i}}\left(y_{I} \cdots y_{g_{i}+n_{i}}\right) \supset\right. \\
& \phi_{\sigma_{0}}\left(y_{1} \cdots y_{g_{i}+n_{i}}, y_{y_{1}} \cdots y_{g_{i}}, \beta, y_{g_{i}+1} \cdots y_{g_{i}+n_{i}}, \beta \cdots \beta\right) \text {, } \\
& \left.\phi_{\sigma_{1}}\left(y_{1} \cdots y_{\sigma_{i}^{\prime}}, x_{i} \cdots x_{\sigma_{1}^{\prime \prime}}\right) \supset Q_{F_{i}}\left(y_{1} \cdots y_{g_{i}+n_{i}}, x_{i} \cdots x_{g_{i}+i}\right)\right\} . \\
& \text { (Note that } g_{i}+n_{i}=\sigma_{0}^{\prime}=\sigma_{i}^{\prime} . \text { ) }
\end{aligned}
$$

The reason why this construction of $\mathrm{W}_{\mathrm{i}}$ works is that if a statement calls a procedure $F_{i}$, then the $g_{i}$ global of $F_{i}$
are exactly the first $g_{i}$ variables for the statement in question (by the property of the ordering, mentioned previously).

## 6. Non-type procedures

We can now allow, as types of statement, procedures which do not return values. The effect of these 'non-type procedures' is purely' on their global variables. The differences in programs are
i) We distinguish between the declarations of the two types of procedure by calling the non-type procedures routines. A routine declaration is simply

$$
\begin{gathered}
\text { routine } R_{i}\left(X_{\beta_{1}} \ldots X_{\beta_{n_{i}}}\right) ; \\
\langle b l o c k\rangle ;
\end{gathered}
$$

ii) In the body of a routine declaration, the name of the routine cannot be used like a variable. (This will require slight, but trivial, modifications of the definition of $g_{i}$.)
iii) Routines are called by statements of the form

$$
R_{i}\left(\tau_{1} \cdots \tau_{n_{i}}\right) \text {, where } \tau_{1} \ldots \tau_{n_{i}} \text { are expressions. }
$$

The modifications of the axioms are minor. As mentioned already, a slight but obvious modification is needed in the definition of $g_{i}$, so that routine names are not counted as variables in the way the procedure names are. Apart from this we need only consider the routine statements themselves and the routine declarations:
a) We shall consider only a very elementary routine statement. The treatment when more complicated expressions are included is similar
(but more complicated).

$$
\begin{aligned}
& \sigma:-R_{i}\left(X_{\alpha_{1}} \ldots X_{\alpha_{i}}\right) \quad \text { and the successor of } \sigma \text { is } \sigma_{2} \\
& W_{\sigma}:-\phi_{\sigma}\left(y_{1}, \ldots y_{\sigma}, x_{1} \ldots x_{\sigma^{\prime \prime}}\right) \supset \\
& \left\{q_{R_{i}}\left(x_{1} \cdots x_{g_{i}}, x_{\alpha_{1}} \cdots x_{\alpha_{n_{i}}}\right) \wedge\right. \\
& {\left[Q_{R_{i}}\left(x_{1} \ldots x_{g_{i}}, x_{\alpha_{1}} \ldots x_{\alpha_{n_{i}}}, v_{I} \cdots v_{g_{i}}\right) \supset\right.} \\
& \left.\left.\phi_{\sigma_{2}}\left(y_{1} \cdots y_{\sigma_{2}}, v_{1}, \cdots v_{g_{i}}, x_{g_{i}+1}, \ldots, x_{\sigma_{2}^{\prime \prime}}\right)\right]\right\} \text {. }
\end{aligned}
$$

b) If $\sigma_{0}$ and $\sigma_{1}$ are the first and last statements in the body of $R_{i}$ then

$$
\begin{aligned}
W_{R_{i}}:- & \left\{q_{R_{i}}\left(y_{1} \cdots y_{g_{i}+n_{i}}\right) \supset\right. \\
& \phi_{\sigma_{0}}\left(y_{1} \cdots y_{g_{i}+n_{i}}, y_{1} \cdots y_{g_{i}+n_{i}}, \beta \cdots \beta\right), \\
& \left.\phi_{\sigma_{1}}\left(y_{1} \ldots y_{\sigma_{1}}, x_{1} \cdots x_{\sigma_{1}^{\prime \prime}}\right) \supset Q_{R_{i}}\left(y_{1} \cdots y_{g_{i}+n_{i}}, x_{1} \ldots x_{g_{i}}\right)\right\} \quad .
\end{aligned}
$$

## 7. Data Types

The addition of data types to the language is more than a simple modification of the computing system; it implies a partition of the data space $|0|$, and the existence of certain 'type-conversion' functions which do not appear explicitly in programs. We will therefore start by considering $\&$.
d is suitable for basing a multi-typed language on if there are
i) special subsets $A_{1}, A_{2}, \ldots$ of $|v|$, possibly infinite in number, and not necessarily disjoint. Equivalently there are unary
relations $\pi_{1}, \pi_{2}, \ldots$ on $|\vartheta|$ characterizing these subsets; and they correspond to unary predicate symbols in the basis of $\vartheta$ which we shall denote by $\quad T_{1}, T_{2} \ldots$.
ii) for each subset $A_{i}$, a function $\psi_{i}:|\vartheta| \rightarrow A_{i}$, such that for all $\xi \in A_{i}, \Psi_{i}(\xi)=\xi$. The corresponding function symbol in the basis of $\vartheta$ we shall denote by $h_{i}$.
iii) a special element from each subset $A_{i}$, corresponding to a constant symbol in the basis of $Q$ which we shall denote by $\beta_{i}$.

This means that $\ell$ is a model of the following axioms:

$$
\begin{aligned}
& T_{i}\left(h_{i}(x)\right) \\
& T_{i}(x) \supset h_{i}(x)=x \\
& T_{i}\left(\beta_{i}\right)
\end{aligned}
$$

for all $i$ such that $A_{i} \subseteq|\theta|$.
The sets $A_{i}$ will be identified with the various types of data manipulated by programs, e.g. integer, real, complex, etc. The special element from each set is the initial value assigned to variables of the corresponding type, and the function $\psi_{i}$ is a type-conversion function. The latter will be applied during execution of programs to ensure that variables of a given type only get assigned values of that type, and that procedures get called only with appropriate types of arguments.

Other type conversions during the evaluation of expressions will occur automatically because the functions corresponding to function symbols in programs must be total on $|\vartheta|$. For example, if the subset
$A_{\mathrm{N}}$ of $|\ell|$ consists of the integers, the function corresponding to the function symbol + may perform addition on $A_{N}$, but must also be defined for arguments of other types. Hence in specifying its operation for other types of arguments we can introduce any type conversion rules we wish. We have therefore shifted the bulk of the type conversion into specification of $d$, and need not consider it further.

The changes made in programs by the addition of types is as follows:
i) When variables are declared, their type must be specified. This is done using the predicate symbols $T_{i}$, by replacing declarations of the form
decl $X, Y, Z ;$
by, for example.

$$
\begin{aligned}
& \mathrm{T}_{1} \mathrm{X} ; \\
& \mathrm{T}_{4} \mathrm{Y}, \mathrm{Z} ;
\end{aligned}
$$

ii) The types of formal parameters and input variables must be declared similarly, and the type of result a procedure returns must be specified. e.g.
a) instead of

$$
\text { procedure } F_{i}\left(X_{1}, X_{2}, X_{3}\right) ;
$$

we might have
$\mathrm{T}_{3}$ procedure $\mathrm{F}_{\mathrm{i}}\left(\mathrm{T}_{4} \mathrm{X}_{1}, \mathrm{~T}_{2} \mathrm{X}_{2}, \mathrm{X}_{3}\right)$
b) instead of program $P\left(X_{3}, X_{5}, X_{1}\right) ;$
we might have

$$
\text { program } P\left(T_{1} X_{3}, T_{3} X_{5}, T_{4} X_{1}\right) ;
$$

and c) instead of

$$
\text { routine } R_{i}\left(X_{1}, X_{2}, X_{10}\right) ;
$$

we might have

$$
\text { procedure } R_{i}\left(T_{1} X_{1}, T_{4} X_{2}, T_{3} X_{10}\right) ;
$$

(i.e., to conform with Algol notation we revert to using the word procedure for routines, now that the declarations indicate no value is returned.)

If $T_{1}, T_{2}, \ldots$ are in fact ${ }^{\text {'integer', }}$ 'real'.. . the similarity to Algol is apparent.

The modifications of the axioms $\hat{W}_{P}$ are again very simple.
The axioms for a given program are almost those that would be produced if the program were changed slightly as follows.
i) Assignment statement

$$
X_{j}:=\tau
$$

where $X_{j}$ is declared of type $T_{i}$, is changed to

$$
X_{j}:=h_{i}(\tau)
$$

ii) Procedure or routine call

$$
F_{i}\left(\tau_{I} \ldots \tau_{n_{i}}\right)
$$

where the formal parameters of $F_{i}$ are declared of types $T_{\alpha_{1}}, \ldots, T_{\alpha_{n_{i}}}$, is changed to

$$
F_{i}\left(h_{\alpha_{1}}\left(\tau_{1}\right), \ldots, h_{\alpha_{n_{i}}}\left(\tau_{n_{i}}\right)\right)
$$

The only other modifications of the axioms involves assigning the correct types of initial values.

```
e.g. for
```



```
begin
```

$$
\begin{aligned}
& \mathrm{T}_{1} X_{4}, X_{5} ; \\
& \mathrm{T}_{2} X_{6} ; \\
& \sigma_{0} ; \\
& \vdots \\
& n^{n} 11
\end{aligned}
$$

end
$W_{F_{i}}$ includes the axiom

$$
\begin{aligned}
& \mathrm{q}_{\mathrm{F}_{i}}\left(\mathrm{y}_{1}, \ldots, \mathrm{y}_{\mathrm{g}_{i}+\mathrm{n}_{i}}\right) \supset \\
& \quad \phi_{\sigma_{0}}\left(\mathrm{y}_{1}, \ldots, \mathrm{y}_{\mathrm{g}_{i}+n_{i}}, \mathrm{y}_{1}, \ldots, \mathrm{y}_{\mathrm{g}_{i}}, \beta_{3}, \mathrm{y}_{\mathrm{g}_{i}+1}, \ldots \mathrm{y}_{\mathrm{g}_{i}+n_{i}}, \beta_{1}, \beta_{1}, \beta_{2}\right),
\end{aligned}
$$

and similarly for routines and blocks.
8. Boolean Procedures

In our treatment of data types we have been completely general, and assumed no properties of the types of data considered. However, there are some type of data which influence the syntax of programs, for example, 'boolean' data. Boolean variables are considered to hold 'truth values', and it is desirable to allow statements of the form

$$
\dot{x}_{i}:=\pi
$$

where $X_{i}$ is a boolean variable and $\pi$ is a propositional expression.

Using such variables it is possible to declare procedures returning values of type 'boolean', and it is desirable to allow such boolean procedures to be used in place of predicates in propositional expressions. Clearly the values of boolean variables are not really truth and falsity, but some values that can be interpreted as truth and falsity. Therefore if $|v|$ includes a set of boolean values, e.g. $A_{0}$, then there is a special relation $X$ characterizing the 'true' elements of $A_{0}$. The predicate symbol corresponding to this relation we shall denote by G. We shall also assume two special elements of $A_{0}$, corresponding to constants $\mathcal{I}$ and $\mathscr{F}$, only the first of which satisfies $X$. That is, $\&$ satisfies the axiom

$$
T_{0}(\mathcal{T}) \wedge T_{0}(\mathscr{F}) \wedge G(\mathcal{T}) \wedge \neg G(\mathscr{F})
$$

If there is such a data type in $\vartheta$, then we can use boolean variables and boolean procedures in the way mentioned, and also use the constants I and $\mathscr{F}$ and any boolean variable as propositional expressions (in assignments to boolean variables, and in other propositional expressions). The axioms $\hat{W}_{P}$ are then exactly as they would be if the program were changed as follows.
i) Wherever an expression $\tau$ is used where a propositional expression is appropriate (using the original definitions of expressions and propositional expressions) $\tau$ is replaced by $G(\tau)$.
ii) Wherever a propositional expression $\pi$ is used where an expression is appropriate, $\pi$ is replaced by if $\pi$ then $\mathcal{T}$ else $\mathcal{F}$.

The program then conforms with the original syntax, and $\hat{W}_{P}$ can be constructed.

## 9. Arrays

Another type of data that influences the syntax of programs is arrays. If a program. contains a variable $X_{i}$ whose value is an n-dimensional array, then we would like to allow expressions of the form $X_{i}\left[\tau_{1}, \ldots, \tau_{n}\right]$, and statements of the form

$$
X_{i}\left[\tau_{1}, \ldots, \tau_{n}\right]:=\tau_{n+1}
$$

where $\tau_{1} \cdots \tau_{n+1}$ are expressions. We shall allow such expressions and statements by showing that they are simply shorthand forms of other expressions and statements of types we have already considered.

The axioms $\hat{W}_{P}$ are then constructed from the program with these other expressions and statements replacing the array constructions.

To represent these constructions as normal expressions and statements we require the arrays to be objects defined as follows.

We consider an n-dimensional array to be a family of data objects indexed by certain $n$-tuples of other objects (for generality we do not assume the index-objects are integers). The simplest situation is where the elements of the $n$-tuples are independent, i.e., the index set is the cartesian product of $n$ sets of data objects. Only this situation will be considered here. Thus an n-dimensional array $\Xi_{\mathrm{h}}$ with index set $B_{1} \times B_{2} \times \ldots \times B_{n}$ consists of a family of objects $\left\{\xi_{b_{\alpha_{1}}}, b_{\alpha_{2}} \ldots b_{\alpha_{n}}\right\}$, $b_{\alpha_{i}} \in B_{i}, \quad i=1 \ldots n$.

In normal Algol programs, $B_{1} \cdots B_{n}$ are finite sets (of integers) that are determined during the computation of the program (prior to allocation of the array variable). If subsequently there is an attempt to use an index not from $B_{1} \times \ldots \times B_{n}$ then either the program fails, e.g. for exceeding array bounds, or perhaps some conversion is made to
give an index within bounds, e.g. when a real number is used as an index. If we wish to keep $B_{1} \ldots B_{n}$ as general sets of data objects, it is difficult to incorporate the feature of array bounds into the language, and even harder to give a logical definition.

We are therefore going to assume that the sets $B_{1} \ldots B_{n}$ are sets of data types, e.g. $A_{\gamma_{I}} \ldots A_{\gamma_{n}}$. Then if there is an attempt to use an index not from $A_{\gamma_{1}} \times A_{\gamma_{2}} \times \ldots \times A_{\gamma_{n}}$, it is converted by using the functions $\psi_{\gamma_{1}} \cdots \psi_{\gamma_{n}} \cdots$ Then, for example, an integer-index array has no bounds on the integers that can be used as indices.

We are also going to assume that all the objects in a given array are of one type. An array variable declaration is therefore of the form

$$
T_{i} \text { array } X_{I}\left[T_{k}, T_{h}, T_{g}\right]
$$

indicating the variable $X_{I}$ is to take as values families of objects from $A_{i}$, and all the families will have index set $A_{k} \times A_{h} \times A_{g}$.

Since arrays are data objects, we might consider the set of all arrays to form a data type $A_{\alpha}$, with predicate symbol $T_{\alpha}$. But then $T_{\alpha}$ could be used in array declarations, e.g. $\mathrm{T}_{i}$ erray $\mathrm{X}_{2}\left[\mathrm{~T}_{\alpha}\right]$,
so that one index of $X_{2}$ would be $X_{2}$ itself. Such circularity will lead to paradoxes. It can be removed by letting there be many types of array. For instance, the type of $X_{I}$ above we could denote by $T_{(k, h, g, i)}$ - This type could then be used in other array declarations, and no circularity would result.

$$
\text { e.g. } \underline{(1, j)}^{\text {array }} X_{3}\left[T_{j}, T_{(k, h, g, i)}\right],
$$

$X_{3}$ would be of type $\left.T_{(j,}(k, h, g, i),(i, j)\right)$, namely a two-dimensional array
(of one-dimensional arrays) indexed by elements of $A_{j}$ and by threedimensional arrays of elements of $A_{i}$, indexed by elements of $A_{k}$, $A_{h}$ and $A_{g}$.

Such objects are difficult to implement or understand */ and in practice we would restrict ourselves to simple arrays, neither indexed by nor containing other arrays. However, we shall continue for a while to consider the general case.

For array objects to be used in programs as the values of array variables, \& must contain two functions

$$
\left.{ }^{K}\left(\gamma_{I} \ldots \gamma_{i}\right): A_{\gamma_{I}} \times \cdots \times A_{\gamma_{i-1}} \times A_{\left(\gamma_{I}\right.} \ldots \gamma_{i}\right) \rightarrow A_{\gamma_{i}}
$$

and

$$
\left.\left.\alpha_{\left(\gamma_{I} \ldots \gamma_{i}\right)}: A_{\gamma_{I}} \times \cdots \times A_{\gamma_{i}} \times A_{\left(\gamma_{I}\right.} \ldots \gamma_{i}\right) \rightarrow A_{\left(\gamma_{I}\right.} \ldots \gamma_{i}\right)
$$

for each set $A_{\left(\gamma_{I} \ldots \gamma_{i}\right)}$, corresponding to function symbols ${ }^{c}\left(\gamma_{I} \ldots \gamma_{i}\right)$ and ${ }^{a}\left(\gamma_{1} \ldots \gamma_{i}\right)$.

These functions are defined as follows: for $b_{j} \in A_{\gamma_{j}}$, $j=1 \ldots i$, and ${ }^{\Xi} \in A\left(\gamma_{1} \ldots \gamma_{i}\right)$

$$
\kappa_{\left(\gamma_{I}, \ldots \gamma_{i}\right)}\left(b_{I}, \ldots, b_{i-1}, \Xi^{\prime}\right)=\Xi_{b_{I}} \ldots b_{i-I}
$$

(i.e., the element of $\Xi$ indexed by $\left(b_{1}, \ldots, b_{i-1}\right)$ ) and

$$
\cdot \alpha_{\left(\gamma_{1} \ldots \gamma_{i}\right)}{ }^{\left(b_{1}, \ldots, b_{i}, \dot{\Xi}\right)=}=
$$

*/ although the type hierarchy of arrays is intriguingly similar to the type hierarchy of computable functions of Scott [ ], especially considering arrays as functions from index sets into elements of the arrays.
where $\Xi$ is the family of objects (in $A_{\gamma_{i}}$ ) identical to $\Xi$ except that element $E_{b_{I}} \ldots b_{i-I}$ is $b_{i}$.

These are McCarthy's [I2] state-vector functions, generalized to an arbitrary number of dimensions of indices of arbitrary type. Using these functions we can clearly express the constructs

$$
X_{j}\left[\tau_{I} \ldots \tau_{n}\right]
$$

and

$$
X_{j}\left[\tau_{1} \cdots \tau_{n}\right]:=\tau_{n+1}
$$

as follows. For array variable $X_{j}$, declared of type $T_{\left(\gamma_{1}, \cdots \gamma_{n+1}\right)}$,

$$
x_{j}\left[\tau_{I} \ldots \tau_{n}\right]
$$

in some expression is shorthand for

$$
c_{\left(\gamma_{I}, \ldots \gamma_{n+I}\right)}\left(h_{\gamma_{I}}\left(\tau_{I}\right), \ldots, h_{\gamma_{n}}\left(\tau_{n}\right), x_{j}\right)
$$

and statement

$$
x_{j}\left[\tau_{I}, \ldots, \tau_{n}\right]:=\tau_{n+I}
$$

is shorthand for

Hence for any program $P$ we can construct $\hat{W}_{P}$ using these function symbols $c^{c}\left(\gamma_{1} \ldots \gamma_{i}\right)$ and ${ }^{a}\left(\gamma_{1} \ldots \gamma_{i}\right)$.

Once again we have defined a construct in the language by shifting most of the task into the specification of $\vartheta$. Now if $\theta$ has certain simple properties, and programs are restricted in certain ways it is possible to give complete axioms $\Gamma$ for the $\alpha_{\left(\gamma_{I} \ldots \gamma_{i}\right)}$ and $\kappa_{\left(\gamma_{I} \ldots \gamma_{i}\right)}$ functions, so that the task of specifying $q$ simply involves finding a model of these axioms $\Gamma$. Better still, if $\theta_{0}$ is $\ell$ restricted to the non-array data types, then we can $v_{0}$-relatively deduce from
$W_{P}\left(k, Q_{P}\right), \Gamma$ exactly the situations we can $\ell-r e l a t i v e l y$ deduce from $W_{P}\left(k, Q_{P}\right)$. So adding arrays to the language based on $d_{0}$ simply means that $\Gamma$ is added to the logical definition, and programs are converted to use the ${ }^{c} \gamma_{1} \ldots \gamma_{i}$ and ${ }^{a} \gamma_{1} \ldots \gamma_{i}$ functions explicitly.

The restrictions on $\&$ are:
i) The family of objects in $A_{\gamma_{i}}$, comprising the initial value ${ }^{\beta}\left(\gamma_{1} \ldots \gamma_{i}\right)$ of array variables of type ${ }^{T}\left(\gamma_{1} \ldots \gamma_{i}\right)$, has all its elements equal to $\beta_{\gamma_{i}}$.
ii) The objects denoted by the constant symbols $b_{1} \ldots$ cannot be arrays.
iii) The only functions in $\&$ mapping into arrays are the type change functions $\psi_{\left(\gamma_{1} \ldots \gamma_{i}\right)}$ and the functions $\alpha_{\left(\gamma_{1} \ldots \gamma_{i}\right)}$ and ${ }^{k}\left(\gamma_{1} \cdots \gamma_{i}\right) \cdot$

The restrictions ii) and iii) on $\&$ imply that the only expressions in programs that can have arrays as values are
a) $X_{j}$ where $X_{j}$ is an array variable,
b) $F_{i}\left(\tau_{I} \ldots \tau_{n_{i}}\right)$ where $F_{i}$ is an array procedure,
and c) $X_{k}\left[\tau_{I} \ldots \tau_{n}\right]$ where $X_{k}$ is an array array; and in all cases the type of array produced is known from the declarations. It is therefore possible to require the following restrictions on programs:
iv) In expressions of the form

$$
f_{i}\left(\tau_{I} \cdots \tau_{n}\right)
$$

none of the expressions $\tau_{1} \ldots \tau_{n}$ are array valued.
v) In expressions of the form

$$
F_{i}\left(\tau_{1} \ldots \tau_{n_{i}}\right)
$$

the $j$-th formal parameter of $F_{i}$ is declared to be an array of a certain type if and oniy if the expression ${ }^{\tau}{ }_{j}$ has as value an array of this type.
vi) In statements of the form

$$
X_{j}:=\tau
$$

$\tau$ is an expression whose value is an array of a certain type if and only if $X_{j}$ is declared to be an array variable of this type.
vii) No array variable can be declared to have arrays as either indices or elements, i.e., no higher type arrays.
viii) Input variables cannot be arrays.
ix) No predicate symbol in a program is applied to an expression that has an array as value.

These restrictions ensure that in the computations of programs, no type-conversion is performed from or into arrays. Therefore the functions $h_{\left(\gamma_{1} \ldots \gamma_{i}\right)}$ need not be introduced when constructing $\hat{W}_{\sigma}$. Then, in the symbolic computation performed by $d_{k}^{\xi}$-relative deduction from $W_{P}\left(k, Q_{P}\right)$, the terms representing array and non-array data objects will be of certain forms, as defined below.

A simple-type term is one of the following forms
i) $\left.\begin{array}{l}b_{i} \\ \beta_{i}\end{array}\right\}$ simple type constants
ii) $k_{i}$ input value
iii) $\begin{aligned} & f_{i}\left(\tau_{I} \ldots \tau_{n}\right) \\ & h_{i}\left(\tau_{I} \ldots \tau_{n}\right)\end{aligned}$ where $\tau_{I} \ldots \tau_{n}$ are simple-type terms.
iv) ${ }^{c}\left(\gamma_{1} \ldots \gamma_{i}\right){ }^{\left(h_{\gamma_{1}}\left(\tau_{1}\right), \ldots, h_{\gamma_{i-1}}\left(\tau_{i-1}\right), \tau\right)}$
where $\tau_{1} \ldots \tau_{i-1}$ are simple-type terms and ' $\tau$ is a $\left.{ }^{T}\left(\gamma_{1} \ldots \gamma_{i}\right)\right)^{\text {-term }}$.

Simple-type terms denote non-array objects. A simple-type term that does not contain ${ }^{c}\left(\gamma_{1} \cdots \gamma_{i}\right)$ symbols is called a non-array term.

A $\mathrm{T}_{\left(\gamma_{1} \cdots \gamma_{i}\right)}$-term is one of the following forms:
i) ${ }^{\beta}\left(\gamma_{I} \ldots \gamma_{i}\right)$ array type constant
ii) $\left.{ }^{a}\left(\gamma_{I} \ldots \gamma_{i}\right){ }^{\left(h_{\gamma_{I}}\right.}\left(\tau_{I}\right), \ldots, h_{\gamma_{i}}\left(\tau_{i}\right), \tau\right)$
where $\tau_{I} \cdots \tau_{i}$ are simple-type terms and $\tau$ is a $T_{( }\left(\gamma_{1} \ldots \gamma_{i}\right)^{\text {-term. }}$

Restriction ix) implies that in $\rho_{k}^{5}$-relative deduction from $W_{P}\left(k, Q_{P}\right)$ we need only know the truth or falsity of predicates applied to simple-type terms. We shall give a set of axioms $\Gamma$ such that for every
 $\tau=\tau$, where $\tau$ : is some non-array term denoting the same value as $\tau$. Since non-array terms are constructed from the basis symbols of $\theta_{0}$ ( $\Omega$ restricted to non-array data objects), then we can deduce all situations from $W_{p}\left(k, \dot{Q}_{P}\right), \Gamma$ relative to $d_{0} \frac{\xi}{k}$.
$\Gamma$ is therefore the required set of axioms describing the addition of arrays to the language based on $d_{0}$.

The axioms $\Gamma$ are: for all $\gamma_{1} \cdots \gamma_{i}$ s.t.
$A_{\gamma_{I}}, \ldots, A_{\gamma_{i}} \subseteq|\vartheta|$,

I: $\quad \tau_{I} \neq \tau_{I}^{i} \vee \ldots V^{\prime} \tau_{i-I} \neq \tau_{i-I}^{i} \supset$

$$
\begin{aligned}
& { }^{c}\left(\gamma_{1} \cdots \gamma_{i}\right){ }^{\left(\tau_{1}, \ldots, \tau_{i-1}, a_{\left(\gamma_{1}\right.} \cdots \gamma_{i}\right)}{ }^{\left.\left(\tau_{1}^{\prime}, \ldots, \tau_{i-1}, \tau_{i}, \tau\right)\right)} \\
& \left.\quad=c_{\left(\gamma_{1}, \ldots \gamma_{i}\right.}\right)\left(\tau_{1}, \ldots, \tau_{i-1}, \tau\right)
\end{aligned}
$$

II:

$$
{ }^{c}\left(\gamma_{I} \cdots \gamma_{i}\right)^{\left.\left.\left(\tau_{I}, \ldots, \tau_{i-1}, a_{\left(\gamma_{I}\right.} \cdots \gamma_{i}\right)^{\left(\tau_{I}\right.}, \ldots, \tau_{i-I}, \tau_{i}, \tau\right)\right)=\tau_{i} .}
$$

III: $\left.{ }^{c}\left(\gamma_{I} \ldots \gamma_{i}\right){ }^{\left(\tau_{1}, \ldots, \tau_{i-1}, \beta^{\beta}\left(\gamma_{I} \ldots \gamma_{i}\right)\right.}\right)=\beta_{\gamma_{i}}$
where $\tau_{1}, \tau_{1}^{\prime}, \tau_{2}, \tau_{2}^{1}, \ldots, \tau_{i}$ are simple-type terms and $\tau$ is a

$$
{ }^{T}\left(\gamma_{I} \ldots \gamma_{i}\right)^{\text {-term }}
$$

These axioms are simply generalizations of those for McCarthy's c and a functions.

It is easy to prove the following property of $\Gamma$ by induction on $\tau$.

Completeness of $\Gamma$ :

For all simple-type terms $\tau$, and non-array terms $\tau^{\prime}$ :

$$
f_{\Gamma}^{\theta_{0}^{k}} \tau=\tau^{\prime} \Leftrightarrow v_{k}^{\xi}(\tau)=v_{o k}^{\xi}\left(\tau^{i}\right)
$$

Hence $\Gamma$ can be used in the desired way to add arrays to structure $v_{0} \cdot$
10. Jumps out of procedure bodies

This final extension of the Simple Language is also the most difficult to incorporate into the logical definition.

We allow the labels in jump statements within procedure bodies to refer to statements in blocks enclosing the procedure declarations. The variables in scope for these latter statements will be included in the globals of the jump statements. In fact, if statement $\sigma$ is the destination of jump statement $\sigma_{1}$, then the variables in scope for $\sigma$ will be exactly the first $\sigma^{\prime \prime}$ of the $\sigma_{1}^{\prime \prime}$ globals of $\sigma_{1}$. Therefore, at first sight, it appears that the formula $W_{\sigma_{1}}$, for the jump statement,

$$
\begin{array}{r}
\text { i.e., } \quad \phi_{\sigma_{1}}\left(y_{1} \cdots y_{\sigma_{1}} ; x_{1} \cdots x_{\sigma_{1}}\right) \supset \\
\\
\phi_{\sigma}\left(y_{1} \ldots y_{\sigma^{\prime}}, x_{1} \cdots x_{\sigma^{\prime \prime}}\right)
\end{array}
$$

will already adequately deal with such jumps out of procedures.
However, variables $y_{1} \cdots y_{\sigma_{1}^{\prime}}$ in the first part of $W_{\sigma_{1}}$ represent the values of the globals and actual parameters when the smallest procedure enclosing $\sigma_{1}$ was last called (we shall call these the 'called-values' of $\sigma_{I}$ ). Since $\sigma$ is not within this procedure, $y_{I} \ldots y_{\sigma}$, do not represent the called values for the subsequent computation of $\sigma$. Therefore $W_{\sigma_{1}}$ does not follow the computation of $\sigma_{I}$ in the required way. Now the called values of a statement do not affect the computation of the statement; they are only used in the logical definition where they are merely passed on from one statement to the next until the computation of the procedure is completed. In a similar way, $W_{\sigma_{1}}$ could be modified to cope with jumps out of procedures if for each statement $\sigma_{i}$ there were
another set of $\sigma_{i}^{\circ}$ values, taken from variable values at previous points in the computation, which we shall call the 'historical-values' of the statement. These values are to be passed on (by the formulae) from statement to statement until some jump statement $\sigma_{1}$ is reached. At this point we would require that the historical values contain the called values of destination $\sigma$. In fact, if the first $\sigma^{\prime}$ of the historical values of $\sigma_{1}$ are the called values of $\sigma$ we might define $W_{\sigma_{1}}$ to be

$$
\phi_{\sigma_{1}}\left(w_{1} \cdots w_{\sigma_{1}}^{o}, y_{1} \cdots y_{\sigma_{1}^{\prime}}, x_{1} \cdots x_{\sigma_{1}^{\prime \prime}}\right) \supset \phi_{\sigma}\left(w_{1} \ldots w_{\sigma}, x_{1} \cdots x_{\sigma}\right)
$$

However, $\sigma$ itself will have $\sigma^{\circ}$ historical values which $W_{\sigma_{1}}$ must supply from the historical values of $\sigma_{1}$. So if
i) the first $\sigma^{\circ}$ historical values of $\sigma_{1}$ are the historical values of $\sigma$, and
ii) the next $\sigma^{\prime}$ historical values are the called values of $\sigma$ we can define $W_{\sigma_{1}}$ to be

$$
\begin{aligned}
& \phi_{\sigma_{1}}\left(\mathrm{w}_{1} \cdots \mathrm{w}_{\sigma_{1}}, \mathrm{y}_{1} \cdots \mathrm{y}_{\sigma_{1}}, \mathrm{x}_{1} \cdots \mathrm{x}_{\sigma_{1}}\right) \supset \\
& \phi_{\sigma}\left(w_{1} \cdots w_{\sigma^{o}}, w_{\sigma^{\circ}+1}, \cdots, w_{\sigma^{\circ}+\sigma^{\prime}}, x_{1} \cdots x_{\sigma \prime \prime}\right) \quad \text {. }
\end{aligned}
$$

In fact it is possible to find historical values with just the properties mentioned.

If the smallest procedure declaration enclosing a statement is for procedure $F_{i}$, then we say that the statement is at the top level of $F_{i}$. We stipulate that all statements at the top level of $F_{i}$ have the same historical values (because we assume that from any such
statement it is possible to get to any of the jump statements that jump out of. $F_{i}$ ).

With each procedure $F_{i}$ we associate the set of statements $\left\{\Sigma_{i}\right\}$ which is the union of
i) The set of all statements outside $F_{i}$ that are the destinations of statements within $F_{i}$.
ii) $\left\{\Sigma_{j}\right\}$ for all procedures $F_{j}$ called within $F_{i}$ that are not declared within $F_{i}$.

Now, if $F_{j}$ is the smallest procedure containing a statement in $\left\{\Sigma_{i}\right\}$, then it immediately follows that the historical and called values of the statements at the top level of $F_{j}$ contain just the historical and called values of statements in $\left\{\Sigma_{i}\right\}$ (any statement in $\left\{\Sigma_{i}\right\}$ outside $F_{j}$ must be in $\left\{\Sigma_{j}\right\}$ ). That is, the historical values of statements at the top level of $F_{i}$ are just the historical and called values of statements at the top level of $F_{j}$, where $F_{j}$ is the smallest procedure containing a statement in $\left\{\Sigma_{i}\right\}$. (This relation between $F_{i}$ and $F_{j}$ will be denoted by $R\left(F_{i}, F_{j}\right)$.)

This is sufficient to specify the number $\sigma^{\circ}$ of historical values for any statement $\sigma$. In addition, it implies that the historical values of $\sigma$ (at the top level of $F_{k}$ ) can be ordered as follows: the historical values of statements at top level of $F_{h}$ (in order) followed by the called values of statements at top level of $F_{h}$,
where $R\left(F_{k}, F_{h}\right)$.
Then if $\sigma_{I}$ is in $\left\{\Sigma_{k}\right\}$, the first $\sigma_{I}^{\circ}$ historical values of $\sigma$ are the historical values of $\sigma_{1}$, and the next $\sigma_{1}$ historical values of $\sigma$ are the called values of $\sigma_{1}$.

This property of the ordering is just what we need to modify the Iogical definition.

We increase the argument places of the various predicate symbols as follows:

For statement $\sigma ; \phi_{\sigma}$ is a $\sigma^{\circ}+\sigma^{\prime}+\sigma^{\prime \prime}$-ary predicate symbol. For procedure $F_{i}$, we define a number $e_{i}$ so that $e_{i}=\sigma^{\circ}$ for any statement $\sigma$ at the top level of $F_{i}$. Then $q_{F_{i}}$ is a $e_{i}+g_{i}+n_{i}$-ary predicate symbol. As before, $Q_{F_{i}}$ is a $g_{i}+n_{i}+g_{i}+I$-ary predicate symbol.

We then modify the formulae $W_{\sigma}$ and $W_{F_{i}}$ as follows:
i) If $\sigma$ is a jump out of a procedure, to statement $\sigma_{1}$, then

$$
\begin{aligned}
& \mathrm{W}_{\sigma}:-\phi_{\sigma}\left(\mathrm{w}_{1} \cdots \mathrm{w}_{\sigma},, \mathrm{y}_{I} \cdots \mathrm{y}_{\sigma}, \mathrm{x}_{I} \cdots \mathrm{x}_{\sigma^{\prime \prime}}\right) \supset \\
& \phi_{\sigma_{1}}\left(w_{1} \cdots w_{\sigma_{1}}^{0}, w_{\sigma_{1}^{0}+1}, \cdots, w_{\sigma_{1}^{0}+\sigma_{1}^{\prime}}, x_{1} \cdots x_{\sigma_{1}^{\prime \prime}}\right) \quad .
\end{aligned}
$$

ii) For other statements, $W_{\sigma}$ is modified by
a) adding variable symbols $w_{1} \cdots w_{\sigma_{i}}^{o}$ onto all subformulae of the form

$$
\phi_{\sigma_{i}}\left(t_{1} \cdots t_{\sigma_{i}^{\prime}}, \tau_{1} \cdots \tau_{\sigma_{i}^{\prime \prime}}\right)
$$

giving

$$
\phi_{\sigma_{i}}\left(w_{1} \cdots w_{\sigma_{i}}, t_{1} \cdots t_{\sigma_{i}}, \tau_{I} \cdots \tau_{\sigma_{i}^{\prime \prime}}\right) ;
$$

b) adding to all subformulae of the form

$$
\mathrm{q}_{\mathrm{F}_{j}}\left(\tau_{1} \cdots \tau_{\mathrm{g}_{j}+\mathrm{n}_{j}}\right)
$$

the first $e_{j}$ variable symbols in the list

$$
w_{1} \ldots w_{\sigma} \circ y_{1} \ldots y_{\sigma}
$$

giving either

$$
q_{F_{j}}\left(w_{1} \cdots w_{e_{j}}, \tau_{1} \cdots \tau_{j}+n_{j}\right)
$$

or

$$
q_{F_{j}}\left(w_{I} \cdots w_{\sigma} o, y_{1} \cdots v_{\sigma}, \tau_{I} \cdots \tau_{g_{j}+n_{j}} \quad\right. \text {..) }
$$

iii) If $\sigma_{0}$ and $\sigma_{1}$ (i.e., null) are the first and last statements in $F_{i}$, then

$$
\begin{aligned}
& W_{F_{i}}:-\quad\left\{q_{F_{i}}\left(w_{1} \cdots w_{e_{i}}, y_{1} \cdots y_{g_{i}+n_{i}}\right) \supset\right. \\
& \phi_{\sigma_{0}}\left(w_{1} \cdots w_{\sigma_{0}^{0}}, y_{1} \cdots y_{g_{i}+n_{i}}, y_{1} \cdots y_{g_{i}}, \beta, y_{g_{i}+1}, \ldots, y_{g_{i}+n_{i}}, \beta \ldots ; \beta\right) \text {, } \\
& \phi_{\sigma_{1}}\left(\mathrm{w}_{1} \ldots \mathrm{w}_{\sigma_{1}}, \mathrm{y}_{1} \ldots \mathrm{y}_{\sigma_{1}}, \mathrm{x}_{1} \ldots \mathrm{x}_{\sigma_{1}^{\prime \prime}}\right) \supset \\
& \left.Q_{F_{i}}\left(y_{1} \cdots y_{g_{i}+n_{i}}, x_{1} \cdots x_{g_{i}+1}\right)\right\} \\
& \left(e_{i}=\sigma_{0}^{0}=\sigma_{1}^{0} \text { and } g_{i}+n_{i}=\sigma_{0}^{2}=\sigma_{i}^{\prime} \text {. }\right)
\end{aligned}
$$

The construction of $\hat{W}_{P}$ should become clear from the following example, (for simplicity we have dropped the data types).
*/ If $\sigma$ is at the top level of the smallest procedure enclosing a statement in $\left\{\Sigma_{j}\right\}$ then $e_{j}=\sigma^{\circ}+\sigma^{1}$, otherwise $e_{j} \leq \sigma_{i}^{0}$.
program $P\left(X_{1}, X_{2}, X_{3}\right)$;
begin
decl $X_{4}, X_{5}$;
procedure $F_{6}\left(X_{7}, X_{8}\right)$;

## begin

$$
\text { decl } X_{9} ;
$$

procedure $\mathrm{F}_{10}\left(\mathrm{X}_{11}, \mathrm{X}_{12}\right)$;
begin

$$
\sigma_{I} ;
$$

$$
:
$$

$$
\sigma_{2} \cdots-F_{10}:=F_{6}\left(X_{7}, X_{12}\right)
$$

$$
\sigma_{3} \cdots-\cdots \text { goto } I ;
$$

$$
\sigma_{4} \cdots-\cdots \text { goto } M ;
$$

$$
\sigma_{5} \cdots \cdots n
$$

end;
$\sigma_{6} ;$
$\sigma_{7}-L: F_{6}:=F_{10}\left(x_{4}, x_{3}\right) ;$
$\sigma_{8}-\quad$ goto $N ;$
$\sigma_{9}-\underline{\text { nulI }}$
end;
end

Here

$$
\begin{aligned}
& \left\{\Sigma_{6}\right\}=\left\{\sigma_{11}, \sigma_{12}\right\} \\
& \left\{\Sigma_{10}\right\}=\left\{\sigma_{7}, \sigma_{11}\right\} \cup\left\{\Sigma_{6}\right\}=\left\{\sigma_{7}, \sigma_{11}, \sigma_{12}\right\}
\end{aligned}
$$

Hence

$$
\begin{aligned}
& \sigma_{10}^{0}=\sigma_{11}^{0}=\sigma_{12}^{0}=\sigma_{13}^{0}=0 ; \\
& e_{6}=\sigma_{6}^{0}=\sigma_{7}^{0}=\sigma_{8}^{0}=\sigma_{9}^{0}=3 ; \sigma_{6}^{1}=\sigma_{7}^{\prime}=\sigma_{8}^{1}=\sigma_{9}^{1}=7 \\
& e_{10}=\sigma_{1}^{0}=\sigma_{2}^{0}=\sigma_{3}^{0}=\sigma_{4}^{0}=\sigma_{5}^{0}=3+7=10 .
\end{aligned}
$$

The various formulae are as follows:

$$
\begin{aligned}
& W_{p}:-\left\{q_{P}\left(y_{1}, y_{2}, y_{3}\right) \supset \phi_{\sigma_{10}}\left(y_{1}, y_{2}, y_{3}, y_{1}, y_{2}, y_{3}, \beta, \beta\right)\right. \text {, } \\
& \left.\phi_{\sigma_{13}}\left(y_{1}, y_{2}, y_{3}, x_{1}, \ldots, x_{5}\right) \supset Q_{P}\left(y_{1}, y_{2}, y_{3}, x_{4}, x_{2}\right)\right\} \\
& W_{\sigma_{11}}:-\oint_{\sigma_{11}}\left(y_{1}, y_{2}, y_{3}, x_{1}, \ldots, x_{5}\right) \supset \\
& \left\{\mathrm{q}_{\mathrm{F}_{6}}\left(\mathrm{y}_{1}, \mathrm{y}_{2}, \mathrm{y}_{3}, \mathrm{x}_{1}, \ldots, \mathrm{x}_{5}, \mathrm{x}_{4}, \mathrm{x}_{2}\right) \wedge\right. \\
& {\left[Q_{F_{6}}\left(x_{1}, \ldots, x_{5}, x_{4}, x_{2}, v_{1}, \ldots, v_{5}, z_{1}\right) \supset\right.} \\
& \left.\left.\phi_{\sigma_{12}}\left(\mathrm{y}_{1}, \mathrm{y}_{2}, \mathrm{y}_{3}, \mathrm{v}_{1}, \mathrm{z}_{1}, \mathrm{v}_{3}, \mathrm{v}_{4}, \mathrm{v}_{5}\right)\right]\right\} \\
& W_{F_{6}}:-\quad\left\{q_{F_{6}}\left(w_{1}, w_{2}, w_{3}, y_{1}, \ldots, y_{7}\right) \supset\right. \\
& \phi_{\sigma_{6}}\left(w_{1}, w_{2}, w_{3}, y_{1}, \ldots, y_{7}, y_{1}, \ldots, y_{5}, \beta, y_{6}, y_{7}, \beta\right), \\
& \phi_{\sigma_{9}}\left(w_{1}, w_{2}, w_{3}, y_{1}, \ldots, y_{7}, x_{1}, \ldots, x_{9}\right) \rho \\
& \left.Q_{F_{6}}\left(y_{1}, \ldots, y_{7}, x_{1}, \ldots x_{6}\right)\right\}
\end{aligned}
$$

$$
\begin{aligned}
& W_{\sigma_{7}}:-\phi_{\sigma_{7}}\left(\mathrm{w}_{1}, \mathrm{w}_{2}, \mathrm{w}_{3}, \mathrm{y}_{1}, \ldots, \mathrm{y}_{7}, \mathrm{x}_{1}, \ldots, \mathrm{x}_{9}\right) \supset \\
& \left\{\mathrm{q}_{\mathrm{F}_{10}}\left(\mathrm{w}_{1}, \mathrm{w}_{2}, \mathrm{w}_{3}, \mathrm{y}_{1}, \ldots, \mathrm{y}_{7}, \mathrm{x}_{1}, \ldots, \mathrm{x}_{9}, \mathrm{x}_{4}, \mathrm{x}_{3}\right) \wedge\right. \\
& {\left[Q_{F_{10}}\left(x_{1}, \ldots, x_{9}, x_{4}, x_{3}, v_{1} \ldots v_{9}, z_{1}\right) \supset\right.} \\
& \left.\left.\phi_{\sigma_{8}}\left(w_{1}, w_{2}, w_{3}, v_{1}, \ldots, v_{7}, v_{1}, \ldots, v_{5}, z_{1}, \ldots, v_{9}\right)\right]\right\} \\
& W_{\sigma_{8}}:-\phi_{\sigma_{8}}\left(w_{1}, w_{2}, w_{3}, y_{1}, \ldots, y_{7}, x_{1}, \ldots x_{9}\right) \supset \phi_{\sigma_{12}}\left(w_{1}, w_{2}, w_{3}, x_{1}, \ldots, x_{5}\right) \\
& W_{F_{10}}:-\left\{q_{F_{10}}\left(w_{1}, \ldots, w_{10}, y_{1}, \ldots, y_{11}\right) \supset\right. \\
& \phi_{\sigma_{1}}\left(\mathrm{w}_{1}, \ldots, \mathrm{w}_{10}, \mathrm{y}_{1}, \ldots, \mathrm{y}_{11}, \mathrm{y}_{1}, \ldots, \mathrm{y}_{9}, \beta, \mathrm{y}_{10}, \mathrm{y}_{11}\right) \text {, } \\
& \phi_{\sigma_{5}}\left(\mathrm{w}_{1} \cdots \mathrm{w}_{10}, \mathrm{y}_{1}, \ldots, \mathrm{y}_{11}, \mathrm{x}_{1}, \ldots, \mathrm{x}_{12}\right) \supset \\
& \left.Q_{F_{10}}\left(y_{1}, \ldots, y_{11}, x_{1}, \ldots, x_{10}\right)\right\} \\
& W_{\sigma_{2}}:-\phi_{\sigma_{2}}\left(w_{1}, \ldots, w_{10}, y_{1}, \ldots, y_{11}, x_{1}, \ldots, x_{12}\right) \supset \\
& \left\{q_{F_{6}}\left(w_{1}, w_{2}, w_{3}, x_{1}, \ldots, x_{5}, x_{7}, x_{12}\right) \wedge\right. \\
& {\left[Q_{F_{6}}\left(x_{1}, \ldots, x_{5}, x_{7}, x_{12}, v_{1}, \ldots, v_{5}, z_{1}\right) \supset\right.} \\
& \left.\left.\phi_{\sigma_{3}}\left(\mathrm{w}_{1}, \ldots, \mathrm{w}_{10}, \mathrm{y}_{1}, \ldots, \mathrm{y}_{11}, \mathrm{v}_{1}, \ldots, \mathrm{v}_{5}, \mathrm{x}_{6} \ldots \mathrm{x}_{9}, \mathrm{z}_{1}, \mathrm{x}_{11}, \mathrm{x}_{12}\right)\right]\right\} \\
& W_{\sigma_{3}}:-\phi_{\sigma_{3}}\left(w_{1}, \ldots, w_{10}, y_{1}, \ldots, y_{11}, x_{1}, \ldots, x_{12}\right) \supset \\
& \phi_{\sigma_{7}}\left(w_{1}, w_{2}, w_{3}, w_{4}, \ldots, w_{10}, x_{1}, \ldots, x_{9}\right) \\
& W_{\sigma_{4}}:-\phi_{\sigma_{4}}\left(\mathrm{w}_{1}, \ldots, \mathrm{w}_{10}, \mathrm{y}_{1} \ldots \mathrm{y}_{11}, \mathrm{x}_{1}, \ldots, \mathrm{x}_{12}\right) \supset \\
& \phi_{\sigma_{11}}\left(w_{1}, w_{2}, w_{3}, x_{1}, \ldots, x_{5}\right) .
\end{aligned}
$$

## Conclusion

We have now developed a logical definition of a language with many of the features of Algol. This logical definition can also be used as a formalization of partial correctness, and therefore it can be used to formalize many properties of Algol programs. The definition has not yet been put to this use for any programs of interest, and it remains to be seen whether it can be used in practice for this purpose. The axioms $W_{P}\left(k, Q_{P}\right)$ produced for a program of any complexity will be numerous and complicated, but if the program itself forms self-contained sections, (e.g. procedures) then the axioms also will form self-contained groups, which can be used to prove properties of the sections. With practice, the definition could become a useful tool for practical program verification.
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[^0]:    * This is not the only solution: $\Delta_{L}$ could find a simpler program equivalent to $P$, and then produce the definition of this program. This is the practical method used for formalizing the partial correctness of parallel programs in Ashcroft and Manna [2].
    **/ i.e.' if a formula is deduced of the type that describes situations, then the corresponding situation must occur in the computation.

[^1]:    */ For example, in a multi-level language, it is possible to take a 'situation' as being that part of the state directly affecting the computation at the current level. The inaccessible information at higher levels (e.g. the values of variables temporarily out of scope) will be contained in already deduced formulae describing previous situations. These formulae can be drawn upon later when it is necessary to describe situations when the computation has returned to these higher levels.

