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This thesis presents the results of investigations aimed at 
obtaining an accurate representation of the characteristics of human 
operators relating to compensatory tracking with simple unity feedback, 
visual error display,manual output,and Gaussian random input. 

The study of relevant literature,and of operators' step and 
ramp responses led to the initial formulation of a sampled data model, 
incorporating the hypotheses that the operator sampled instantaneous 
position and velocity error at intervals of about .15 second,and formulated 
programmes of hand movement over the same intervals. Study of 
continuous tracking,using an analogue representation of this model,led 
to the incorporation of internal feedbacks representing more 
sophisticated prediction. The extended model gave an excellent match 
to operators' tracking,and was in agreement with other workers' results. 

This model was then utilised to perform a series of tests 
aimed at obtaining operators' open loop responses. Results emphasised 
the idealised nature of the hypotheses embodied in the model,while 
confirming its basic accuracy. They also showed that simple models 
of forward transfer,as proposed in the literature, could be fitted quite 
well to error-output covariance function data. 

Further investigation led to the postulation of a random 
sampling hypothesis,with sampling operations lasting 20 - 45 ms., 
and occurring at intervals from 80 to 220 ms. 

It was found that operators' transfers approached quite 
closely to the optimum,according to the'least square error' criterion. 
Further,operators clearly exhibited features associated with self- 
organising systems,even in the simple task studied. It was concluded 
that .a model of sampling and 'optimum' digital processing,combined with 
an adaptive form of output response,was capable of accurately 
representing operators' one-dimensional tracking characteristics. 
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Chapter.1  ; INTRODUCTION 

Motivation and Aims of InVestigations  

The investigations described in this thesis were mainly 
concerned with the description of the characteristics of the human 
operator performing a tracking task. The chief desire was to obtain 
analogue and mathematical models capable of a good representation of 
human control actions. The viewpoint throughout has been that of the 
control engineer. The results should,however,be of interest to those 
working on similar problems in other fields of study. 

The motivation for carrying out such research springs, 
naturally from a consideration of the large number of practicall 
situations in which the human being acts upon information which is 
partially dependent on his previous actions - i.e. the operator acts 
as an element in a feedback loop. The increasing variety of human 
control. tasks,and their - demands upon the operator,emphasise the need 
to understand, the basic structure of the .operator's tracking 
characteristics. 

In a study of this nature it was not feasible to cover 
more than a small-  part of the field open to investigation. Experiments 
were therefore designed with a: view to obtaining results possessing 
the greatest possible •degree of general applicability. It was hoped 
that these results-.might lead to-further advances in the status of. 

- human operator tracking.  research. 
1 	• 	. 

1.2. General Consideration of Human Tracking.Tasks  

A general definition .of a human tracking task may be.  
given as. follows:- 

"A .human tracking task is a task requiring an operator to modify 
the state of his external environment in response to sensory inputs- • 
derived therefrom,s0 as to achieve as nearly as possible,a desired • 
state,or succession of such states,in that environment. In particular 
the operator is required to counteract the effects of chronic 
variations and fluctuationS in the state of the external environmentP, 

1 
Many tracking tasks involve the simultaneous utilisation of 

several sensory modalities. It is usually the case,however,that the 
predominant. source of information about the external environment is 
provided by the visual channel. It is hardly surprising that this 
should be so,when consideration is given,to the relative proportions 
of the human brain allocated to the processing of information from 
the various senses. The number of neurons in the visual cortex is a 
considerable fraction of the brain's entire complement of cellstand • 
is,for example,about 100 times larger than the number concerned 
with the auditory channel. 

7 . 	 . , 	. • 	.' 
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In the majority of human tracking tasks the operator's 
output is in the form of muscular activity,usually causing movement 
of the limbs. This implies that the operator has to contend with the 
unavoidable dynamics of limb movements,in addition to those of the 
controlled element. 	 • 

Theclaf3s of all tracking tasks may be subdivided into 
two sub-classes,namely pursuit and compensatory tasks. In the pursuit 
task the operator has direct information concerning the state of his 
external environment,whereas in the compensatory task the operator's 
information is restricted,so that he only has rdirect knowledge of the 
difference between the actual and desired state of his external 
environment. 

The two task Configurations are represented diagrammatically 
in Fig.1.2Awhere the single,directed lines will normally represent a 
flow of several signals. The external environment consists of 'the 
controlled'element,the input,and the display ; 'display' is here to 
be interpreted in the widest sense - e.g. in en aircraft it may 
include motion cues not displayed on any instrument panel. The input 
signal may,be.zero or constant, implying that the operator is only 
required to counteract disturbances entering via the controlled 
element. On the other hand it may consist of a deterministic or 
randomhfunction.of time,or a mixture of both.; e.g. landing an aircraft 
along a predetermined flight path,or driving along .a mountain road. 

Whatever the task configuration and input may be,the 
operator is required to match the output of the controlled element 
to the input signal,by applying some specified criterion of error. 

cliagrems of Fic..14..1.illustrate that the operator can,in principle, 
only distinguish between fluctuations at the output of the controlled 
element and changes in the input signal under conditions of pursuit. 
tracking. The difference between the pursuit and compensatory 
configurations is minimal when the input signal is a relatively 
simple deterministic function of time,because the operator is then 
able to predict the input. quite accurately,even though tracking is 
compensatory. 

1.3. Representation of Human Tracking in Terms of Mathematical  
and Analogue Models  

The desire to represent the human operator's performance,in 
a tracking task,in terms of a medel is evidenced by the large number 
of such models .described in thejiterature. The principal motivations 
behind such descriptions are:- 

(1) The representation of the characteristics of an operator in terms 
of a model„even though such a model may be physically unrealisable, 
generally gives a clearer insight into the nature and•essential 

features'of the operator's response than it would be possible to 
convey by means of a set of disembodied data. Such an insight is an 
essential requirement for any attempt at generalisation of,or 
application of,the results. 
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(2) Very close approximation of the time and/or frequency domain 
characteristics of the human operator is, often most conveniently 
effected through the experimental refinement of an analogue model 

this is especially true when the desired accuracy of representation 
demands the employment of a large number,of parameters. Such analogue 
models need not necessarily operate in real time. 

As the above considerations suggest,two main methods have 
been employed to arrive at models of human tracking. These are:- 

(a) Input v error,and operator output data are gathered and analysed 
in terms of time and/or frequency domain functions. Examination 

of the experimental data.then leads to the proposition of what is 
usually a relatively.  simple model. The parameters of this model are 
then chosen to yield a best fit (according to the investigator's 
criterion) to these data. Should the fit prove unacceptably poor, 
the model. structure is refined,usually being elaborated by the 
addition of further elements,and parameters are re-computed for best 
fit. The process is continued until a model is obtained which shows 
a satisfactory fit to the experimental data. The criteria governing 
the choice of the best fit are sometimes a little arbitrary -'often 
visual fits confirmed by a second,usually independent person. 

(b) An 'a priori' model is proposed,taking into account those 
characteristics of the operator already known or established 

-- experimentally. The model is then. set up on an analogue simulator 
and its parameters are adjusted to yield the best fit to the operator's 
response - again according to the experimenter's criteria of 
comparison. The procedure may - be.carried, out in real time,with 
identical inputs to operator and model,or it may be carried but in 
eneiAtue time by tht use o redOrding apparatus. A detailed eXaMinatioil 
of the quality of fit of time and/or frequency domain characteristics 
is then carried out,and either suggests further refinements of the 
model,or aids in the formulation of further experiments - e.g. changing 
.the form of the inputsignal or the controlled element. The complexity 
of. the model finally.  'derived is dependent on the aims of. the 
investigation,and on the equipment and time available for its 
completion. There is a pay-off between model complexity,cost of 
implementation,and passible increase in accuracy of representation.. 

It is interesting to ,ccapare methods (a) and (b) in terms of 
the results they might be expected to yield. Method (a) possesses the 
advantages that a relatively simple model is usually.obtained,and that, 
though the model must be mathematically tractable,it need not be 
physically realisable. The main disadvantages.are that such models are 
generally not capable of giving a really good insight into the 
physical processes involved in human tracking,and that their components 
exhibit but a tentative relationship to corresponding components which 
might exist in the- human operator. 
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Method (b) exhibits advantages and disadvantages which. are 
practically the inverse of those possessed. by method (a). Thus the 
simulator method allows of only physically realisable.models,but they 
need not be mathematically tractable (in the restricted sense of 
representation by reasonably simple mathematical functions). For 
example,it is possible to include quite complex nonlinearities,if 
required. It may be noted that the restriction as to physical 
rcaiisability is not very important,since any human operator must 
satisfy a similar restriction. If a model contains physically 
unrealisable elements,then this;fessentially a reflection of the 
limitations of the model itself. A further point in favour of method 
(b) is that the structure of the model may be chosen to correspond as 
far as possible with the physical structure of the human operator, 
within the limits of .prior knowledge and experimental facilities 
available to the investigator. This aspect of the method generally 
leads to a greater physical insight and intuitive appreciation of the 
operator's tracking characteristics. 

The great majority of work concerning human operator models 
has been carried out under conditions .of visual input and manual 
response,but some work has been done with more general experimental 

- conditions - e.g. a study conducted at the Goodyear Aircraft 
• Corporation (1) employed a moving mock-up of an aircraft cockpit. 
Models deriVed via method (a) hnve,to date,been quasi-linear in form ; 
i.e. they represent the operator's response in terms of a linear 
transfer function,the parameters ofwhich are dependent on the 
statistics of the'input,and on the form of the controlled element. 
•The portion of the operator's. output not linearly correlated with the 
input signal is ascribed to remnant noise. This noise is generally 
represented as entering the operator's output,and usually contains 
power over a frequency range considerably wider than that of the input 
signal spectrum. It is commonly attributed to the following causes:- 

- M. Nonlinear operation on the input signal. 

(2) Short term random inaccuracy of response.' 

(3) Longer term Variation-of the operator's transfer characteristics. 

(4) A 'dither' signal which is sometimes injected by the operator. 
This occurs only with some operators in particular experimental 
configurations - often where the-control lever exhibits stiction 

effects. 

(5) On the basis of the sampling hypothesis (i.e. .the hypothesis that 
the operator acts in such a 'fashion as to respond to his error 
only at discrete points in time) some of the remnant power would 

be due to ripple occuring as a result of the sampling operation. 
Bekey (2) has been the protagonist responsible for investigating 
this effect. 
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An important instance of the use of method (b) is provided 
by the studies conducted under the auspices of the Goodyear Aircraft 
Corporation (1). These involved the formulation of a nonlinear model 
to rapresent.the human pilot controlling•a simulated aircraft via 
compensatory feedback,and serve to exemplify the advantages of the 
method. Both Ward (3) and Lemay (4) used an analogue simulator to 
represent the human operator on the basis of the intermittency 
hypothesis,utilising direct comparison of model and operator 
responses. 

1.4. Factors Limitin the Scope of the Present Study  

The extent of the present study was limited by the 
following factors:-. 

(1) Only five experimental subjects were available. They were all 
young,male postgraduate students,and all were volunteers. 

(2) The number of tracking runs which. it was possible to perform in 
a given' time was limited by considerations of subject availability 
and operator fatigue. Together with factor (1)-,this implied a • 

restriction on the number of investigations which might be carried out. 

(3) Limitations of apparatus restricted consideration to tasks 
involving purely visual display. 

I 	• 

(4) It was deCided to restrict the study to one dimensional tracking, 
partly because of limitations of apparatus,and partly because such 
tracking permitted a reasonably simple characterisation of the 

tracking task,and was therefore likely to provide the best opportunity' 
of developing an accurate model. 

(5),The chief concern of the study was with tracking tasks involving 
random inputs. Comparatively few practical tasks involve deterministic 
inputs,and when performing such tasks operators tend to exhibit 

special forms of behaviour. It might be possible to relate such 
behaviour to the operator's performance when following random inputs, 
but it seemed more appropriate to proceed in the reverse direction. 

1.5. Aims of the Present Study  

The primary aim of the experimental investigations was to 
develop an, accurate analoue model of the human Operator's tracking 
characteristics. The chief requirements governing the formulation of 
this model were as follows:- 

(a) The model should be capable of giving a very good,detailed 
representation of human tracking,especially in the time domain.. 
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(h) The components of th model should cnrrespond as closely as 
possible with simila co7)nonents (or representations of sets of 
components) as proposed or. hypothesised from the results of.  

physiological experimentation on the human subject. It was recognised 
• that such correspondence would have to be fairly gross in nature. - 

(c) The model's representation of the predictive abilities of the 
operator was of particular interest. 

(d) Subject to (a),(b),and (c) above,the number of model parameters 
should be kept to.a minimum. 

(e) It was desired to compare the model with others described in the 
literature,which are quasi-linear in character. It was therefore 
desirable to derive a linear model,subject to satisfying (a). 

This would, also greatly facilitate mathematical analysis. 

A further aiM of the investigation was to derive simple, 
linear models of the operator's open-loop transfer characteristics 
by direct consideration of error and output functions related to 
compensatory tracking. rrhe main snag is that operator 'noise' 
(i.e. components in the operator's output not linearly correlated with 
the loop input) recirculates around the control loop,and causes 
distortion of the statistical functions which are required to estimate 
the operator'sforward transfer by this method (see Appendix VIII). 
The customary method of analysis circumvents this difficulty by 
considering only input-error and input-output cross-correlation 
or cross-spectral density functions. Information from remnant terms 
in the 	apd output is thereby effectively discarded. 

Inevitable noise recirculation under closed-loop conditions, 
could be overcome by .the artifice. of opening the operator's feedback • 
loop,and injecting a. suitable synthetic signal obtained from the -
model ; this was the aim olf tht present - study.. This procedure placed 
additional emphasis on thelrequirement that the model should be 

.capable of a very good time domain simulation of the operator's 
response - otherwise the operator would soon detect that his feedback 
loop. had been broken. Additional information concerning the quality 
of the analogue model would also be obtained from this part of the 
study,by comparing. recordings of model and operator responses, 
generated whilst the latter.was!open-looped! 

The achievement of the above aims would represent a very 
useful contribution to knowledge concerning human tracking. To obtain 
a model sufficiently.- good to permit. a period of open-loop operation 
during a task involving 1:1 compensatory feedback,it would be 
necessary to obtain a very high cross-correlation between operator 
and model outputs,and -also that-the form of the model's output' should 
be- very'lifelike' ; i.e. the model should be capable of generating 
some of .the higher frequency ripple effects observed in operator's 
outputs. The model would therefore need to be more advanced than.the 
large number of linear continuous models so far proposed in the 
literature. Also,the study of open-loop tracking,as proposed above, 
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might be expected to throw fresh light on human tracking behaviour. 
A study of open-loop tracking is reported in (1),but this related 
to rather complicated controlled element dynamics. 

1.6. Arrangement of Thesis  

The thesis has been arranged in the form of ten chapters 
plus appendices. The contents of Chapters 2-10 are Summarised below. 

Chapter 2 contains a brief review ol the salient features 
of previous research concerned with the study of human operator 
tracking,as reported in the literature. EmphaSis is placed on the 
models which have been proposed or derived. It concludes with an 
outline of physiological considerations related to human tracking. 

Chapter 3 deals with the precise formulation of the tracking 
tasks to be studied,and with preliminary investigations into the -
probability density functions of signals in the tracking loop,the 
effect of mild display nonlinearities,selection of a performance 
criterion,and training and learning phenomena.. 

Chapter 4 describes an investigation into the effects of 
sampled display presentation. It then describes how detailed features 6 
of the operator's step and ramp responses led to the initial formulation 
of a sampled. data model. 

Chapter 5 shows how the initially formulated model was 
refined by considering prediction. The results of a series of trials, 
comparing model and operator under conditions of common input,are. 
then presented. 

Chapter 6 describes the analysis of the refined form of 
the sampled data model in terms of the matrix Z-transformation. 
The• calculation of the model's closed-loop frequency domain 
characteristics is then considered. Finally,corresponding open-loop 
characteristics are derived, and the difference .between equivalent 
and actual open-loop characteristics is illustrated. 

Chapter 7 is concerned with the comparison of operator's 
characteristics with those of the corresponding 'best-fit' models. 
The data presented include actual time traces,covariance and 
correlation functions,and theoretically calculated frequency domain 
functions. 

Chapter 8 discusses experiments involving opening - the 
operator's feedback loop.Results of such experiments are presented 
.and evalUated from the viewpointsof,(a) - the implications relative to -
the analogue model,and (b) the utilisation of covariance function data 
to derive - simple mathematical models,and the implications of these 
models. 

Chapter 9 .considers the operator's performance-in relation 
to the performance of Wiener predicting- filters. The implications of. 
random sampling are discussed,and suggestions are.made concerning 
the operator's methods and criteria for achieving the best possible 
tracking performance. 
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Chapter 10 presents the conclusions drawn from the 
invectigation,an6 sus estions as to the lines along which further 
research might be fruitful. 
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CInoter 2 : 	OF LTTZPATURE AND PHYSIOLCGT FLRTINENT TO 

TP.ACM'3  

2.1. Review of General Literature Concerninz Human Tracking Tasks  

The pioneering study of the characteristics of the human 
operator performing a tracking task was reported by Tustin (5),in 1947. 
The work was concerned with gun-turret control,where displacement of 
a spade-grip handwheel gave -rise to a velocity of rotation - i.e. the 
effective controlled element dynamics included a pure integration. The 
input was a 'random appearing',but deterministic,function of time,and 
consisted of a sum of three sinusoids. The operator's display was 
effectively compensatory. 

The basis.  of Tustin's method of analysis was to consider the 
operator's output as being composed of two parts,one linearly 
correlated with the loop input,the other having no linear correlation. 
The operator's equivalent linear transfer was then obtained by 
considering the frequency domain relation of the linearly correlated 
part Of the operator's output to the loop input function. From 
knowledge of the overall loop transfer,the equivalent forward transfer 
of. the operator could be-calculated. This transfer was of the form:- 

G(s) = k.(1 	sT). -.3s 	 2.1.1. 

Tustin used the term 'remnant' to describe that part of the operator's 
output which was not linearly correlated with the loop input; others 
have termed it operator 'noise'. Its causation is considered in 
Section 1.3. 

The above method of analysis is,in effect,a crude form of 
cross-spectral analysis. It has formed the basis of manyL  subsequent 
studies. Most workers would not agree with. the - perfect integration in 
expression .2.1.1.0)4 it should be 'remembered that the form of the 
input would have led to difficulty in distinguishing between a pure 
and a quasi-integration. 	 • 

An hypothesis of intermittent action to explain operators' 
compensatory tracking characteristics was proposed by Craik (6) in 
1947-8. The hypothesis was based on the observation that the operator's 
error function tended to exhibit a 'cyclical pattern,even under 
conditions where the input was random. There were usually about 2 
'cycles' per second. Craik therefore proposed that the operator 
sampled his input (i.e. the loop error) about twice per second. • 
He processed each of the observed samples,end formulated:an appropriate 
ballistic response. This response was then released,and ran to. • 
completion before any further response,formulated from processing 
of the next observed sample,could be effected. 

Craik linked the above hypothesis of intermittency with the 
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phenomenon of the "psychological refractory peric44  (PRP),which has 
been the subject of some controversy in the psychological-literature. 
The phenomenon is observed when the time interval between successive 
stimuli to which a response ,is required,is less than about 1/2  sec. 
Thus Vince (7) found that the presentation of successive steps within 
sec. led to longer delay in response to the second stimulus. 

Vince (S) later concluded that movements lasting less than .4 secs. 
ware not affected by removal of the stimulus,once response movement 
had been initiated. However,it was subsequently found that.  the 
apparent PR': was affected by the direction of the second step,and that 
normal response was possible after intervals as short as .25 sec. 

Welford (9) used results concerning the PPP as the basis of 
the-hypothesis that a common central mechanism was responsible for 

.both formulating a response and monitoring its execution. The operator 
could not ,therefore, appreciate -a further input while engaged in -

monitoring a response to a previous input. He proposed a relation of 
the form :- 

Tr2 = T
rl 	

To  	1ss 	I{Trq 
	

2.1.2. 

where T 1  = reaction time to first stimulus 

'r2 7 reaction time to second stimulus 

T
o = organisation time 

ISS = - interval between stimuli 

NalfprOp byppthPiP MOY be stated as fellows:- 

The central mechanism requires a discrete interval of time tO 
organise information and release an appropriate response. 

The central mechanism may become occupied in processing feedback 
stimuli due to inaccurate first response. 

The central mechanism cannot deal with input stimuli simultaneously 
infOrmation is stored until it can be - processed. 

There IS.a plethora of papers concerning the PRP,which 
seems to evidence some discord.Tests were therefore carried out by 
the present investigator,as described in Chapter 4. These tests were. 
conducted with. trained operator's under instructions to respond as 
quickly as poSsible - to each stimulus. Results indicated a maximum 
PIT between .1 and -.15 - sec.,which is a time considerably smallet than 
those..mentioned above. It seems that the difference's can probably. be  
ascribed to.j_je particular experimental Conditions. It is particularly 
important tokoperators clear instructions and adequate training when 
conducting this type of test. 

rr 

(a)  

(b)  

(c)  
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Elkind (10) gave a very thorough account of the effect of 
the form of the loop input on human tracking characteristics. Re 
studied both pursuit and compensatory tracking,with purely visual error 
sensing. Input and output (pursuit) or error (compensatory) were 
displayed on an oscilloscope. i!anual control was effected by means of 
a liqht,virtually frictionless stylus,held in the manner - of a pencil. 
The form of the controlled element was effectively that of a unity 
transfer. The class of inputs studied was that of random appearing , 
but essentially deterministic,functions composed of a large number of 
sinusoids (40-144), the phases of which were not related. Studies were 
conducted regarding operator variability,and the effects of input 
amplitude,bandwidth,and shape. Three operators participated,and each 
was given a period of training before data gathering runs,each of. 
4 minutes duration,vere made. 

The main conclusions of the investigation were as follows:- 

(a) Not much variation was observed between operators,or between 
results for the same operator and different runs. 

(b) Pursuit tracking was allmys better than compensatory ; the 
difference was most marked for inputs containing high frequency 
terms. 

(c) Operators were fairly insensitive to input amplitude,over a • 
range of standard deviations from .1 to 1 inch. There was slightly 
more operator noise associated with the lowest amplitude. 

(d) Operators were sensitive to input bandwidth. The effect of 
increasing bandwidth was to reduce loop gain,especially at low 
frequencies. The equivalent open loop phase shift at frequencies 

below about 2.cps. was also reduCed. The highest bandwidths - above 
11/2  cps. - were associated with-rather erratic tracking,and showed 
poor linear input - output cross-correlation. 

(e) Operators were sensitive to the 'shape of the input spectrum. 
Sharper cut-off from a given break frequency led to higher values 
of low frequency gain and equivalent open loop phase shift - i.e. 

the equivalent open loop transfer approached more closely to an 
integration,at least at low frequencies. 

(f) The results obtained from bandpass inputs indicated that,as centre 
frequency increased,the operator displayed a reduction in 
absolute level.of gain. Rowever,the shape of his gain-frequency 

curve remained remarkably unaffected,being effectively translated up. 
the frequency scale. Phase.charaCteristics were also translated up 
the frequency scale with little modification,especially in the case 
of pursuit tracking. 

(g) Pursuit tracking characteristics could be related quite well to 
a parameter optimised filter,involving a straight' transfer plus 
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differentiation in cascade with a pure delay. Compensatory characteristics, 
showed a general similarity at low frcquencies,but.exhibited 
divergence at higher frequencies,probably because of the poorer 
prediction associated with compensatory tasks. 

(h) Operator rLmnant variance was greater for compensatory than for 
pursuit tracking of a given form of input. For both configurations 
the remnant variance increased with increasing input bandwidth. 

The form of the observed noise spectra could be approximated quite 
well by a highly damped second order transfer. These noise spectra • 
could be related - to a representation - of output error in the form of 

random step function. 

It was not possible to derive analytic models of the 	-
operator's_ forward transfer for the oursuit configuration. For the 
compensatory task simple models of the operator's equivalent open loop 
transfer were derived by a visual fitting process to spectral domain 
dara..These models were of the :general form:- • 

.e
-sTd 

G(s) = 	k 	 2.1.3. 
(s 	a) (a  # -b) 

One lag was usually sufficient,but it was necessary to specify the 
second lag to yield an apparently stable closed loop response for 
models fitted to data for low bandwidth input signals ; the parameter 
associated with this lag could not he measured directly. 

For square and filtered input spectra,the fitted values of 
' the gain parameter, k , ranged from -3 to +34.5 dB. Corresponding 
values of pure delay ranged from .116 to .64 Secs.,while lag break 
frequencies ranged from .6 to .035 cps. The parameters varied in a 
systematic way; as input bandwidth increased the lag break frequency 
increased,while both gain and delay decreased. The behaviour of model 
parameters reflected the operator's adaptation to changes in the input 
spectrum,and could be explained in terms of the optimum filter 
mentioned above. 

Krendel & Mcauer have written two important papers'(11,12). 
reviewing work on human tracking. The investigations described cover 
a wide field of input characteristics and controlled element dynamics. 
Models fitted to operators' transfers for continuous random appearing 
inputs are presented in the form of describing functions representing 
the transfer from that part of the loop error function linearly 
:correlated with the input te the corresponding part of the output 
function. The form of the models may be summarised:as :- 

G(s) 
	

k.(1 	L ).e
-sTd 	

2.1.4. 

(1 4- sT1).(1 	sTN) 

where-Td  represents reaction time delay 



28 - 

T. represents neuromuscular lag -o 

(1 + sTL)/(1 + 	) represents equalisatien introduced by the • 
operator as a result of training, 

Kr  represents a 	threshold effect (not directly measurable) 

k represents the inherent gain of the operator. It is a 
parameter particularly sensitive to variations in input 
structure and controlled element dynamics. 

The authors state that there is little justification in considering 
more complex models of the same general form,because improvement in 
fit is likely to be marginal,and parameters of such a model would be 
unduly,. sensitive to fluctuations in the data used for their 
calculation. 

With simple controlled elements (unity transfers •in effect) 
the, ,outputs of linear continuous models of the form described above 
show cross-correlations with operators' outputs of the order of .7 to 
.9 . :gore complex controlled element dynamics generally lead to lower 
values of this cross-correlation. The best fit which might he • 
obtained from a linear model is indicated by Elkind's data concerning 
the coefficients of linear determination between input and operator 
output,for . compensatory tasks. These ranged from .995 for the lowest 
bandwidth task to about .4 for the highest ; for a bandwidth of 1 cps. 
the value was around .9 . Unfortunately,nodata are available 
concerning the fit of Elkind's analytic models in the time domain. 

Data on remnant spectra are not plentiful. There is little 
to add to the results given by Elkind,and already described,save that -
where dither was observed,the frequency was around 1 to 11/2  cps. 

In addition .tb the models already summarised an interesting 
nonlinear model is described. This was derived as a result of studies 
conducted at the Goodyear Aircraft Corporation,and included a linear 
transfer,plus threshold and anticipation effects. The latter was 
represented as a perfect relay in parallel with the other model 
transfers.- Thus its effect was to bias the output according to the 
sign of the error. Dither was allowed for by adding a 1.4 cps. 
sinewave at the output of the other elements of the model. The overall 
model was matched to the operator by direct analogue simulation,while 
both operator and model tracked the same input. After matching,the 
model was sufficiently good to-be substituted in the control loop 
for somw time,without the operator's knowledge. The-length of time 
for which this could be done was greatest in the case of purely 
visual display ; with a moving cockpit the substitution was much less 
easy. The. study was. concerned with the operator's control of a 
simulated airframe,so that the controlled element dynamics consisted of 
a lead plus third order lag.,Unfortunately,no data are available in 
regard to the•numerical cross-correlation of model and operator outputs,. 
although the model gave a good visual match. 
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Krendel & MeRuer also describe an interesting model. of the 
process of learning and ;adaptation which operators exhibit during the 
course of,training (13). They describe the operator's adaptation to 
a compensatory task in terms of a progression from a. purely 
compensatory configuration towards an effectively pursuit configuration 
and finally,with very predictable inputs,to a precognitive mode of 
tracking. This latter term describes the process whereby the operator 
is able to predict the input quite accurately,and match his hand 
motion to it. The error signal then serves to provide a relatively 
long term measure of the accuracy of prediction. The authors term 
this representation of the learrans process the usuccessive organisation 
of perception" model. 

North (14) suggested,in effect, a similar organisation of the 
learning process. His results sprang from the use of logic to derive 
'a priori' characteristics of. human tracking,which he then compared 
to experimental results. • 

An example of the use of time domain functions in order to 
derive a model of the human operator,for compensatory tracking, is. 
provided. by an experimental study,  ,conducted by Henderson (15). 
He employed error autocorrelation and error-output cross-correlation 
functionse Instead of attempting a direct .solution of the convolution 
equation relating these functions to the operator's transfer,he set 
up an assumed transfer. of the form :.- 

G(s) = k.(1 sy.e7ad  2.1.5. 

 

e(e
2 	

2iw
0  s 
	2 ) o 

 

on an analogue computer. He then fed this analogue model with a signal 
corresponding to the error autocorrelation,and varied its parameters 
so as to obtain a good fit between model output and observed 
error-output cross-correlation. Henderson argued that the distortion 
of the cross-correlation caused by the spurious cross-correlation 
between error and remnant,would be small at reasonable values of 
positive lag,because the remnant caused the error,but the reverse 
was not true (see Appendix VIII). Accordingly,values of cross-
correlation for negative and small positive lags were ignored: 

It is difficult to assign a likely error to the parameters 
determined by the above analysis,because no coefficient of determination 
was computed. However,the fitted model. parameters showed the 
operator's adaptability. It was found that,when the display gain was 
doubled,the fitted model gain parameter, k ,was halved. Pure delay in 
continuous tracking was found to be .16 sec. in both cases... 

The analysis employed by Henderson was a special case of 
the general method of time domain analysis proposed by Elkind & -Green 
(16). This method depends on weighting the outputs of a set of 
orthonormal filters- so as to Li.Ve a best fit,in the least mean squares 
sense,.o the output of the cperator,when both filters and operator 
are fed-by a common input function. The basis of the method lies in 
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the form of. the multiple regression equations linking filter output 
weightings with the cross-correlations between individual filter 
outputs and the operator's output. The method is discussed further in 
AppendiN 	It may be entendeo to the fitting of piecewise linear 
nonlinear relations by the partitioning of input space. 

So far, tie models described have all been in the form of 
continuous transfers ; however,some work has been done in regard to 
the fitting of sampled data models to operator tracking characteristics. 
Thus ward (3) made a study of time responses of a sampled data model 
to represent compensatory tracking,and attempted to match these to 
those generated by operators fed with the same input. The input 
consisted of a sum of three sinusoids, the highest frequency of which 
was .2 cps. 

A very thorough study of a class of sampled data models 
to represent operators' tracking with unity feedback,was made by 
Bekey (2). This class of models was obtained by the insertion of.a 
sampler plus data reconstruction circuit in cascade with a linear 
transfer,the form of which was similar to that of the linear continuous 
models already described.' Bekey investigated three types of data 
reconstruction circuits,viz. the zero order hold,first order hold, 
and modified first order hold (both velocity and position directly 
sampled). Corresponding partial velocity - holds were also considered. 

The model's sampling. frequencies were chosen on the basis 
that small peaks are often observed in operators error spectra, . 
at frequencies between •1 and VI cps. These spectral peaks were • 
interpreted in terms of the effect of spectral folding due to the 
operators' sampling action. Sampling intervals were therefore chosen 
in the range from .3 to .5 sec. The input function was chosen so as 
to contain a fair amount of power at high frequencies,in order to 
.show up the effects of spectral folding more clearly. The form of the 
input was that of a sum of 10 sinusoids,ranging up to a frequency of 
'12 radians/sec.,filtered by an exponentialag with a break point set 
at .75,1.5 or 3 rads./sec. as .required. • 

Bekey studied bOth continuous and sampled displays ; the latter 
were sampled at the same frequency as proposed for the model. Spectral 
functions of model and operator did not show any convincing correspondence 
as regards peaks,in the case of continuous display - in fact peaks 
were not consistently observed in operators' 'averaged-characteristics. 
The correspondence was better in the case of sampled display. 

• •Parameters fitted to the first order hold model by a. 
programme of diital computation,showed that a small pure, prediction 
was needed,even though the °plant' possessed a minimum phase linear 
transfer-. Unfortunately,no figures were quoted for the coefficient of 
determination relating to the fitted.parameters,or for time domain. 
cross-correlation between model and operator errors. 
• • 	• • Bekey investigated'the implications of a'variable model. 
sampling frequency,in terms of -  T locus and Liapounoff function. 
analyses,but gave no direct evidence to Support the hypothesis that 
this actually occurred in the case of operators. 
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2.2. Review of Work at Imperiel Colleee 

Human operator studies at Imperial College were initially 
conducted by Rogers (17),under the supervision of Prof.J.H.Westcott. 
"Rogers studied operators' step tracking responses. These were obtained 
by passing a chart,on which a number of step functions had previously 
been drawn,beneath a siit,through which the operator both observed the 
input line and attempted to draw a line to coincide with it. Rogers 
formulated an initialytheory of sampling, to explain the observed 
features of these step responses. He obtained a histogram for the 
pure delay associated with step response,which he fitted by means of -
a square probability-density function. On the strength of this,he 
hypothesised that the operator sampled regularly in time,with an 
interval of about .15 sec. 

The basic scheme suggested by Rogers was modified and -
elaborated by Wilde (18),using more elaborate apparatus,consisting of 
an oscilloscope for error displaY,and free-moving control lever, 
arranged to give unity feedback. Wilde suggested that the operator's 
response-  to a step input was in the form of a velocity-triangle, 
givino a double-parabola position output. Ne proposed a mechanism 
which forms the• basis for that described in Section 4.10.,andalso 
suggested that the operator sampled his input every .15 secs.,which 
corresponded to the average length of observed velocity:triangles. 
From a study of continuous tracking records Wilde suggested that 
the operator. attempted to make his output velocity proportional to 
observed position error,With an inevitable lag. He thus acted as an 
integrator,or, quasi-integrator,plus a delay corresponding to reaction 
time. ThiS hypothesis was consistent with results obtained by other 
workers. 

Johnson. 	oopducted - an'enquirT into the effects of stick 

fe 	oft COntinUoUe: deriipASAtai.y 	perfOrMalibt. ilQ USed en 
input effectively derived by passing white noise through a second 
order filter- 	'with a. double'. .breal: at 	cps. Apart from the forces 
applied to the control leVer,the experimental set-up was as .used by 
Wilde. Johnson studied the •effects,of inertia,spring restoring force 
and viscosity in the control lever.'feel'eand derived continuous 
models to represent their effects on operators' characteristics. 
These models were of the .form described in .Seatien 2.l .,but were 
derived by considering correlation fUnctions.(errorautocorrelation•, - 
and -error-output cross-corrcletion)., No allowance was made for -. 
corruption,except• that only positive values of lag were Considered. 
No objective measure of fit of thee derived models was available. - 
Unfortunately,no. study was mode concerning the relation of the fine • 
structure •of the operator's output to the particular type of 'feel' 
on•the stick. However,it was found that operators could adapt quite 
well to spring and inertial forces,but found it difficult to adapt.  
to forces simulating-  viseosity7 thoughtheydid eventually succeed in 
tracking reasonably w:.:11 with this type of output restraint. 

Lemay (4) eeveloped a sempled data model to represent 
continuous compensatory tracking with unity controlled element 
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eransfer. The input was 4 rendom function formed by passing white. 
noise through a third order 'ilter,with 	triple break at .6 cps.. 
Tht,Hmodel. structure was besed on the hypothesis of sampling at .15 sec. 
intervalsand velocity,trianle responses4as proposed by 'Ade. The 
chief addition to hill 's original conceptual model of step response 

-was the addition of a prefilter,with transfer (a 	sbi,preceeding the 
sampler. This prefilter results in a model structure similar to that • 
of Be7..(ey's modified partial velocity hold model. 

Fitting of model parameters wasaccomplished by a 
naremeter variation technique.. The model was constructed to operate 
in real time end both model and. operator were fed with the same 
input. Correlation functions were computed between corresponding 
operator and model functicns. These showed that ,at best fit settings, 
the cross-correlation between model and operator errors was of the 
order of ,6,and between outputs it was of the order of .9 . Lemay 
also tested continuous models,as proposed in the literature,and found 
that they exhibited poorer cross-correlations between errors,of the • 
order of .5,but similar cross-correlation between outputs. However, 
he concluded that the fine structure of the sampled model's output 
and error functions showed distinctly better correspondence-to those 
of operators than did the analogous functions of the continuous 
models. 

Haynes(20) performed a series of step response tests under 
compensatory tracking conditions similar to those employed by Wilde. 
.He was Mainly interested in the. probability density functions'of the 
pure delay observed in operators' responses to step inputs. For input 
step functions approximating a random telegraph wave - i.e. steps • 
occurring between fixed levels with an approximate independence 
between successive times of occurrence - he found that the histograms 
of delay could be .closely approximated by a slightly skewed normal 
distribution. .A satisfactory degree of significance,according.to the 
2  test,was obtained by matching. a normal distribution to the 
experimentally determined histograms. Haynes also studied the response 

of an operator to a regular square wave,endefound that he was 
capable- of predicting quite accurately ; he exhibited a similar shape 
of delay histogram,though With a mean delay of approximately zero. 
Haynes concluded that the operator's sampling action was not - regular, 
as. proposed by. Rogers,but was random in nature. 

2.3. Aspects of Physiology Related to Human Tracking  

The consideration of physiological data is a natural step 
in the formulation of hypotheses to•accdunt for the observed 
characteristics of human tracking. As explained in Section 1.4.,the 
present study was restricted to visual display and manual xesponse,but 
is reasonably representative of a large class of tracking tasks. • 
Accordingly,aspects of visual perception,brain processing,and muscular 
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control ore considered in the following paragraphs. 

Visual and. Cerebral l'rocessing  

The portion of the nervous system concerned with visual 
perception is composed of the retina,opticenerve and visual cortex, 
together with structures associated with the control of position,:focus, 
and aperture of the eye. There is considerable information processing 
at the retinal level. .O;vidence in favour or this view is provided by 
the fact that there are many more receptors in the average retina than 
could be catered for by the half million or so fibres in each optic 
nerve. 

The maximum static visual acuity is largely determined by the 
granular structure of the retina in 'the foveal region,which is the 
area concerned with the perception of fine detail. The generally 
accepted limit corresponds to an angular resolution of one minute of 
arc - approximately the angle subtended by an object ludia.. at 300 ft. -
but the. resolution of lines can be up .to ten times better than this. 
Areas of the retina outside the foveal region are much less capable of 
observing fine detail ,but are well adapted to observing a moving.  
object 	 m a property which sees to be due to the retinal processing.  
mechanism. ''Ioreover,moVing objects can only be observed in satisfactory 
detail if their images are maintained reasonably stationary on the 
ratina,and within the foveal region. Thus ,an eye tracking system is a 
necessary concomitant to retinal structure. 

The mechanism of eye tracking has recently been elucidated 
by Young (21). The chief characteristics of the tracking action are that 
the eye velocity tends to be matched to that of the object being 
tracked by a series of quasi-ramp funetions,while position corrections 
are made at intervals by means of saccadic jumps. On the basis of 
experimental date,Young•evolved a nonlinear sampled data model with 
a sampling frequency of 5/sec. Nonlinearities were incorporated to 
account for threshold effects (the system was relatively insensitive 
to the precise position of the image,so long as it lay within the 
foveal region),and saturation effects (the system was not capable of 
following at velocities eNceeding 30°/sec.). A visual tracking 
effected direCtly by the eye muscles,whose. source of activation lies 
in the visual cortex,it seems reasonable to hypothesise that 
information regarding both position and velocity of an observed object 
iS readily available to the remainder of the cerebral cortex:.o 
The mechanism of eye tracking partly accounts for the erratic responses 
of operators attempting to track a very broad bandwidth input,because 
the following of, such an input would represent quite. a difficult . 
task for the eye,and would be especially difficult under compensatory 
conditions. 

Study .of e.e.q,. records of brain activity reveals the 
presence of a number of rhythms,occurring over a frequency range from 

to 30 cpsa (see Walsh (22)).' When resting,but during normal 
wakefulness,the most prominent feature is that of then( rhythm, which 
is characterised by a frequency in the range 8 to 13 cps. These waves 
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have a temporal pattern as well as a spatial distribution Over the 
surfaee of the cerebral cortex. 

It has been sugeste d by Wiener (23) that the operator 
exhibits a sampling action corresponding to the:c<-rhythm frequency, 
i.e. samples are taken every .1 sec, He accounts for the virtual 
disappearance of the c‹-rhythm during conscious taslcs by proposing 
that it is a carrier,modulated by information being transmitted. In 
support of this hypothesis he quotes some results on reaction delay 
obtained by Lindsley,at UGLA„who considered that the observed delay 
was composed of a constant delay of .1 sec.,due to cerebral processes, 
plus a delay due to sampling at10/sec.,plus a delay due to muscles 
only accepting messages every. .1 sec. 

Muscle Control  

The mechanism of voluntary muscle movement-  is not as simple 
as might appear. Demands are passed from the cortex to the cerebellum, 
vthich is the organ responsible for muscular co-ordination. Messages -
then pass via the brain stem to the spinal cord. It appears that there 
are two routes available for muscle control,since each muscle 5.:1  
innervated by both..e-1- and Y-fibres, The 0.-fibre route involves a 
subsidiary muscle-spinal cord feedback loop. Signals pass via - 

-fibres from muscae. spindles to synapses at the spinal roots (which 
also receive_ the efferent n‹-fibres from the brain stem),whence further 

efferents pass directly to. the muscle. TheN-fibre route 
involves direct innervation of the muscle spindles,and appears to.be  
in the nature of a 'reference' -setting,determining the length of the 
muscle for a stable posture. c4- and 2(-fibres appear to Work 
together in the manner pf a feedback .plus feedforward system,with 
sudden,coarse movement being effected via the of., -fibre route. 
however,the mechanisms of muscle control are not,as. yet, completely 
understood (32).- 

'Experimental results show that the human subject is able to 
abolish. the stretch reflex in response to instructions (24). (The 
stretch reflex is the build up.of muscular force when a limb is 
stretched at a constant -rate,after initially being at rest.) This 
reflex involves centres higherthan the spinal roots,and,indeed,the 
.cerebellum appears to be involved in its mediation (22). In addition 
to muscle spindles, there:. arc tendon and joint'receptors Which are 
capable of influencing muscular contraction .via this pathway. 
In view of the sophistication and complexity of the systems involved, 
it seems reasonable to postulate that the operator can effect a fine 
control of muscular movement,and.oan control its time structure 
quite closely. The consequenceseof-this postulate are considered 
further - in Chapter 9 . 
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2.4. Summary  

11uch work has been devoted to describing human. operator 
tracking characteristics in terms of linear continuous models. The 
general form of such models consists of a combination of pure delay, 
gain,'neuromusculari lag, and an equalisation consisting of lead • 
and lag terms. These models are capable of generating outputs showing 
cross-correlations with operator outputs as high as .9 ,when both 
are fed with the same input. However,cross-correlation between errors 
tends to be much smaller. 

The observation of the Pip led to the proposition and 
investigation of sampled data models with sampling intervals of .5 sec. 
Dpwever,the pip observations appear to be very dependent on 
experimental conditions. Limple models involving sampling intervals 
of .3 to .5 sec. have also been fitted to operator spectral data,but 
such models required a small pure prediction to achieve the best fit. 

A sampled data model proposed as a result of step response 
tests,with a sampling interval of .15. sec.,proved capable of 
achieving correlations with operator data fully comparable to those 
achieved by linear continuous models. Its simulation of the fine 
structure of operator output proved better than that of a 
continuous model, investigated under similar conditions of tracking. 
This model employed a regular sampling action,but careful analysis 
of step response data showed that a random sampling action was more 
likely. The above models ere summarised in Table 2.4.1. 	• 

Considerations of ohysiology'led to the postulation of a 
sampling action with en average' interval of .1 sec.,corresoonding to 
the c(-rhythm,but experimental results indicated a somewhat lower 
frequency. Eye tracking results imply that both position and velocity 
information are directly available to the cerebral cortex. •The 
sophistication of the muscular system appears to support the hypothesis 
that fine control of the time structure of muscle movement is possible. 
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Chapter 3 : PRELIMINARY IIVESTIGATTONS  

3.1. Formulation of the Tracking Task .  

The considerations outlined in Section 1.-4. implied a . • 
restriction on the variety of tracking tasks which could be studied. 
It was decided to concentrate attention on a manual compensatory task 
configuration,for the following reasons:— 

(a). The compensatory. task admits of simpler characterisation than the.  
.pursuit task,because it involves only one input to the operator. 
It therefore appeared more - likely that.the compensatory 'task 

would lead to a satisfactory model... 

(h) The manual compensatory task does represent the practical 
situation in many applications. 

(c) A given task is.  usually performed at least as well with pursuit 
tracking:as it is with compensatory 'tracking. The latter therefore 
represents-  a more severe limitation on human performance. 

• (d) A good.  deal of previous work has been directed towards - the 
formulation of-linear continuous models by fitting them to data 
obtained from operators performing manual compensatory tasks. • 

In the present case no restriction was to be placed on the form of 
the model which was not consistent with the accuracy of representation 
required.. Published - data would therefore provide a ready source for 
comparison with results derived during the course of the present • 
study. 

It was decided that investigation of the operator's 
performance in relation ,to different configurations of controlled 
element dynamics would probably not be very fruitful, A great deal of 
work had already been done in this direction,and it required lengthy 
experiments and numbers of trained subjects. Also,it seemed more 
sensible to fotus attention on the inherent characteristics and 
limitations of the operator's performance. 

With the above factors in mind,the best course appeared to 
be the selection of a simple controlled element,consisting of a 
simple gain,free of dynamics. The essential features of results 
derived from experiments using such a feedback Sequence would prObablY 
be applicable over a fairly wide range of other experimental 
situations involving simple controlled elements ,posSessing a 
reasonable degree of linearity. 

The most natural choide of display-operator-control 
configuration was to have the operator seated with a control lever 
grasped in his right hand,and with both display and hand movement , 
directed horizontally,and lying in vertical planes perpendicular ta*. 
the operator's line of sight. Such a direct relationship between 
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hand movement and display movement greatly facilitated initial task 
familiarisation. The operator's control movements ware effected 
mainly by the forearm and wrist,With the humerus acting as the axis 
of a pivoting motion. 

The physical apparatus which constituted the tracking loop 
is described in Appendix I. 

3.2. Selection of the . tatiEztical Structure of a Continuous Input  

The experimental investigations involved studying the 
operator's response to both continuous and discontinuous,inputs, • 
where the term 'continuous' is meant to imply continuity in at least 
the first and second derivatives. The aims of the study required 
that continuous input signals to the operator's control loop should, 
at least,he'random appearing'.; i.e. the operator should not be able 
to.detect any regular periodicities..In addition it was desirable 
that such signals- should possess stationary statistics ; this would 
facilitate analysisand comparisonof results. 

It was evident that there were two main classes of-signals-
which would .satisfy the above conditions:- 

(1) Truly randonsignala,whiCh could be considered to result from 
a suitable filtering operation on effectively 'white' noise. 

(2) 'Synthetic' random signals,Most easily obtained by filtering a 
sum of sinewaves,preferably 1 not simply related in frequency or 
phase. 

.Signals of class (2) were reasonably easy to generate,but 
their power spectral density functions were far from smooth ; 
theoretically such spectra consisted of a number of Dirac delta 
functions. A considerah)e impher of sin,nsoids was.required to giVe 
:,:ood simulation of a truly random proceSs in the frequency domain. 

Signals of class (1) were not so easy to generate,but 
.possessed smoothly varying power spectral density functions. Their 
difficulty of generation arose as a result of. the very small filter 
bandwidth required for human operator studies - usually less than lcps. 
This implied that direct filtering of a. conventional random noise 
soure4would yield an unacceptably low output variance,even if one 
could be sure that the source possesSed an acceptably flat spectrum 
at these low frequencies. 	' 

A further requirement was that the input should possess an 
approximately Gaussian probability density function. This type of 
density funCtion occurs in the majority of practical situations,and 
has the added advantage of greatly facilitating statistical analysis, 

Signals of class (1) exhibit a very close approximation to 

a Gaussian density function,when the filtering action is a.linear 
operation. Departures from perfection occur because voltages generated. 
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by practical apparatus must lie within an upper and a lower hope'. 
Signals of class,(2) possess a probability density function which 
approaches a Gaussian form as the number of independent components 
is increased,assuming linear filtering. With a reasonable number of 
components (10 or more) the approximation isquite good. 	.• 

The final choice of the class of input signal was made as, 
a result of the following reasoning. It was .recogniSed that the- . 
analogue-model might well_itvolve.a sampling operation ; in the case - -
of an input signal of class (2),pessessing.pronounced spectral .peaks 
the effects of spectral folding would probably be difficult to 
interpret. Also,the cOinstruction of. a. synthetic random process 	• 
required considerable.care ,if diffieulties.were to be avoided in 
analysis.- As. a final consideration,the predictive features of .the 
operator's response were of particular interest. Now the synthetic 
random process was,intheory,- perfectly predictable. Although such a -. -
process is random appearing,it was difficult to substantiate the 
lapriori' assertion that the operator would remain completely • 
unaware of its-inherentpredictability,and that. his response would 
not he affected. All these factors indicated-that an input signal 
of class'•(1) would be most. appropriate. 	- 

rhe•-:choice - of the-statistical. characteristics of. the input- 
vas made as a Consequence of the .following.desiderata:- 

(a) Sinceit, was desired to.  study. the operator's predictive ability 
the-form ..of the input - should be sOch:that he could improve his -  
tracking• performance substantially by means of prediction.- 

(b) The input spectral density should be fairly flat up to some 
cut-off frequency,in order to ensure a high degree of randomness 
of the time domain structure. This would ensure the best possible 

reliability and general applicability of statistical results. 

(c) The best way of selecting the cut-off frequency seemed to be 
by experimental determination. The task was required to present a 
considerable challenge to the operator,but he should be able to 

achieve good tracking performance by dint of training, 

(d) The rate of cut-off at the high frequency end of the spectrum 
was required to be sufficient to satisfy .(a). 

(e) It was not considered desirable to attenuate higher frequencies 
too rapidly,because of the importance such'terms might assume if 
the representation of the operator's characteristics required a 

sampling operation. Moreover,it seemed reasonable to assume that such 
terms would be present in the more difficult of practical tracking 
tasks. 

(f) It was necessary to attenuate at very Iola freqbencies in order 

_ 
 

to minimise the effects of troublesome D.C. drift terms..The 
choice of. suitable attenuation required.some care,however, 



because very low frequen and D.C. terms would probably be present in 
practical situations A further point to consider was that 

theoretical analysis would be facilitated if the input spectrum could' 
be represented as being flat sown to D.C. It was thought satisfactory 
to attenuate terms below about .01 Os.. This frequency would be at 
least 20 or 30 times lower than any likely upper, cut-off frequency. 

The method of generation of the random signal, corresponded 
to filtering of 'white' noise. It was therefore convenient to 
consider the statistical characteristiCs required of the randoM 
in terms of the appropriate form of the gerierator's filter. The 
simplest,and most convenient,way of achieving a reasonably smooth 
spectrum from D.C.to the cut-off frequency,was to cascade a number of 
identical exponential lags through suitable buffer amplifiers. The. 
number of lags required was determined by A consideration of the 
transfer ofarroptimum linear least-square error (Wiener) filter, 
designed to predict the input signal in the absence of corrupting 
noise. . 	• 

The method of deriving the Optimum transfer for the 
'noisefree' prediction by %secs. of a:signal,whose power spectral 
density function is given by:.- 

(-on 
( s = jw) 	3.2.1. 

(s 4..a)1.1(a 

is outlined in Appendix VII. 

In Order. to gain an idea of the parameter values Associated 
with filters, corresponding to the best linear loop transfer which 
the'operatOr could adopt fora particular inl,rough numerical values 
were assigned to the prediction tinie,Td5and filter break point,a,as 
follows. Tawas taken to be thAprediction time necessary to offset the 
effect of the Operator's inherent lag,due to the finite time required 
for perception,brain processing,and movement of the hand. In terms of 
:step response, it corresponds to a - yaiue lying between the reaction time 
and the time required for the first passage through zero of the error 
function. A reasonable figure for %appeared to be around .25 to .3 secs. 
'a' represented the cut-off frequency in.rads/sec.,of the filter-
which would present operators With a difficult,but feasible,task. 
For two,  lags or more,it seemed reasonable to select a value of 3 to 4, 
so thaL,approXimately,- aTej.=.1. 

substituting the numerical values given above 
theoretical optimum transfers, G

n 
 (s), gave 

G
1 
 (s) = e"1  

G,(s) 	e 
1
.(2.0 	.30.$) 

G
3 
 (s) = e"1.(2.5 	.05.s2) 

into the 
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Inspection of the above transfers indicated that a filter 
composed of three cascaded,buffered lags represented a reasonable 
compromise between desiderata (a),(d),and (e). It was evident that a 

one-lag filter would give practically no scope to the operator's 
predictive abilities,while that afforded by a two-lag filter was 
so,nowlint roatriceed. A four-lag filter would g,ive a comparatively 
Ahrp cut-off at high frequencies,without yielding any material 
advantages over the three lag case,since the possibility that the 
operator could develop a third order differentiation from a purely 
visual error display,seemed remote. These views were confirmed by 
considering the variance of the irreducible error of prediction as 
a Percentage of the input variance ; the figures were 32% (n 	2) 

and 54,(n 	3). 
The practical apparatus which was constructed to generate 

a random signal satisfying the:requirements outlined above,is 
described in Appendix II. 

3.3- Choice of Continuous Input Statistics and duration of Tracking Runs 

There were three parameters of the experimental situation 
which it seemed best to choose by means of short preliminary 
investigations. These were:- 

(a) The variance of the input 

(b) The frequency of the break:point -.1n.the speCtrum of the 
continuous input signal.; 

(c) The form andlength ofieXperimental*tracking runs. 

It was first necessary to choose, an appropriate value of the 
gain from hand::movement tadisOlay movement.. The controlled element 
was a simple amplifier,free of :d.yeamicS The obvious 'a piiori! 
choice was a_unity overall feedback:-(1 cm. of hand movement gave rise 
to 1 cm. of display movement. in the-same direction)isince this 
correSponded, to'asitUation.- to'which the operater was. well:accuatomed. 
The validity of this choice was confirmedby furtherexperiments„ 
described in Section:3,43. 

The Simple- form of the controlled- element implied a direct 
relationshIP:between the variance of the- inputsignal and the 
variance of the hand motion required for accurate tracking. The 
selection of an appropriate inpUt variance was therefore a Compromise. 
If the ..required hand motion were too small,operators found.. it 
difficultte respond accurately. 1Elkind:(10) found that only a 
small increase in the relative power of the remnant was associated 
with input variances as lOw as .06 cm? .-.but his experimental set-up 
allowed tracking hy movement of the fingers,whereaS in the present. 



ease,trackilw movements were made mainly by wrist and forearm. 
Caavelv,too large an input variance would lead to premature 

fatit-!ue. A value of 5 cm? seemed a reasonable 'a priori' 
eboice,and this was confirmed by experiments which Were a4multaneously 
directed toward the selection of a suitable break-point frequency,as 
described below. 

The random signal generator was initially constructed so 
that the filter break point could .be set at five values in.the range 
from -.5 to .75 'cps. The chief desiderata in the choice of the break 
point were that the Anput signal should prtsent a challenging task,. 
hut one that allowed fairly accurate tracking (error variance less 
than about. 25% of the input variance) after some training,and that 
the operator should be capable of maintaining this accurate, tracking 
for a Minimum period of about 100 secs.,so that the results of 
individual tracking runs would showa reasonable degree of 
statistical reliability. 

• An input break point of .5 cps. was found to be too 'easy' 
for most operators ;- i there was tendency for the operator to become 
'boredt,and allow unnecessarily large errors to occur. A value of 
.75 cps. caused most operators great difficulty,and accurate tracking 
was possible for only a short'time.- It was later found that,after 
lengthy training some operators:were 'capable of tracking an input 
possessinga break point at .69 cps. with reasonable precision. 
The :beat compromise to suit all operators seemed to be provided by 
a break point of .61 cps Operatorswere capable of tracking this 
input for a period of about 3 minutes,after which fatigue was ,Ltvident. 
The most troublesome effect of this fatigue was a.'tirednessl 	the 
eyes (whichthetselves were required to perform a difficult tracking 
task) with a resulting increase in blink-.rate end temporary loss of 
the displayed:error signal. An experimental run length was therefore 
selected as representing a reasonablecompromise. 

It was necessary to:ailow operatprs a short period of 
tracking prior to: the commencement ofMeasureMents,An order to avoid 
theeffectsof transients due:totheinitiation,of tracking. The 
beat procedure was found to beas follows._When the operatcrrstated 
that he was teady,a':50 second countdown-was'commenced. At .2.0,-10, 
and -5:secs. the operator was warne4and at 0 secs. he was alerted 
by the disappearance of a small:euesignaiSuperimpoSed on the 
disPlay; at-the same time allcOmplitihpnircuts were activated. 
After 200scs.;durirevhieh00ce was maintaihed,the 'computing 
circuits were switched. into theliold':::position, and the simultaneous 
reappearance •01:the.cue signal.: informed, the operator of the end of 
the run. 	 _ - 



3.4. ;election of Discontinuous Random- Inputs  

It. was required that the analogue model should be capable 
of-displaying :the chief characteristics of:the operator's responses 
to discentinuOus'Tandem inputsvito _inputs with discontinuities 
in their_timedothain structure. Alse,atudy of responses to such 
inputs was likely to he very useful in postulating the initial. form 
of the model.; Two examplea of such signals were studied:- 

(a) A randoth step function,consisting Of cconstant segments 
separated by step discontinuities, - 

(b) A random-ramp function,consisting of segments of relatively 

' . 	Constant slope with lcorners':(points with a step discontinuity 
of.slope) separating successive ramps. 

Preliminary experiments with input: (a) indicated that 
randomness,both in the amplitude of steps,and in their time of 
occurrence,was required - otherwise the operator's response tended: 
to become precegnitive. Fl.)r instance,if operators were presented 
with steps of:constant ma,!;nitude,they soon became aware of the fact. 
The occurrence of P'stpp then triggered off a predetermined response 
no process of prior estimation was required. This was deduced from 
the results of presenting a large_ number Of steps of the same 
megnitude,interspersed with a few smaller steps ; the latter elicited 
responses which showed large evershoets,and the first pert of the -
response ;was practically the same as.  that observed for normal. sized 
steps*:  

Randomness of amplitude was Achieved by forming a step 
function with a non-Gaussian,bithodal probability density function. 
A Gaussian distribution was not satisfactory because it led to a 
large number of undesirably small steps. 1;andomness of timeof 
occurrence was achieved by forming the steps at the output of a 
samplet -; sampling times were.  determined by a pulse train with 
either-a second,fourthOr eighth order Poisson interval distribution. 
The fourth Poisson was used for most experimentsIbecause it 
represented a reasonable comproMise between randomness and the desire 
to have relatively few intervals very much longer than the average. 

The random ramp signal was derived from the random step 
signal by passing the latter through A quasi-integrator. A pure 
integration could not be used,because the resulting ramp process .:  
exhibited:nonstationarity,with a variance increasing with time. 

.The '..tremps'.. - were in fact exponential 	with such a - long 
time.conatant:that the effect was hardly noticeable 

The apparatus constructed to generate the random step 
and ramp 'processes is described:in-Appendix 



( ) The loop configuration 
interest were linearly 
to considex. any two of 

adequately,, 

was :such. that the three variates of chief 
dependent. It was therefore only necessary 
these quantities to describe performance 

(b), The input is.independent of the operator's tracking ability. 

(c) The error provide's the Most sensitive indicator of tracking 
accuracy. 

(d)-ExperimentshOwed. that botiOnput and error signals possessed 
Gaussian probability densitTfunctiona :  

(e) Population mean values of:inputand.errOt signals:were zero i 
Mean valuescaleUlated frOM reasonably long runs were close to 

zero.  

(f) AHp'riori,there. was_n6:reason to nscribe SpetiaL signifiCance to 

any parti du1st part .of an experimental run. 

- 44- 

3.5. Probability Density Functions of Loon Variates - 

The results of many previous investigatOrs,Elkind (10) in 
Particular,indicated that the characteristics of human operators 
performing continuous tracking tasks could be approXimated quite 
well by linear systems,except under conditions where the - input was 

Were. very difficult to follow,or where therekcomplicated controlled 
element dynamics. Now the continuousinput signal possessed.a .  

Gaussian probability density.  .function ; it therefore seemed 

reasonable to suppose that the error and output signals would also 
be Gaussian..This supposition was confirmed by the analysis of records 
taken during the course of experimental. runs ; typical results are 

shown in Fig.3.5.1. 
, • .The step input was non-Gaussian,while the ramp input --

possessed a 'bell-shaped' probability density function,w'nich was a 
reasonable .approximation.to a Gaussian curve ; however,its first 
derivatiVe was definitely not Gaussian. The analysis of-the operators' 
responses, to these discontinuous•inputs- was conducted on the basiS 

of comparison of time traces,a-othat difficulties of interpretation 

were.largely circumvented. 

36. Selection of Performance Criterion 

The formulation of a performance criterion relating to 
the continuous input signal was guided by the following considerations;- 
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ConsideratiOn (g) indicated that.the-error 
sum of two components,viz.: 

could be written as the 

Ertor.  linearly correlated:withinput ,variance 
Error due to operator remnant'-terms ,variance 

Thus,the total variance of error was given by:- 

.V + V e 	e 	n e 3.6.3. 

Ve: 

(g) Et was desired,if possible, to represent the operator in terms of 
a linear system. Fluctuations in,and errors of,estimation and 
execution would be represented as a noise voltage,additive to 

and not linearly correlated with output and error. . 

Considerations (e),(b),and (c) led immediately to a 
relation for the performance index ,P, as follows:7  

0 
P = F(input,error,time) 
	

3.6.1. 

Consideration (f) led to the adoption.  of a constant weighting 
overtime. 

Now any Gaussian distribution is-completely described by' 
its mean and Standard deviation,or variance. 
The import of considerations {d) and 	was,therefore, that a 
suitable relation for P could be written AS follows:- 

P = F(V. V ). 
e 

where i  = variance Of input 
V -= variance of error.  

Therefore consideration of variances was apparently advantageous. 
It was desired that P should reflect, the fact that the 

difficulty of effecting a given improvement in system performance is 
approximately inversely proportional to the difference between the 
theoretical maximum,and the level of performance already achieved. 
This implied that as Ve.'".0 , P-4.40.00 . The simplest criterion 
satisfying the above requirements was given by:- 

This particular criterion also exhibited the useful property of 
being equally sensitive to changes in either component of error 
variance.-  An idea of the maximum value of the criterion index,P, 
which was likely to be observed in practice is provided by considering 
its value'for the optimum filter described in Section 3.2. ; the 
variance of the irred4cible error of prediction of this filter is 
about W. of the input variance,giving P = 20. 
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The estimation of P required the measurement of the - 
variance of input and of error . These variances were computed as 
described in Appendix T.V. - 

• Performance measurement in the case of discontinuous inputs 
was mainly required in order to determine when the operator had 
achieVed a suitable level of proficiency. Chief interest was concentrated 
on the operator's response at points of discontinuity.• The 
specification of a numerical performance .index was difficult because 
these inputs 'possessed non-Gaussian probability density functions 
of amplitude or slope. A further difficulty was that, it would be: 
necessary to decide the form of anapprOpriate time-varying 
weightint function; - It therefore seemed most reasonable to judge 
-performance'by visual inspection of oscilloscope traces and 
recordings. A check was -provided by noting the subjective impressions 
of. the operator. . 	• 

3.7'. Learning Phenomena and Training  

The human: operator exhibits a high degree of adaptability 
in the performance of tracking tasks. On being presented with a 
task to which he is completely Umaccustomed,the performance of the 
operator is at,first generallyepoor ; at this stage - he has no knowledge 
of statistical dependencies present in the input signal,or of the 
result of a given hand movement in'terms of controlled element output. 
Performance usually improves rapidly over the first few minutes, 
'unless the task is a really diOlcult one. The observableeffects 
of the 	of lenrhing acid adaptation arise from improved _     
proceSSing 617.sdiwty iiipoL§ And iiidt 666U-1-:atI2 ftififidiat18h @f 
programmes of.hand movement required to achieve desired respohses 
at the output of the controlled element.-  

The temporal characteristics of improvement in performance" 
due to learning and adaptation depend on the statistical structure 
of the input and the oomplexity of the controlled element dynamics. • 
In general„the simpler the task,the more rapid the initial learning: 
process. One useful result of utilising a simple controlled 
element in an experimental situation is that the time necessary 
for task familiarisation.is thereby greatly reduced. 

The above discussiOn indicates that operators must be 
trained.befOre scoring runs.are made - unless adaptive and learning 
behaviour is 'itself the subject of study-. During:the course of 
training the operator's performande improves,and his run-to-run 
variability decreases. Training may be terminated when performance 
has become reasonably stationary,bdt the interpretation of 
'reasonably' will,in general,depend on .the needs of the investigation, 
and the complexity of the task. Very diffidult tasks usually exhibit 
a slow,long-term improvement.Allowance must also be made for the 
possible occurrence of learning plateaux.'These are evidenced by 
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a reasonably steady performance over quite a few successive runs, 
then a definite improvement over one or more successive runs,followed 
again by steady performance,but at a higher level. 

Graphs of tracking performance over time are shown in 
3.7.2.,and illustrate experimental results of tracking 

runs carried out with three of the operators. Operator D had only two 
previous task familiarisation runs,with input spectrum break-point . 
set at .5 cps. The graph shows that his performance increased from 
an initial value of 2 to about 6 ,during the course of 60 runs. There 
is a faint suggestion of a learning plateau between runs 10 and 24. 

Operator F hid about 10 previous runs in connection with 
tracking task formulation. His performance shows a moderate degree 
of variability,and fairly strong evidence of a learning plateau 
between runs 4 and 44. 

Operator L had considerable tracking experience. His 
performance shows a fair degree of variability and a slow secular 
trend ; however,there is very little to indicate learning plateaux. 

Run-to-run variability resultd from the combined effects 
of statistical fluctuations due to finite run length,and changes in 
the operators' health and emotional states. Also,it was difficult to 
eliminate outside disturbances. 

The upward trend of the graphs for operators D and F was 
to be expected ; however,the presence of a slow secular trend in 
records for operator L serves to confirm the difficulty of the task. 
A minimum training period of 30 runs was therefore considered to 
be necessary. 

3.8. Investigation of the effects of varying Hand-to-Display Gain  

Preliminary experiments included an investigation into the 
effects of varying the hand motion-to-display motion gain on 
continuous tracking characteristics ; for this,one well trained 
operator was used. Throughout the course of subsequent investigations 
it was desired to utilise unity feedback gain,since this seemed most 
natural from the point of view of habituation. Any other gain would 
have altered the relation between visual acuity and potential 
accuracy of hand motion. It is well known (11,12,13,15,19) that the 
operator possesses the ability to vary his overall gain to adapt to 
changes in the controlled element,but it was desirable to obtain an 
idea of the extent to which his performance depended on the external 
loop gain,in the particular physical situation presented by the tracking 
task being investigated. 

The experiment consisted of measuring performance with 
hand-to-display gains of 1,20,and•4 - after a short period of 
training in each case. Results are shown graphically in Fig.3.8.1. 
It may be seen that the variation of gain,within the above limits, 
showed that there was certainly no sharp optimum. A gain of 2 probably 
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represented about the best setting to obtain maximum performance, 
but the effect was marginal. This shallow maximum represented a 
pay-off between easier perception of small errors and indreased difficpty 
of estimation,due to magnification of hand tremor effects,etc.,as 
display gain was increased. 

. It was concluded that the, choice of 
advantages which outweighed the very slightly 
obtainable with a gain of 2. The results also 
the operator was quite capable of varying his 
maintain a performance level near to the limit permitted by the 
task, configuration. 

3.9. Investigation of the Effects of. Display Nonlinearities 

An investigation into the effects of nonlinearities in the 
error channel was conducted with two objects in view;-' 

(a) To investigate the effect of relatively mild nonlinearities on 
performance. 

(b) To indicate the potential' fruitfulness of further investigations 
into the effects of nonlinearities on the tracking characteristics 
of human operators. 

The form of the nonlinearities which were employed in the 
investigation was that of a cubic function approximated by three 
straight lines ;.details are shown in Fig.3.9.1.,which also shows 
the overall operator loop configuration. The break points at the 
junctions of the linear segments were placed so as to correspond 
with a displayed error of 1 cm.,and true errors of 1 cm. and cm. 
at the inputs of nonlinearities of type A. and B respectively. An 
experiMental check showed that these settings produced an effect 
which was quite noticeable on the subjective level. 

Two training runs,followed by twelve scoring runs,each of 
200 secs. duration,were made for each: of the two forms of nonlinearity 
employed,using one experienced operator. 	: 

Numerical results are shown graphically in Fig.3.9.2. 
Their chief import was that the operator was well able to adapt 
his estimation procedure to allow for relatively mild forms of 
nonlinearity. 

It was concluded that in order to be fruitful,further 
investigation must needs involve the study of a number of careffully 
selected,relatively severe nonlinearities,together with evaluaLon 
of subjects' capabilities in linear control loops. Such a series of 
experiments was considered to be beyond the scope of the present 
investigations, aving regard to its likely demands in time,apparatus, 
numbers of subj cts required,and data reduction facilities. 

unity gain possessed 
better performance 
demonstrated that 
forward gain to 
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3.10. Summary of Results and Conclusions from Preliminary Investigations  

Preliminary considerations indicated that the most fruitful 
area of investigation would be that of a.compensatory tracking task, 
with a linear controlled element,free of dynamics.. The most 
appropriate form of continuous input was a random signal,which was 
effectively derived by filtering a 'white'_ noise signal through 
three cascaded exponential lag circuits,separated by suitable buffer 
amplifiers. 	• 

Experiment indicated that the most suitable value of the 
input spectrum break-point frequency was .61 cps.,and that an input 
variance implying a hand motion variance of 5 cm? for perfect tracking, 
was well suited to the experimental configuration. Under these 
conditions a run length of 200 secs. was found to r epresent a 
reasonable compromise between the necessity of avoiding undue 
operator fatigue,and the desire for statistical reliability of the 
results ofindividual tracking runs. 

The Gaussian form of the probability density functions of 
the loop variates,verified experimentally, led to the adoption of a 
performance criterion equal to the ratio of the input variance to the 
error variance. A series of runs conducted with hand motion-to-display 
motion gains of 1,2,3,and 4,showed that,according to this criterion, 
there was very little practical advantage to be gained by adopting 
a value of gain other than unity. 

Results indicated that a minimum tracking period of 30 
runs was necessary for the establishment of. a reasonably stable 
level of performance. 	 • 

The study of responses indicated that the two forms of 
discontinuous inputs studied experimentally,viz. steps and ramps, 
must possess randomness of both amplitude and time structure. It was 
advantageous to employ a non-Gaussian probability density function of 
amplitude of steps,and of .slopes of ramps. It was judged that the 
best way of estimating-performance to determine when sufficient 
training. had been given,was by visual inspection of records,and 
reference. to operators' subjective impressions. 

The resultsof a short investigation into the effects of 
nonlinear displays showed that 0e - operator was well able to adjust 
his characteristics.to Maintain good performance in the presence of 

.relatively mild nonlinearity. It was decided not to pursue a 
further course of such-investigations,because. of the inherent 
limitations of experimental facilities. 
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Chapter 4.'EXPERIMENTS LEADING TO THE INITIAL FORMULATION OF.  

A SAMPLED DATA MODEL  

4.1. Specific Investigations Leading to the Initial Formulation 
of the Model  

A number of investigations were conducted to elucidate the 
chief features of the operators' characteristics relating to a 
variety of tracking tasks additional to that of continuous tracking. 
These experiments were designed to explore the relative plausibility 
of the 'continuous' and 'sampling' hypotheses,and to indicate the 
likely structure of a model capable of displaying characteristics 
similar to those shown by operators engaged in tracking both 
continuous and discontinuous inputs. 

There were three exploratory investigations:- 

(a) Study of operators characteristics under conditions of sampled 
display. 

(b) Study of operators' responses to step inputs. 

(c) Study of operators' responses to ramp inputs. 

4.2. Experimental Investigation of the Effects of Sampled Error Display  

Experiments to investigate the effects of presenting the 
operator with a sampled error function,were carried out with the primary 
purpose of probing the validity of the hypothesis that the operator 
acts on his input in a temporally discrete fashion,rather than 
continuously. Experimental details were as follows:- 

(a) The operator control loop was exactly the same as used in the 
normal tracking task (1:1 compensatory feedback)owith the 
exception that the error channel was modified. 

(b) The error signal presented to the operator was derived from the 
continuous error function present in the loop,by passing the 
latter through a sampler and zero order hold circuit,with unity 

D.C. transfer. The error function actually displayed to the operator 
therefore consisted of a series of steps,with discontinuities at 
sampling instants ; the sampling frequency could be varied at. will. 
The experimental arrangement and sampled error function are 
illustrated in Fig.4.2.1. Circuit details are given in Appendix 1. 

(c) The input to the operator control loop was a continuous random 
function of time,similar to that which was used for the ordinary 
tracking runs, but with a spectrum possess&ng a break-point at 
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.5 cps. This ensured that the tracking task would not be made too 
difficult as a result Of the insertion of the sample and hold circuit. 

(d) Four operators took part in the investigations; all had received 
a reasonable amount of training in the normal continuous tracking 
task. 

Tracking runs were conducted as in the normal tracking task with 
continuous input ; i.e. a 'warm-up' period followed by a 200 secs. 
duration 'scoring' period. 

The aim of the experiments was to determine the relation 
between the operator's performance - both quantitative and qualitative 
- and the length of the exror Sampling interval. The following 
procedure was therefore adopted,and applied in the case of each 
operator. First,several runs were conducted under conditions of normal 
error presentation « i.e. no sampling. These served to familiarise the 
operator with the input,and provided a basis for comparison with the 
rest of the trials. The sampling interval was then set at 50 millisecs. 
and the operator was given several runs,until his performance ceased to 
show marked run-to-run improvement. Scoring runs were then made. This 
procedure was repeated with sampling intervals of 100,150,200,250, 
and 300 millisecs.,in the order given. Sampling intervals in excess 
of 300 millisecs were not used,since it became apparent during the 
course of the experiment,that the range of chief interest lay betwepp 
100 and 200 millisecs. 

The criterion of performance was as used previously ; i.e. 
the ratio of the variance of the input to the variance of the 'true' 
error. This criterion was designated as P in Section 3.6. The variance 
of the displayed error signal was not exactly the same as that of the 
continuous error,because the values of the latter between sampling 
instants could not be considered to be drawn from precisely the same 
population as the values at sampling instants,due to the presence of 
the operator. 

Curves showing the relation between P and the length of the 
error sampling interval,Toarc given in Figs.4.2.2. and 4.2.3. Their 
general form is' very similar for each operator. There is a fairly 
rapid fall in performance as sample interval is increased from zero 
to 150 millisecs.; performance then falls more slowly in the region 
150ms.tgTs4.;250ms.,after which a more rapid fall is resumed. This effect 
may be seen quite clearly in the curves of log P vs, Ts,shown in 
Fig.4.2.4. These all show a definitely lower slope over a range of 
Ts  from 150 to 250 millisecs.,indicating that a different power law 

is applicable in this region. 
The curves of P vs.Ts  could all be approximated by two 

straight lines, despite differences in the absolute values of P. 
The'corner'between the fitted lines was found to occur in the 
vicinity of Ts m 150 millisecs.;this value of sampling interval also 
led to important subjective effects,as described below. The similarity. 
of the forms of the curves for different operators served to 

•:•••"".'•:" 

(e) 



poi 



r:... 

s 



III 1 I I . I 
1111111111 

..ff....o. .............i......1..... .. 	......................... 
1 111111111111111 

mu.. Meuniiiiiiuniiiiiiiiiiiiiiiihliiiiiiiinirinnii 
..... 

111111111 

mom. ...um ...,...1.......1  111.  

111101 

...m.m...1._ 
1 IM111 

.H......41....1  
Oiliiiiiii 

i ITLIL.11.. 
, 	.. 	H. ......;11.0,4,013.10  iihiblifiiiiirii 

„ i„ , r 1 im__ 4  
III  guaqiiii 

1 1 
li 
I ' 

llienhommahmh,ffip,mta'gill! 
g_ iriopikerhommkirmum wing 

mil 
1  ....... 
11"mmilihm""g"Tier 

iiih--1 m . iiiiiiiiianifullawm""'")ipuiliFillill .... . Irv: I ur 
iiiiiiiiiiihimhuilifil 

. hriffrii.. III iiiiri idippordp grn  a hi riEumm  
jiminipuirmipluunillPir 

lllllllllllllllllllllllllllllll 	Aram:m-1  Ifileillu..  .....  WWII& ....iumrai 
■ral clumt$ ...„,,I, Id buing. 11,Einhii hni...—r.:119: iiiims 1 rtaiy.inua.  III 

H if 
i , 

T111111:111 Illimmi 
dflut &NIA! " ' hil iiii 1 qiijipli:i I' rIgh :111:••• p d ! ghiplipp,11 prii imBUIed16.1iPlual Bs. Err Piiir Atit ' / b. : . 4. •' 1 • 

41•11h.l.,.: ing !I Ms erdiFq• Eli 
Lhip,r 

t -:_ • • all• 1 : • * - • gii"" will! 11P14-• 	ois d: 	: enrim: Ni. • _ ,i• • _ 
—.. .. : I , •"• V 

3 
1 - 

I ase  910  
. hi I- n zw.,11=11  41114. 4-f- --, e  .52:1 

mi, 
33 OM li i3 ! • •

• %BM .::eming.:. -Nis ..:-.. 
nath "AR... - - 	 Lear .....• _en. re :as iiii.hc MEM  	lifigantillem - 	r. --.11Etz: 

ihnurrum ti. 1.. el r-j yabuirm.i...rigni in. . Ani  dal  imqfpoi  i Adhaanddumpa ipupplImpilowirrohlridpm6mil I  ouquinAdadadrummin  gglipp eidLo mum !PI .  II 1 . n in .111 • t iel  • --0.149••NurNI•numpleri .. hi own u. 1 e.. usehrgill I  • • • . a • :.:::, 1.0 Ai 1: 	:. ken olit  .11 •, 	..  : I: • il, II  I 
rrrueu,g.u.,im  VH10,11111 IL HI. ..111 . ..41. 2 

.. IRDAL - , II, IL  h. a i i .141.8.1phisraiviand . • bhp. 11 1  
I: MINN PlirdialiPP 1. 1.!. liNlithdlliiiidElhil millitlirp -..11: 1154 

marditiffiliffitihr 

""""umm""11111 
mmuumunnimmo muummuummuul WIEHNIMUnniiMMIli 
mumummussuuum 
1111111111110110 
11101010111141101110111111 

. 

limmilifiliiii 
' 11111111111 

MP 
III 

UNINIMMIErnalUMEMEROdiadurnikinNEMINEffli 
11111111111111111101111111101111PIP1111111111 

lffindrd 
IF' 

is 
 iffp II iiirifylipiimiihildiqhfig pp i Hiliiil 

'I 11111111111011 1111111111111 hildhl I IIIIIIIIIIIIII 
1 

WI ml I ill f IP I Mk Jal 11101191111111611111 nuilipuutioqu ip 1 mum 1  uumuuun id Ii Int IT I li imi WHIldkihif_ _ _ 11411fillIffl ill 111111111MIM IfIll nIfrn ur 1111 a 31111 fib : iLlIgruill mill11111! : 
irign 
Pleilleallii 

IMMLIMIMMII .° 1  MI I MUM woumum ku maw u. uu m..m.. iii I 	t  ill  ii ______, __ _________ 
amino ran: 1 ,c_f_______ rfiromunummurm "MIIII1111111111111:90128g u ii  ulluoin.  um mi uifil II ire IIII 
I " ... .. . I  irilli .. 1  " 	 Prl  pm 111""liPiF 1 Inii In IT 1phIll hichs m..I um  RPL:,„„  ■ .. hirdl,r NH 

3 1  
I 1 	1113111 BiLkon 

al 	I 
un   	..II II n • .. in II _ jrplimall 111111114 %WU hi Se  ri ..ille...1t r....t  

q  I  gihnild 
 	11

i Olt&  •94  •mid" d LEN ' P hu.dhmus 4 • 1 vim rarnintring 1  Lismiggiota uliirmilin 
MikuilsidiriP 

.N$' r Ili ' ' — FrdrItampuro ed ihSi:. raanu d nap" EN HUI 
"i- 

 .1h1 ix - 1  MUM •r  1 . ,•113 •::! ii 1 . . 
Au& ni ° Erbil.* •_ .--[••T,i -- . .., IL 

pg -HD r ifill H i _ - 4'---  - WARM -- ' 1 3  • • • :- i i p I _1 .tz ,-'1 OA =-...t, 4111 : I i  • ,r. I Aim 
VI .11:42hraltr... 

nimunn hillnINIIIIIMmu 	 woh....., 
Mi -I-  ' - AIM a :1:-  ' 3 essaillielle.z.ffil e.1 - . - 	- - : 

se mildgm III :n": : i ....... - . . ... - ■ lip: .. h  pro9 apqrrmqrpipjgrm 9..1,... 1 eu 1 
tfilikt LIIIMIIIPERI.MIft. higiumalimult 	 

mil....:.11 
HOLlui MI I a swig , .. o Lo. u , 69plin ihid" err ii :fileliva. 1 i I as 

i-:-1-  alai= e Mir P.ififfiliffill1111101111111.111 
Faigitie 

.w 
 

-5....1ffirdwirev -R. 
11MSO 'T.  HatiolliMaimihmrdikidumm uww.; , - i. ..i PgallakiarkillgriffinliMIMPAMNIVEM MIME 

ipmumummimq 
I LI= "EMI"  

IMII Mimi' MII1 1117111ullireediel nummrummiluisplomourtromorp 
Ilt,MIIIIII 1 I 1 h i 	II UMW NUM' 11 .11 ill in 

in 101 III oim II rim II 	I 1 impumoomn 
111111111111111111IMIldll 111111111M11119IIII1 
MIIIMI1111111111111111 umunimmumumn 
Liiiiillrimmpludihil 

HMI 
I mommunT M11111111:11111h 1 1 111 
Will a 
ifill !III 

u:11 II I 
lir 

plum 
111 II 

I IIIMIIII 11111 
um 

I 1111 1 
I lamp 111111111r op' 1 j Ji wir 1 I Ilan ilhaellk 1111.11114,1111111111 ir 11 lumw ug I ilhlhIM ollusuumuun in _ j_____1,MILA BOHI111110110 _ __________1 _ ___ 1  

Ili. I WI 111111 "iiiili 'II 111011 
i  

1111111111VMH 
, lea 

u 
gm! 

1 
,i urilui 1 1. : tu pi Apr 11.11111 

FA 
111111 

VIII! ..... 11.1111111131131111 MOLIIIMIalig. Mild 1 mwo ...... . 
ruu..1 
num MIMI. 1 I  111 1 0 1 It .1 IIINII 

I 
thihli 

h  i •. , ii L.1511111 1,1  in I . nip illuinhul ..mh.. Jimpip, •qq,.1 ,. 111:111:1"CHINI 1.91 r ION r,„„,41 ' ip  . 1. mar•ilwir  Unijiililh  I■ 
Be ii • . 

111 

HrENIV.P.--  tardararditi 
iiiiPiphrinn ouniubs 111  

MilsOlki iii BM u... uhribmin.--- . ibiquq. • Apo g- row.THIT . ' 1 -plitE4iFaitiv h. run 
. 1  Illid illel.1•- 'ir  r ..._e !..ur  	I. -Huh  m 

inniniir e • .1 ; 	 iiiiikledininiihnhinuftidillidi 
.41iiinil 

eil itIM 
... 
eirthrtmerniiihJe 
affAmmunlikt rim...Arwilea 

ILIUM 
• ..........: 

id 
a _ 

Aging lummitapeniii-iid 'en 
, 42 _ -, 11 i i  mippqmpripolnimir .. 	 • , . . di .,,...d 	qpil  NEDRA WM. an Its 	1--,  : ."- 

, Ng 6 wir-t 'ffiliiiiikeinudidll.Pf FAI_ Etaki_ EPAN 11.14 1 4 JI. 4  
• 

LIMO - I , ill t 	
7,111 ,;i 0 I Vl irk 

fil • 	phdliall 
I.:'.' 

ill 4. i• ;Mt 

gun 

iffiM 

um 

BM 
NM 
l'illilnel 
6211.Mi thiliM 

' PIM -11-, 	,i 
olifiniffiffrilliffr 

M Ea..  P1 

: dErilibliinififfilininglargligliffil 1111JINPIEMNPIRM 
1.14111110111111110 EffildiNIMMIMEN1111111010M11 

d . IMEMINIPLEMIUMPINIMEEN MMUMENDMILIMMILIMIEBRIMILEM 
lilt 	i P  



justify the view that all the operators exhibited the same basic 
behaviour. 

During the course of the initial investigation,operators 
reported that they seemed to possess the ability to 'synchronise,  
their actions with the displayed error function : the effect was 
most noticeable at T= 150 millisecs,but operator A found a definite 
effect at Ts

= 100 mss, and operator F reported. one at 200ms. Sampling 
intervals longer than 200 millisecs tended to lead to a subjective 
feeling of waiting for the next sample. When operating in the 
synchronised mode,the operator had the subjective impression that his 
hand was jumping about in unison with the display,and outside his 
direct,conscious control. 

After concluding the initial series of experiments,further 
runs were made with various settings of Ts  in the range 100 to 200ms., 
with the object of finding the sampling interval lengths,for each 
operator,at which the subjective effects of synchronisation were most 
noticeable. These values of TS were found to be 125,150,150,140 ms. 
for operators A,C,F, and L, respectively. 

Further runs were conducted with sampling intervals set 
to these values,and recordings of sampled error and output velocity 
were taken,sections of which are shown in Figs.4.2.5. and 4.2.6. 
These show alvelocity-triangle type of response (vide 18) with 
varying degrees of emphasis,according to the operator. There is a 
tendency for the end-points of the triangles to occur in synchronism 
with the sampling points in the error curve. It may also be noted 
that only a few of the triangles begin or end at zero velocity. 

It was evident that any hypothetical model of the operator's 
action must offer a satisfactory explanation of the salient features 
of the above results,viz.:- 

Thp geppral fprm cif the r vp,Ts  cure s, 

The subjective effects of synchronisation. 

The form of the operator's output motion. 

The development of such a model is discussed in the following Sections. 

4.3. Implications of the Results of Sampled Display Tests for  
the Hypothesis of Continuous Action 

The hypothesis that the operator receives information and 
acts continuously in time,has been advanced by some workers (10). Others 
have contented themselves with describing the operator's action in 
terms of the best-fit quasi-linear transfer function. The forward 
transfer usually proposed has the general form:- 
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G(s) = k.(1 	s.TL).e" s.Td 
	

A.3' 1. 

(1 	s.T1  )(1 
	s T

N 
 ) 

(see Chapter 2 and refs.11,12). The lead term is sometimes omitted, 
but this omission often leads to a rather low value of pure delay -
usually much smaller then the delay observed in operators' step 
responses. 

In terms of the continuous model,the experimental results 
may be evaluated as follows:- 

(a) The action of the sample and hold circuit is to introduce a phase 
lag proportional tp frequency. The equivalent delay is equal to 
kTs. It also causes the effective gain to be periodic in the 

frequency domain,with zeros at multiples of the sampling frequency. 

(b) The sampling process removes the operator's capacity for direct 
sensing of velocity. He is forced to estimate velocity on a 
differencing basis,with some smoothing and averaging to counteract 

the effects of sampling 'noise'. 

The effect Of (a) is to cause an additional delay of kTs  
to be added to the operator's inherent delay,and to modify the 
structure of the gain vs. frequency characteristics. In order to 
maintain performance,the operator needs to increase his reliance on 
prediction from velocity information. But,according to (b),the 
operator's capacity for sensing velocity is impaired by 'staleness' 
and 'noise' introduced by the differencing and filtering operations 
he is forced to perform. Both factors (a) and (b) would therefore 
result in a progressive impairment of performance as the error 
sampling interval is increased. This accords with experimental 
results. 

There are,however,some points of inadequacy in the continuous 
hypothesis. Firstly,there is no 'a priori' reason to expect the 
synchronisation phenomenon. The subjective effects of synchronisation 
are inexplicable on the 'continuous observation and action' 
hypothesis. Secondly,the.hypothesis offers no really satisfactory 
explanation for the shape of the P vs. T curves. One possibility is 
that both effects (a) and (b) are operative ve when Ts  lies in the 
range 0 to 150ms.,while effect (b) is unimportant for greater 
values of Ts. However,one would expect a rather smooth transition. 

A third point of inadequacy concerns the form of the output. 
The simplest continuous model proposed has a transfer similar to that 
of equation 4.3.1.,but with TLus T1. This transfer would lead to a 
series of exponentials at the output,each running for a time of one 
sampling interval. The more complicated model,with a lead and two,  
lags,would give a similar response. The basic exponential form 
would not be greatly modified by the additional elements,which 
usually haye fairly small time constants. The lead term would be 



-66- 

modified by a filtering operation,as outlined above ; its effect 
would be to alter the value of the output at any instant, but not to 
change its general form very much. 

while one must allow for the fact that the continuous models 
so far proposed are idealised,so that ohe would not expect to see 
exact exponentials at the outputonc might reasonably expect maxima 
and minima in the output acceleration to occur at times separated by 
roughly one sampling interval. The record of output velocity should 
therefore show a frequency of 'corners' rather lower than the error 
sampling frequency - occasionally one output response would lead 
directly into its successor. This behaviour was not noted experimentally, 
and acceleration peaks tended to occur at time intervals which were 
relatively constant,despite wide variations of Ts. Except in the case 
of the smallest Ts, the number of acceleration peaks was in excess of 
one per sampling interval. The form of the output observed 
experimentally.is therefore not explicable in:Iterms of the continuous 
models which have so far been proposed. 

4.4. Implications of the Results of the Sampled Display Tests  
for the Sampling Hypothesis  

Several investigators (e.g. Craik,6;Bekey,2;Raoult,26) 
have proposed that the operator may be regarded as perceiving and 
acting upon his input in a temporally discrete fashion,with an 
interval between successive samples of .3 to .5 secs. A typical 
model proposed to accord with this hypothesis would have the form 
of a sampler,followed a data hold in cascade with a linear continuous 
'plant',which usually includes a pure delay ( a perfect prediction has 
also been suggested (2),but,while allowable for the purposes of 
digital computation,this is of course,physically. unrealisable). The 
hold maybe omitted (26),or be of zero or first order (2). Higher 
orders of hold circuit are usually excluded because they incurr 
large penalties of phase lag. The sampler may be preceeded by a 
filter which includes a quasi-differentiation (practically perfect 
over the frequency range of interest) ; an example is the modified 
partial velocity hold suggested by Bekey(2). 

The sampling models without the facility of a pre-filter 
differentiation fail to explain the experimental results. The main 
effect of sampling the error would be to add a phase lag proportional 
to sample interval,and the performance curve should show a smooth 

,reduction,which should not be very severe - at least for values of 
T less than 200 ms. 

If models with a differentiation facility are considered 
there is better agreement with experiment. One would expect a first 
rapid fall in performance as Ts  is increased,followed by a more 
gradual rate of decline. However,the P vs.Ts  curves would be expected 
to exhibit a relatively smooth form. Also, the model does not really 
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explain the synchronisatioh phenomena. Some effect might be expected 
to occur when T was exactly half the model sampling interval (for the'  
models suggestea,this would correspond to values of T in the range 
.15 to .25 secs.),but one would also expect some such effects to 
occur at other submultiples of the sampling frequency of the model. 
The subjective impression of 'waiting for the next sample',which 
occurs for Ts  more than .2 sec.,and which becomes quite strong as 
Ts 

approaches .3 sec.,is not readily explicable in terms of the above 
model. 

A further point which detracts from the acceptability of 
the above models is that they predict output motions in which peaks 
of acceleration occur about once. every .3 to .5 sec.; even if one allows 
a velocity-triangle type of response ,such peaks would only occur 
about once every .15 to .25 secs. These features of the model do not 
accord with experimental results. 

One general point is.worthy of further note. The above models 
all involve a value of pure delay smaller than the smallest pure 
delay observed in operators' responses to discontinuous inputs - some 
theoretical models actually involve a small prediction (2). They 
therefore constitute a rather abstract and restricted representation 
of operators' characteristics. 

A sampling operation occurring at around 6 to 7 per second 
has been suggested,(18,4). A model first proposed by Wilde and 
developed by Lemay is based on the postulate that the operator samples 
a prefiltered error function every 150ms. or so,then forms his output 
in terms of velocity triangles which run between sampling instants. 
the structure of the model is shown in Fig.4.4.1. The prefilter contains 
either a pure gain (Wilde) ,or a gain plus a pure differentiation 
(Lemay)(actually a quasi-differentiation practically exact over the,  
frequency range of interest). The Z-transfer contains a delay of one 
sampling instant,postulated to correspond with brain processing time, 
and has the form k/(z k). The value of k suggested for step inputs 
is approximately unity. Lemay proposes k = 1.25 for continuous 
tracking. The velocity triangle circuit generates a double-parabola 
position output,with zero slope at sampling instants. 

The simpler form of the model (prefilter a pure gain) 
does not readily account for the rapid deterioration of performance 
shown by the first part of the P vs.Ts  curve. The model possessing a 
prefilter containing a quasi-differentiation accounts quite well for 
this effect. Both models predict the synchronisation phenomenon at a 
value of Ts  around .15 sec. One possible explanation of the effect 
is that the operator is able to complete programming of the next hand 
movement at an average time corresponding to the arrival of the next 
sample on the display. The subjective feeling of 'waiting for the 
next sample',which occurs when T exceeds .2 sec.,is also well 
accounted for. The operator is Ale to complete his programme of 
response to the input well beforie the arrival of the next sample of 
error,resulting in the subjective feeling of a delay before the 
visual perception of the next step in the error function. 
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The above reasoning also indicates a qualitative explanatiOn 
of the form of the P vs. T curves. The initial steep fall in P occurs s  
as direct information of error velocity is lost. For Ts  mote than 
100 ms. the operator has to rely on differencing his input at his own 
sampling instants. For Ts  more than about 150 ms.,the operator is 
able to act so as to reduce the effective delay introduced by the 
sample and hold circuit in the error channel. P therefore falls! less 
steeply in the range 150 to 250 ms. For Ts  greater than this,there is 
an inevitable increase of error caused by loss of information due to 
the low display sampling frequency. 

The output would be expected to exhibit acceleration peaks 
at a rate somewhat less than 2 per sampling interval,when synchronisation 
had occurred ; i.e. about one peak every 100 ms.,on the average, 
allowing for occasional 'slurring over' of one velocity triangle into 
the next. The predicted form of the output is in general accord with 
experimental.  observation,with the important exception that the 
operator's .output velocity does not pass.through zero once per 
samplipg interval,as may be seen from Figs.4.2.5. and 4.2.6. 

4.5. Formulation of a Qualitative Model to Accord with Results  
of Sampled Display Experiments  

The discussions presented in Sections 4.3. and 4.4. served 
to indicate the form of a hypothetical,qualitative model,which 
would accord with the experimental results of the sampled display 
investigations. The features of this proposed model were as follows:- 

(a) There would be a sampling operation on error and derivative of 
error ; the average samplihg interval would lie in the range of 
125 to 175 ms. For convenience a regular sampling operation 

could be assumed,though the operator's sampling process would probably 
be random. 

(b) There would be a computation delay to allow for brain processing 
time. It seemed logical to assume that this delay would be 
approximately equal to one sampling interval,or about 150 ms. 

This value would be in reasonable accord with the lowest reaction time 
delays observed in operators' responses to step inputs. 

(c) The output would represent an idealisation of the operator's 
output,in terms of scalene velocity triangles,which could,as a 
further idealisation,be considered as a combination of an 

isosceled triangle and a ramp function. 

The above model would account qualitatively for all the 
main features of experimental results. Further experiments,described in 
Sections 4.6. et seq.,served to extend and confirm the above postulates 
as being useful idealisations lending to an accurate analogue podel. 
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4.6. Experimental Study of Operators' Responses to Random'Step and 
Ramp Inputs  

The main purpose of the series of experiments involving 
discontinuous inputs was to derive qualitative information regarding 
operators' responses to step and ramp inputs,possessing random time and 
amplitude structure. Quantitative information was desired insofar as it 
aided in the formulation of a suitable model of the operators' actions. 

The step tests were conducted with an input derived from the 
random step generator (Appendix III). There were two main lines of 
investigation,viz.:- 

'(a) It was desired to study operators' responses to fairly widely spaced 
step inputs,mainly from a qualitative viewpoint,and with especial 
reference to outputs' velocity characteristics. For the purposes 

of this experiment,the step generator was set to give steps with an 
approximate foUrth Poisson interval distribution,and an average rate 
of about one step per 3 seconds. This arrangement resulted in 
reasonable freedom from very long or very short intervals but still 
led to an acceptable degree of randomness,in times of occurrence. 
The amplitude probability density-function of steps was bimodal.' 

(b) It was desired to probe the characteristics of operators' responses 
• to closely spaced. steps,With the hope that results would shed some 
light on the phenomenon of the 'psychological refractory period', 

about which there has been some conflict of opinion in the literature 
(Section 2.1.).. Closely spaced steps would also provide a test for 
the sampling hypothesis. According to -this,the minimum length of time 
between two successive reactions should correspond to the shortest 
possible sampling interval,whereas,on the 'continuous action' 
hypothesis,the length of time between two reactions should correspond 
to the interval between the steps. For the purposes of this experiment 
the step generator was set to give an approximate- second Poisson 
distribution of intervals,with a mean rate of 1.4 steps per,second. 
Again a bimodal amplitude probability density was employed. 

The reason for utilising a non-Gaussian step height probability 
density function was that a Gaussian distribution entailed a 
preponderance of small steps,the response to which was difficult to 
evaluate. If the average interval were reduced to give a reasonable 
rate of occurrence of moderate to large steps,then the time function 
in between steps approached the appearance of a continuous signal. 
The small steps were therefore eliminated by using a nonlinear 
circuit,as described in Appendix III. 

The step tests were carried out with a tracking loop 
configuration exactly the same as that used in the case of continuous 
inputs (1:1 compensatory feedback). Throughout all tests,the 
instructions given to operators were to respond as quickly as possible, 
with accuracy an important,but secondary,consideration. Recordings 
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were made after a suitable period of training,when it was judged 
that performance had become reasonably stable. 

For the purposes of the random ramp tests,the input was 
formed by quasi-integrating the non-Gaussian random step function 
as used in step tests (a),for reasons given in Section 3.4. As in the 
case of the step tests,the ramp tests were carried out with a tracking 
loop configuration consisting of 1:1 compensatory feedback. Operators 
were instructed to respond so as to minimise their subjective 
estimate of error. The ramp input tracking tusk bore some resemblance 
to the continuous tracking task. The similarity was,however, 
superficial, since the random ramp process was not strictly 
differentiable,ansTossessed spectral characteristics quite different 
from those of the continuous input signal. 

4.7. Quantitative Results of Step and Ramp Tests  

The following quantities were measured from recordings of 
step and ramp responses:- 

Reaction time 	designated 	 X1 
Time from last input discontinuity 	 X2  
Magnitude of input discontinuity 	 X3 
% overshoot in position. 	 X4 

where 1. Reaction time was taken as the time interval between an input 
discontinuity and the first change of velocity caused by 
the corrective response. 

2. Magnitude of input discontinuity was taken as step height, 
or change in slope. 

3. In the case of ramp inputs,the percentage overshoot in position 
was taken as the ratio of the - negative - height of the 
second extremum of the error function to the height of the 
first extremum,immediately following a change of slope. 

The above quantities are illustrated in Fig.4.7.1. 
The quantitative results of step test experiment (a) are 

shown in Table 4.7.1., and a typical scatter plot is shown in 
Fig.4.7.2. Linear multiple regression analysis failed to reveal any 
significant relationships (at the 57. level) between any of the 
variables. 

Results of step test experiment (b) are shown in Fig.4.7.3. 
The effect of short intervals between steps was to slightly increase 
the second reaction time for step inputs separated by .3 to .45 secs. 
or so. Elsewhere there was no clear tendency,except perhaps,toward a 
slightly decreased reaction time for shorter intervals,down to About 
.15 sec. It was clear that operators could certainly respond to a 
second step presented within .2 sec. of the first,without a greatly 
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increased second reaction time. The minimum time between successive 
responses to very closely spaced step inputs,was found to be around 
100 ms. Some typical responses are shown in Fig.4.7.4. 

. The quantitative results of the random ramp experiments 
are shown in Table 4.7LII. Typical scatter plots are shown in 
Fig.4.7.5. Linear multiple regret ion analysis revealed zoo significant 
(at the 57 level) relations between the variables. Except in the case 
of reaction time vs. Magnitude of change in slope,all reletions were 
weak. Tests of significance were provided by considering the standard 
error of regression coefficients,and by comparing the coefficient of 
multiple correlation with confidence charts,as given by Ezekiel (27). 

4.8. Conclusions from Quantitative Results of Step and Ramp Experiments  

Neither step tests nor ramp tests revealed any significant 
relation between reaction time and overshoot. In the case of step 
inputs,it would appear that operators were following instructions,and 
responding 'as quickly aspossible' - there was no trade-off between 
accuracy and reaction time,which one might otherwise expect. In the 
case of ramp inputs,the operator's error criterion was apparently so 
formulated as to lead to a similar policy of rapid response. 

Partial regression coefficients indicated a tentative 
relation between overshoot and the magnitude of response called for, 
though below the level of significance. Care must be exercised in 
interpreting this result,because of the non-Gaussian distribution of 
input steps. It should be noted that the magnitude of each step was 
nearly independent of preceeding steps. The operator could therefore 
make no prediction regarding the size of the next step,except its 
average value. The requirement of reasonable accuracy of response 
constrained the operator to make an individual estimate for each step;. 
apparently this estimate was only slightly biassed. 

There was no evidence directly supporting the hypothesis of 
the 'psychological refractory period',as proposed in the literature. 
It was noted that the particular conditions of an experiment (the nature 
of the display,method of effecting output motion,etc.) could easily 
affeot-the result. Psychological variables must also be taken into 
account - in particular,the instructions given to operators,their 
motivation,and prior expectations,are most important. (Section 2.1.) 
Responses to very closely spaced steps were consistent with the 
hypothesis of sampling advanced in Section 4.5.The minimum time 
observed between successive reactions was somewhat more than 100 ms. 
This implied a lower limit to the length of a sampling interval 
of about 100 ms. 

Reaction time data also have a bearing on the sampling 
hypothesis. If it is assumed ,as a first approximation, that sampling 
is regular in time,with an interval length T,and that total reaction 
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time delay, Rt, is composed of a delay of one sampling interval for 
computation , plus a random delay due to sampling,evenly distributed 
in the interval 0 to T,then the following relations may be derived:- 

RI = 	= 1.5T 

ED2 	Kt] = .25T = Dm  (say) 

therefore 
F 6 

m t 	• 

4.8.1. 

4.8.2. 

4.8.3. 

Haynes (20),in a series of experiments on random steps of 
constant size,found that reaction times exhibited a somewhat skewed 
normal distribution,with which the results of the present investigation 
agree. This means that reaction times are somewhat more clustered than 
allowed for. in the- above reasoning,and so one would expect to find 
that experimental_ values of Kt/D were somewhat larger than 6. In fact, m  
values found:from experiment 	range from 6.9 to 8.3,with a mean 
around 7.5.  

it was concluded that the hypothesis of sampling plus 
computation delay was consistent with experimental results. It was 
noted that the 'continuous, action' hypothesis was not capable of 
any 'a priori' prediction of Kt/Dm. 

. Linear multiple 	regression analysis of the ramp test 
data revealed a rather weak relation between reaction time and 
magnitude of velocity discontinuity.of-input. A representative value 
of the partial regression coefficient would be about -6 ms./cm./sec., 
corresponding to about 60 ms. less reaction time for the largest 
changes in velOcity vis a vis the smallest. Although only a small 
degree of confidence could. be placed in.the validity of the relation, 
clue to the low value of the unbiassed coefficient of multiple 
correlation,it was interesting to consider its implications. 

The effect may be explicable in terms of a threshold in 
error perception ; that is ,the operator may judge small changes in 
error to be unimportant. The approximate value of the threshold level 
to accord with the results is about lmm. or so,implying a zone 
2mM. wide in which the error function fails to elicit a response. 
Static visual acuity would correspond with a zone width of notImore 
than 'mm. The perceptual threshold effect has been postulated 
elsewhere,in both human tracking studies (11,12) and eye tracking 
studieS (21). 

An explanation is also feasible in terms of an extension 
of the sampling hypothesis. The Suppositiork is made that the operator 
tends to shorten his sampling intervals u4enTonoving a steeply 
sloping input ramp. Now the largestchanges.irrvelccity tend to 
occur at :the ends of the mo6t. steeply siotpIrs re .fig ; the above 
hypothesis then leads directly't6 the dependency found experimentally. 
The operator - would need to redace his average sampling time by about 
40 m.s. when following the steepest ramps,vis a vis the shallowest, 

7. 
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if the extended sampling hypothesis were to entirely account for the 
experimentally determined dependency. It was concluded that the 
observed relation may have been exaggerated by the somewhat non-Gaussian 
probability density functions possessed by the experimental variates, 
but that it could be accounted for quite satisfactorily by a 
combination of the effects discussed above. 

4.9. Implications of the Quantitative Results of Step and Ramp Tests  
for the Proposed Model  

The quantitative results,of the experiments on the operators' 
responses to discontinuous inputs were in accord with the structure of 
the model proposed in Section 4.5. ; they were .consistent with a 
sampling operation with a sample interval of average. length about 
150 ms.,plus a computation delay of one sample interval. 

The results of linear multiple regression analysis 
suggested two possible additions to the model - the introduction of 
a small threshold effect in the error channel,and of sonic form of 
dependency between sampling interval length and input velocity,but of 
a rather weak nature. Unfortunately,the effect of both these 
operations would have been-to introduce nonlinearity into the model 
structure. It was judged that the importance of both these effects 
would be very'small in the continuous tracking task. It was therefore 
decided to hold them 'in reserve',to be utilisecLif a linear model 
proved inadequate. 

4.10. Initial Formulation of a Model Structure from ualitative  
Features of Step Responses  

The qualitative features which should be possessed by a 
model capable of representing the human operator,are discussed in 
Sections 4.5. and 4.9. The purpose of this and the subsequent section 
is to describe the formulation of a set of structural interconnections 
between error and output motion,through a consideration of the 
qualitative features of operators' step and ramp responses. It was 
desired that the form of the model structure should be in general 
accord with the aims set out in Section 1.5. 

Typical step responses of operators are shown in Fig.4.10.1. 
In considering the idealiation of these responses,reference was 	• 
made to the explanation of the qualitative features of step responses 
offered by Wilde (18) and subsequently by Lemay (4). Observed step 
responses were in,general agreement with the mechanism proposed by 
these investigators ; response could be considered to be composed of 
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a number of quasi-parabolic segments,corresponing to one:or more 
fairly well defined velocity triangles. It was n.oted that these triangles 
did not,in general, either begin or end at zero velocity,and that this 
effect was usually associated with the presence of overshoot. These 
'residual.' velocities were usually small in comparison with peak 
velocities,and were neglectdd by the aforementioned workers. The 
significance of the operator's ability to correct velocity errors 
was fully appreciated when ramp responses were considered,as 
described in Section 4.11. 

For the purposes of model formulation,it seemed appropriate 
to consider the operator's overall output motion in terms of a 
combination of a position response plus a velocity response ;:the 
desired linear form of the model would certainly permit such a 
superposition.Information relating to the basic position response 
was obtained by neglecting the small velocity errors in step 
responses,and by considering the operator's position output to be 
composed of parabolic segments,corresponding to velocity triangles. 
Responses idealised in this manner are shown in Figs94.10.2a,b,&c. ; 
these illUstrate the effects of errors of estimation and execution. 

The mechanism which was proposed to account for the form of 
these responses was similar to that described by Lemay (4). An 
irregular sampling operation - average sampling interval about 150 ms. 
- was hypothesised,and on this basis time instants designated as 
A,B,C,D,and E in Figs.4.10.2. were considered to represent points 

.at which the operator sampled his input. The sequence of actions 
which was considered to account for the form of these idealised 
responses was as follows:. 

At time A the operator first observes that an input step has 
occurred. During the intervalABthe magnitude of the error is 
estimated,and an appropriate programme of hand movement is formulated. 
This programme is executed over the interval BC,giving rise to an 
approximately triangular output velocitwtime function. Meanwhile, 
the operator again samples his error at B. The estimated error is 
compared with the hand movement already programmed,and a further 
programme of hand movement is formulated,for execution in the 
interval CD . A similar action is pursued over subsequent time 
intervials,until error is finally reduced below some threshold, 
set by the operator in relation to his instructions. 

Fig.4.10.2a. shows a case where error was estimated 
perfectly from the sample taken at A,and the programmed hand movement 
was performed without error over interval BC. No further hand 
movement was necessary in subsequent time intervals. 

Fig.4.10.2b. shows a case of overestimation of error. The 
error was sampled again at B ,and the overestimate was allowed for 
by the formulation of a programme of reverse hand movement executed 
in the interval CD. 

Fig.4.10,2c. shows a case of error in execution of hand 
movement. Error was estimated correctly from the sample at time A, 
but subsequently there was an error between actual hand movement and 
that required by the programme. The operator could not perceive this 
error until time C,after which he formulated a further programme of 
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movement to be executed over DE. 
For the purposes of clarity,the idealised responses shown in 

Figs.4.10.2. constitute a separate representation of effects which 
usually occur in combination. Also,only inaccuracies in the initial 
estimation of error and execution of hand movement are shown ; usually 
further small errors are made while correcting these initial errors. 
For the purposes of illustration,these subsequent errors have been 
neglected. 

It was thought that the tendency for inaccuracy in the 
initial estimation of error,leading to undershoot or overshoot,might be 
related to the structure of the visual system. The eye cannot move 
instantaneously in response to an initial step ; this implied that the 
fastest manual response to a step input could be obtained only if 
the error were estimated before any eye movement could be effected. 
In the experimental situation,the full width of the foveal region 
was covered by an image 1 cm. wide on the display. Thus,if the eye 
were fixated on the centre of"the screen, so small a step as z  cm. 
would take the retinal image to the edge of the zone of maximum 
resolution. The majority of steps were of a magnitude .between 
2 and 3 ems. ; this implied fairly serious degradation of accuracy of 
estimation. By comparison,estimation of error during continuous 
tracking of a fairly smooth input,should be very accurate. The 
limitations of the eye tracking system were confirmed by presenting 
steps random in amplitude and time of occurrence at a fairly high 
rate - second Poisson interval distribution with an average interval 
less than about z  sec. It was found that the operator tended to 'lose' 
the display line at times,which demonstrated that this task was quite 
a difficult one as far as the visual tracking system was concerned. 

In formulating a model to reproduce the basic features of 
the operator's step response,the following idealisations were made:- 

(a) The operator was represented as sampling his input regularly in 
time,with a sampling interval in the vicinity of 150 ms. - a valUe 
about equal to the average length of sampling interval deduced froth 

step responses and sampled display tests. The sampling instants were 
represented as being of negligible length. 

(b) The operator's hand motion was represented in terms of isosceles 
velocity triangles. 

Idealisation (a) was made in the interests of mathematical• 
tractability, and also because it was not possible to assign a 
relation between sampling interval length and input characteristics 
with any certainty. A purely random sampling operation could have 
been specified,but would not have aided in direct comparison of 
operator and model responses to a common input function,for which 
purpose the model was primarily intended. 

Idealisation (b) was a fairly accurate approximation to 
observed responses. The form of the operator's hand motion may well 
have arisen from the innate structure of the neuromuscular system ; 
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however,a•second possibilty was that it represented an optimislng 
action on the part of the operator. This might arise if muscular 
effort caused fatigue proportional to some power of the total 
muscular force required. This is•discussed further in Section 9.6. 

The block diagram of the model corresponding to the mode of 
operation described in the above paragraphs is shown in Fig94.10.3. 
Nere,the process of estimation - of input-(loop error) is represented by 
sampler,and an added estimation.error term, El. Gain g represents 

the weight attached to •samples of estimated error. 	p  The process 
of formulation of desired response is represented by the loop containing 
the processing delay qf one sample interval, and the feedback gain 
gm  , which represents the weighting of the last released programme of 
hand movement. The velocity triangle generating circuit gives rise 
to a double-parabola positionOutput running for one sample interval, 
the overall magnitude- of which is determined by the programme - 
released to it at the commencement of the. sampling interval. Error 
of execution is represented by the random term, E2. 

Though experimental data showed a tendency for more 
overshoots than undershoots,part of the effect was due to velocity 
error and bias in the estimation error, Ei -..There was no evidence 
to suggest a- persistent bias in error of execution,and in any case 
this was quite small. Thus to simulate operators' step responses, 
the gain g would be unity, while g would be- very nearly unity. 

m 	.13  

4.11. Further Formulation of Model Structure From Qualitative 
Features of Ramp Responses  

The study Of step responses indicated that the operator 
possessed some facility for correcting velocity errors. This was 
confirmed by the study of operators' responses to the random ramp 
function. It was evident that the operator possessed the ability to 
follow a constant input velocity by means of a well matched and 
relatively constant hand velocity,after an initial response whereby 
both hand position and velocity were matched to the input. The step 
response model,as derived in Section 4.10., could not explain this 
behaviour. It could only represent tracking by means of as number of 
double parabolic segments,with velocity going to zero at sampling 
instants. A more elaborate model structure was therefore necessary. 

Ramp responses typical of those obtained experimentally are 
shown in Fig.4.11.1.,and in idealised form,in Figs.4.11.2a&b. In order 
to explain these responses in terms of the sampling hypothesis already 
advanced,it was necessary to consider how the operator might sense 
velocity. There were two possibilities : velocity could be sensed 
directly at sampling instants,or it could be sensed by differencing 
position error. The sampled display investigations (Sections 4.2.-4.5.) 
had already indicated that the former was more likely. Additional 
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information was provided ry the ramp responses ,as described in the 
following discussions. 

If velocity were sensed by differencing,then to obtain an 
accurate estimate of velocity error,the operator would need to take 
at least two samples of position error. This would lead to a minimum 
pmt! delay of two sampling intervals (about 300 ms.),allowing for 
computation delay,before response movement could be initiated. This 
was at variance with experimental data. If the operator took just 
one sample before formulating a response,then there would be 
considerable inaccuracy of response,which would also tend to be 
biassed. Again,this did not fit the experimental data ; operators 
were quite capable of effecting fairly accurate responses after a 
pure delay only slightly in excess of 150 ms. It was concluded that, 
if the operator did sense the error velocity by differencing,then 
this must be carried out over a very short period. As an idealisation, 
therefore, the operator's sensing of velocity could be represented 
as a sampling operation on the differentiated (practically,a sufficiently 
accurate quasi-differentiation) error signal. Physiological 
evidence does not contradict this view (Section 2.3.). 

The above reasoning led to an explanation of the basic 
features of operators' ramp responses as follows. Referring to 
Figs.4.11.2a&b,times A,B,C, etc.,are considered to be sampling 
instants. In each figure the operator is shown as following the 
preceeding ramp perfectly ; there would usually be some small 
position error,for which he can allow quite easily in the following 
sequence of operations :- 

(a) At time 0 a step change of input velocity. occurs. 

(b) At time A the operator perceives two errors - one of position,the 
other of velocity. 

(c) In the interval AB he formulates a programme of hand movement to 
be released at time B , and executed in the interval BC. The 
programme may be considered. to consist of two parts,viz. a ramp of 

velocity (i.e. a constant acceleration) calculated to match hand 
velocity to input velocity at C,plus a velocity-triangle position 
correction manoeuvre,calculated to match hand position to input 
position at C. Since the input under consideration is a ramp,the 
required velocity correction programme is equal to the velocity error 
observed at A. The required position correction programme is given by 
the sum of the position error at A and the predicted position error 
at C,arising from the velocity error at A acting over two sampling 
intervals,minus the position correction afforded by the velocity 
tracking programme. 

(d) At B the position and velocity errors are again sampled. Allowance 
is made for the movements.already programmedond a second 
correction programme is formulated to be released at C. Further 

programmes are formulated sequentially -in an analogous manner. 
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In Fig.4.11.2a the operator-is shown as having underestimated 
his velocity error. lielcorrected for this by a programme of hand 
movement executed over the interval CD. The case of an overshoot 
caused by error in execution ID shown in Fig.4.11.2b. here the 
operator could not perceive the error in hand velocity - and the 
resultant error in position - until movement was completed according 
to the initial programme ; a further two sampling intervals were 
required for:correction. Errors of estimation and execution relating 
to position correction,would elicit responses as described for step 
inputs' (Section 4.10.), which would be superimposed on the basic 
ramp response. 

The basic block 'diagram of a model structure capable of 
a realistic representation of the above, sequance of operations. 
is shown in Fig.4.11.3. This model was developed by combining a 
velocity tracking loop and position prediction facility with the 
basic step response model. Regular sampling was assumed,as in Section 
4.10.(no relation was postulated between sampling interval length 
and input or error velocity). A description of the action of the model 
is given in the following paragraphs:- 

(I) Pure position errors are dealt with solely by the position 
correction branch,the action of which is as described for the 
step response model (Section 4.10.) 

(ii) The process of estimation of velocity error is represented by 
the differentiator,sampler,and additive error term,E3. 

(iii) Fresh velocity error,fVe, is computed by subtracting the 
previously programmed velocity correction,weighted by a factor 
gmv  , from the present sample of velocity error. This computed 

fresh velocity error then gives rise to both a velocity correction 
and a position correction programme. 

(iv) The velocity correction programme consists of a constant 
acceleration over one sample interval,leading to an alteration 
of hand velocity by an amount proportional to the computed fresh 

velocity error,fVe; the weighting is represented by the factor gv.  
Error of execution of the velocity programme is represented by the 
additive term,E4. 

(v) The total position correction programae results from the 
combined effects of the observed position error and position 
error predicted via the velocity correction branch. The 

prediction process is represented by the cross-branches from the 
velocity error computation loop to the position error computation 
loop. Computed fresh velocity error,fVe, is weighted by a factor gi  
and gives rise to a position correction programme executed over the 
following. sampling interval; The magnitude.of gl  is related to the - 
predicted change of position error at the end of the interval;. 
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- i.e. position error predicted from presently observed velocity error, 
minus the position corection-ducto the concurrently formulated 
velocity correction programme. The cross-branch containing a delay of 
one sample interval and weighting factor g, is specified because of the 
need to make allowance for the position prediction programme just 
released,when calculating a programme for the succeeding sampling 
_interval. Otherwise,the action of the position computation loop 
could give rise to. spurious response. The currently released position 
prediction programme is proportional to the fresh velocity error 
computed in the previous sample interval - hence the reason for a 
delay in the cross-branch. 

(vi)'For the best possible non-overshooting response to ramp inputs, 
the values of the weighting factors would be as follows:- 
0 "'mp =gmv = 1 ;g=g

v 	
o-1;ql  = I.5T ; g3 

= .5T 

This particular choice of model parameters leads to a ramp response 
with a settling time of two sampling intervals,if the injected error 
terms are zero. This is the shortest settling time of which the 
model is capable. 

The sequence of actions described above may be appreciated 
more clearly by considering the model's response to a ramp input, 
under conditions where the model parameters are set to values given 
in (vi) above,the injected error terms are assumed zero,and the 
input ramp has a slope of I/T (one unit per sampling interval).Referring 
to Fig.4.11.4.,it is assumed fox convenience that the ramp input 	• 
starts halfway between sampling inatantb. ,at 0. At A the model samples 
a position error of 11 and a velocity error of 1/T .Since there was no 
previous input,these values represent fresh errors,fPe and fVe 
respectively. 

The position computation loop then programmes a velocity-
triangle response,released at B,which leads to a change of hand 
position by 1/2  over the interval BC. The velocity computation loop 
programmes a velocity ramp released at B ,which leads to a hand 
velocity of 1/T at C , and a change of hand position,over interval BC, 
of .12: . Now,in the absence of position prediction,the position error at 
C would be 1.5 -"hence the appropriate value of g1  which, acting on 
the current computed fresh velocity error causes a velocity triangle 
giving this required motion to be added to that originally formulated 
by the position computation loop. Thus,programmes formulated in the 
interval AB lead to correct hand position and velocity at time C. 

Meanwhile,velocity and position error are again sampled.at B. 
Velocity error is unchanged,and subtraction of the velocity programme 
released at B leads to fVe = 0 .No further velocity correction programme 
is required. The position error sampled at B is .1.5 ,but the total 
position programme released at B is 2.0. Since computed fresh velocity 
error at B is zero,this results in a value of fPe = -.5 .The absence 
of any other action would'therefore lead to an apparent,but false, 
modified position error , mPe ,of -.5 ,giving erroneous response. 
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Due allowance is made for the position prediciton programme by taking 
note of the computed fresh velocity error which gave rise to it, i.e. 
that extant at time A. This operation is effected by the cross-branch 
containing a delay of T,plus a gain of .5T ,which feeds an input of 
.5 to the position computation loop at time B. This is added to the 
apparent fPe to yield a modified positon error,mPe,of zero,which is 
correct. 

4.12. Evaluation of Model as Initially Formulated 

As formulated in Section 4.11.,the model was theoretically 
capable of reproducing the main quantitative and qualitative features 
of operators' responses to random ramp inputs. It was also capable 
of reproducing operators' responses to step inputs,with the proviso 
that steps occurred between sampling instants. The more general case 
could be covered by introducing .a modification,so that spurious 
response to a step occurring at a sampling instant was suppressed. • 
This action couid,for example,be represented by a nonlinear filtering 
operation immediately following the differentiator,so that a sample of 
velocity error was suppressed if it exceeded a preset value. 

Qualitative and quantitative features of operators' tracking 
under conditions of Sampled display could,in.theory,be reproduced 
by the model,as modified by the addition of a variable smoothing 
filter to the differentiator. 

• The next stage in evaluating the model involved the 
construction of a 'real time' analogue ; this analogue was then to 
be used to effect a direct comparison with responses of operators, 

.under conditions of common random ramp'input. Further investigations 
were to be directed toward the evaluation of the model's capacity 
to simulate the characteristics of_operators performing a - continuous' 
tracking task,and theformulstien - of . any.hecessary-cxtensions to the. 
model structure.'These aspects - of experimental:investigation are 
described in Chapter 5. 
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Chapter 5  : REFINEMENT OF Till:: SAMPLED DATA MODEL 

5.1'. Experimental Evaluation of the Ramp Response Model 	• 

A theoretical model structure to represent operators' 
responses•to random ramp inputs is described in Section 4.11. 
A real time' electrical analogue computer was used to simulate 
this plodel so that a direct comparison could be made between the 
response of model and operator,whenboth were subject to a common 
random ramp input. Fig.5.1.1. shows_ the component structures of the 
theoretical_ model,expressed in terms of the Laplace operator s . 
The various error terms were omitted from this diagram,because a 
direct comparison of time domain responses was required. The inclusion 
of such terms would have been confusing ; they would not have increased 
the accuracy.of simulation,except in, the statistical sense of,e.g., 
matching.the.shapes of autoeorrelation functions. The diagram of 
equivalent transfers was used directly in the formulation of a 
practical circuit,os described in Appendix V. 

• The purpose of the experimental procedure was to obtain the 
best visual matches between operators'. ramp responses and those of the 
model,by varying the' model. parameters to suit each individual 
operator ; three operators participated .in the investigations. 
The model parameters were initially set so as to give the shortest • 
settling time (Section 4.11.),then small changes were made systematically 
in the order g ,g-,g g,,,gmo,gmv, and T • The gains were varied so as 
to achieve thenv 	best match in regard to shape of 
response,while overall delay was matched by alteration of T . 
After matching,the average discrepancies observed between operator 
•and model responses served as the basis for evaluating the quality 
of the•model. 

It was found that the analogue model was capable of giving 
quite a good simulation of the operator's response immediately 
following a step change of slope.'However,the match was not so good 
over the smooth portions of responses to the longer ramps. The operator 
followed thesmall curvature due.to the exponential nature of the 
'ramp' quite closely,and with a_slight lag,whereas the model output 
_tended to lead the ramp slightly .  

The 'best match'. settings of the model parameters did not 
show very much variation from operator to operator. These values are 
noted below,in terms of their effect on model response. The values of 
sampling interval ,T, ranged from about 140 to 160 ms. ; a wide 
variation of T was not expected,because of its direct effect on 
overall model delay.. The values of gmp 	-m and g_y  were both near unity. 
this accorded with the a priori 	- postulate that memory 
was unbiassed,and•therefore weightings would be adopted so as to 

give about the shortest response settling time. The values of :gp 
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were such as to lead to an overall position tracking gain of unity.; 
i.e. errors of position were'corrected almost completely by one 
output response. The values of 	were such as to lead to an initial 
small velocity overshoot. The value's of gi  were such as to give an 
initial overall position overshoot in the region of 10 to 207.. 
In. all cases g3  was found to be small- not more than .1 gi 

These results indicated that the basic reasoning behilad the 
derivation of the model was sound,in that it led to satisfactory 
real time simulation of operators' -ramp responses. It was apparent 
that the model could be simplified without seriously affecting 
accuracy of sit7aulation,by, taking gno 	gnv  = 1.,and neglecting ,g3. 
The nature of the difference between' 	smooth parts of

and model responses gave a:hint that some extensions to the 
model structure'might be necessary,and this was confirmed by the 
experiments described in the following Section. 

5.2. Evaluation of Ramp Response Model in Continuous Tracking Simulation 

As a sequel to the raMp response investigations,it was 
• required to evaluate the capacity of the basic ramp response analogue 
model (described in Section 5.1.) to simulate operators' characteristics 
in a continuous tracking task. Moth model and operator control loops 
were fed with a'common continuous input signal,possessing a statistical 
structure as described in Stctions 3.2. and 3.3. The model was scaled 
so that both error and output voltage were comparable on a 1:1 basis 
with the corresponding quantities in the operator control loop. 

The experimental procedure again involved a parameter 
.variation technique to achieve a 'best fit' between model and 
operator error and output Ifunctions. Parameters were first adjusted 
to achieve a good visual flit. Then quantitative measures of fit 
were computed as follows. burin& an 'experimental run of 200 secs. 
duration,the integrated moduli of the operator error,model error,and 
of the difference between them 0.7c;e. computed, The resulting qpantities 
were then used to calculate the.  'operator and model error variances, 
and a 'measure of their zero la& cross-correlation,as described in 
Appendix IV. 

The rationale for assessingthe degree of fit from these 
measurements was as follows:- 

(a) If model and operator characteristics were well matched,then the 
variance of their respective errors should be comparable. One 
would expect,a priori,that the operator's error would be somewhat 

greater than that of the model error variance,due to the effects of 
operator 'noise' not represented in the model. 

(b) If the conditions outlined in (a) are satisfied,then the most 
sensitive measure of fit was provided by the zero lag cross- 



cor:,:elntiojbetwe;en errors,wi!cre the 'correlation' is defined in 
_-articular way. With the usualidefinition,onc could specify a very ,  

high cross7correlation between errors without defining-their 
absolute variances, and this would not imply a good. model fit. Therefore 
correlation is defined in terms of,the variance of the difference 
between errors - perfect correlation then exists when this difference 
signal has zero variance. This corresponds to defining ,in advance, 
a regression line between model and operator error ,possessing unit 
slope and zero intercept,then-  measuring residuals -from this 
predetermined regression line. This introduces a bias toward 
smaller values of correlation ,according to the departure of the 
actual regression line from the 'preset' line. The causation 
of this bias is described more fully in Appendix IV,whcre its . 
correction is also considered. A high value of the cross2correlationl. 
defined above automatically implies.a very high cross-correlation 
between outputs,because of the 1:1 nature of the feedback loop. 

After the initial measurement of fit,parameters were 
adjusted slightly in a direction which ,it was thought,would lead to 
a better fit. A further experimental run was then performed,andr  
quantitative fit was again computed..A number of successive runs 
were then carried out in a similar fashion,until no significant 
improvement ih fit was obtained. Three operators participated in 
these model matching experiments. . 

. The results of visual matching -indicated that the model 
displayed too much'phase lag.when folfowing the continuous input. 
Any attempt to reduce this by increasing prediction gain g/  , or 
velocity gain gv  ,merely gave rise to undesirably low loop stability.' 
In addition, the best value of g3  was found.to be zero,in accord 
with results-describe0 in Section 5.1. The best values of the gains' 

o c,m, and gtinv   were again found to be. near unity ; in subsequent 
qutintitative matching runs they were kept at unity,so as to reduce 
the number-of - variables. The quantitative matching results were also 
disappointing. It .was difficult-.to  obtain similar error variances,. 
and the highest error cross-correlation that could be obtained was .• 
only of the order of 0,7 ; i.e.:only half the operator's error 
variance was matched by the model. 

The explanation of the above results became clear when 
the.statistical properties of the .eontinuous random input were 
considered.'The'velocity tracking loop included a pure integration 
in the.forward transfer ; the only feedback was via the external-
'tracking loop. This implied.that,once an output velocity had been 
established,only further samples of velocity error could change it. 

-Now in the case of - a slowlyidroopine input velocity,as possessed by 
the ramp process,this gave rise to little error (though it was- still 
noticeable - see Section - .1.)., BUtthe•autocorrelation of velocity 
of the continuous random signal exhibited a rapid decline (see 

-Appendix II). Thus the velocity tracking loop output- exhibited an 
undesirable degree of 'staleness',resulting in too large a pliase lag 
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to achieve a good match to the-operator. 	- 
The value of g, :could- be expected to be significant only in 

the case of-an input possessing a velocity whose autocorrelation 
function exhibited a very slow decline over .3 to ;4 secs. This 
condition was approximated by the random ramp process,but the 
continuous random signal possessed an autocorrelation of velocity 
which passed through zero at a lag of .4 secs. Hence the best setting 
of g3 would be zero. 	• 

The conclusions drawn from this phase of the experimental 
investigation were that the operator was more capable of sophisticated 
prediction than had been allowed for in the model structure. The 
formulation of the. appropriate extensions to allow for this 
prediction is discussed in the following Sections. 

5.3; Extension of the Predictive Capabilities of the Model  

EXperiment. showed that the predictive capabilities of, the • 
basic ramp response model were inadequate,and that some extension of the 
model structure would be necessary. It seemed logical to suppose that 
the operator's'sophisticated prediction might be related to his 
ability to estimate. the statistical structure of_ the input either . 
directly,or in effectlby, adjusting the parameters of his response so 
as to minimise his subjective criterion of error - in effect using a 
hill climbing technique. In either case,this predictive ability would 
lead to a more complicated model structure. 

The continuous random input signal was formed by passing 
'white', noise through a 	order lag. As described in Section 3.2., 
derivatives up.to and including third order could theoretically be - 
used for the purpose- of_prediction.:In postulating the manner in 
which the•model-should l be modified,the .following points were 
considered:- 

(a) The operator could probably not sense accelerationlother than by 
differencing velocity information'The basis of this statement 

was that previous investigators (Ch4pter 2) have found little evidence 
to support direct visual sensing of acceleration.Also,eye tracking 
studies .(21)'-indicate that the eye tends to track a parabolic input 
by means of a series of saccadic jumps,separated by ramps of relatively 
constant velocity. Except. for inputs containing only very low frequency 
terms,differenced velocity information would be too stale to be' of 
much use. It would also be noisy,'so that further staleness would be 
incurred in the necessarylsmoothing operations. The above remarks 
apply 'a fortiori' to sending of third derivative information. 

-(b) The operator could estimate his hand position and velocity by 
means of the kinaesthetic sense,albeit with some delay and 
inaccuracy 
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(e) The operator could not perform a programme of hand motion with 
arbitrary precision. Knowledge of error of execution was available 
through the kinaesthetic sense only after some delay. Kinaesthetic 

reaction time experiments indicate a delay of response to sudden arm 
movement of the order of 100 ms.(I1,24) 

(d) The operator could perceive position and velocity error only 
with some finite error of estimation. 

The points listed above indicate that only position errpr 
and velocity error could be sensed directly,but that output position 
and velocity could be estimated and used for the purposes of prediction. 
The weights which could be attached to past samples of the output 
functions were not arbitrary - they were subject to limitation in 
respect of the requirement that past errors should be suppressed. 
A further restriction was that the requirements of closed loop 
stability must be satisfied. Also,it was desired that the number of 
adjustable model parameters should be kept to the minimum consistent 
with accurate simulation. These considerations all indicated that 
modifications to the model should be restricted' so that a minimum 
number of past- samples were used for the purposes of prediction. 

5.4. Linear Prediction of Position 

Prediction of required future position correction was 
already inherent in the structure of the basic model, in terms of 
the gain parameters al  and g (considering g3  to be zero for the ' 
continuous random input). 	P The values of 	these gains were such' 
as to give the expected required position correction two sample 
intervals ahead,corresponding to the time required for hand motion 
to be fully effective. 

Position prediction from past values of position output 
was allowed for by incorporating velocity prediction from past 
samples of output position and velocity,as described in the 
following Sections. 

5.5. Linear Prediction of Velocity from Velocity Information  

Experiment indicated the necessity for prediction of 
velocity from present and past samples of velocity error and output. 
It was desired that this prediction should be represented by a 
-linear operation. Reasoning which led to a suitable formulation of 
a model structure for incorporating prediction from velocity information 
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is described in the following paragraphs. 
It was found convenient to employ the following notation 

in considering the form of the prediction:- 

Ev(n) 

p
Ev(n) 

Pv(11)  

Cv(n) 

P 
C
v 
 (n) 

R
v
(n) 

P 
R (n) 

X' RV  (n) 

= velocity error at time nT 

= prior prediction of velocity error at time nT 

velocity correction programme released at time nT 

= output velocity at time nT 

= prior prediction of output velocity at time nT 

input velocity at time nT 

prior prediction of input velocity at time nT 

reconstruction of input velocity at time nT 

0 

In view of the unity external feedback,the basic requirement 
of velocity prediction may be stated in the equation:- 

Pv 	p (n+2) = Rv  (n+3) 	pv  C (n+2) 	5.5.1. 

i.e. the programme released at time (n+2)T should be that required to 
change the predicted existing output velocity at (n+2)T to the 
predicted intut velocity at time (n+3)T . 

Since tracking is compensatory,the operator must predict 

t 
Rv 

 (n+3) either by using past samples of output velocity,or by using 
reconstructed past samples of input velocity. The latter method 

yields a better.  prediction. Linear formulation of Rv(n+3) from 
reconstructed past samples of input velocity may beP  represented as:- 

pRv(n+3) = f1.rRv(n+2) + 2.rRv(n+1) + frrIlv( + etc. 
5.5.2. 

where the f's are constant weighting factors. 
The operator may reconstruct all past rRv's,except rRv(n+2) 

by use of.the.relation:- 

A special 
programme 
therefore 
Therefore 

r v - R ( ) 	Cv(n) + Pv(n) . 	 5.5.3. 

reconstruction must be- used-for rRv(n+2) ,because 
Pv(n+2) must be released at time 	(n+2)T, and must 
- be . formulated in the interval (n+1)T to (n+2)T. 

r Rv  (n+2) must be prediCted from known values at time. (n+1)T. 
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This prediction may be accomplished as follows. First 

pRv (n4,2) = p Cv  (11+2) 	p Ev 
 (n+2) 

Now the operator can form ,,Cv(n4-2) from kinaesthetic 
knowledge of the programmer 	Fv(n4-1) :- 

pCv(n4-2) = Cv(n4.1) 	Fv(n4-1) 

The predicted error pEv(n+2) ,must be estimated from 
past error samples. 	Consider the error E,(n+1) 
been formed at time nT, and the programme Pv(n+l) 

was formulated to correct for the predicted effect of 
at time (n+2)T . We may therefore write:- 

we write:- 
3 

5.5.4. 

information,plus 

5.5.5. 

knowledge of 
; pEv(n+1) had 

this pEv(n+1) 

Ev (n+1) = p Ev  (n4.1) + 72(n+1) -5.5.6. 

where 71.,(141) represents the error of prediction of 
Since 

time  
has already allowed for the predicted 

at time 	(n+2)T ,the following relation holda 

p Ev  (n.1.2) = (14.k) .1(n+1) 

where (1.1.k))1(n4.1) represents the predicted effect at time (n+2)T of 

7Z.(114.1) . Now 7/(n+1) is a time weighted measure of the unpredicted 
acceleration in the interval nT to (n+1)T . Since the total effect 
of this acceleration in the interval nT to (n+2)T is represented by 
(14-k).1(n4.1) , k represents the effect of the unpredicted acceleration 
in the interval (n4.1)T to (n+2)T which is correlated with that in the 
interval nT to (n+1)T. 

An expression for nEv(n4-2) may be developed in terms of 
past error, from equations 	5.5.6. and 5.5.7.,as follows :1- 

	

(14-k).Ev(n+1) 	(14.k).pEy(m4.1) 

	

= (1.4.k).Ey(n+1) 	(14+5.Ev(n) 4. (14+).E ( 1) 

(1+0.Ev(n-2) + etc. 
	5.5.8. 

Consider. the velocity computation loop :to be modified by increase 
::Of the Gain of the forward sequence, so: that the loop gain becomes 
(1.1.k)„ Let the output of this velocity dompUtation loop at time 
nT be71(n).. From the structure of the velocity computation loop,. 
it may be seen_that;- 

(1+k)&v(nmI) 

Expansion ofequatiOn 5.5.9. shows that 

Ev(11+1)  • 
effect of pEv(n.1.1) 

5.5.7. 



- 102- 

h/(n) = (1.4.k).Ev(n-1) 	(14.k)Ev(n-2) 	(1.4-1c)E (n-3) 

(14-k)1J-Ev(n-4) + etc. 	5.5.10. 

.Comparing equations 5.5.8. and 5.5.10.,it may be seen that the 
modified velocity computation loop operates on past error so that:- 

ii(n) 	pEv(n) 	 5.5.11. 

The original concept of the velocity computation loop was 
developed in relation to the step and ramp response models. The ramp 
process possesses an autocorrelation of acceleration function which 
is practically equivalent to a delts function,so that the appropriate 
value of k for this input is zero. This is in accord with experimental 
results. For continuous random inputs,as a function of increasing 
bandwidth, k varies from an initial positive value through zero at 
moderate values of bandwidth,becomes slightly hegative,then returns 
to zero for the broadest bandwidth inputs. For the continuous random 
signal used in.experimental investigations (input spectrum cut-off 
at .61 cps.) the corresponding value of k was around zero,with which 
experimental results accord. 

Elkind's '(10) results for very low bandwidth inputs lend 
support to the above reasoning..In deriVing a simple,linear continuous 
model to represent operators' compensatory tracking behaviour for these 
inputs,he found it was necessary to introduce a high-frequency lag 
in order to preserve theoretical tlosed loop stability ; this lag could • 
not be measured directly* For these low bandwidth inputs,the appropriate 
value-of k would be positive. The velocity computation loop would have 

	

an unstable transfer,with a poleat z 	'7(14-k),and thus would be 
likely to lead tor  an unstable forward transfer. A simple model fitted 
to this transfer could well Appear to give an unstable closed loop 
transfer* 

. 	To obtain an expression for Fv.(n+2).we may use equations 
5.5.1.,5.5.2.,5.5.4., and 5.5.11:,and derive the following,relation:- 

Pv(nt2) 	(f1 	1),'pCVn4.2):47  fl•P(142)1 	f2tRv(1144) 

f3'rRv 	f - 	v(1.1;4) 4 etc. 	5.5.12." 47r  

where C (n.4.2) may 
P v equation 

we may writA.:-. 

be calculated quite accurately,as indicated:by 
5.5.5.yTherefore,with very little approximation, 

Pv(n+2) 	).0 (n+2) 	f6P(n4.2) 	v'(14.3-k) 
• 

5.5.13. 
As a first Approximation,the terms involving reconstructed past 
inputs may be neglected ; such terms -are likely to be relatively 
unimportant,except for very highly filtered inputsiand would in any. case 
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be subject to inaccuracy. This approximation would also minimise the . 
number of model parameters needed to represent- prediction.The.final -
form of the equation then becomes:- 

Pv(n+2) = -GlitCv(n+2) 4.1p(n+2)' 	5.5.14. 

where 01. and /3 should be approximately (1 	fl) and f respectively ; 
0( would probably show the largest difference,due 

1 
to the 

neglect of the reconstructed input terms. 
. According to equation 5.5.14.,prediction is accomplished by 

taking note of the eutocorrelation of input acceleration to determine 
the velocity computation loop gain,(1+k). The velocity computation loop 
output is then weighted by a factor 3 in formulating a suitable velocity 
correction programme. This programme is modified by taking note 
of the output velocity at the sampling instant immediately preceeding 
its execution,weighted by'the factor e4 . This is allowable,since 
Cv(n) dan'be predicted quite accurately from C,-1(n.1) and Pv(n-1). 

In the ramp response model the parameter c< was zero,leading to 
undesirable staleness of output velocity ; by postulating a suitable 
value for o( this staleness isreduced to the required extent. It may 
be noted that with a finite value of of ,output velocity at sampling 
instants would tend,  exponentially to zero,even.in the absence of 
input from the-Velocity computation loop,in response to a transient 
input to the model. 	_ 

The appropriate form of the tracking loop to correspond with 
velotity prediction according to equation 5.5.14. is shown in Fig.5.5.1. 
As may be seenithe only structural modification required is the ) 
introduction'ofthe subsidiary_ feedback loop, from velocity output. 
The relation of model parameters to of 	pr ,and k is shown in the 
diagram.As indicated previously,for the experimental continuous 
random Input:signalithe appropriatevalue of k was zero,so that g 

mv
= 1 4 

The parameters.:,-ate and gs-.wereevaluated - in model matching trials. 

5.6. Linear Prediction of Velocity from Position Information. 

The experimentally utilised continuous random signal 
possessed a negative cross-correlation between position and velocity 
for positive values of lag,as shown in Appendix II. The greatest 
cross-correlation occurred at a leg value of .4 sec. ; this Indicated 
that position information could be used to improve velocity prediction. 
Such an improvement could arise as a result of:.. 

(a) The velocity prediction already proposed involved the use of only 
one past sample- of velocity. The use of position information 

allowed some weight to be attached to further past samples,since 
position is the integral of velocity. 

t. 

(b) The effect of position corrections made via velocity-triangles 
could be taken into account; .such an effect 'couldnot be 
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allowed for purely from past samples of output velocity. 

In order to estimate input position,the operator would find 
it necessary to rely on kinaesthetic.asiessment of output position. 
Now consider the programme computation in the interval nT to (n+1)T. 
The operator can estimate his output position at time nT ,C (n) , 
from kineestheitc knowledge of Cp (n-1) plus knowledge of Cjn-11) and 
programmes of hand movement releaseetat time (n-l)T . He can then form 
an estimate of the input, position at time nT, Rp(n) by adding the 
position error observed at time nT, Ep (n) . The operators' processing 
of error and pastvelocity information to predict Rv(n+2) and R,(n+2) 
has been considered in Sections.5.4. and 5.5.,therefore the on19 
additional information recwired by the operator in formulating 
programmes to be released at -time ..(n4.1)T is the estimate of C (n). 
The appropriate modification of the model would'therefore 	P: 

.involve a cross branch running from overall position output to the ;-
velocity tracking loop.- 

In order to minimise thenumber of model parameters,it' was 
decided toadopt. a branch transfer consisting of a simple gaintsubject 
to this-proving aatisfactory. The desiderata governing the choice 
of the point Of entry 'Of the positionAnformation to the velocity 
tracking loop were as followsi-.' 

(a) There must be some Processing-timeafter each sample of position 
information becomes availabla. 

(b) The modification to the predicted velobity should give rise to 
_a modification of position prediction from velocity. 

(c) From close examination of human operator tracking records it was 
apparent that the operator did not allow a large standing error 
at points where the input remained relatively sluggish over a 

second or more. His outputlmotion tended to contain one or several 
small excursions toward zero,followed by subsequent corrections. 
This behaviour is illustrated in Fig.5.6.l. 

The desiderata outlined above indicated that the best scheme 
would be to connect the cross-branch through the sampler to the 
input of the velocity computation loop,and that the gain from 
position to velocity should be negative ,to correspond with the 
sign of the cross-correlation between position and velocity for 
positive lags. Iivresponse to a steady input such a connection would 
give rise to a 'predictive ripple' corresponding to that described 
in desideratum (c) above ; a connection to the output of the loop:  
would not give this effect. Also,if the lAtter connection were made 
position prediction would need to be realised by a further cross 
branch. 

The chief significance of the cross-branch from sampled 
position output to velocity computation loop input, lay in its 
implication that the operator modified'his presently observed velocity 
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error,by subtracting from it a quantity proportional to his estimated 
position output. It was expected that the constant of proportionality 
would be relatively variable from operator to operator,and be strongly 
dependent on the statistical structure of the input. These,  

prognostications were later substantiated by experimental results. 

• 5.7. Experimental Evaluation of Model Modified to Allow for Prediction  

The structure of the analogue model was modified to allow 
for prediction as described in Sections 5.3.,5.4.,5.5.,and 5.6., 
The corresponding_ heoretical model structure is shownin Fig.5.7.1. 
The experimental evaluation of this modified_ model was -conducted in a 

similar fashion to that described In-Section 5.2.,using the continuous. 
random signal with-input spectrum cut-off at .61 cps. However,a more 
lengthy series of matching trials was conducted with the object of more 
thoroughly evaluating the•degree to which the model was able to match the 
closed loop'characteristics. of operators. The quantitative criterion, 
of comparison was again based on'the.  computation of the_ variances of 
operator and model errors,and.of:their-difference,over a run of 
200 Secs. dmiration.. 	• 	' 	• • • ' 

The gains gmv  and gm.;)  were set. to unity throughout,which 
left six variable model parameters 	the gains gp,SvIgs;gd,81 
and the sample interval T. However,theAnitial.choice 	1 	' 
of sampling interval was made on:the basis-ofthe.sampled display 
experiments'(except for operator D),and.throughout subsequent parameter 
fitting trials T .was*regarded as a relatively:!fixed' parameter - 
'changes Made :wore small and infrequent. 	-• 

Five operators participated-in-the series of matching trials ; 
eachperformed- upwards of-30.runsm_Operators A,C,F,and L had previously -

received quite extensive- training,whereas operator D became available - 
at a rathetjate date,after the conclusion' of initial investigations. 
y[e was given an accelerated training:programme of 20 runs,after which 

model fittingrunswreLoommcnaed. In hiscak there - was the subsidiary 
aim of:tryingto'f011oyjascharacteristicd,during the later stages 
of . training,in'terms•of-the'model parameters showing best fits over. • 
SuccesSivegroups of runs. 	• • 

The.:resUlts. ofthe:mOdel matching trials proved very:. : 
gratifying.,The ;qualitative fit- -between corresponding model and 
operator time'traces. was. verygood,and this was corroborated by._ 
several .independent,  obServers•; this fit is"considered in more-
detail in Chapter 7. The quantitative:results are summarised in 
Table 3.7.1. .The best fits obtained all showed-zero lag coefficients 

:of-cross-correlationbetween errors (defined in.the special sense 
indicated in Section 5.2.) in- excessof:i8-• and,in some cases,,higher,: 

.-than .9", The torresponding. eross.;cotrelationa,between'outputsvere. 

- greaterthan',98 When considering -the quality of fit represented by 

these figureS,the following factors should be_borne in 
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(a) The upper limit of zero lag cross-correlation between operator 
and model errors is set by the operator's inherent errors ofj  
estimation and execution. The. variance of the operator-model 

error difference signal cannot be reducedbelow the variance due to 
these errors by any linear operation. Here it may be noted that 
Elkiud (10) found that in n task sIMIlnr to that presently under 
consideration,rather more than 1% of the output power could not be 
represented by a linear operation on the - input. This would correspond 
to an upper limit of .99 in the coefficient of determination between 
outputs,and one might expect a typical value-of the maximum attainable 
zero lag cross-correlation to be in the region.of .99 

(b) The characteristics of sampled data systems.are non-stationary 
between sampling instants. Thus,if:two,such systems,which were 
identical in all respects except for.the location of sampling 

instants,were to be compared on the same basis as model and operator, 
they would not show unity cross-correlation between errors. The 
expected cross-correlation would decrease as input bandwidth increased. 
Again,irregularity of sampling on the part'of the Operator.could only 
serve-to decrease cross-correlation,' 

(c) The model parameters were set before(the commencement of a run ; 
the degree. of fit obtainable therefore reflects- the accuracy with 
which the opdrator's characteristics were anticipated by those of 

the model. Had the model been fitted after the run,an even closer 
representation could have been obtained. 

The matching runs conducted with operator D showed that his 
characteristics did not change' dramatically With practice,and it was 
possible to folloW them by relatively small changes in model 
parametets. The most significant change was that of gv,which increased 
by about 507, during the 'course of the trials. The implications lof 
these results axe discussed further in Section 9.6. 

Consideration of the above results showed that the model 
was capable of very accurate simulation.of those characteristics of 
the operatorwhich could be represented by a linear operation on 
inpUt. -It was concluded that - any improvement in.fit which might lie 
obtained through a.greater complexity of linear operations would 
only be marginal.:The introduction of random terms into the model, 
in order to repreSent errors made:by the operator,would.decreate the 
fit obtainable in terms of model-operator cross-correlation functions 
it could only, serve tolimprove the CompatatiVe fit between the. shapes . 
of statistical.funetions_betweenVariateawithin the operator or 
model loops. Thelntroduction of nonlinearities to improve fit, was not 
considered to be justified,in view.of:_the:marginal nature of any 
likely improvement whidh they might effect,and the complication of 
theoretical.analysit- which wouldrdaUlt.: 

The implications of the seta of lialnesof the model parameters 
yielding the best experimental - crosscorrelationsiwere also considered 



in terms of the model Z-transfer and - Z-Olanelpoltrzero plots. These 
ware calculated from the results of theoretical analysis described 
in the following Chapter. Relevant discussion is presented' in-. 

Chapters 7,8,and 9. 

5.8. Summary 

The model of the oper-itor's ramp response-  developed as 
described in Chapter 4 was used as the basis of formulation of an 
analogue model; Direct comparison trials showed that this model was 
capable of simulating operators',_ ramp responses with very satisfactory 
accuracy. However,its simulation of continuous tracking was not very 
satisfactory. Consideration of how the operator might accomPlfsh 
predictionled to the - 4oration of the model structure by the addition 
Of two su1sidiary feecback loops,one from position output to 

velocity error,the other.from,velocity output to the output of the 

velocity computation loop. This analysis also provided a basis Ifor 
selecting a value of Velocity:computation:loop gain ; for the 
continuous random Jnput.used,thia valut was approximately unity. 

:The direct comparison of,..the-more:elaborate model with 
operators,under conditions of continuous'tracking,showed that,with 
appropriate:parameter. aettings,lt was capable of achieving a very 
close - match ,to operators' error and output functions - error 
cross-correlationsof thtorder:::ofj9Were achieved. A more elaborate 
compariaon:ispresentedi“hapt7;after - cOnSidering some of:the 
-implicationsof the modetatructureHas:reyealed by Z-transform 
analysiaprtaented4n chap 
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Chapter-  : Z-TRANSFORMANALYSIS OF THE SAMPLED DATA MODEL 
1 

6.1. Theoretical Analysis of the Sampled Data Model by Use of  
the Matrix Modified Z-Transform  

Fig.5.7.1. shows the structure of the model derived as a 
result of the considerati-on of prediction presented in Sections 
5.3. to 5.6. The corresponding diagram of pulse transfers is shown in 
Fig.6.1.I. Here the transfers are shown in terms of modified Z-transforms 
with notation as used by Jury (30)..z represents the operator eTs , 
and m is a parameter lying between 0 and I,so that times 
lying between sampling instants may be represented by the format 
(n+l-m)T . The values of t ansforms for m=0 and m=1 should,in 
general,be considered as the result of a limiting operation. The 
sampling process has been represented in terms of impulse modulation ; 
this involves some idealisation,because the analogue model could not 
sample instantaneously- in fact the sampling relay remained closed 
for 5 ms. The error of approximation is extremely small,however, due 
to the low-pass nature of the circuits following the samplers - 
effectively a triple integration. (The experimental realisation of the 
analogue model is described in Appendix V). The effect of the 
velocity tracking loop output on hand position is shown as a - 
separate branch from the velocity predictor loop. This arrangement 
is necessary in order to avoid complications due to lack of a sampler 
between velocity and position outputs. 

The representation of the velocity-triangle circuit 
required the specification of two ranges of m,because there is a 
discontinuity of slope' at m = 1/2 '. The action of the circuit is 
illustrated and analysed in Appendix V. Its overall transfer 
may be represented as:- 

6.1.1. 

- where the function. ASzimYaasumes the appropriate form,aceording to 
whether: 0'4"mi.(1/2 	Also,thelorm of .11.;-(z,m) is such that:- 

6.1.2* 

' 	m)(z 	6.1.3. 
±m-41 .  

These equatlons Signify that the output velocity is zero at sampling 

4matants.  
The anolysis.ofthe - overall'mode1 was guided by the. 

Aeference to Fig.6.1.1.'. shows that the continuous 
:error -function at the input to the-model can only elicit output 
:response via the.sample sequences-derived from it and its derivatives. 
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Also,the model's internal feedback from output.and derivative of 
output is such that each feedback path effectively contains a sampler. 
Therefore the modified Z-transforms of the output will,in general, 
depend on the simple Z-transforms of both error and output and their 
derivatives,each associated with an appropriate modified Z-transfer 
function. This action is illustrated in Fi2.6.1.2. which also displays 
the notation employed in the following analysis. With this notation 
the following equations may be written :. 

Cp(z,m) 	app(z,m).Ep(z) + 

+ b
PP 	P 
(z,m).0 (z)  

apv(z$m)*Ev(  ) 

+ 	 pV  b (z.,m).0V  (z) 
6.1.4. 

6.1.5. 
'm).E p  (z) + vv  (z,m).Ey  (z) 

f.  yp p(z m).0 (z):+ b '(z,M).0 v(z) • . 	. 	yv  

where the form of the .8143 and b's may. be determined through. 
consideration ofthe.pulse transfer diagram., 

One may define a vector space in terms of the complex basis 
Vectors_e and e ,such that the components of the vectors R(z,m) 
E(z,m) ,;! and 	C(z,m)-are respectiv4y.:. 

R (z m).e 	m).e ; E (z m).e -  and E (z m).e • p 2 	p 	v$ 	v 	 p$ 	p 	v 1 	V 1  

C p (z,m).ep  and C'(z,M).ev  . (symbols defined:in Fig,6.1.2.) v  

By considering the linearity of the Z-transformation it may be shown 
that these. vectors satisfy the requirements for a linear vector space. 
Therefore we may put equations 6.1.4. and 6.1.5. directly into matrix 
vector form,and with obvious notation write:. 

	

C(z,m) a &(z,mT.E(z) 	(Zom)J.C(z)' 	6.1.6. 

where the matrices. 2,(z,m)] and 	[(z,m represent arrays of 
modified Z-transforms ; i.e. linear operators. 

First,a relation between C(z) and E(z) may be derived b 
letting m-41 in equation 6.1.6.,usTng the relation:- 

Lim C(z,m) 	C(z) 
m-0.1 

which holds if 'sudden jumps at sampling instants are excluded 
such jumps are not possible in the model output. Applying this 
relation gives:- 
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[I - B(z,1)1.C(z) 	[h(z,1)1.E(z) 	6.1.9. 

where I is the identity matrix. Provided thatPz,Oland Ll  - B(z,1)J 
are non-singular,the following expressions may be written:. 

C(z) 	• B(z 1)] • [A(mpl) 	 6.1.10. 

E(z)- [A(z 1)]-1. 	B(z,i)],,c(z) • 

- Substituting back from equations 6.1..9.-and 6.1:10. into 
equation 6.-1.6. - results in the following'expressions  

.40 41i(Z,14..l.: 	)] 	Di<z,1)],E(z)- 
. 

and 	 6.1.12. 

C(z,m) 	Ek(z,m)][6(z,1) 	B(z la:C(z) 	D8(z,m)].C(z) 

6.1.13. 
Equations 6.1.12: and 6.1.13. indicate-that C(z,m).can be 
derived directly from C(z) or E(z) ,so long as Ek(z,03 
and [I,. gz,1)]are not. simultaneously.singular. Such singularity 
would only occur under conditions where the effective structure of 
the model is drastically changed. 

Furthermore,from a consideration of the output response at 
sampling instants,it may be seen that 'hidden oscillations' (i.e. 
oscillations which are not sensible at-sampling instants) cannot 
occur within the system. This.stateMent may ,be substantiated as 
follows. 'Hidden oscillations' would involve the simultaneous 
satisfaction of the following conditions: 

C
P 
 (nT,m) .-0 

• - 
CP  s(nTim) 81,  0 •  . 	• 

."--Cv.(nTim) -  0 

Cv(nT,m) 	0- 

-:Now'the velocity..triangle generating circuit cannot satisfy 
requirements a ,b:,and - d • simultaneously.;"Ooreover,the velocity 
tracking system can onlychange'velocity monotonically in any one 
sampling .interval ;.therefore it is' unable to 'satisfy conditions' 
c. and..':d:simultaneously. Thereforethe-model output cannot satisfy 

,_a11.of the aboVe:Conditions simultaneously. . 
The above ,reasoning.indicates that it is sufficient to. 

consider 'C(z) to determine stability - '. The. tondition for this is-. 
that the elements of C(z) have .no.poles -outside the unit circle 14. 1. 
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It is impossible for E(z) to have poles other than those of C(z) -
and R(z) ,since it is formed'from a linear combination of the 
latter'quantities. 

6.2. Derivation of the Model Z.transfers  

The forward (open-loop) modified Z-transfer of the model is 
given by equations 6.1.12. and,at sampling instants, 6.1.10. The. 
former equation may he .written in the'form:- 

1 .Eitz,ma.B(z) 
71777 

where h(z) is the L.C.D. of the elements of the matrixii-o(z,lu v_1(z,12 
The common poles of the forward transfer are given by the roots 
of h(z),and the zeros are given by the elements of H(z,m) 
These may be determined by direct inspection of the pulse transfers 
diagram,Fig.6.1.1.,and substitution-for the elements of A(z,m).  

and B(z,m) in the relation:- 

1 41-1(z,m)] Efi.(z,m) 
ETU 

6.2.1. 

B(z,1)]-1.[A(z,1)] 

6.2.2. 

To obtain the response 
m-3-1 and obtain:. 

• 
1 ..[H(z 1) 
ETU 

samPling instants only,we let 

6.2.3. 

To derive:the-  closed loop input-output Zetransfer matrix, 
we first note that the external feedback loop has.a transfer of •1,. 
and therefore:, • 

.-E(z m) R (z,m) C(z,m) 04gm<1 	6.2.4.  

	

- Combining'eqUations 6.2.4. (with m 	and 6.1.9. we derive:el 

	

B(Z;l)3.C(0..se-[A(z 	C(z)1- 	6.2.5 

z 3 1.pt( 2 03.k(z) 

subject to the matrix._Z 	A(zo lj--..-'-B(zil)3 being nonmisingular.-, 

',C(z,M),may-now be derived-from equation6 6.2.6. and 6.1.13. 
Thus. we may write- the following to 

r. • 

 

whence*:. 



. 	The closed loop inpUt.error Z-transfer matrix may be 0  
obtained by-combining equations'6.2.4. and 6.2.7.,which gives:. 

A(z,m) « 	1 - .(z,m)].R(z) 	6.2.10 
q(z) 

The input-error:transfer-at sampling instants may be-obtained from 
equations 6.2.4'. and 6.2.9. 
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C(z,m) - 	1 .[9(z,m)].R(z) 	 6.2.7. 
q(z) 

where q(z) is the L.C.D. of the matrix CI A(z1 1) 	B(z,l)J"1.[A(z,1).] 

and:- 

1 .[Q(z,m)] .1[A(z,m[4(z,1)]-1.[I 	B(z,l)] 	L-B(z,m)]l 

q(z) 
A(z,l) B(z,1)]"1.[A(z,1)J 

6.2.8. 

The common poles of the overall closed loop transfer are given by 
the roots of q(z) , and the zeros are given by the elements of EQ(z,m)1 
These may be determined as described for the open loop transfer. 

The closed loop transfer at sampling instants is given by:- 

1 .rp(z 	ci [I 	A(z,1) 	B(z l)]-1  [A(z,lj 	6.2.9. 

q(z) 

,Equations 6.2.7. and 6.2.11. show that E(z) and, C(z) have the same , 
.set of'cOmmon poleSos-would be expected from the form of the feedback. 

Closed loop.instability can only occur if q(z) has roots 
with moduli greater than unity.- The roots Of this polynomial may 
be determined conveniently by. use of the Newton.Raphson iteration or 
of Newton sums. These methods are described in Appendix VI. 
In order to determine only whether the closed-loop transfer.is stable 
.it is not absolutely necessary to factorise q(z) , Stability may be 
.investigated by the companion matrix method or through the bilinear - 
transformation z 	(w + 1}/(w.- 1) ,and subsequent application of 
Routh's criterion. Still, another alternative is the construction 
and examination of Sturm sequences. 	, 

The procedure for evaluating the model.Z.transfer matrices 
Was first to, evaluate the elements of matrices CA(z,m)J and D(zoil)].  
and thence to calculate out the matrix inversions and products giving.. 
41(z), b(z,1).] 	q(z), , [Qqz,1)] '; the elements of matrices [11(z,m)1 
andlIVz,m).] were not utilisedt becanse they were rather Intractable 
and yielded little further information,since the output response 
during sampling, intervals was completely determined by the response 
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vector at sampling instants. 
Performing the above calculations showed that both q(z) 

and h(z) involved powers of 2 up to the fourth. The elements of the 
associated matrices each contained no more than two zeros. Thus,e.g., 
an expression for position output involved one set of four poles 
plus two sets of two zeros. Explicit expressions for the transfers 
in terms of model parameters are given in Appendix VI. 

6.3. Calculation of the Closed Loop Frequency Domain .  Characteristics  
of the Model  

It was desired to calculate the frequency domain 
characteristics of the model with the objects of comparing these 
with results obtained by other investigators,and of gaining an 
insight into the nature of the model's frequency response. The 
theoretical basis for this calculation is given in Appendix XI. 

The most accurate calculation of frequency response involves 
taking account of the response of the sampled data system over the 
whole sampling interval. This is obtained either by putting s « jw 
in the Laplace transform of the continuous output,or by considering 
the modified Z..transform ,as in the following expression :- 

1 
~(jw)qG(z,m)L 	. 	 6.3.1. 

0 	.ej 

This corresponds to representing the continuous output as the 
resultant of a sum of infinitesimal sinusoidal components. 

The most accurate way of calculating the model's overall 
frequency response was through the utilisation of equation 6.3.1., 
as extended to cover the case where G(jw) and G(z,m) are matrix 
transfers. An equivalent method was to construct the matrix Laplace 
transfer corresponding to the matrix modified Z-transfer 1 .EQ(z,mB 
and thence to derive the frequency response directly. 	JET 
Unfortunately,both procedures were extremely cumbersome. 
The form of the output during sampling intervals suggested that-
very good accuracy could be obtained by considering only that 
sinusoid which was coincident with the position output at sampling 
instants. Experiment and calculation served to confirm this view. 

The output of the position and velocity tracking circuits 
was considered in terms of the magnitude and phase of:- 

. 
Sinusoid.fitted to.Position output over sampling intervala. 

Sinusoid fitted to position output at sampling instants 

In the, case of -the Velocity.triangle position response this expression 
gives:« 



This expression shows that the error of approximation is a small 
overestimate in magnitude at frequencies of interest - about 1 dB. 
at 1.7 cps. Phase error is zero. 

In the case óf the position output due to the velocity 
tracking circuit,the following expression holds:. 

Sa  1(sin wT/2)2.(tan wT/2)I 

(wT/2)3  

. This expression shows that the error of approximation is a very small 
underestimate at frequencies below 2 cps. ; at 2.5cps the error is 
about 2 dB. The rapid increase of error as wT-*Tr results from the 
presence of a zero at z -1 in the simple z-transfer of the circuit. 
The ripple component at 1/2T cps. is not. shown by the values of the 
output at sampling instants. The ptiase error is zero at all frequencies. 

Experiment showed that the overall position output of the 
model could be closely represented by considering only the response 
at sampling instants,for frequencies below about 3 cps. Accuracy 
deteriorated at higher I frequencies ; the model,  introduced ripple 
components at frequencies of 1/2T and 1/T cps.,so that representation 
in terms of frequency response tended to become a rather inadequate

.,  

description of model 'characteristics. The importance of these 
ripple components is discussed in Section 6.4. 

Consider the model's position response at sampling instants 
to a complex sinusoidal input, of the form ajwT 
We have:- 

R(z). • 

so that,by virtue of the theory presented - in Appendix XI, we may 
derive .the following expression for the apparent closed loop frequency 
response of the model from position input (to the loop) .to position .. 
output :. 	. 

-00 	r C 	 jwT 	. 	.- , jwT 
1' 	.0 '(e 	il) + jw.q te 	, li] 	- 6.3.7. 

P 	' ,r,  PP  
. 	q (e-11'7'). 

, 69 3111 • 



This response .is the equivalent-of that derived by other workers
.in connection with simple linear continuous models. 

.The equivalent forward,or  Open loop,response,E(jw),. 
:is given by considering the relation between the sinusoies fitted 
(at sampling'instants)lt.o the position error and position output. 
sequences. DU° to the unity negative feedback ,a relation of the 
following form holds:- 

. 	1 
1 (jw) 	1 	C

P 
 (jw) 

- 

For reasons presented.above,the spectral density of .the 
continuous model output may be approximatedby considering the 
:spectral density of the .infinite sum of infinitesimal sinusoids 
fitted to theposition output at sampling'instants. This spectral 
density isgiven by•:-: 

Ice(w) 
	

CP 	P 
(-jw).0 (it4)• 	(w) 
	

6.3.9. 

where 	(w) is the spetral density of the loop input. 

A similar expression holds for the approximate error spectral 
density. 

The above methods of calculating frequency responses and 
spectral densities, are extremely convenient,in that they involve 
only substition into relatively simple functions of z. They do suffer 
from some inaccuracy,in that they ignore response between sampling 
instants ; however,as indicated above,this inaccuracy is very small 
at frequencies of interest. The convenience of the methods led to 
their use in the calculation of results presented in Chapters 7 and 8. 

A more exact method of calculation of the position output 
spectral density is provided by considering the leading element in 
the matrix of modified pulse spectral densities given by:- 

[Lo(z)q - 

 

_I T 
i  (2)][9(z,m)j 	6.3.10 1 	.1.01(z-1,m).] 

- 1 
1(z ).q(z).. 

T -transpose 
where R.ii q i the input spectral density matrix in pulsed form. • 

Unfortunately,this method is 'cumbersome to the point of intractability 
and was not' used for.the purposes of calculation. If the parameter m 
is set equal.  to 1 in equation. 6.3.10.',the.resultant expression gives 
a'xesult exactly equivalent•to'equation 



6.4. Calculation of. the Forward Sequence Frequency Domain  
Characteristics of the Model  

Care is needed in defining the forward transfer of the 
model,since the relation between the components of the error vector, 

- E
P 
 (z) and Ev(z), differs according.to-whether the feedback loop is 

- 	open or 	closed. 	• 	. - 	_ 
1 	 . 	. 	. 

To obtain the open loop frequency_ response one may postulate. 
a complex sinusoidal error signal,such that :- 

E (z) . z 	1 

z - e jwT jw) 
. ( 

Then,from equation 6.2.1.1and by analogy with equation 6.3.7., the 
relative magnitude and phase of the sinusoid fitted to the position 
output at sampling instants is given by :- 

C(j.c.4 . 	1 	.7.1.
PP 
 ke-iydr  ,1; + jw.hpv  (eiwT4 

h(e
jwT 

 ) 

6.4.2. 

which is the frequency response defined from position error to 
position output,under conditions where the feedback loop is open. 

An alternative definition of frequency response from 
position error to position output may be obtained by considering the 
feedback loop to be closed and the input vector to be defined as in 
equation 6.3.4. ; i.e. a complex sinusoidal function defined from 

R 	. eiwt. The sinusoids fitted to E (nT) and C (nT) are related 

in magnitude and phase to the input sinusoid ,and to each other, as 
indicated in equations 6.3.7. and 6.3.8. ; i.e. by E (jw) and C (jw) , 
Then the required closed loop equivalent forward 	P 
frequency response,F (jw), Is given by 

F
P 
 (jw) 	C '(jw) / E (j1.) 
	

6.4.3. 

The direct expression for Fp(jw) is,from equations 6.3.7. and 6,3.8. :- 

fejwT,0 + 4w.,
4  .

fejwT,1)  
.F (jw) 	4pp. 	ipv. 	6.4.4. 

q(ePI.T)-.q (ejNall) jw..q pp 	pv  

Comparison of equations 6.4.2. and 6.4.4. clearly shows the difference 
between 'the two definitions of.forward transfer. Previous workers 
have always measured F (jw) ; calculated plots of this function are: 
given in Chapter 7. 

' ' 



The difference between the'two. definitions of frequency 
response arises becaue of the fact .that,,when operating under 
closed loop conditions the relation :- 

V(z.sejsa) 	
p
(zaiieiwT)' 
	

6.4.5. 

which is true for_open loop operation,does not hold. The difference --
arises through the effect of ripple at the model output,which does 
not affect C 

P 
 (nT) ,but does affect C 

v 
 (nT) and hence Ev  (nT) • - 

To exemplify the effects ofripple,the steady . state, 
response to a step input may be considered. Under closed leop-- 
conditions,we havelfrom +luations 6.2.11. and 6.3.4. 

E(z) a 	z 	.E1(z),I 
(z 1).q(z) 

Qcz,ig .f 
koi 

6.4.6. 

TI:xe final value theorem may now be applied to obtain 1.7:. 

Lim E(nT) 	Lim (z-1).E(z) 
n4-413--  

1 	. 	*I. ... Q(1 1.(1.1 	6.4.7. 
q(1) 	- 

The-above equation shows that there is a steady state velocity 
error at sampling instantslgiven by 

Lim 4 (nT) 	qvp(1,1) / q(1), 
114.01) v  

6.4.8. 

The form of the output between sampling instants could be derived by 
using equation 6.1.12. Howevet,this method is extremely cumbersome. 
An. alternative,and more enlightening wayof calculating the form of the 
output between, sampling instants is to use knowledge of the form of 
the output directly. From equation 6.2.7. (with m a  1) we may derive:- 

, 
Lim C(nT)- 	1 . q ,(1,1) 
11.4..117, 	cl-(17 

qvp (1,1) 

This shows that output velocity at sampling instants is steady,but 
not zero. Therefore there can be no change of 'output velocity during 
the- sampling interval due to the action of velocity tracking.Output 
position is also steady at sampling instants,therefore the programmed 
change of position must exactly cancel the change of position due to 
the steady velocity tracking circuit output,at sampling instants. 

6.4.9. 



6.4.10. 
Otn.c.11 

1<m<1 

6.4.11..  

124 - 

If the output of the velocity.tracking- eircuit is v ,then 
the change of position which would occur over one'sampling interval,.. 
in the.absence of position tracking output, would be vT. Therefore 
the position tracking output over one sampling interval must be -la.. 
Thus,at time mT after the .commencement of the sampling interval 
We have:- 

D (m) 	vT.(m 2m2) 
p 

vT.(m - I + 2.1 

where 	D (m) 	C
P 
 (nT,m) 	C

P 
 (nT) 

The above equations show that the output between sampling instants 
is a 'double parabolic' ripple, which may be closely approximated 
by a sinewave of frequency 1/T cps. and amplitude vT/,8 . From . 
equation 6.4.9. it may be seen that the relative amplitude of this 
position output ripple to the absolute magnitude of the position 
output at sampling instants is given by:- 

MaxID (m)I 
qvp(I'l)  

1C 
p
(nT) 1. 	8 qpp(1,1) 

Substitution of typical values of model parameters in the R.H.S. of 
equation 6.4.11. indicates that the relative amplitude of ripple 
is about;ff. ; even relative to the error ,the ripple only represents 
about 87 in terms of amplitude and .67. in terms of power. 

Though,as shown above,the relative amplitude of the ripple 
is small,it nevertheless has an important effect on response. To 
exemplify the effect of ripple on the steady state response to a 
step input,consider the case where the feedback loop is opened,and 

,the model is fed with a steady position error signal,having zero 
velocity,but otherwise' exactly equal to that generated within the 
closed loop,at sampling intervals. The steady output response would 
then be only about half of that generated in the closdd loop 
configuration. 

The results obtained in this Section indicate that care 
is needed in defining the.forWard response of the operator. According 
to the model,different responses are obtained,depending on.whether 
the equivalent open loop. (forward) response,or the actual open loop 
response from position input (error signal), to position output is 
considered. The difference arises because of the presence of ripple 
in the output and the separate sensing of both position and velocity 
errors at sampling instants. Previous workers have effectively. 
measured .the equivalent open loop response ; one of the aims of the 
present study was to measure the actual open loop response directly. 
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The example of the model's response to .a step input 
shows that the power of the ripple component is quite small when 
compared with that of the output or the error functions,yet it 
accounts for nearly half the amplitude of the steady output response. 
These considerations indicate that the customary dismissal of those 
higher frequency terms in the operator's output not linearly correlated 
with the loop input,as 'remnant' or 'noise',without effect on his 
low frequency performance,warrants more careful examination. The 
simulation of,and effects of this'ripple component are considered 
further in Chapters 7 and 8. 



Chapter:: :.:COMPARISONS OF 'THE CLOSED LOOP CHARACTERISTICS OF 

OPERATORS WITH THOSE OF FITTED*MODELS 

7.1. Introduction 

Chapter 5 hat described the evolution of a sampled data 
model incorporating prediction,capable of closely matching the 
tracking characteristics of human operators. The purpose of the 
present chapter is to present further evaluation of the quality of 
match afforded by this model,under conditions of closed loop operation. 

First,actual time traces of operator and model response 
to common random ramp and continuous random inputs are considered. 
The implications of best-fit model parameter settings are discussed 
in terms of Z-plane pole-zero plots. 

Next,covariance functions computed from records of 100 secs. 
duration,of operator and model input and error functions,are 
considered. 

Finally,computed closed loop spectral characteristics of 
the model are compared with operators' spectral characteristics,as 
derived by other workers. 

7.2. Real Time Comparison of Operators' and Models' Responses to  
Common Random Ramp Inputs  

The purpose of fitting the model,as developed to incorporate 
prediction,to operators' responses to random ramp inputs,was primarily 
to demonstrate the capability of the model to match operators' 
responses over a wide range of inputs. These responses also showed 
the effects of ripple somewhat more clearly than similar responses 
to a continuous random input. 

Actual time traces of operators' ramp responses,and of the 
corresponding fitted model responses,are shown in Figs.7.2.1.,26,6c 3. 
Inspection of these time traces shows the good degree of fit between 
the qualitative features of operator and model error and output 	' 
functions. The output velocity functions also fit quite well,except 
in the case of operator F,where the fit is moderately good;this appears 
to be the result of his applying a deliberate 'filtering' action to 
hand motion,which also increases his delay in response to the onset of 
a ramp. Finally,it may be noted that there is considerable similarity 
between the 'ripple' in the model and operator output?. 

Differences between operator and model responses would be,  
expected to arise through errors of estimation and execution,and 
random sampling on the part of the operator. Also,the model is 
idealisedond gives sharp output velocity triangles; the operator 
cannot achieve a step change of output acceleration,so that there is  
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an inevitable filtering action tending to blur the basic velocity- 
triangle. 

The values of best-fit model parameters were much as 
expected,considering the nature of the random ramp input ( model 
parameters are shown in Fig.5.7.I.). Thus gd  was zero and gs  was 
relatively small.The overall closed loop Z- transfers of the best-fit 
models are shown in Fig.7.2.4.,in terms of Z-plane pole-zero plots. 
These plots illustrate the well-damped nature of the model response. 
All poles lie inside the circle z 	.54 ,except in the, case of 
operator L. Here,poles with z 	.8 are cancelled almost exactly 
by zeros of q (z,l) ,and less effectively by zeros of 	v  (z,l) ; 
hence the 	N' main effect is to give a moderately 	

-p 
d
am
ped 

oscillatory response of velocity;at a frequency of about 1/4T cps.-
about 1.8 cps. 

7.3. Consideration of Continuous Tracking Response of Operators  
and Model 

The quantitative comparison of operator and model response 
to a common continuous random signal input has been described in.  
Section 5.7. Simultaneous recordings were made of operator and model 
error,output position,and output velocity,with the model parameters 
set to the appropriate values showing the best quantitative fit during 
matching trials. These parameters' values are given in Table 7.3.1. 
Recordings were obtained for all five operators,and typical sections 
of these are shown in Figs.7.3.1-5. 

It may be seen that the qualitative fit of error and output 
functions is very good in all cases. In particular,the model produces 
a realistic simulation of the ripple in the corresponding operator 
funetions,both as regards frequency and amplitude. This could not be 
obtained from linear continuous models,as proposed in the literature, 
unless special injected 'noise' functions were specified. These noise 
functions would have to be 'tailored' to fit each case,and would be 
based on a 'brute-force' matching technique. Therefore they could 
not easily be related to the innate structure of the operator. 

A more searching test is provided by the comparison of 
output velocity traces. Here again the simulation is generally very 
good. There is a'rounding' of the operators' velocity traces,due to 
the finite rate of change of acceleration imposed by mechanical 
components in the arm ; however,the model as proposed is only 
capable of an idealised representatton of the operator's output 
velocity,in terms of straight line segments. In the case of operator 
D the simulation is on;y fair ; the operator's output velocity varies 
much more smoothly than that of the model. Operator F shows the same 
tendency,but to a smaller extent. Inspection of the traces shows that 
the effect could well be explained in terms of a. 'filtering' action 
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through the neuromuscular system. The fact that very good cross-
correlation between operator and model errors was nevertheless 
achieved lends support to this view. 

Z-plane pole-zero plots of the best.fit model transfers 
are shown in Fig.7.3.6. It may be seen that these transfers represent 
a generally well damped closediloop response. Poles and zeros 'occur 
well within the Z-plane unit circle,and those in the right half plane 
tend toward mutual cancellation. 

The values of best-fit model parameters possessed some 
interesting implications. The lowest sensitivities to velocity 
information were displayed by operator D. Now this operator also 
filtered his hand motion most noticeably. This filtering action 
would tend to corrupt the velocity output at sampling instants,as a 
result of residual velocity from previously formulated position 
correction responses,so that velocity error sensing would be impaired. 
One would therefore expect less weight to be given to samples of 
velocity error,and that to compensate for the loss of information 
for the purposes of prediction,more weight would be given to past 
samples of reconstructed input position. One would expect a parallel 
in the case of operator F ; as his filtering action was less 
pronounced,the best-fit model should possess parameter values lying 
between those of operator D and the other operators. Observed 
parameter values are in agreement with this reasoning. In particular 
operator D showed much the greatest value of gd  - the weight attached 
to position output. 

7.4. Comparison of Operator and Model Covariance Functions 
Calculated from Records of Continuous Tracking  

The comparison of real-time traces was augmented by the 
comparison of covariance functions ,digitally computed from records 
obtained as described in Section 7.3. The requirement governing the. 
choice of record length and data sampling frequency was that of 
minimising computation time,while retaining reasonable statistical 
reliability and covariance function detail. 

The record length was determined by considering the 
continuous random signal input function,as this contained the largest 
relative power at very low frequencies. The theoretical autocorrelation 
of the input signal is shown in.Appendix II. It may be seen that the 
theoretical correlation is less than .2 at a lag of 1 sec.,and is 
thereafter quite small. It was considered that about 100 effectively 
independent samples would yield sufficient accuracy for the purposes 
of the investigation ; therefore a record length of 100 secs.would be 
quite suitable. 

The data sampling frequency was deterMined by reference to 
the error functionstsince they contained the largest relative power 
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at high frequencies. A pilot estimation of the error spectrum obtained 
from a record of operator C ,who was thought most likely to 
generate high frequency remnant terms,showed that there was very little 
power beyond about 2cps.;this was in accord with results reported in 
the literature. On this basis,a data sampling frequency of 10/sec. was 
considered to represent a reasonable compromise between retention of 
covariance function aetail,and cost and time required for data 
processing. Visual inspection of records confirmed the suitability of 
this choice. 

A maximum lag of 5 secs. was chosen on the basis that :- 

(a) It was desired to minimise computation effort,consistent with not 
discarding material information. 

(b) All correlations of interest were likely to be very small at lags 
in excess of 5 secs.- especially so because a genuine random input 

was used. The assertion might not, have been so valid in the case of a 
pseudo random input composed of only a few sinewaves. 

(c) The amount of computation effort increases nearly in proportion 
to the number of lags required. As the time lag is increased, 

however,the reliability of the result decreases. A maximum lag between 
5 and 10% of the record length is a generally accepted compromise. 

In terms of spectral analysis,the above record length,lag 
and sampling frequency correspond to estimation of a reasonably flat 
spectrum with a resolution of .2 cps.,up to a maximum fregyency of 
about 3 cps.,with a 90% spread of about 3 dB. (28) 

In computing the sampled covariance functions the unbiassed 
estimator :- 

7.4.1. 

(where iit record sampling interval and N ex total number of samples) 
was employed. Although this estimator exhibits increasing variance 
as k is increased,the effect was small enough to be neglected in the 
present case - the maximum lag was given by k a  N/20 . 

D.C. level,  terms were rejected,as implied in the calculation 
of covariance functions,for the following reasons:• 

(1) Limitations of data logging and reading made it extremely difficult 
to determine D.C. levels accurately. 

(2) The Long term mean of the input was zero.. 

(3) Experiment indicated that the operator estimated the mean position 
of his arm, in order to generate kinaesthetic information. As the 



7.4.2. 

7.4.3. 

hie  (-.1k) 	6ee(.1k) 
- 

control stick was free-moving,it provided no direct information as to 
hand position. The experimental procedure consisted of conducting a 
number of runs with the stick null position (the stick position 
corresponding to zero feedback voltage) differing by 1 cm. or so 
either side of its normal setting.. The effect on operators' 
performances was completely insignificant . indeed some operators 
were not aware that any change had been made in experimental 
conditions. A displacement of 2 ems. was noticeable,but its effect 
on performance was only marginally significant. The average values 
indicated during the course of computation were not more than 1/10 th. 
of this. 

The quantitiescomputed directly were as:followst, 

6i1(.1k),04kE;450, input, autocovariance 

6ee (.10 0,45:k4:450 error autocovariance 

. r-63.e(.1k) 50457k=00,-_inputertorcovariance 

The quantities derived from these were, 

ee-0(.1k),-50.4.:k.4.&50 eriOr-output covariance 

6i.0(.1k),..50'4;ke.4,50; input..output covariance 

600(.10 (:)-k.4.50 input autocovariance 

These derived covariances werecomputed:from:the following relitions:- 
4. 

6e0(.1k) 	die(-.1k) 	6ee(.1k) 

6i0 (.1k) 	6ii(.1k) 

6',(.1k) = (.1k) = 6 (.1k) - ie(.1k) 

Graphs of all the above covariance functions are shown in 
Figs.7.4.1-20, in which corresponding operator and model covariances 
have been plotted together,so as to facilitate a direct comparison. 
In principle one may calculate the approximate variance of a 
particular7estimate of covariance,and the degree to which two 
estimates of covariance for different lags are correlated(29). 
However,such calculation isunwieldy 'and unnecessary,because both 
model and operator were fed with the same input function. If 
model were a 'perfect simulator of the'operator's'response,then all, 
covariance-functions should be.practically identical. Differences:. 
would arise.as a result of the operators remnant term (the part of 
the operator's-output not linearly correlated -,71th the input),and by . 
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departure from the best possible linear simulation on the part of 
the model.  

Comparison between operator and model Covariance functions 
reveals generallyvety good matches,especially in regard to shape. 
Matches between-input...output covariances were very good to excellent ; 
those between input.error covariances were very.  good. In the latter 
case there-was some tendency for the model to show a somewhat more 
pronounced negative peak at small positive values of lag. It was noted 
that this was associated with slightly-too much amplitude in the 
input-output:Covariance function at similar, 	values of lag. 

The fits between output autocovariance functions were good 
as regards shape,but zero-lag variances showed as much as 257. 
discrepancy in the case of operators C andJ). This may be explained by 
the fact that:outputNariance is very sensitive to the overall loop 
gain,and therefore any mismatch of the model is emphasised. 

_ 	- 	The dfegree_of match shown by the error autocovariance 
functiona could be described as reasonable to good. These functions 
were most sensitive to operator` remnant and model mismatch,beeause .  
their variance was much smaller than either the input or output 

•variances - by a factor of the order of 8. Thus operator remnant 
could easily represent 10 - 207. of the total error variance. One would 
therefore expect the shapes of the operator and model autocovariance 
functions to differ4quite materially. It was noted that the model 
autocovariances tended to show a slightly more pronounced first 

:_minimum than did those of the operators,but the form of the tails' 
'(lags in excess of 1 sec.) was very similar. 

The.error-output covariance functions are related to, the 
corresponding equivalent forward transfer weighting functions,each 
convolved with the appropriate error autocovariance function. Even if 
the model were a perfect match to the linear portion of the operator's 
transfer,the remnant terms recirculating around the operator control 
loop would give rise to spurious covariance,the effect of whi,c4 would_. 
be greatest at small negative values of lag (see Appendix 

The covariance functions were normalised to give error-output 
Cross-correlation functions (relating the derived zero-mean error and 
output variates) in order to facilitate a direct comparison of shapes.. 
As 	seen,these cross.correlations show very good matches for 

-:TOsit_ive values of lag,and a maximum of discrepancy for lags in the • 
range 0 to 	secs. Since the model.:and operator outputs were highly 
correlated,this confirms that a substantial part of the differences 
between the error autocovariance functions could be explained in terms 

.of operator remnant. It also demonstratts . that the equivalent forward 
transfers of operator and model-Were Well matched. 

Theiliodel exhibited a -tendency toward showing rather- more 
pronounced negative peaks in the 6 Cr) and 446ee(T) covariance 

.could functions..-  This ould be partly-. . 	 . explained in' terms of 
the operators' random sampling,which would 'lead to smoother and 
rather less pronouneed peaks than the regular sampling operatiOn of 
the model would give. However,the effect also arose as a result of 

. 	, 



mismatch of the model ; slightly different parameter settings could 
largely account for the observed discrepancyd This point is discussed 
in.the next Section. 

I 

7.5. Fitting Model and Operator Covariance Functions 

It was desired to determine how much of the observed 
discrepancies between operator and model characteristics could be 
attributed to model mismatch. It was therefore necessary to - evaluate 
the effects of changes of the model parameters on the form of the 
model covariance functions,so that a new set of parameters could be 
formulated to improve the model's fit to operator covariance data. 
It was most convenient to consider fitting the input-error covariance 
functions,since these were not affected by the operator's remnant,and 
were sensitive to mismatch. 

The basis of the fitting procedure was as follows.: From 
equation 6.2.11. one may derive :- 

e(z5.1 	1 	Q(z,15.]T 	7.5.1. 

transpose. 

where e(z)ll denotes a matrix of pulse spectral densities derived by 
Z-transforming the matrix of sampled covariance functions, 

Cov Input-error 	; Input-error velocity 

-.1Input.velocity.error ; Input velocity..error velocity 

Li(z) is similarly defined. 
Manipulation of equation 7.5.1. shows that:. . 

1r4  (z)., 	qpp pv  (z) 	(z,1)  IL (z). 

q(z) 	q(z) 

(z) is the leading term of the corresponding matrix of 
pulse spectral densities 

211(nT).z*.n 



Operator A gp smaller,g1 larger. 

Operator C . ; gp smaller gl 

Operator D ; gd smaller. 

Operator F ; gl smaller. 

Operator L g
P smaller. 
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and ~Dv(z) where viii (nT) 	_,(t) 
o&rr 

a 
The above relations for. § (z) andv p (z) indicate the convenience 
of working with pulse 	PP spectral 	densities ; they may be 
derived merely by sampling the appropriate continuous covariance 
functionland then associating each sample with the corresponding s. 
power4of z. In the present case the continuous covariance functions 
were obtained by visual interpolation of the digitally computed 
covariances. Thus 6ii(nT) and Ono(nT) could be obtained from the 
computed input covariance,and the model transfers could be calculated 
from knowledge of the model parameters. Hence 6ie(nT) could be 
calculated and compared with the carresponding 	operator function. 

The error autocovariance function could then be calculated 
by using the relation,derived from equation 7.5.1.,:. 

Liei(za*[/ - 1ig(z 1.3T 
71717 

in a manner similar to that described above. 
Using the above relations,the effect of changes in the model 

parameters was evaluated in terms of the input-error covariance 
function. When an improved fit had been obtained,the corresponding 
error autocovariance function was calculated. The. application of this 
procedure showed that covariance function fits could be improved 
by modifying the model parameters as follows:- 

In all cases the required changes in parameter values were relatively 
small. The improvement in fit was marginal,except in the case of 
operator C,where there was most initial model mismatch. Howeverl ,the 
improved fits did exhibit a reduction in the discrepancy of the 
negative peaks in the crieW and oree(t) functions..  

The effect of 	incorporating an extra model 
parameter,in the form of an additional sample for velocity prediction 
(i.e. elaborating the structure of the model),was also investigated. 
The fitting procedure-was made difficult by the complication of the, 
model transfer (five poles and two sets of three zeros,for position 
output). The results were disappointing,and if anything,poorer fits 
were obtained. The fit of the model was already very good,and it was 

Dee (z 	" 
7.5.3. 



concluded that the improveMent of fit by elaborating the structure-.  
of the model in the above fashion was likely to prove.fruitless. 

7.6. Consideration of the Calculated Spectral Characteristics of the  
Model 

The frequency domain characteristics of the model were 
calculated by considering the position input,error,and output at 
sampling instants,in terms of the appropriate 21-transfers. Then the 
results derived in Section 6.3. were used to find the equivalent 
spectral characteristics. These are plotted in terms of magnitude 
and phase in Figs.7.6.1-10. Here the spectral functions ,such as 
Too (14) ,relate to the leading elements in the corresponding 
spectral density matrices. They have been normalised with respect to.  
the 'white' noise function which,when appropriately filtered, would 
generate the continuous random input signal. These spectra may be 
thought of as representing spectra in an equivalent linear continuous 
model configufationtif frequencies higher than 1/2T cps. (where 
T ie. model sampling interval) are neglected. 

The moat directly comparable data are provided in,  
published work due to Elkind (10) and to Bekey (2). The most 
apposite- of Elkind's results are shown in Figs.7.6.11&12.,and of 
Bekey's in Figs.7.6.13&14. The plots of calculated spectra demonstrate 
the quite pronounced variations in 'best-fit' model characteristics 
from operator to operator. However,it may be noted that there are 
certain features common not only to all the calculated spectra,but 
also to the results derived by Elkind and Bekey. 

It may be noted that there is a general rise of overall:  
closed loop gain with frequency. Associated with this rise is the' 
form of the foo(w) curves,which tend to follow the Tii(w) curves 
at low frequencies,but exhibit a pronounced 'flattening out' at 
frequencies greater than about 1.5 cps. Moreover,Bekey states in his 
thesis .(2),"Both man and model show a tendency to magnify input 
distrubances when these occur near the sampling frequency of the 
model". Now this would indicate a maximum of gain at around 3 cps. 
(a typical sampling frequency of Bekey's model),with which the 
calculated overall loop gain of the present model is in very good 
agreement. 

The curves of caculated closed loop phase lag are very 
similar in form to those given by Elkind. Although the absolute 
values tend to be somewhat different,the curves are practically 
parallel. They show that the operator is well able to compensate 
for his inherent lag at low frequencies,when following a reasonably 
smooth filtered input,but that the compensation steadily deteriorates 
at higher frequencies,until the slope of the phase characteristic 
corresponds to practically the full time lag required for response to 
a discrete input. 
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The form of the equivalent open loop gain curves is 
remarkably similar to those given by Elkindsespecially in regard 
to the upturn of gain which occurs near the high frequency end of 
the characteristics,at frequencies of about 1.5 to 2 cps. Elkind's gain 
curves tend to exhibit a greater initial rate of fall,and a somewhat 
lower minimum. Unfortunately,Bekey's curves do not include any data 
beyond 1.6 cps.,but the form of.the curve illustrated is consistent 
with an upturn at about this frequency. 

The curves of equivalent open loop phase are also quite 
similar ; here the model tends to exhibit rather less low frequency 
phase shift. The calculated gain and phase margins are about 2 dB. 
and 20°  ymaller,  than those given by Elkind's data. Bekey's data show 
a phase margin of 110°,which is considerably larger than those shown 
by other data ; it was not possible 'to determine the gain margin 
because of the limited frequency range of the data. 

The above discussion illustrates the similarity of the 
calculated spectral characteristics of the best-fit models to the 
published results of the two, most directly comparable studies. This 
similarity is made all the more significant by recognising that 
the input functions used by Elkind and by Bekey differed considerably 
from each other,and from that used in the present study. The differing 
statistical characteristics of the input signals could well explain 
such discrepancies as were observed. This point will be considered 
further in Chapter 9,where the spectral functions are considered 
from the point of view of optimisation theory. 

7.7. Summary  

The sampled data model incorporating prediction,as described 
in Chapter 5 ,was evaluated by comparison of its responses• with 
those of operators,both in regard to actual time traces,and to 
covariance functions computed from these. 

Time traces relating both to a random ramp and to a 
continuous random signal input were examined. With suitable parameter 
settings it was found that the model gave an excellent match to 
operators' position output and error functions,and also gave a 
realistic simulation of 'ripple''in the operators' outputs. 
Comparison of output velocity traces showed that there was very good 
simulation,except in the case of operator D. This operator tended to 
display a 'filtered' form of hand motion,to which the sharp velocity-
triangles of the model could only give a fair approximation. 
Pole-zero plots of Z-transfers calculated from, the parameter val4les 
associated with the-best-fit models,showed that all the operator's.  
displayed very -stable closed loop response,with a tendency for zeros 
to cancel poles in the left half Z-plane. 

Covariance'functions,digitally computed from records of 
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continuous tracking showed close matching between corresponding 
operator and model functions. Excellent matches were shown by 
input-error and input-output covariances. The match of output 
covariances was good as regards shape,but absolute values of output 
variance showed some discrepancy,largely attributable to model mismatch. 
The match shown by error autocovariances was only moderately good. 
These functions were most sensitive to model mismatch and operator 
remnant. Examination of error-output cross-correlations showed close 
correspondence between operator and model functions,except in the 
range of negative lags from 0 to -2 secs. This could be ascribed to 
spurious correlation due to operator remnant,and indicated that a 
large part of the observed discrepancy of error autocovariances 
could be attributed to the effects of remnant. Consideration of the 
model's Z-transfer showed that slightly better fits of covariance 
data could be obtained by small alterations of the model parameters 
i.e. some of the observed differences between covariance functions 
were due to model mismatch. Investigation indicated the probable 
fruitlessness of extension of the model structure to obtain even 
better fits to operators' covariance functions. 

Calculated spectral characteristics of best-fit models 
reflected thedifferences and similarities between operators. Their 
chief features were in agreement with results published by Elkind 
and by Bekey,particularly as regards an overall loop gain increasing 
with frequency,and an equivalent open loop gain showing an upturn in 
the region of 2 cps. Phase curves were also in good agreement,and 
showed that the operator was able to compensate for his inherent 
pure delay,and thus retain relatively small overall loop phase 
shift,at low frequencies. It was noted that such discrepancies as 
were observed between calculated and published data could probably 
be, largely explained by the use of different forms of input function. 
This point is considered further in Chapter 9.'  
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Chapter 8 : QUALITATIVE AND QUANTITATIVE RESULTS OF OPEN LOOP TESTS  

8.1. Motivations for Conducting Open Loop Tests  

The present chapter describes oxperiments conducted with 
a view to directly evaluating the forward,or open loop,transfer 
which the operator adopts when tracking a continuous random input. 
This entailed presenting the operator with a synthetic error signal, 
derived from the model,while at the same time his external feedback 
path was interrupted. The motivations for conducting this 
investigation were :- 

(1) The interruption of external feedback prevented the recirculation 
of operator remnant. If useful open loop responses could be 
obtained,then this would provide an opportunity for estimating 

uncorrupted statistical functions (see Appendix VIII) and hence, 
direct evaluation of the operator's forward transfer. 

(2) The presentation of model error.as a synthetic error signal to the 
operator would provide a severe test of the quality of the model,as 
described below. Also,the features of the operators' open loop 

responses could be compared with those which might be predicted by 
considering the form of the model's open loop transfer. Since the 
model had been formulated by comparing closed loop tracking,this 
would. provide a valuable further test of model quality. 

8.2. Method of Conducting Open Loop Experiments  

It was required that the open loop test data should represent, 
as far as possible,the forward transfer usually adopted by the 
operator when tracking a continuous random input with characteristics 
as described previously. It was necessary to conduct the test during 
the course of what seemed to the operator to be a normal tracking run. 
The experimental procedure was as described below. 

The operator was given a count-down and commenced the 
tracking, run in the usual manner (see Section 4.3.) About 50 secs. 
after the beginning of the run,the error switching circuit was • •„. 
activated (for description see Appendix I). At the appropriate time' 
this circuit switched out the operator's error channel,and 
simultaneously switched the model error signal onto the operator's 
display. The exact moment of switching was arranged so as to give 
minimum disturbance to the operator. Switching only occurred when 

(a).The difference between the operator and model error signals .  
was zero. . 



(b) There was fairly close parallelism of operator and model 
error signals. 

After a period of 6 secs. the reverse process of switching occurred. 
This period was chosen by experiment as being a satisfactory 
compromise between the desire for a long period of open loop operation 
to obtain statistical reliability of results,and the fact thatIthe 
operator tended to sense the change in tracking conditions at about 
this time. The run was then completed in the normal manner. 

Operators A,D,and F participated in the tests,and it proved 
possible to obtain 5 useful sections of record in each case. Records 
were rejected if the operator reported disturbance,or his tracking 
performance during the rest of the run was abnormal ; i.e. his normal-
tracking performance was affected by'the presence of a period of 
open loop operation. For this reason it proved necessary for the 
operator to remain ignorant of those runs during which an open loop 
test was to be conducted,and tests were carried out over a period of 
three weeks. Preliminary tests carried out by the investigator 
confirmed that foreknowledge of the occurrence of a test was likely 
to invalidate the utility of results. 

8.3. Consideration of qualitative Results of Open Loop Tests  

. 	The actual form of the time traces obtained during open loop 
operation is typified by the responses shown in Figs.8.3.1-4. It 
may be noted that,when operating in an open loop configuration,the 
operator tended to display a somewhat more oscillatory output motion 
and to exhibit an overall drift. Howeveriif allowance is made for 
these effects,the form of i the operator's output motion appears to 
be similar to that of thelmodel.Those tests where operators showed 
undue disturbance were characterised by rather large output 
oscillations of very variable frequency,but still had some features 
in common with the model's response. 

The subjective effects of open loop operation,which eventually 
caused the operator to become aware that a change had been made in the 
tracking configuration were twofold :- 

(1) The synthetic error signal,though appearing generally similar to 
the operator's own signal,seemed to possess points of unusually 
high velocity. This phenomenon was most noticeable to operator A 

who interpreted it in terms of a change of input spectrum. It was 
less marked in the cases of operators D and F. 

(2) The operator tended to notice his unusually oscillatory hand motion 
Again,the effect was noted most strongly by operator A. 

These subjective effects imposed an upper limit on the period of open.  
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loop operation,and also on the number of tests.which could be 
performed. After about seven or eight tests,operators' normal tracking 
tended to deteriorate,and they tended to inject more noise than usual - 
this was probably part of a probing action to test loop gain. 

The above results could be explained quite well on the 
basis of the model,which had been developed in connection with closed 
loop operation. Thus the subjective effect due to the injection of the 
synthetic error signal was due to the lack of coincidence of model 
and operator sampling instants. Peaks of model velocity error 
occurred between sampling instants,as a result of the operation of 
the position correction velocity-triangle circuit ; the operator 
would not perceive similar peaks in his own error. The form of 
recordings of operator and model error (see Section 7.3.) suggested 
no other basis on which the operator might readily distinguish o 
between synthetic and actual errors. 

The fact that the operator was able to perceive his 
unusually oscillatory hand motion lent wdight to the hypothesis that 
he utilised kinaesthetic feedback in normal closed loop tracking. 
The oscillatory form of the operator's output may be explained in 
terms of two effects,viz.,his perception of rather high apparent 
velocity errors,and the form of his forward transfer,as indicated by 
that of the model. 

The forward Z-transfer of the model is shown in`terms of 	• 
• Z-plane pole.zero plots in Fig,8.3.5. Salient features common to 

these transfers are (a) the presence of a pole near z = 1 ,and (b) 
the presence of complex conjugate poles lying practically directly on 
the unit circle near z = -1. (a) would give rise to an effective 
quasi-integration,so that one would expect that differences arising 
between operator and model responses would tend to be cumulative, 
which would account for the drift observed in practice - though part 
of this drift is probably due to drift in information from 
kinaesthetic feedback. (b) would give rise to a neutrally stable 
response,so that there would be a tendency towards oscillation at 
near the half sampling frequency - i.e. about 3 cps. In the case of 
the operator ,condiderable frequency modulation would be expected, 
due to random spacing of sampling instants. Such an oscillatory effect 
may be observed most clearly in records of operators A and L (the 
latter showed too much disturbance to yield quantitatively useful 
results) ; operators D and F tended to adopt a rather smoother, 
'filtered' form of hand motion in normal tracking,and so show the 
effect much less clearly. 

Operators' open loop responses differed from each other in 
a manner which accorded with the difference of their closed loop 
responses. The tendency for operators F and D to show less oscillatory,  
open loop responses could also arise as a result of two furthe4 
factors :- 
(1) Models matching operators F and D had longer sampling intervals. 

(150 and 166 ms. 'respectively) than those matching A and L. The 
reasoning of. Section 5.5. would indicate that their respective 

best-fit models might have need of velocity computation loop gains 
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slightly less than unity. This would complicate the models' transfers, 
adding two further poles,and while it would have little effect on the 
closed loop transfer,the poles near z .1 in the open loop transfer 
would be moved inside the unit circle. 

(2) The hypothesis of instantaneous sampling of position and velocity 
errors,which was incorporated into the model structure,was 6 
idealisation. The operator might either adopt a differencing 

operation over a short time,or he might measure the time required for 
the error signal to change by a given amount. The latter hypothesis, 
seemed plau:c.ible,in view of the structure of the retina and the 
cpparentlykligital' nature of brain processing. In either case the 
precise time taken to sense a given velocity would vary from operator 
to operator. In addition,the more slowly varying error functions of 
operators D and F would be likely to lead to a longer average estimation 
time. Thus: these operators would be less likely to sense peaks of 
velocity ; they would tend to estimate average velocity over a period 
as long as 50 ms. This 'latter figure is the likely upper limit to the 
velocity estimation time indicated by the results of the sampled 
display tests (Section 14.2),which showed that operators' performances 
were impaired by display sampling at frequencies as high as 20/sec. 

8.4. Consideration of Quantitative Results of Open. Loop Tests  

In order to extend and quantify the comparison between model 
and operator forward transfers,correlation functions were computed 
from records of open loop tests. These records were sampled at 100 ms. 
intervals,and the raw data thus obtained were subjected to a 
regression analysis in order to remove D.C. levels and linear trends. 
This process was necessaryibecause only six seconds of raw data were 
available from each recording. The refinement of data to give 
approximate stationarity was therefore a prerequisite for computation 
of correlation functions through time averaging ; sufficient data 
were not available for computation of ensemble averages. The removal of 
D.C. and linear trend corresponds,in terms of spectral estimation, 
with the proposition that it is impossible to make useful estimates 
of power density at frequencies lower than 1/Tn  cps. from a record of 
length Tn  . 

Y.stimates of sampled correlation functions were computed by 
using the unbiassed estimator as given in equation 7.4.1. A maximum 
lag of 2 secs. was considered to represent a reasonable compromise 
between accuracy and the desire to fully extract the information 
latent in the experimental data. Error autocorrelation and error-output 
cross-correlation functions are shown in Figs.8.4.1-3.,where the 
curves connecting data points represent a visual interpolation to 
facilitate comprehension of the overall form of the functions. 
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The above correlations represent characteristics averaged 
over the sampling interval,for both operator and model. It may be 
seen that the model and operator error.-output cross-correlation 
functions exhibit a general similarity of form,but also some quite 
noticeable differences of detail. If model and operator were to sample 
synchronously,then one could expect the error-output cross-correlation 
functions to be very closely comparable,provided the model constituted 
a close representation of the operator. However,the conditions of the 
experiment were such that the operator and model could not be 
expected to sample in synchronism. The equivalent open loop (EOL) and 
actual open loop (AOL) transfers of the model were not one and the 
same thing,so even if the model were a perfect representation of the 
operator,one could expect their respective open loop correlation 
functions to exhibit some noticeable differences; i.e. functions 
obtained while the operator was open-looped,would differ, 

In considering the degree to which the open loop correlation 
functions might be expected to differ,the following points were 
evident. The operator's sampling between model sampling instants 
implies that he would tend to sense the 'ripple' in the model output 
(see Section 8.3). Sensing of this ripple would lead to the folllowing 
effects at the output:- 

(a) Divergence.of D.C. level and trend* 

(b) Oscillatory response., 

(c) Differences between shapes of operator and model response., 

Factors (a) and (b) above would be practically eliminated by the. 
process of correlation computation. FactOr (c) would be minimised by 
taking correlations,because the 'ripple between model sampling instants 
is not highly correlated to the position error at sampling instants ; 
the ripple is more highly correlated with the velocity error at sampling 
instants,though the operator's random.  sampling,and random variations 
in delay would tend-to minimise the effect on correlation functions. 

The above arguments indicate that one could expect at leadt 
a:moderate amount of divergence between the respective error-output 
cross-correlation functions of operator and model,obtained while the 
operator was in the open loop configuration.• Experimental results 
concur with this prognosis. 

Further consideration is given to the quantitative results 
of the open loop tests in terms of the frequency.domain,in Section 8.7. 
In order to effect this,simple models were fitted to the operators' 
effective open loop.transfers,as described in the following two. 
Sections. 
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8.5. The Fitting of Models to the Open Loop Test Data  

The open loop test data were further evaluated by fitting 
simple models to the operators' forward transfers through direct use 
of error and output functions. The first step in the analysis was to 
obtain representative covariance functions by taking an ensemble 
average over five individual records,for each of the three operators 
from whom useful records were obtained. These averaged covariance 
functions are illustrated in Figs.8.5.1-3.,where the lines joining 
data points result from visual interpolation. 

At first sight,the most promising method of analysis seemed 
to be to transform the covariances (which were in a suitable form, 
D.C. and'trend having been removed from the raw data) so as to igive 
the error spectrum, Iee(w) ,and the error-output cross-spectrdm , 
Teo(u) ; these spectra could then be used to estimate the frequency 

response function „GOO, according to :- 

G(j 7) ri - eo(v7)/ lee (w) 
	

8.5.1. 

A suitable simple form of model could then be proposed,and its 
parameters fitted to G(jw) in the spectral domain. The method of 
fitting could either be visual,or by regression. 

While appearing attractive,in the present case the above 
procedure unfortunatelY suffered from a number of drawbacks 

(1) The open loop test data was obtained from records only six seconds 
long,which would indicate a maximum usable covariance lag of .6 sees., 
according to generally accepted criteria (28). Even if lags up to 

1 sec. were used,this would only give a frequency resolution of about 
1 cps. Since the data were sampled at 10/sec9,corresponding to a 
folding frequency of 5 cps.,it would only be possible to estimate 
three or four samples of the spectral functions. The accuracy of these 
estimates was likely to be poor. 

(2) The process of division of spectral functions would tend to accentuate 
errors of estimation. 

(3) A review of pertinent literature (10,11,12) indicated that_the 
simplest models shoul contain at least two parametersond 
exhibit a break frequ ncy less than 1 cps. Thus the accuracy of 

parameter estimation would be very poor. 

(4) It would be difficult to estimate the degree of fit in terms of 
time domain functions,with any accuracy. 

(5) A suitable programme for digital computation of spectral estimates 
was not readily available,and it was not feasible to develop one, 
having regard to restriction of available computer time.,. 

The above difficulties caused by inaccuracy of spectral analysis 
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arise because the process of spectral estimation inevitably discards 
much information present in the original time traces and correlation 
functions. The mechanism by which this arises has been described by 
Elkind & Green (16),and may be appreciated by reference to 
Appendix IX. 

Consideration of the above facts led to the fitting of model 
parameters by direct use of correlation function data. The method 
used was essentially one of multiple regression analysis,and is 
derived from results presented by Bartlett (29,p259). The method 
entails the use of sampled data,which was convenient in the present 
case. The method is based on the use of the equation,written in 
terms of Z.transforms:- 

teo(z)_-..- G(z). 	(z) 	 8.5.2. 

where G(z) represents of thefitted model,(Either a sampled model,or a 
linear continuous model with a fictitious sampling and data 
reconstruction operation,can be proposed) and ie0(z) and iee(z) 
represent the Z-transforms of the error-output . 	• 
cross-correlation and error autocorrelation functions respectively. 
Details of the method are described in Appendix IX. 

It is difficult to determine the probable error in the values 
of the regression coefficients derived by the above method of 
analysis. Even. if the data were perfectly accurate,and handled, with 
perfect accuracy (both practical impossibilities) the method 0 using-
the data implies that the number ofeffectively independent samples 
is smaller than the number which would . be deduced through the usual 
formula. The best indicator of likely accuracy is the coefficient of 
determinationlprovided that the number of regression parameters is small 
compared with the number of data points. One could also use a ' 
Monte Carlo method to determine the statistics of the regression 
coefficients. Unfortunately,the data were insufficiently extensive 
in. the present case. The application of the above regression method 
in fitting simple models to experimental data is described in the. 
following Section. 	1 

1 

8.6 Models Fitted to the Open Loop Test Covariance Data  

fitted to the Two simple continuous models were 
test covariance data 

open loop 

G1( s) 	-k.b.e'(n+m)T.s  

(s b) 
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(b) 
	

G2(s) sk.b(s  + a).e- 
n+m)T.s 

a(s 	b) 

where n is an integer, m Q  0 or ,and T d  .1 sec.(data sampling interval) 

The form of (a) is as suggested by Elkind (10),while (b) is an 
extension to allow for the operator's sensing of input velocity. 
In fitting (b) it was also possible to evaluate the parameters of a 
sampled model,sampling at 10/sec. This model was of interest because 
it has been suggested by Wiener (23) that the operator might sample 
at a frequency similar to that of the 0K-rhythm observed in e.e.g. 
records of a subject at rest. 

The simplest continuous model,(a),was fitted by the method 
of direct estimation,as outlined in Appendix IX ; values of m and n 
were specified.in advance. Visual interpolation and estimation of 

22.. 6eo 	was employed. The values of model parameters derived from 
at the regression analysis are shown in Table 8.6.1. 

The more complicated continuous model,(b), was fitted by 
forming an equivalent hypothetical sampled model,and fitting the 
Z-transfer Gh 	' (z) of this model to the: sampled covariance data ; the 
basis of the method is described by. Jury (30). The first step was to 
introduce a fictitious sampler into the model input,and to interpose 
a suitable data reconstruction circuit,transfer Q(s) ,between the 
sampler and continuous model transfer. The following relation was ,  
then evident :- 

Gh( ). Z-9(s).G (s1 8.6.1. 

The form of the data reconstruction circuit which was employed is 
given by 

Q(s) z(1 z-1)2 	z eTs 
	

8.6.2. 

T. s
2 

which represents a first order hold,plus a pure prediction of T . 
This function was chosen. because it was the simplest reasonable data 
reconstruction,and avoided troubles due to transcendental relations 
between regression coefficients. It implied a data reconstruction on 
the error autocovariance which represented the function accurately 
at data pointsland interpolated by means of straight lines joining 
these points. The appropriate form of the transfer Gh(z) was given 
by :. 

G (z) 	z"1)2ji.k.(s 	+  a).ew (n+m)T:s 

Ts2 	a 	(s + b) 
- 8.6.3. 
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Whence :- 

G1  (z) 	(z.a1 	a o
).z-(11.111) 
	

8.6.4. 
(z bl) 

The values of the three parameters were then derived as described in 
Appendix IX,after specifying values of m and n. From these the values 
of a,b,and k were calculated. 

The above fitting procedure also served to determine the 
parameters of a sampled model,consisting of a sampler operating at 
10/sec.,followed by a first order hold feeding directly into a 
continuous transfer of the form :- 

C(s) 	G2 (s
) •eTs 	 8.6.5. 

The parameters of both continuous (k,a,b) and sampled data (aitival,b1) 
model transfers are shown in Table 8.6.11. 

It may be noted that the addition of a lead term to the 
basic,single lag,continuous model led to much better model fits,with 
coefficients of determination in excess of .9 . With similar values of 
pure delay,the fitted model transfers, G2(s) , showed lower values of 
lag break frequency than G1(s,) ,and higher D.C. gains. Too much-
emphasis should not be placed on individual parameter valueslalthough 
the high ccefficient of determination indicates a fairly low,  spread. 
Average values of lead and lag break frequencies were 2.7 and .28 cps. 
respectively. 

Objection might be raised to the form of G2(s),because it 
implied a step response exhibiting a sudden jump. However, the values 
of the model parameters indicate that this initial jump would be 
relatively small,and could be eliminated by postulating a further 
lag,with a break at higher frequency than that of the lead.'Also,it 
should be remembered that the model was derived from data relating to 
a continuous input,and is only an idealised representation of a very 
complex structure. 

The fitting of models involving the determination of more 
than three parameters was not attempted for the following reasons:.. 

(1) As Table 8.6.11. shows,the coefficient of determination obtainable 
with a three parameter model.was very good. 

(2) It was considered that there were insufficient data points to 
justify more complicated models. Alsolthe addition of one extra 
parameter reduced the number of usable data points by one. i  

1 
(3) Parameters.deduCed for more complicated models would be subject to 

inaccuracy due to build up of rounding errors,which would rapidly 
become more severe as the number of model .parameters increased. 
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Delay 
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. TABLE 8.6.11  

Parameter Values of Continuous Model  
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The parameters of the simple models derived above were" 
subject to inaccuracy due to three principal factors :. 

(a) The method of calculation involved finding regression coefficients 
from correlated data,and.these would be subject to larger 
statistical fluctuations on account of this. 

(b) The removal of D.C. and trend from the raw data,together with the 
short open loop record length,led to a loss of information at 
low frequencies. 

(c). Inaccuracies in data processing. 

Nevertheless,the values of parameters as - calculated from the data 
are. in general accord with results obtained both in this study--
and by other workers (10,11). The implications of these •fitted model 
parameters are considered in the next Section. 

8.7. Implications of Simple Models Fitted to Open Loop Covariance Data 

It is most convenient to consider the implications of the 
simple fitted models (SFM's) described in the previous Section,in 
terms of frequency domain characteristics. The frequency response 
functions of the SFM's are illustrated in Figs.8.7.1.34,which also 
show the calculated actual open loop frequency response (AOL) of the 
best-fit models,as described In Chapter 6. The corresponding 
equivalent open loop responses (EOL) of these best-fit models are 
shown in Figs.7.6.2.,6.,& 8. 

Comparisons of the magnitude curves show that : 

(a) At very low frequencies the SFM curves are closer to the AOL 
curves,except in the case of operator D,where they lie'between 
the AOL and EOL curves. 

(b) In the higher frequency range (above 	cps.).  the SFM curves fit 
the EOL curves more closely,though exhibiting less gain,except in 
the case of operator F . 

The SFM phase curves show good agreement to the AOL curves at 
.frequencies below about IA cps.,and better agreement with the EOL 
curves at higher frequencies. The SFM's thus displayed a mixture of 
characteristics of both AOL and EOL transfers..  

The general form of the SFM curves,and their relation to the 
AOL and EOL curves may be accounted for as follows :- 

(1) A priorisone might expect the SFM curves to fit the AOL curves 
more closely. However,the AOL curve relates teethe model's actual 
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open loop response to a pure sinewave at the input,whereas the 
operator was presented with a signal cOntaining ripple. Hence,one 
could alternatively argue that'the signal perceived by the operator 
should give rise to a practical EOL transfer,with some bias due to 
the effects of ripple. Therefore it seems reasonable that the operator 
should exhibit aspects of both transfers. 

(2) The SFH curves show rather too little phase shift and gain at low 
frequencies. This effect may be explained as being due to loss Of 
_low frequency information,as a result of the short available 

record length,and necessary data processing. 

(3) As described in Section 8.4.,there was a tendency toward obtaining 
error-output covariance functions roughly similar to those of the 
model. This would tend to emphasise aspects of the EOL transfer. 

• . 	. 
(4) The model represented an idealisation,in that it incorporated 

instantaneous sampling of velocity. A finite time would be 
required for:such sampling,withreffects as indicated in- Section 8.3. 

(5) Lespite the greatest care in conducting open loop tests,it was not 
possible-to avoid causing some disturbance to the operator. 
Experimental results suggested that he tended to 'filter' large, 

velocity errors due tolperception of ripple, i.e. to compute over a 
number'of-observed,velocity errors. This action would tend to 
emphasise EOL characteristics. A further point was that those runs ' 
in whiCh operators displayed transfer characteristics most similar to 
AOL responses were more likely to be,tejected as showing severe 
operator disturbance. In this connection,it may be noted that valid 
records could.not be obtained from operator L. It seemed reasonable to 
:hypotheSiee that those operators most likely to display a 'filtering' 
action were those who normally,  tended to filter their hand motion; i.e. 
operators D and F. These operators did,in fact, show least disturbance 
.during open'lOop operation. 

(6) The SFM's were of such form,that they could not give more than a 
general representation of transfers in the frequency domain. They 
would thus tend to give an apparently closer fit to the EOL curves, 

.which were of- simpler forgi than the AOL curves. 

'(7) The model constitutes an idealised and simplified sequence of 
operations to represent a far more complex action,involving 

• optimisation and self-organisation phenomena (see Chapter 9). 
These properties of the Operator's response would have an effect on .  
open loop responses which could not be predicted by reference to the 
modellsince 'open looping' the operator represents a gross change in his 
external environment. 

Thus,the form of the open loop responses,as revealed by the 
SFM's,may be accounted for fairly completely,and tends to substantiate 
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Or 

the basic reasoning lying behind the formulation of the original,. 
sampled data model. At the same time the served to reveal the complex 
nature of perception,nnd to emphasise the extent to which instantaneous 
position and velocity sampling represents an idealisation of visual 
sensing of error. 

The sampled data model' which was derived during the course of 
calculating. the parameters of G2(s) was of interest,because it has 
.been suggested that the operator samples his input at 10/sec.; this 
frequency is suggested to accord with that of the 0K-rhythm - observed 
in the e.e.g, records.of human subjects.This sampled mocieL, would give 
a step response starting at a finite,but'small,velocity. Its frequency 
domain characteristics would be those of G2(s),multiplied by the 
frequency.transfer of the first order hold an,even function of 
period .10 cps.. The inadequacies.of the model-are that it predicts 
too low a delay in initiation of response,to a step or ramp input 
(the data indicates a delay of 100 ms.).; also,the predicted spread 
in reaction timeato.these discrete inputs is rather row. 

. 8. Summary  

A series of tests were carried out in which the operator 
was presented with a synthetic error signal,derived from the appropriate 
best-fit model,while at the same time his feedback loop was broken. 
Their purpose was to test the quality of the model,and at the same 
time derive error and output data which were not subject to corruption 
by .a common remnant noise term,so that models might be fitted directly 
to the operators' forward transfers. 

It was found that the maximum time over which useful tests 
could be conducted without undue operator disturbance was 6 secs. 
During tests operators displayed rather oscillatory hand motion' 
and drift effects. It was concluded that these observed effects arose 
from lack of coincidence of operators' sampling instants with those 
of the model. There was subjective perception of apparent large 
velocity errors and of oscillatory hand motion,which agreed with the 
hypothese5embodied in the model structure. Also,Z-plane pole-zero 
plots of the model's actual, open loop transfer showed features in 
agreement with observed effects. Results indicated that the operator 
_might take up to 50 ms. to sample his position and velocity error, 
`although a much shorter time was more probable. 

A comparisonlwas made of error-output covariance functions 
computed from records after removal of D.C. and trend. These showed 
a good deal of similarity between operator and model,but differences 
were also noticeable. These were explained in terms of the difference 
between the EOL and AOL transfers of the model,noting the fact that 
selection of data and computation gave a bias toward 1301, characteristics. 

It was not feasible to fit simple models to covariance data 
via the spectral domain. However,simple linear continuous models were 
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fitted by a regression technique. Values of the parameters of such 
models were in general accord with those reported in the literature. 
It was found that a lag-lead model gave a much better fit to the data, 
in terms of the coefficient of determination, than a simple lag. 
Fitting of models involving more than three parameters was not 
juntifiod by thO oxtont of tho data. 

The frequency response of the SFM's showed. aspects EOL and 
AOL transfers . The somewhat closer fit to the EOL transfer was 
explained by several factors,including bias in analysis,disturbance 
of operators' normal mode of operation,differences of sampling,the 
simpler form of the model EOL transfer, and inadequacy of representation. 
It was concluded that the open loop test data were consistent with 
the hypotheses embodied in the formulation of the sampled data model 
with prediction;as described in Chapters 4 and 5, so long as the 
idealisations embodied in the hypothesis of instantaneous sampling 
and the comparative simplicity of the model were taken into account. 

A simple sampled data model,with a sampling interval of 
.1 sec., was also fitted to the experimental covariance data. While 
it gave a good fit to the data at sampling instants,thitt model was..  
not consistent with data concerning the operator's response to 
discrete inputs. 



Chanter 9 : FURTHER ASPECTS OF HUMAN TRACKING BEHAVIOUR 

9.1. Randomness of Sampling 

When describing the formulation of the sampled data model 
(Chapter 5),it was explained that the hypothesis of a determiniptic 
sampling action was an idealisation of the operator's characteristics. 
It was not feasible to directly determine the distribution of sampling 
intervals at that time. However,the excellent performance of the 
modek,and the similarity of simultaneous-recordings of operator and 
model output velocity gave added plausibility to the hypothesis of 
action embodied in the model. 0n the basis of this,the operator's 
sampling'instants' - are - revealed by the quasi triangular segments in 
his output velocity. 

Histograms of the length of operators' sampling intervals,' 
deduced .from output ve1ocity tracesiare shown in Fig.9.1.1. These . 
gtaphs:can" only be regarded as indicative of the true probability 
distributions,because,apart from sampling error,they are -subject to: 
error end.bias resulting from the difficulty of measuring the correct 
lengths of output velodity triangles. It was difficult,at times,to 
determine where one triangle finished and the next started,and.also to 
distinguish between their midpoints and endpOints. 	• 

The-above histograms may be used to calculate the probability 
density function of the operator's,delay to step inputs (i.e. the time 
before any response movement can be. observed)'; details of theoretical 
analysis are outlined in Appendix X. The calculation is bsed on 
approximating the histograms ofsampling intervals by a continuous 
probability density function,and making the following assumptions :- 

(1) The mechanism of step response is asAlescribed'in Section 4.10.- 

(2) Input steps occur randomly at intervals-very much longer than the 
average operator sampling interval.. 

(3) Successive sampling interval lengths are effectively uncorrelated. 

Assumption (3) seemed reasonable 'a priori',and was consistent with the 
form of the experimental data,though it cannot be considered to be 
justified by them. 

The fairly gross approximation that the probability density 
function of operators' sampling intervals,p(I), was square,with a 
range from 100 to 200 ms.,led to a form of 14(1,),(the probability 
density function of delay,'" to a step input) as shown in Fig,9.1.2. 
This diagram also shows the form of.r(L) calculated for a more 
refined parabolic approximation to p(I). As may be seen there is not 
much difference in overall form of the 	curves,despite the 
different p(I) . 

Bearing in mind the assumptions made,both the above curves 
show remarkable similarity to curves observed by Haynes (20),under 
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experimental conditions in accord with assumption (2) above. Haynes 
fitted the curves by means of a Gaussian eurve,but also commented that 
they could probably have been fitted quite well by a somewhat skewed 
normal,or even a lognormal,curve. These considerations lend a good 
deal of weight to the hypothesis of sampling action proposed in 
Chapter 4. 

It has been proposed that the operator should tend to sample 
at a rate of about 10/sec. (23),to accord with the frequency of the 
a-rhythm observed in e.e.g. records, of human subjects. The above data 
do not seem to accord with this hypothesis. However,they may be 
related to thee4-rhythn frequency if the hypothesis is made that the 
operator takes an average time of 100 ms. to compute a programme of 
hand movement. This programme is then released for transmission via 
the spinal cord to the muscles. While the programme is en route,the 
brain is occupied in assessing input information. Thus,the time taken to - 
'read in' information would correspond approximately to that 
necessary for conduction of the programme of hand movement to the 
muscles (actually a muscle-spinal root feedback system). According to 
data presented by Walsh (22),the time lag between release- of a 
programme and commencement of muscle activity would range from about 
25 to 35 ms.,made up of transmission time of approximately 20 to 30 ms. 
plus muscle refractory period of 2-5 ms. A few milliseconds should ' 
probably be added to the transmission time,to allow for neuron 
excitation time at synapses. It is difficult to arrive at a precise 
figure. 

Predictions according to the above hypothesis agree not only 
with step response delay data,but also with experimental results 
described in previous Chapters. It predicts an average sampling interval 
ranging from about 125 to 145 msI.,including a sampling operation 
occupying from about 20 to 45 Ms. As explained earlier,and indicated 
by experimental results • especially in Chapter 8 - the hypothesis of 
instantaneous sampling,on which the model structure was based, 
represented an idealisation. The sampling intervals of best-fit models 
ranged from 133 to 166 ms. ;the latter figure was probably biassed 
toward the high side as a result of operator D Is 'filtered' hand 
motion. Also,sampling interval was not treated as a readily variable 
parameter,so that some mismatch might reasonably be expected. It was 
therefore concluded that the weight of evidence tended to support 
the form of sampling hypothesis advanced in the above paragraph.. 
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9.2. Consideration of Model Structure in Relation to Compensatory  
and Pursuit Trackinf0 

During the present course of studies attention was directed 
towards developing a model for compensatory tracking. It is 	• 
interesting to note that the form of this model has implications. which 
accord well with the results of other workers in regard to the 
relation .between compensatory and pursuit tracking. 

Llkind (10) found that,while operators exhibited similar 
behaviour in both pursuit and compensatory tracking situations,they 
tracked a given input better in the pursuit configuration. Tracking 
was better mainly because there was less operator remnant,and the 
operator's prediction was better. These results can be explained very 
satisfactorily.in terms of the model.  structure described in Chapter 5... 
It will be recalled that,in considering how the operator might 
achieve prediction,it was postulated that he attempted to reconstruct 
the loop input function. Owing to the nature of compensatory tracking, 
and the effects of operator noise,the extent of this prediction was 
somewhat restricted. In the pursuit configuration the operator would -
have direct knowledge of the input function. Input reconstruction 
could therefore be replaced by direct observation,thus leading to 
more accurate prediction. Also;the effects of operator noise on 
prediction would be less severe,so that the amount of this noise 
recirculating around the control loop would be appreciably reduced. 

Krendel & McRuer have proposed a "Successive Organisation 
of Perception" (SOP) model to describe the process of learning and 
adaptation. According to this,the operator.  tracking under conditions 
of compensatory display is eventually able .to reorganise his 
functioning so as to approach the characteristics of a pursuit 
,configuration. With a perfectly predictable inputlhe may finally 
achieve a 'monitored open loop' type of response. 

The model structure reflects the above organisation from 
'compensatory toward pursuit tracking,in that it was derived by 
postulating that the operator attempts to reconstruct the loop 
input. The model was derived by, considering an input which was only, 
statistically predictable!  Thargfprelin the form presepted pit does not 

possess.the,PapabiliEy of representing monitored open loop behaViourc . 
Howevero modification to include more past samples for formulating 
prediction could give it the capacity to generate this type of response. 

The structure of the model,modified as above,and the 
random sampling hypothesis,are capable of explaining observed: 
characteristics of precognitive tracking,and,in particular,of,  
sinewave tracking. Thus,one would expect random variations in' 
overall lead and lag,accompanied by occasional loss of synchronism 
caused by. the occurrence of relatively improbable combinations of 
sampling intervals. Resynchronisation 'would then take some, time, 
corresponding to the number of past samples used for prediction. 
Just such effects are observed.ln experimental records. 

-77 



194- 

9:3. Relation of the Form of the Model's Response to Remnant Data 

The form of the operator's remnant spectrum was not 
obtained in the present study,but excellent results concerning this 
are presented by Elkind (10). He found that compensatory tracking noise 
possessed a fairly flat spectrum,with a tendency toward a peak in the 
range 1 to 2 cps.,while at higher frequencies there was moderately 
rapid attenuation. 

To investigate the remnant in terms of the noise which the 
model might be expected to generate,it is theoretically necessary to 
Specify the spectral density matrices of the operator's estimation 
and execution noises ; this is unfortunately not possible. However, 
one may consider the model's response to disturbances in the error 
channel, Ed , and in output motion,'.C.4  Considering output response 
to these disturbances,one may derive :- 

C(z) 	1 • pz,l.Ed(z) 	 9.3.1.. 

C( z) 	1 .q(z),I 	Q(z, )j.fd(z) 	9.3.2. 

q(z) 

These equations show that the model's response to disturbance in the 
error and in the output channel is given,respectively, by the output 
and by the error response to loop input. The tot41 model output response 
is therefore a combination of these two contributory responses. Thus, 
the form of the model's response to individual disturbances is an 
oscillation at around 2 cps.,damping out fairly rapidly (as indicated 
by pole-zero diagrams for overall transfer). Random sampling action 
would tend to flatten the spectrum,as indicated by the interval 
histograms shown in Section 9.1'. If the hypothesis of fairly 
independent successive disturbances at sampling instants is satisfied, 
one might reasonably expect an output spectrum very similar to that 
observed by Elkind. 

Unfortunately,Elkind's measurements did not extend Co 
frequencies high enough to show ripple effects. However,it is dubious 
whether these would have been shown,because their power would have been 
very small,and spread over a considerable range of frequencies by 
randomness of sampling.. Randomness of sampling may also be partly 
responsible for the causation of output disturbances,to the extent 
that the operator cannot predict the length of the next sampling 
interval. The operator's response,programmed over this interval,could 
then only be formulated in- terms of the response required over the 
predicted length of interval,so that some' error. would be incurred. 

and 
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9.4. Relation of Operators' Responses to Impulse Response Optimisation 

The characteristics of the continuous random input to the 
operator were decided (as described in Secion 3.2.) by considering 
Wiener filtering in relation to the desire to allow the-operator to 
make use of his ability to predict. The:suitability of this approach 
may be seen by considering the response of trained operators in relation 
to the response of an optimum linear filter. 

It is apposite to note the possibbe effect of instructions 
to the operator. In the present case,the operator was motivated to 
attempt to reduce error to zero at all times. It was apparent that 
the operator's subjective error criterion would be the major factor 

shaping his formulation of an optimum form of response. An hypothesis 
concerning the basis of this subjective criterion was constructed 
from the following considerations. Now,the loop input was a zero-mean 
Gaussian signal,and experiment showed that the operator's-error 
signal also possessed a close approximation to a zero-mean Gaussain 
probability density function. The most important attribute of such a 
signal is the variance,and it seemed plausible that the operator 
effectively attempted to minimise this ; minimisation of most other 
reasonable criteria of error would simultaneously result in minimisation 
of variance. It was noted that in a system with a Gaussian input, 
Gaussian disturbance or noise,and a linear controlled process,and where 
there is no particular reason to adopt a particular form of error 
criterion,the optimum controller is a linear controller (31). All these 
conditions were satisfied in the present case,and it therefore seemed 
reasonable to propose that the mean square error criterion was a 
realistic representation of that actually adopted by the operator. 
If alternative instructions had been given to the operator,e.g. "Do 
not allow the error to exceed a threshold level of 2 cm.", it would 
be reasonable to expect the operator to have adopted a nonlinear form 
of response,since in this case the optimum linear controller would 
not have been a linear optimum controller., 

The form of the optimum predictor according to the mean 
square error criterion,is that of a continuous Wiener filter,as 
described in Appendix VII. The form of the overall optimum transfer is 
given by the combination of an optimum predictor with a pure delay 
corresponding to the prediction time. It is most convenient to 
compare the spectral characteristics of the operators' transfers,as 
revealed by the best.fit models (Figs.7.6.1-10) with those of the 
optimum transfer,shown in Fig.9.4.1. These optimum transfer 
characteristics have been calculated for a pure delay of .26 .sec" 
which represents an idealisation of the operator's step response. 
It may be seen that the fit of both overall loop transfer and of 
equivalent forward transfer.  characteristics is quite impressive,,  
especially when the following points are taken into account :- " 

(1) The fixed element in the operator's response (brain processing 
. delay plus neuromuscular lag) has been idealised,and represented 

by a pure delay in calculating the corresponding-optimum filter 
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(2) According to the model, the operator could not directly sense
had to resort to a differencing of velocity. 

'The optimuM continuous filter utilised direct sensing of 
acceleration. 

(3) Calculation shows that the optimum continuous filter has an 
error variance equal to 57. of the input variance. Operators 

displayed-an error variance 2-to 3 times as large. The greater part 
of this error varaince can be accounted for by the operators' inability 
to achieve the optimum linear .overall loop transfer. One would not 
expect the Operator's overall loop transfer to match the optimum continuous 
filter exactly. Due to inevitable .estimation noise,the operator . 
cannot measure his state exactly; also,he cannot operate on his 
measured input without statistical- errors_of response. These facts 
indicate that,the actual Optimum.transfer would differ from that 	• 
of the ,corresponding Wiener filter. One of the weknesses of impulse 
response 'optimisation,as used - to derive the form of the optimum 
continuous- filter,is that it does not suggest a suitable structure 
for a corresponding feedback control system in which the effects of 
errors arising within the system are minimised. The method gives an 
essentially open loop ,formulation,and this often leads to.an overall 
_Loop transfer with unsatisfactory-control loop characteiistics. 

-,(4) The effectiVe pure delays in operators' responses differ among 
themselves,and_from the average delay assumed in formulating the 
optimum linear filter. TheSe differenees would be expected'to 

lead to differing relatiVe weightings of pOsition,velocity,and 
acceleration information. 

(5)14o cost has been associated with control action in deriving the 
optimum transfer. 

- 	2 

As a result of the above arguments it was concluded that 
the operator does approach quite closely to the optimum transfer 
relevant to his own estimation and execution noise characteristics. 
This conclusion was consistent with the fact that differences were 
observed between operators ,although they exhibited a similar basic 
pattern of behaviour. These differences would be accentuated by 
differences in operators' noise characteristics. A larger amount of 
operator noise would not only contribute directly to the error 
variance,but would also cause the transfer adopted by the operator 
to diverge further from the absolute optimum transfer of which he 
might be capable in the absence of such noise.... 
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9.5. Relation of Experimental Results to the Data of OtherWorkers.  
in the Light of Impulse Response Optimisation  

As mentioned in Section 7.6.,the calculated frequency domain 
characteristics of the best..fit models correspond well,as regards 
general form,with similar characteristics measured by Elkind (10) and 
by Bekey (2). It is possible to explain such divergences as may be 
observed in terms of differing statistical structures of the input 
functions used by these workers. It was concluded,as described in the 
previous Section,that the operator adopts a quasi-optimum transfer. 
Now the optimum transfers calculated for Elkind's and Bekey's inputs 
are shown in Fig.9.S.1. Comparison of these transfers with the 
measured transfers shown in Figs.7.6.12 	14.,lends further weight 
to this conclusion. It also shows that the differences between 
characteristics can be explained very satisfactorily as being 
largely due to differing input statistics. For reasons given in 
Section 9.4.,one would expect differences between the measured transfers 
and the optimum transfer of the corresponding Wiener filter. 

One point worthy of note is that both calculated and 
measured open loop transfers show an upturn in gain- in the region of 
2 cps. This indicates that the single lag plus delay model would be 
condiderably improved by the addition of a high frequency lead term.: 
The'results described in Chapter 8 provide numerical substantiation 
for this statement. This is also in accord with the addition of 
further lead and lag terms as proposed by other workers (11,12). 
There is little to be gained by considering models of equivalent 
open loop transfer possessing a large number of lags and leads, 
because little further improvement could be made to the fit of 
experimental data,and in any case the linear continuous model is 
very much an idealised representation of operator characteristics. 

According to Elkind,the quality of operators' prediction 
showed considerable deterioration with increasing input bandwidth, 
even under pursuit tracking conditions. For inputs with an infinite 
rate high frequency cut-off,prediction appeared to be very poor for 
bandwidths of 1.6 cps. or above. Although Elkind may have used too 
low a figure for overall delay in considering his results,it is 
significant that they do tend to confirm that the operator cannot 
sense higher derivativesdirectly,since these would assume greater 
importance'as input bandwidth increased. 

The above results also,tend to support the sampling 
hypothesis,as advanced in Chapter 4,because one would expect 
rapid deterioration in performance as the input cut-off ftequency 
approached the average half sampling frequency exhibited by the 
operator. Further evidence is provided by the fact that,in the . 
compensatory configuration,operators wereprepared..to track an 
input with a 2.4 cps bandwidth,but found it impOsSiblegto track one 
with a .bandwidth of. 4.,cps. This lends Support to the halk'sampling 
frequencies around 312' cps. emplOyed in the model.-This value of 
sampling frequency would also explain why operators were prepared to 
attempt pursuit'tracking of an input of 4 cps. bandwidth : the aliasing 
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of the input function would not be so troublesome as that of the,. 
error function,because the latter possesses higher relative power 
density at the high frequency end of the spectrum under all conditions 
except those where tracking is eompletely. ineffectual. 

The sampled model,as describecLin Chapter 5, embodied 
direct sensing of velocity and position ; acceleration could only be 
sensed through a differencing action. The fact that the model so 
proposed gave a good fit to the. operators' transfers tended to 
confirm that they were not capable of directly sensing higher 
derivatives.'Further evidence for this is provided by the conclusion_ 
reached by Elkind (I0),that,for a given break frequency, it made 
little difference.to the operators' transfers whether an input with 
a triple break or one with an infinite rate of cut-off. was used. 
The optimum Wiener transfer for a triple break would involve only ' 
terms up1 to the second derivative,whereasthat for an infinite rate' 
of cut-off would theoretically.require the measurement.  of'an infinite' 
number of derivatives,and this input would be perfectly predictable.. 
The.operator is apparently notable to use these higher derivative 
terms. 

M.-Consideration of the Operator's Optimum Seeking Behaviour, 

The conclusions of Sections-9.4. and 9.5. were that,fitr the-
type of task studiedexperimentally,the operators were capable l of 
achieving characteristics near to those of the corresponding linear 
'least squares' filter which might be designed from a knowledge of 
relevant input and noise statistics. The purpose of the present section 
is to consider further the operators' criteria for specifying,and 
methods of achieving,the-best possible performance. 

The definition of the overall goal of a tracking task is: 
inherent in the instructions given to the operator.,In order to 

,achieve this goal as .nearly aspossible,it is necessary for the 
operator to interpret his instructions so as to arrive at a 
subjective criterion of performance. It is not generally possible to 
postulate 'a priori' the exact form of this performance criterion. 
However,inferences can be made as to' the effective form of criterion 
adopted for a particular tracking task,at a particular stage of 
training,by examining data and noting operators' 'subjective impressions. 
As implied above,one would expect the form of the performance criterion 
to change during training,and that such change would be most rapid 
during initial task familiarisation. 

For compensatory tasks,the chief requirement is usually . 
the minimisation of some function oferror. In particular tasks 
there.may be further requirements ; 	an aircraft it is_ usually-
required to constrain acceleration'to lie,A4thin certain limits .., in - 
space vehicle control it may be required to Minimise fuel expenditure. 
In anexacting task the operator may also need to organise'responselso 
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as to minimise some function of muscular control effort,in order to 
avoid undue fatigue. The relative weighting attached to this latter. 
factor may be expected to depend to a considerable extent on the 
'feel' of.the control stick or manual output sensor., 

As shown in Section 9.4.,for the simple compensatory task 
studied experimentally,the operator's error criterion was effectively 
equivalent to the mean square error criterion. Elkind (10) also 
found that such a criterion could be related to compensatory and 
pursuit data for a range of Gaussian inputs. Both results relate to 
tracking with a simple controlled element (unity transfer) and free 
moving manual control,under instructions to keep the error as small as 
possible at all times. It should be remembered that the above results 
are for trained operators; there was subjective evidence suggesting .a 
.change of criterion during training. Most operators reported that,on 
first attempting the task,they tended to concentrate on the largest 
errors,and practically 4gnored errors below about 	cms. 

Itja significantthat the'above results were obtained in 
connection with free-moving manual controls,so that weighting of the 
control effort would probably be'relatively:small. Howevdr,the nature 
of this'Weighting. tan be inferred from the.  form of the operator's 
response,as outlined in Section 4.10. A velocity-triangle form of 
response would,result -from minimising the instantaneous. absolute 

'magnitude of output acceleration during..a.sampling intervel,while 
simultaneously satisfying velocity and position constraints at 
sampling instants. The response could also.arise as a.result. of some 
other,nonlinear weighting of acceleration. L 

There is physiological evidence in support of a weighting of 
acceleration similar to that described above. MiniMising a function of 
acceleration corresponds to minimising a function of muscular force.  
Now muscular force 	developed by recruiting a suitable number of 
muscle fibres (Section 2.1.) ; the greater the'force,the larger the 
number of fibres required and the greater the expenditure of energy. 
Thus,the total energy dissipated in muscular tissue whilst achieving. 
.a given movement is.quite strongly dependent on the maximum force 
required. It 4s not so dependent on the mechanical work done by the 
'muscle,and in the limit,there is no such dependence,as when fatigue 
occurs through applying a constant force to an immovable object. 

The differences observed in the forms of individual operator's 
output motion support the hypothesis that they attempted to minimise 
a function of both manual control effort :(acceleration) and error... 
Operators who weighted error most heavily,and therefore returned the 

.highest values'of performance index,also displayed velocity triangle 
phenomena most clearly. The poorest performance was returned by 
operator D,who also displayed a manual filtering action most 
prominently. This filtering action corresponds to attaching such a 
high weighting to.output acceleration that the response at sampling 
instants is not effectively dominated by requirements of error: 
minimisation. The above hypothesis also accounts for the subjective 
impression that,when 'trying really hardt,thereNaas a significant 
increase in muscular effort. Some operators also reported:that their 
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arm was physically tired after completing 2 or 3 runs during which 
they were highly motivated to improve their performance. 

It has been suggested (2) that the operator's adaptation to 
input or error-statistics might take.the form of a direct variation 
in average sampling interval. However,it.seemsmost probable that the 
operator's sampling action results from the inherent structure of the 
cerebrum and neuromuscular system,and on the basis of this there seems 
little justification for the above hypothesis,as put forward. One may 
postulate a modified form of the hypothesis - that under certain 
conditions the operator may not perceive,compute,or act upon a sample. 
Thus,average sampling interval would be lengthened by an occasional 
'missed' sample.. This would imply a modification not only of average 
sampling rate,but also of the form of the probability density function 
of sampling interval length,so that the effects of such action would 
be very complex. Experimental results obtained during the present 
study (Section 4.7.) indicated that there was,at most,a marginal effect 
due .to dependence,of sampling interval on input velocity. 

The effects of variations in sampling interval have been 
considered (2) in terms of a variable sampler feeding a'fixed plant 
of simple form. It seems more:likely,however,that the operator's.)action 
is to programme a required hand motion over the succeeding sampling 
interval,Whatever. its length. In this case the plant parameters must be 
considered to vary in sympathy.. with the sampling interval. The. results 
of such analysis must,in any case,be viewed with suspicion,since such 
simple models represent gross approximations to a complex structure. 

One may also consider the operator's optimising action from 
the point of view of varying the parameters of a sampled data Model, 
while average sampling frequency is kept constant. If no further 
assumption is-made,then theoretical analysis presents extreme , 
.difficUlty,because parameters would be related to'input and error 
functions in a complex,and unknown,way. However,one could instrument 
the problem on an analogue computer. 

The effect of continuous.variations in parameters may be 
approXimated by considering the effect of parameter variations at 
discrete intervals of time. Such variations were effectively made 
during the course of model matching trials. These parameter variations. 
cannot be considered as being strictly representative of the 
operator's attempts to reach an optimum,since their purposewas to 
achieve a good operator-model match. However,they do represent, an 
optimising action in the sense of-  minimising the variance of the 
algebraic difference between operator and model errors. It was found 
that the run-to-run. time sequence of model performance was remarkably 
similar to that observecLin the case of operators (see Fig.9.6.1.). 
.Only a small part of these fluctuations could be ascribed to factors 
common to model and operator ; i.e. fluctuations.in  input statistics 
and the tendency to track operator performance. Also,it proved quite 
possible to follow the tracking performance of operator D,after 

initial task familiarisation (see Section 5.7.) Without making gross 
changes in model parameters. Therefore it was inferred that the 
observedlluctuations in operator performance largely arose from small 

• H 
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perturbations in response parameters associated with optimum seeking 
action,where the criterion of 'optimum' was itself subject to 
stochastic variation due to factors such as motivation,fatigue,etc. 

The considerations outlined in the above paragraphs are 
consistent with the hypothesis that the part of the basic structure 
of the operator's response which is not innate,becomes established 
quite early on in training,except,perhaps,for very difficult tasks. 
Subsequent:improvements,  in performance are then obtained by changing 
the parameters associated with this structure,or occasionally by its 
elaboration. Thus,the process of formulation of the model structure, 
described in Chapter 4,may be'considered to be a good analogy of the 
operator's learning•process. 

The form of the operators' learning curves (Section 3.7.) 
agree very satisfactorily with the above hypothesis. The initial 
period of task familiarisation corresponds to the establishment of the 
basic response structure. Subsequent parameter variations then lead to 
a fluctuating,but generally improving performance. The phenomenon of 
learning plateaux corresponds to the discrete nature of those points 
in time at which elaboration of response structure occurs. Thud,the 
operator's method of achieving the best possible tracking response 
(according to his own error and control effort criteria) may be 
thought of as analogous to a multi-dimensional hill-climbing,where 
both parameters and structure of the tracking system are subject to 
change. The 'hill' itself must be considered to be subject to 
stochastic changes due to' fluctuations in input statistics,controlled 
element dynamics,and the operator's own criterion of performance. 

The characteristics described above are just those 
associated with a self-organising system. This might have been 
expected,since the human being represents the most sophisticated 
self-organising system known. However,the nature of his self-organising 
capabilities have usually been investigated in relation to quite 
complex tasks. It is interesting that they were also in evidence 
even when performing the relatively simple task forming the subject 
of the present experimental study. The implications of this are that, 
when considering the human operator's adaptive behaviour,full account 
should be taken of his capacity for self-organisation. Simple models 
of adaptation are unlikely to be representative of more than a small 
range of tasks. 

9.7. Summary  

Data concerning the operator's random sampling action was 
gathered on the basis of the correctness of the hypothesis of action 
embodied in the structure of the model. The form of histogramd of the 
observed sampling intervals implied a probability density function 
of delays to step inputs consistent not only with data observed in 
experi1ments described previously,but also with independent experimental 
results obtained by Haynes (20). It was therefore concluded that the 
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form of the. random sampling hypothesis advanced during the course of-
experimental investigation was basically correct. However,it was 
recognised that instantaneous samplingwas,an idealisation ; the 
hypothesis of a sampling time occupying 20 to 45 ms. was shown to be 
consistent with physiological data. 

Published data concerning operator remnant were ahoWn to be 
consistent with the form of the model's response,assuming reasonably 
independent sequences of disturbances at both input and output. At 
least part of .the output disturbance could be related to randomness 
of sampling. 

The implications of the structure of the model were in 
substantial accord with the 'Successive Organisation of Perception' 
model of learning and the relation between compensatory,precognitive,, 
and pursuit tracking,as proposed by Krendel & UcRuer (13). 

Comparison of the model's transfer with that-of a 
corresponding optimum Wiener predictor plus pure delay,indicated that 
when allowance was made for effects of remnant recirculation,the 
operator did approach quite closely to an optimum performance in terms 
of the 'least square error' criterion. Differences between experimental.  
and published data were satisfactorily accounted for on this basis. 
The weight of evidence supported the hypothesis that the operator 
could not directly sense acceleration or higher derivatives in a 
purely visual error display configuration. Also,published data 
concerning the effects of input bandwidth supported the sampling 
frequency proposed in the model. 

Preliminary considerations indicated that the operator's 
criterion of performance was generally quite involved,and represented 
an interpretation of instructions. It was concluded that,in the 
task investigated experimentally,the criterion was composite,with 
both error and muscular control effort contributing to Icost',and :  
was subject to change during training. The most likely hypothesis 
of the relation between average sampling interval and external task 

'requirements,was that the operator !missed' samples according to his 
own criteria. 

Consideration of experimental data showed that the operator's 
optimising behaviour was manifestly that of a self-organising system, 
even for the"relatively simple task investigated. This implied that - 
the generality of simple; mathematical models of adaptation was 
likely to be somewhat restricted. 
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Chapter 10  : CONCLUSIONS AND RECOMMENDATIONS 

10.1'. Summary of Results and Conclusions Drawn from Investigations  

A review of literature indicated that much work had been 
devoted to describing human tracking characteristics in terms of 
linear continuous models. These were capable of generating outputs 
showing cross-correlations with operator outputs as high as .9 ,but 
generally exhibited poorer error cross-correlations,of the order of 
.5 or less. Also,the forms of the outputs of such models were much 
smoother than those of operators' Outputs. Published data showed that 
for inputs of less than 1 cps. bandWidth,as much as 991 % of the 
operators 'output power was linearly coherent with the input signal. 
Sampled data models had been formulated to represent operator 
characteristics both in the time and frequency domains. These models 
had succeeded, in giving a better simulation of the fine structure 
Of the operator's output,but had not achieved cross-correlations 
significantly better than those shOwn by linear continuous models. 

Preliminary investigation led to the conclusion that'the 
most fruitful area of investigation was. that of a compensatorytask. 
The task studied Anvolved tracking in one dimenSion with visual error 
display and manual. output motion, From 'a priori' reasoning it was 
_concluded that the most suitable input was z random signal generated 
by passing whitenolse through a filtet_consisting of three cascaded
exponential lags; the most suitable.break frequency was determined' 
experimentally.. This input was a zero-mean GauSsian signal,and results 
showed that other loop variates were also approximately zero-mean 
Gaussian signals.lience a performance 'criterion of the form 
.(input variance)/(error variance) 'was selected. According to -this 
criterion,the effect of change of hand motion-to-display gain,and the 
introductiOn. of mild nonlinearityihad little effect on operator 
performance. It was concluded that the study of nonlinearity in the. 
control loop was beyond the scope of the present study,and that the 
appropriate feedback was provided by a simple unity transfer.' 

Results showed that operators exhibited learning phenomena, 

and it was concludsd that 	16abt 30 runs wag rgquirgd te ebAin 
reasonably steady run-to-run performance. Preliminary investigation 
of operators' responses to discontinuous inputs showed that,to.avoid 
the effects of precognitive response,ratdothness of both time and 
amplitude structure'was required. 

In order to investigate thevalidity of the continuous and 
of the various sampling hypotheses,a series of experiments were 
conducted utilising a sampled display. The results were that operators 
showed deterioration of performance even at sampling rates as-high as. 
20/sec.,and could 'synchronise' to the display for sampling intervals 
in the range 1.00 to 200 Ms.,when it was - noted that their output motion 

consisted at-approximately 'triangular! segments. It was concluded that 
the operator sampled both position and velocity at sampling instants, 
with an average sampling interval of approximately 150 Ms.,and effected 
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output motion by programmes of 'velocity-triangle' form, occupying a 
similar time. 	 • 

The quantitative results of tests conducted with step and 
ramp inputs showed no significant relations between any of the variables 
measured (reaction time,magnitude.of input,overshoot,time from last 
input discontinuity). There was a tentative relation between magnitude 
of input. and reaction time in the case of ramps,which,it was concluded, 
might possibly be due to slightly faster sampling of steeply sloping 
inputs,plus threshold effects. It was concluded that reaction time 
data were conaCtent with a random sampling hypothesis,with an average 
interval of about 150 ms. 

Study of qualitative features of step responses showed that 
they could be largely accounted for by the mechanism proposed by 
Wilde (10,but this mechanism could not account for correction of 
velocity errors. Study of ramp responses showed that the operator 
could follow a constant input velocity by a relatively smooth hand 
motion. It was concluded that the operator sampled both position and 
velocity and attempted to match his hand motion to these by a 
combination of a,velocity-triangle for position correction,and a 
velocity ramp for velocity correction,each running over the second 
complete sampling interval following the input discontinuity giving 
rise to the response. A linear analogue model was constructed to 
simulate the proposed mechanism of ramp response,and was found to 
give a good match to'operators' responses,despite the idealisations of 
instantaneous sampling and sharp velocity triangle responses embodied 
in the model structure. However,when this model was compared directly 
with operators performing a continuous tracking task,rather disappointing 
results were obtained,and the model showed too much lag. It was 
concluded that the basic mechanism of ramp response must be extended 
to allow for prediction. 

. " 	The model structure was extended according to the hypothesis 
• that the operator employed linear prediction,but extensions were 

formulated so,as to minimise the number of extra model parameters. 
Two subsidiary feedback loops were added to the structure,and this 
modified model:was then found to be capable-of very accurate simulation 
of operators' tracking,achieving cross-correlation between errors 
of the order of-..9,. - The analysis of-this extended model was facilitated 

- by the fact that it was both idealised and linear. The appropriate 
form of analysis was that of the matrix .7..transformation. The analysis 
showed that the form of the modells,transfer was such that_care was 
needed in defining the model's forward transfer from position error to 
position output; equivalent .(closed loop) and actual open'loop transfers 
were not the same, Analysis also indicated.that the model's frequency 
response could be defined in terms of sampled functions,with good 
accuracybelow 3 cps. 

Direct comparison of the-model with operators showed that, 
with suitable parameter settings,the model gave a very good simulation 
• of both their ramp and continuous tracking responses.:Consideration of 
Z-plane pole-zero plots of model transfers showed--that they represented 
very stable transfers,in accord with observed operator characteristics. 
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Comparison of the shapes of covariance functions emphasised 
the excellent degree of fit attained by the model. Fit could be 
improved slightly by small changes in model parameters,but no 
improvement was effected by adding extra feedbacks for velocity 
prediction. It was concluded that extension of the model structure 
would probably not improve fit for the type of task being studied. 
Calculated spectral characteristics of best fit models showed features 
similar to those obtained by other workers ; observed discrepancies 
were due to differing input functions used by these workers. It liras
concluded that the above results offered a large measure of 
substantiation to the hypotheses embodied in the model structure, 
especially when it was recognised that these were represented in an 
idealised form. 

The above hypotheses were further tested by conductingua 
series of tests involving temporary interruption of the operator's 
feedback,and substitution of a synthetic error signal,derived from the 
model,adjusted so as to fit the particular operator. The chief features 
of operator responses were oscillatory hand motion and drift. 
Subjectively,the operator perceived unusually large veloCity errors. 
These factors eventually, caused disturbance to the operator,so that 
the duration of tests had to be limited to 6 secs. It was concluded 
that these features were in accord with predictions made by 
considering the, structure of the model and Z-plane pole-zdro plots 
of its actual open loop transfer,but that the hypothesis of 
instantaneous sampling represented an idealisation of a sampling action 
in which the 'read-in'' of a sample might occupy'as long as 50 ms. 	- 

Comparison of error-output covariance functions showed 
similarity between operator and model,but also noticeable differences. 
It was concluded that these differences could be explained in terms of 
the difference between equivalent and actual open loop transfers of 
the model. Simple linear continuous models,of a form similar to that 
proposed in the literature,were fitted to averaged error autocovariance 
and error-output covariance functions by a regression technique. 
The best fit was obtained in respect of a model possessing a lag-lead 
combined with a pure delay and a simple gain. Fitted parameter values 
were of the same order of magnitude as those described by pther 
workers. In the frequency domain,these simple fitted models showed 
characteristics which were a combination of equivalent and actual 
open loop model transfers. It was concluded that the form of the 
data processing gave a bias toward equivalent open loop transfer,and 
that the results were consistent with the form of the model,bearing in 
mind the idealisations made in formulating its structure. 

A simple sampled model,with sampling interval of 100 ms., 
and a first order hold for data reconstruction, was also fitted to 
the covariance data. This gave a good -fit to the data,but it wars 
concluded that features of this,model's response to discontinuous 
inputs were not consistent with experimental data. 

It was concluded that the experimental results described 
above were consistent with the structure of the model as proposed, 
with. the. proviso that sampling should occupy .a finite time. The 
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operator!S sampling action was investigated further by obtaining data_ 
concerning the lengths of sampling intervals from output recordS,on 
the assumption that the hypothesis of action embodied in the model 
was correct. Subsequent calculations based on reasonable simplifying-

'assumptions,including independence of the length of successive 
sampling intervals,then shoWed that observed histograms of sampling 
intervals led to probability density function-Of delays to step 

inputs consistent not only with data observed in the present study, 

but, also with that obtained by Haynes (20). The random sampling  
hypothesis could be xelated to physiological data lonthe basis of a 

• brain processing time of 100 ms.2and a time to tread-int a sample 
of between 20 and 45 ms. This conclusion agreed' with conclusions 
reached concerning open loop test responses.. The above points,plus 
the.form of the,histograms of sampling' intervals,led:to the conclusion 
that the random sampling hypothesis Was,basically correet,as previously 
advanced,but could be extended by postulating a. finite sampling time, 
and a probability density function of sampling intervals running from 

about 90 to 220 ms.,with a peak in the vicinity of 130 ms.,and with 
lengths of successive sampling intervals practically independent. 
It..wasshown that the model response was 'consistent with. 	the form 

of:the remnant spectra obtained .byElkihd (10),'and that some of the 

remnantmlght arise from randomness of sampling action. 
The implications ofthe model structure were found to'be in 

complete accord with those of the 'Successive Organisation of 
Perception' model of learning proposed by Krendel6McRuer (13). 

'It was concluded that the elaboration of model structure during the., 
course of experimental investigations could provide a good analogy 
of the operator's process of learning.' The Observed features of 
precognitive tracking could be logically accounted for in terms of. the 
structure of the model,as extended to'allow for a very predictable 
input,and the random sampling hypothesis as described abOve. 

Consideration of the transfer .of an impulse responsq 
optimised filter indicated that,in the task studied,the operator did 
approach quite closely to an 'Optimum transfer,in terms of the'least 

square error' criterion. This fact- largely accounted for observed 

'differences between experimental and published,results.. These also 

led to the conclusion that the operator could not directly sense 
acceleration or higher'derivatives with a purely visual display,:  

More careful consideration of the operator's optimising action led to 
the conclusion that both error and muscular control effort 

contributed to'Cost!,and that the exact form of the operator's 
subjective criterion 'of optiMum varied during training,and inresponse 
to instructions. 

. _ 'From a consideration of'both experimental results and 
physiology it.  was concluded that a relation between average.  sampling 

interval and externall  task requirements was likely to arise as a 
result of the operator'sbissingl'occasionalSamplesoccording to his 

own error criterion. Thus,the overall effect was likely to be quite 

. complex. 
Experimental data concerning learning,the evolution of the 
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model structure,and model performance during matching trialsItogether 
with subjective data,led to the conclusion that the operator's action 
was manifestly that of a self-organising system,even for the simple 
fort of task investigated experimentally. It Was further,concluded that 
simple.mathematical models ofthe operator's learning and adaptation 
wore likely to be somewhat restricted in their generality. 

10.2. General Conclusions  

The-investigations described in this thesis led to the 
formulation of a linear sampled data model,capableofaccurate 
simulation of the characteristics of human operators performing a 
continuous one-dimensional compensatory tracking task,with visual 
error display,manual output motion combined with simple unity feedback, 
and a Gaussian random input signal. This model was based on the 

- idealised hypothesis that the operator sampled both instantaneous.  
position and velocity,in a regular fashion and with a sampling 
interval in the region of 150 ms.,and.then attempted to match his 
output position and velocity to those of the input by means of a 
hand motion consisting of 'a combination of velocity-triangle.and 
velocity ramp:functions running over indiyidual sampling intervals.,. 
The original-form of the model was based on study of the operator's, 
responses to random step and ramp inputa,and,with suitable pa31,.ameter 
settings,the extended form of the model could provide a good Visual 
match to these responses. 

The. accuracy of simulation was such that cross-correlations 
between model and operator errors of the order of .8 to .9 could 

- be Obtained,corresponding to-.output cross-correlations of .98 to .99 . 
It was therefore concluded that the model was capable.of matching 
substantially all that-part of the operator's output which was linearly 
correlated-.with the input. Also,theripple in.the model's output gave 
a realistic simulation of the form of the operator's output,which was 
emphasised by,considering output velocity-traces. The structure of the 
model,combined with the randomisampling hypothesis,could also account 
for the form of the remnant'spectra reported in the literature.The close 
match of the model was also illustrated by comparison of covariance 
'1unctionsarid consideration of spectral characteristics in relation to 
other workers'.:data. It was concluded that the sampled data model;as: 

'described abovetwaS Capable of giving a substantially better 
representation of operators' characteristics than other models so 
far described,especially in regard to response to discontinuous 
inputs. 	. 	•. 

A,further test of model quality was provided by considering 
the results of tests in which:the - operator's feedback was interrupted 

while' a synthetic.error signal was'provided by the model..It was 
concluded that the results of these tests were in accord with the 
hypotheses embodied in the model strUcture,but showed that the sampling 
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hypothctis needed extension to Allow for a finite 'read.in' lime. 
It was found that - simple models could give :a good fit to covariance 
data obtained during open loop operation,and that these models 
possessed a formond..values of parameters,similar to those obtained 

r by other workes from measurement of operators' overall loop transfers. 
From further consideration of operators' sampling action, 

through consideration of both experimental and physiological data,it 
was concluded that this action could be represented as random,with a 
probability density function of sampling interval length ranging.from 
approximately 90 to 220 ma.,possessing a peak in the:vicinity of 130 ms. 
(although exact values would vary among individual operators). 
It was fortherconCluded that t.he lengths of successive sampling 
intervals were:mot.highly correlated,and that the 'read-in' time for 
each.sample ranged-from about 20 to 45 ms.  

Experimental data indicated that the operator approached 
quite elosely, to an\optimum transfer according to the 'least square 
etror! criterion—From this,and through consideration of published 
data, it- Was.concluded that the operator.  eould not directly, sense 
acceleration:and higher derivatives of.input under conditions of. , 
pureiy:viSual display. 	_ 	 . 

- From a careful studyef experimental data,both .-objective 
, and:aubjectiva, it was concluded'that the operators manifested aspects 

of a self-organising system,even in:the relatively simple task studied 
experimentally. The oPdrator's subjective performance criterion . 
involved both error and-muscular control effort,and represented an 
Interpretationet instructions; it was subject to change during training 
and due:to:other factots,such as metivation,emotion,fatigue,and level 
of physical fitness. 

The reasoning and results presented above led to the postulate 
that a,general representation of the operators response in one 
dimensional compensatory tracking tasks with visual error display, 
could be made in the form of a model composed of a sampling of position 
and 'velocity information,according'to the random sampling hypothesis 
already described,combined With--a digital computation leading to output 
motion-Of an appropriate form,executed by means of individual-programmes 
running during each sampling interval. The digital computation would 

represent an optimum digital processing of error and output data,with 
the criterion of optimum being a subjective funtion of:instructions, 
error,and control effort.J Thus this processing would .generallybe 
nonlinear. Also,its strut ure would alter during training,as more 
information was accumulated concerning the tracking task. The form.of -
the output motion during sampling intervals would be such as to 
approximately minimise the muscular effort needed to effect a given 
movement,and might therefore be expected to be fairly strongly 
dependent on the feel of output transducer. 

The above model isquite consistent with.previously presented 

experithental data,since with a Gaussian input,fairly well attenuated at 
frequencies above 2 cps.,and a simple controlled element consisting of 
a unity transfer,one might reasonably expect a very nearly linear 
processing of error and output information as . a result of the instruction 
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to minimise error at all times. Turther,the fact that the control lever 

was light and practically frictionless would leadl through minimisation 
of a function of muscular force,to a velocity-triangle type of response. 

The model pan also explain the occurrence of increasingly 
nonlinear response as controlled eleMent dynamiCs increase in complexity. 
'and overall lag, If'thooperator were restricted to an approximately 
linear form of. response,then,for small error,the required output motion 
would represent a multiple differentiation,or quasi-differentiation,of, 

the input signal ; it would therefore be likely to contain excessive 
powergmuch of which would be concentrated at high frequencies. Thus,the 
muscular effort required to match the output of the controlled element 
to the input signal would tend to be such as to cause rapid onset of 
fatigue. Also,it would not be possible to generate power at the,higher 

frequencies by programmes of output motion of a discrete nature,each'of 
which occupies upwards of 100 ms. The overall effect of increasing 
the. controlled element complexity and lag.would therefore be to increase 
the relative importance of, the forMand costing of output motion, 

thereby: leading to a more nonlinear form of data processing. 
The results- of varying stick 'feel' obtained by Johnson (19) 

are also well explained on the basis of the above poStulates, Johnson 
found that somewhat different forms of equivalent linear transfer were. 
associated with different types of stick 'feel' force. Operators found 
it easy'to adapt to:Anertial fOrces,but adaptation to viscous fotces 
proved quite.,difficult,although it was eventually achieved. Now InertiAl 
forces are commonly encountered,and,according to reasoning presented 
above,the appropriate manual response programmes would still13e in.the 
form of velocity-triangles,though relative weighting of control effort 
would be increased. However,the appropriate manual response to:viscous 
forces woulc1be in the form of truncated velocity-triangles - practically 
velocity trapezoids - and it might reasonably be expected that 
operators could only achieve this after some training. 	- 

It was concluded,ai.a resultof the above considerations,thati  

the model'of sampling and digital processing according to somelsubjective 
criterion ofloptimumt,combined with an adaptive form'of output response, 

• as described above,was capable of accounting for experimental results, 
both of the present study,and as published in- the literature.' 

'It was herefore concluded that this model constituted a valid 
representation of the operator's response in one dimensional compensatory 
tracking tasks,eapable - Of direct lOgiaal extension to describe 
pursuit tracking. It was furtherConcluded that the model was capable 

:-of a more, atitfactory and complete representation of the characteristics 
of human tracking in these tasks-than the linear continuous or sampled' 

data models,so far proPosed in the literature.'' 



.10.3. Recommendations for Further Investi9ations 

The results and conclUsions of the present study suggest 
several ways in which further investigations.would probably be-- 
fruitful:- 

(a) The study of the .operator's response - under 'Conditions - where the 
. .controlled element exhibits nonlinearity. There is- evidence to • 

suggest that,under certain circumstances,a nonlinear controlled element 
might result in better performance or greater convenience- ;.  e.g.. a 

.power steering system has been - developed for motorcars,in whith 
steering sensitivity increases with.steering wheel angle. 

(b),The study of- the effect of non-Gaussian.input statistics,and of 
different instructions,on operator response. 

(c) Allied to (a) and (b)'above,the study of learning phenomena in 
relation to the evolution of a suitable digital processing of 

information.- This would involve studying both short and long 

;term variations in operators' characteristics. 

(d) The study of the effectsof''feel' on output response,hoth in 
regard to overall transfer-pnd to fine structure Of output motion, 
with a view to discoveringthelorM of the criterion of manual . 

control effort,and its relative weighting under given instructions. 
:. The effects of 'active' feel forces.(c.g.-  a eontrol lever which 
actually accelerated in the direction in which itwas already moving) 
might also prove extremely interesting in this connection..:.- 

.(-) Study of . tasks involving two dimensional tracking,with a view to 
extending the model, described in Section=10.2I. Greater dimensionality 
could logically be studied as a sequel. 

Study, of tracking tasks involving simultaneous use of more than 
one sensory modality. For example,the use of a moving mock-up 

may allow direct eo'euaing of acceleration via the semicircular 
canals. The chief point would be to evaluate how extra information 
was used in formulating response. 

It,is hoped that the above suggestions may be of value as proposals 
for research to advance the status of human operator studies. 
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APPENDIX I  :  Apparatus for Investigation of` Compensatory Tracking 

I.1. The Basic Operator Feedback Loop  

The experimental investigation was concerned with compensatory 
tracking without any dynamics in the feedback path.; i.e. the 
controlled element was a dimple gain term. The apparatus which 
constituted the operator feedback loop was therefore relatively simple, 
and is shown diagrammatically in Fig.AI.1.I. The display oscilloscope 
was provided with two independent inputs (positive and negative gain) 
on each of the X and Y axes. The display consisted of a vertical line 
whose horizontal distance from the centre line of the display graticule 
was a direct representation of the error between the operator's actual 
hand position and that required to exactly balance out the input signal. 
The vertical line was formed by applying a high frequency sinewave to 
one of the Y input terminals. During the periods immediately preceeding 
and following a run an additional 50 cps. cue signal,derived from a 
'dekatron timer specially built for the purpose,was applied to the 
other Y input. This signal slightly modified the appearance of the line 
by adding a small spike to the top of it. Thus,the disappearance and 
reappearance of this spike informed the operator of the commencement 
and completion of the run. The function of the check zero switch on 
the display oscilloscope was to remove the signal to the X deflection 
amplifier and to short the input terminal to ground. The X shift was 
then adjusted as necessary to bring the display line into coincidence • 
with the centre line of the graticule. 

The operator was seated facing the display,which was just 
below eye level,while his right hand grasped a control stick. 
Definite hand location was provided by a knob fixed to the top of the 
stick. The control stick was arranged to pivot about a short shaft 
near its base,which was free to rotate in bearings,so that the stick,  
moved in a plane parallel to that of the display ; i.e. a plane normal 
to the operator's line of sight. The control stick was long in 
comparison to the distance through which the operator was required to 
move his hand,so that his horizontal hand motion could be considered 
to be linearly related to the angular motion of the control stick. 
The shaft of a precision 50 kilohm linear wire wound potentiometer 
was connected directly to that on which the control stick was pivoted. 
The ends of the potentiometer winding were maintained at 4 and . 60 
volts,so that the voltage on the potentiometer slider was directly 
proportional to the angular position of the stick with respect to its 
central position. The central position itself could be arranged as 
required by rotating the potentiometer shaft with respect to the stick 
pivot shaft. 

The potentiometer slider voltage suffered inevitably from 
quantisation effects (cogging) due to the finite thickness of the wire 
forming the winding. Although the quantisation was quite fine - less 
than mm. on the display - it could be perceived by the operator. Any 
annoyance which this effect might have caused was prevented by passing 
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the signal through an RC filter with a time constant of 100 ms. 
This had the effect of causing -a lag between hand movement and the 
movement.of the display line. In order to compensate for this lag,a 
signal derived from a linear tachometer,the shaft of which was connected 
to the control stick about 3" from the pivot,was paSsed through a 
similar filter,and then via a variable gain amplifier (BA1) to be added 
to the filtered potentiometer signal at the input of an operational 
amplifier.(0A2).The reason for using a linear tachometer was that it 
gave a smooth signal representing output velocitylunaffected by 
euantisation noise. The signal at the output of operational amplifier 
0A2 was made strictly proportional to. stick position by adjustment of 
the gain of amplifier BAl.which effectively generated a zero in the 
overall response cancelling the pole due to the RC filter. The overall 
'position gain from control stick knob to display line was adjusted by . 
means of a potentiometer (VR1) in the feedback path of operational 
amplifier 0A2. The normal setting was such that 1 cm. of movement at 
the control stick knob caused the display line to'move 1 cm4.in the 
same direction. . 

. 	A general view of the tracking apparatua is illustrated at 
the end of. the"thesis. 

1.2. Arrangements for Conducting a Tracking Run 

Before commencing the experimental run,the operator checked 
the zero setting of the display oscilloscope. The stick position 
transducer potentiometer was then energised,and the dekatron timer was 
switched to operate. This timer was constructed so as to give a 50 secs. 
countdOwn period,followed by a 200 secs. run. During the countdown 
period the operator was instructed to commence tracking,and the circuits 
for computing standard deviations of error and output functions (see 
Appendix IV) were switched to 'operate' in readiness for the run. 
The operator was given a countdown at 1 sec. intervals over the last 
10 secs.; at zero,the timer automatically activated the computing 

eittuitg and temoved a &Mail eue si hal ftota the opetatel!§ digp1ay4 
After a run of 200 secs. the timer switched computing circuits to 'hold' 
and switched back the cue signal,thereby informing the operator of 
the end of the run, 

The above procedure ensured accurate switching of computing 
circuits,and was most convenient for the investigator,who could 
concentrate on monitoring the operator's performance during the course 
of the run. 
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1.3. Circuit for Sampled Error Display. 

As described in Section 4.2.,experimental investigations were 
conducted in which the operator was presented with a sampled error 
function,derived from his continuous error function,which he did not see. 
The presentation was such that each.sampled value of error' was held 
until the next sampling instant,thereby minimising errors of perception 
on the part of theoperator. The sampling frequency was derived from a 
square wave generator,and its exact value was under the control of the-
-investigator. 

The circuit. which vas used to effect the above action i 
shown.in Fig.AI.3.1.; its action was as follows :- 

The.sampling relay was activated by a monostable fed by the square wave 
generator. This monostable,was designed to close the relay for.about 7 ms. 
per cycle of the square wave. When the sampling relay closed,the 

- capacitor C was discharged by R,and the output voltage went toward the 
negative of the input voltage on a time constant of CR (1.5 ms.). 
Thus,during the: i.ms. closure time the output reached the negative of,: 
the input with very small error.-  (The operator's continuous error 
signal,changed by only a very small amount in 7 ms.). When the sampling -
.relay (vaned, C was left-effectively open circuited,and the output 
voltage remained steady. The value of the error at, one sampling instant 
was thus held until the next sampling instant.. There was some very 
small drift of output voltage between sanpling instants,due to the' 
finite internal resistance of the capacitor,the finite input impedance 
of the amplifierond the inevitable.grid enrrent of the amplifier .input
stage.:- 

1.4. Error Switching Circuit for qpen Loop Tests 

As described in Chapter 8 ,a series of investigations were 
conducted in which it was desired to present the operator with a 
'synthetic' error signal for periods of about 6 secs. This synthetic 
signal was derived from the error signal present in the analogue model 
tracking loop ; both model and operator were fed with a common loop 
input signal. Presentation of this signal was' accompanied by 
interruption of feedback from the operator's hand motion,so that his 
responses were essentially open loop. It was therefore necessary to 
effect a smooth transition from operator error to model error,in order 
to avoid giving the operator any visual cues as to what was happening. 
A jump in the error signal on switching back the operator's feedback 
was of little consequence,since by then the required recording of the 
operator's open loop response would have been made. It was therefore: 
necessary to effect the changeover at a time when the model and 
operator errors were equal,and had a similar rate of change. Itt 
was clear that this could be effected most conveniently by means of an 
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electronic circuit. 
The scheme used to effect the error switchover according to 

the above requirements is shown diagrammatically in Fig.AI.4.1a. k. 
Referring to this figure,the action was as follows. The Schmitt trigger 
was set so as to trigger when the error difference signal passed through 
zero. Negative pulses from the Schmitt circuit were then passed through 
an 'inhibitor' cixcuit,and,under suitable conditions,triggered the 
monostable. This monostable operated a high speed relay so that the 
model error signal was switched to the operator's display for a 
period of 6 secs. 

The function of the inhibitor circuit was to ensure that 
switching occurred only when the operator and model errors were 
reasonably matched in regard to. velocity. It was based on the 
observation that model and operator position errors were always fairly 
closely matched,so that when their velocities were also well matched 
there would be relatively fewer crossovers of the error difference 
signal. Therefore it was required that the inhibitor circuit should 
prevent triggering of the monostable during periods of frequent 
crossovers. The circuit designed to accomplish this is shown in 
Fig.AI.4.1b. Referring to this,it may be seen that point D exhibits a 
positive potential which is greater during periods of frequent 
crossovers. Thus,negative pulses at the input to the monostable are 
reduced in amplitude. Suitable adjustment of the potentiometer in 
the Schmitt output anode thus ensured that the monostable was only 
triggered when there had been few crossovers in the previous second or 
SO. 

When it was desired to conduct an open loop test,switch SW1 
was closed. This gave an initial large positive potential at D,which 
decayed with a time constant of 	sec. At the first suitable. moment 
after this potential had decayed sufficiently,the monostable was 
triggered,and the operator was:'open looped' for 6 secs. The monostable 
was designed to be insensitive to further triggering pulses-for a 
period of about 30 secs. or so,which gave ample time to open SW1,thereby: 
'preventing further' spurious triggering. 
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APPENDIX II : Low Frequency Gaussian Random Signal Generator. 

II.1. Requirements for Statistics of the Random Signal  

As described in Section 3.2.,the experimental study of the 
human operator involved the use of a low frequency Gaussian random 
signal generator,to provide a suitable loop input signal. The 
requirement was for a source whose upper cut-off frequency was in the 
region of .5 to 1 cps. For bandwidths above 1 cps. the operator finds 
the tracking task extremely difficult,and is not able to follow the 
input with any accuracy. On the other hand,if the upper cut off frequency 
is too low there are undesirable psychological effects,in the, nature 
of 'boredom',and statistical reliability of results also suffers. 

To avoid undesirable fluctuation of estimates based on a 
run length of about 200 secs.,it was necessary to exclude ultra low 
frequency components.It was considered appropriate to attenuate 
components at frequencies less than about .O1 cps.  

II.2.tethall2LasEEELiofaLowFreuerindomSinal ,  

. 	. 
As explaindd in 'Section 3.2. ,it was considered desirable to 

employ a truly random input signal in the' investigation of continuous. 
tracking characteristics. The method most frequently used for I 
generating such a signal is to utilise a 'noise' diode,thyratron,or 
similar device'to generate a relatively 'white' noise,and then to pass 
this through a,suitable filter to give the desired output spectrum. 
The application of this method becomes extremely difficult. where,as in 
the present example, the bandwidth is very low. A bandwidth of 1 cps. 
would involve amplification of the order of a million times, to yield 
a reasonable output signal amplitude. The difficulties of excluding 
.fully the effects of extraneous disturbances,such as fluctuating mains 
noise,are obvious. Another point of difficulty concerns the difficulty 
of obtaining a reasonably flat spectrum. This can be overcome by means 
of a modulation and demodulation operation,but a very stable sinewave. 
generator is required. 

An alternativle method is to derive a signal of reasonable 
amplitude with a spectrum flat over the region of interest,by means 
of a sampling or a nonlinear filtering operation. This signal is then 
filtered. to provide the required random signal. For the random'signal 
required in the present case,it was necessary that the input signal 
should have a flat spectrum from near D.C. to a point appreciably aoove 
1 cps.,and that the rate of cut-off should not be too sharp. Various 
schemes may be adopted to derive such a signal. For example,Bamford (33) 
used a scheme involving sampling a high frequency noise source and • r 
holding the 'sampled value for 1/10 th. of a second. The aliasing thereby 
produced was such as to yield a reasonably flat spectrum. 



Another scheme is to generate a pulse each time the output of 
a vide bandwidth noise. source exceeds a given voltage level. If the 
level is high compared with the standard deviation of the noise,then 

',successive pulses are approximately independent,so that the distribution' 
of intervals- between Pulses is very nearly Poissonian. A random 
telegraph wave may then be.  produced by utilising these pulses to trigger 
a.bistable circuit. The random telegraph wave has a very useful spectrum, 
but also possesses a violently non4aussian probability density function. 
It is therefore necessary to arrange that the spectrum extends well 
above the filter high frequency cut-off.; i.e. the time between 
transitions is_small- compared with the filter time constants,so that 
the proCess of multiple convolution which takes place during filtering 
produces a reasonably Gaussian outputlas indicated by the central limit 

`theorem. The above scheme was adopted in the present case,because it 
was convenient to implement. Itis described more fully in the • 
folloWing Settions.— 

.11.3. Probability Density Function of Intervals of a Pulse Sequence  
Generated by Level Sampling  

The process of random pulse generation by level sampling 
a wide bandwidth noise signal is illustrated in Fig.AII.3.la. 
When the amplitude of the wide bandwidth noise exceeds the reference level 
a pulse is produced. The output of the level sampler is then a series' 
of pulses randomly spaced in time,with a certain distribution of 
intervals betWeen pulses. It has been shown by Iakovlev (34) that if 
the statistics of the wide bandwidth noise satisfy certain conditions, 
the output pulse sequence tends to be Poisson distributed in time 
as the reference level tends to infinity. These conditions are that:.. 

'(a) Both the wide bandwidth noise and its derivative have Gaussian 
probability density functions. 

•(b) The correlation function is doubly differentiable. 

(c) If the correlation function is R(6),then 

Lim log 16(.R(6) im 0. 	and .Lim4log1611.R1(6) 

where R' (6) ... 'a .R(6) 
ao" 

A thyratron was chosen as a convenient practical source of 
.wide bandwidth noise. Its output was passed through a low pass filter 
in cascade with a high pass filter with a relatively low cut-off 

frequency. Thus,to a first approximation ,the correlation funCtions of 



• 
• 



this filtered thyratron noise were 

R(6) ea6 
	

and R1(6) a  a.e.a6  

Conditions (b) and (c) were therefore well satisfied. 
It was not clear that condition (a) was satisfied. The 

filtered thyratron output seemed a good visual approximation to a 
Gaussian signal,but it was considered desirable to make an experimental 
investigation by recording output pulses and thence deriving the 
distribution of intervals between pulses. Results are shown in 
Fig.AII.3.lb.,in the form of a histogram of interval lengths. This 
histogram was found to fit a Poisson probability density function at 
the 10% level of significance,according to the )(2test. The reason for 
the first two class intervals departing from the Poisson shape was 
probably due to the fact that,at the level setting used, the 
probability of obtaining two pulses close together was somewhat less 
than that forecast by a Poisson function,due to the finite bandwidth 
of the noise. However,random fluctuations could easily be responsible 
for this amount of deviation. 

It was concluded that filtered thyratron noise was suitable 
es the basis of a level sampling scheme for the generation of a 
random square wave with an approximately Poisson distribution of 
intervals between transitions. The spectrum of this random square 
wave is considered in the following Section..  

11.4. Spectral Density of a Random Square Wave with Approximately  
,Independent Transitions  

The purpose of this section is to consider the form of the 
power spectral density function of a random square wave having a 
Poisson probability density function of intervals between transitions, 
and the effect on this spectrum of a relative paucity of short 
intervals. 

We first consider the ideal case of a random square wave 
having transitions between 4. and -1,independent of each other and of 
the time origin,and occurring at an average rate of /sec. Any o  
particular sample of this square wave may then be considered as being 
drawn from a stationary ergodic ensemble of such random square waves. 
Let the value of the wave at time t be given by X(t). We may conveniently 
evaluate the spectral density function , Lx(w) , by evaluating and 
transforming the corresponding correlation 	- function , p (Z). 
Now we have :- 

Pkx(t) m E(.(t).x(til 



and we further note that :- 

X(t).X(t+t a  + or -I 	 11.2. 

-where the positive sign applieS for an even number of transitions 
in the interval 'V ,and the negative sign applies for an odd number of 
transitions. It-May therefore be seen that :. 

ioxx(t) . P(even) . P(odd) 	 II.3. 

Where P(even) . probability of an even number of transitions in ce 
and 	P(odd) . 	It 	" " odd 	U 	II 	 TI 	 II ? 

But the transition process is Poisson,therefore the probability of n 
transitions in the interval 2.;- 0 , P(n), is given by :- 

P (n) 	
(?)

n.e-).:e  
nI 

. We note that P(even) is givenA)y.the sum of P(n) for all even values of 
n:. ; a similar relation holds forP(cidd).- Therefore,for'n4 ,we ihave :- 

31 

II.4 

Finally we have :- 

/-xx(w)  
f-2;:r e • 	.clas(wt • 
0 

1T w2  d, 

This function is sketched in Fig.AII.4.l. It may be seen that its slope 
is zero at w.0 and that the function is fairly flat out to we  7'/2, 
combined with a smooth and gentle cut-off for increasing w. 

To evaluate the effect of having relatively fewer very short 
" intervals,we consider the case of a square wave whose probability 
density function of intervals approximates a second Poisson. This may 
be considered as reasonably representative of the practical situation, 
since it exhibits relatively fey very short intervals,with a 
probability density of 0 at V.43. This wave may be, related to the wave: 
analysed above by noting that it may be generated by the same random 
process (random Poisson pulse sequence),but with transitions occurring. 
at every second pulse. The analysis may also be carried out in a 
similar fashion. However,we now note that the correlation function 
is given by .: 



emigiF.- 7J5 srr 
Risti tAsi-rtoris wiTH SEcsotit) 



pxx(T) 	+Xt 

whence it, may be seen that,for %;?-0 

Pxx:(") 	el:A'.(cosX.T+ sinXT) 

Thus,we may finally derive 
rt, 

(w) as 1 S e-A  .(cosXT + sinVd ).cos(totLdee 
0 

• 
4A
3 
 . 	1  

Tr w4 + 

In terms of ji,the average number of transitions of the square wave 
per unittime (X. ;0:- 

w) m 3413. 	1 Ixx(  11.9. 

7T w
4 + 64

114  

This function is illustrated in Fig.AII.4.1.,in direct comparison with 
that of expression 11.6. It may be seen that the spectrum is 
considerably flatter in the region 04w6u.<1, but exhibits a rather 
sharper eventual rate of cut-off. The form of the spectrum is ,if 
anything,more suitable than that of the ideal case,with perfectly 
independent transitions. It was therefore concluded that the scheme 
for generating a random square wave by level sampling a suitably 
filtered thyratron noise was appropriate for generating a noise function 
with a smooth spectrum,flat over the region of interest,and containing 
reasonable power density for very narrow bandwidth filtering. 

If the linear filter fed by the above random square wave 
is to give the desired form of output,the random square wave must 
have a flat spectrum up to the filter break point,fb,and must not 
exhibit a'sharp decline within the range of frequencies up to at least 
10.fb; this is also necessary to ensure that the filter output is a 
good approximation to a Gaussian signal. For the practical circuit 
the filter break point was around .5 cps. A mean transition rate of 
10/sec or more was therefore quite satisfactory. The value finally 
chosen was of the order of 50/sec,so that the filter output was a 
very, good approximation to a Gaussian signal. 
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11.5. Practical Scheme for Generation of Random Square Wave  

The practical scheme adopted for generation of a random square 
wave suitable for subsequent filtering,is shown in Fig.II.5.1. The 
circuits used were all of standard form,and it was therefore considered 
unnecessary to elaborate on theiri  detailed operation in the present 
Section. The main features of the circuits' operation are described 
in the following paragraphs. 

A suitable grid.current was chosen for operation of the 
thyratron,so as to obtain a reasonable level and probability density 
function of noise from the output of the filter in its anode circuit. 
This filter possessed upper and lower cutoff points of 1.5 kcps. and 
100 cps. respectively,which were chosen to give a reasonably wide 
bandwidth,consistent with complete interchangeability of thyratrons, 
and relative freedom from mains disturbances. The restriction of 
bandwidth resulted in some dependence between the times of occurrence- 

. of subsequently generated pulses,but,as pointed out in Section 11.4, 
this resulted in an even better form of random square wave spectrum. 

A sampling level of 50 volts was chosen as a reasonable 
compromise between freedom from drift effects,and requirements of 
amplification and standing voltage. The variable gain amplifier,VA1, 
was then adjusted to give about 50 pulses/sec, from the level sampling 
and monostable circuit, These pulses were passed to a bistable circuit, 
thereby generating a random squarewave,with transitions determined by 
the pulse sequence. This random square wave was then amplified and 

,clipped by a variable level diode clipper,whence it was passed, to a 
cathode follower for,final output. 

The output square wave possessed a weal defined amplitude,but 
the average number of transitions per second Were subject to drift, 
.due to drift in D.C. levels,amplification (minimised by feedback),and 
thyratron noise level. Since .stabilised power supply circuits were used 
this drift was not very serious,but it was considered desirable tO 
apply a measure of overall stabilisation. This was accomplished by 
means of feedback from the mean rate of level sampler pulses to the 
• thyratron grid current,which controlled the thyratron output noise level. 

The requirements for this feedback were that it should not operate too 
quickly,thereby degrading the statistical properties of the random pulse 
sequence,but that it should provide a reasonable long term measure of 
correction. This was achieved by means of the circuit described below. 

Pulses from the output of the monostable were fed toga pulse 
amplifier and clipper,which was required in order to increase and 
standardise the areas of individual pulses. This amplified pulse 
sequence was then passed to;a long time constant (70 sec.) RC circuit. 

- Calculation shows that the ratio of the standard deviation to the mean 
level of the output of this circilit (assuming a mean level of zero in 
the absence of input pulses) is elven by lbrir.a. Inserting the values 
p =, 50 ,T 7,  70 ,it may be seen that this figure is little more'than 
The output of this circuit therefore represented a good estimate of 
the mean number of pulsesisec.,over the previous minute or so., 

llowever,it tended to give rather too much weight to pulses occurring in 
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the very recent past. This was corrected by passing the signal through 
a buffer amplifier,BAI,feeding another low pass RC filter,with a time 
constant of 40 secs. This gave al  much more satisfactory overall filter 
weighting function ; the filter,  Ampulse response was initially zero, 
relatively small over the first 10 secs. or so,and exhibited a very 
smooth peak. The final filter output was passed to a cathode follower, 
which supplied grid current to the thyratron. 

The sign of the overall feedback was determined by the 
requirement that the thyratron grid current should be reduced if the 
average level-sampler pulse rate increased. The appropriate magnitude 
of the gain could not be- determined 'a priori' because of the 
complicated nonlinearities present in the loop ; e.g. an analytic 
expression for the relation between pulse rate and thyratron noise 
level was not available. An experimental approach was therefore adopted. 
At various gain settings of BAI the transient and long terms response of 
the control loop was evaluated,by monitoring the signal at the output 
of BA1. The procedure was to interrupt the random pulse train feeding 
the first RC filter,and allow the circuit to settle. The pulse train 
was then re-applied,and readings of the monitored voltage were taken 
at one minute intervals. Typical responses are shown in Fig.II.5.2. 

At a gain setting giving reasonable overall loop transient 
response (small overshoot),the long term stability of pulse rate was 
also very acceptable ;.the fluctuations of monitored voltage could be 
accounted-for as being entirely due to statistical fluctuations of the 
random pulse sequence,which might be expected to occur even under 
conditions of perfectly stable mean rate. Too high a gain setting 
resulted in a 'limit-cycling' action,while increasing the gain still 
further resulted in absolute instability. 

When properly adjusted,the circuit described above generated 
a random square wave exhibiting very satisfactory stability both of 
amplitude and Mean rate of transitions,combined with suitable spectral 
characteristics. The filtering of this wave is described in the 
following Section. 

11.6. Filter for Deriving Low Frequency Random Signal from the  
Random Square Wave  

The requirements for the spectral characteristics of the 
continuous random signal,used in tracking studies,are set out in 
Section 3.2. To obtain the required cut-off at high frequencies,three 
identical exponential lage were required ; the low frequency cut-off 
was accomplished by two CR lead circuits,which it was convenient to 
use for coupling filter stages. The circuit diagram of the filter 
is shown in Fig,II.6.1..To obtain a suitable output signal level 
(about 10 volts R.M.S.) it was necessary to have a stable overall,  
gain of about 6. This was accomplished evenly over the first two 
stages,by employing triode buffer amplifiers with heavy cathode feedback. 
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This arrangement served to more - than-balance,  out the reduction. of the 
variance due to filtering,with the idea of keeping the standard 
deviation of the signal as small at possible compared with the 
allousble swings of the amplifier stages. The'amplitude of the random 
square wave input was more than 50 volts,whereas the output of the .. 
first filter stage was of the order of 1 'volt r.m.s.,so that truncation 
effects were completely negligible. The largest standard deviation 
occurred at the last.E--.;tagel of filtering,but even here the ratio of the. 
standard deviation to allowable swing was less than .1 . This amount 
of truncation of the Gaussian distribution was considered completely. 
acceptable ; practically,the signal would never exceed the allowable 
swing. 

Alteration of the upper cut-off frequency of the filter was 
provided for by means of switching suitable resistors,as shown in 
Fig.II.6.1. The change of standard deviation of the output caused by 
this-change of filter transfer could be corrected,if desired,by 
alteration of the clipping-level of the input square wave. 

A eegment of the continuous random signal generated by the 
filter is shown in Fig.IT.6.2. Analysis of such recordings showed 
that the signal - possessed a satisfactorily Gaussian distribution, 
according to thepetest. The theoretical properties of the signal in 
the Spectral and correlation domains are illustrated in Figs.II.6.3. 

- and 11.6.4.- respectively. It may be noted that the cross-correlatiiift 
between position and velocity and the autocorrelations of velocity 
and of. acceleration are hardly affected by the presence of the lead 
terms in the'filter. transfer,as might be expected from consideration 
of the derivation of the corresponding spectral functions. 
All the above illustrations refer to a signal possessing an.upper:: 
cut-off frequency '0 -.61 cps.,Ss used.in experiments. 



k 	• 

A:Mtir,....i,5 671, 	kjr 	 Ct*.tiAL, 	tliCr-:Fft•r!g2 	,•••• rlt-4-!Et5 -m. 	 F-P.S) 
.1•••••••111......ONLANYWII MI  

o.or--- StAmpLEs 

Atvwv-c-!;:e.x) 



r;, ; 

P~tZ'Ru 



0 rkit, a LAT to 	rq ;GT DNS, Cry Cot,cri tquous 

t11::101.4 S MIA P..14. 



APPENDIX III •: Generation of Random Step and Ramp.  unctions - 

III.1. Generation of Random Step Function 

The requirements for the random step function were set out 
in Section 3.4.,and it is noted here that they were for a function 
possessing randomness in both time and amplitude structure,with 
relatively few small steps. The circuit which was evolved for generating 
steps according to this requirement is shown in Fig.III.1.1. The 
operation of this circuit is described in the following paragraphs ; 
since component circuits were of standard form,their operation is not 
discussed in detail. 

Randomness in the times of occurrence of steps was obtained 
by causing steps to occur according to a random pulse sequence obtained 
from the random signal generator. This pulse sequence was derived by 
level-sampling the stabilised thyratron noise signal (Section 11.5.). 
The level-sampling circuit was exactly as.used previously,with the 
same setting of sampling level. To obtain the slower rate of pulses 
required,the noise was attenuated by a potentiometer. This also allowed 
convenient and rapid setting of the exact rate of pulses needed ; the 
rate usually employed was of the order of 1/sec.,which resulted in 
practical independence between successive pulses. Steps occurring with 
approximately second,fourth,or eighth order Poisson interval probability 
density functions were then obtained by passing the random pulses into 
a chain of bistables,the outputs of which could be switched as required 
to trigger a monostable circuit driving a high speed sampling relay. 
This relay formed part of the sample and hold circuit generating the 
output - step function. 

The required non-Gaussian- form of amplitude probability 
density function was obtained by feeding the sample and hold circuit 
from an operational amplifier with a metrosil in the feedback path..  
This gave an output approxiimately equal to the cube root of the input. 
The input to the nonlinear amplifier was effectively provided by a 
combination of a continuous random input derived from the random 
signal generator,and a feedback signal propor4ional to the magnitude of 
the last output step. This latter was provided by an operational 
amplifier exponential lag circuit ; the value of the lag was a 
compromise sufficient to minimise change of output while sampling took 
place,but nevertheless allow the output to settle before the next 
sampling time. The feedback gain was chosen so that,in the absence of 
external input,the loop exhibited a limit cycle of a suitable 
magnitude (about 10 volts),under which condition the output was a'  
random square wave. The necessary degree of randomness was then obtained 

. by feeding the loop with a continuous random signal,of the required 
variance. The feedback arrangement was necessary to obtain .a non-Gaussian 
distribution of step heights,with relatively few small steps,yet it 
Still allowed a satisfactory degree of independence between successive 
steps. The suitability of the amplitude structure of the step function 
was checked by experimental measurement,as described in the following 

Section. 
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111.2. Statistics of Step Generator Output  

The nonlinear nature of the step generator circuit precluded 
the direct derivation of analytic expressions for the amplitude 
probability density functions of the Outpljt step sequence or of step 
height. Numerical approximations to these could have been obtained 
by digital computation,but in the present case this was considered 
unwarrantable. It was therefore judged that the most appropriate 
method of estimating the statistics of the step generator output was 
that of direct measurement from recordings of step functions obtained 
under specified conditions. 

Fig.III.2.1. shows histograms of step height obtained for . 
three different levels of variance of the continuous random signal 
input,where the average rate of steps was sufficiently small for 
successive samples of the random input to be effectively indeperident. 
The forms of the histograms change as expected for increasing input 
variance,becoming decidedly less 'peaky'. They all clearly illustrate 
the relatively low probability of very small steps. These histograms 
therefore served to confirm that the step function possessed the 
required form of probability density function of step height. 

The magnitude of the correlation between successive steps 
would be expected to vary from unity,for no input signal,down to a 
very low figure for large input variance. This was verified 
experimentally"; for the largest variance used,correlation between 
successive steps was of the order of ..2 . Steps used for studies of 
operators' responses were generated under conditions of moderate to 
large input variance,so that the magnitude of correlation of successive 
steps was less than .4 . 

The time structure of the signal was measured for the case 
where,one step was generated for every fourth pulse from the 
levelsampler. It was found that the experimental histogram of 
intervals fitted a fourth Poisson probability density function at the 
107 level of significance,according to the :etest. This was considered 
quite satisfactory for the purposes of step response investigations, 

111.3. Random Ramp Function  

The-random ramp function was formed by passing the random. 
step function described above through an operational amplifier - -
quasi-integrator circuit. The ramp function therefore consisted of 

. .41 series of gently curving exponentials,separated by'cornersl- where 
there were discontinuities of velocity. The probability densipy -function 
of the discontinuities of velOcity,was determined entirely byl the 
properties of the step functionos was that of the length of. the ramps. 
The statistics of these functions could therefore be controlled as 
required by-suitable modification of the step:function. 	. • 

.The reason for not using a pure integration to generate ramps 
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was that the output function which resulted exhibited nonstationarity. 
In terms of ensemble properties,the variance of the mean level 
increased with time ; the form of the output was similar to that 
obtained from 'coin-tossing' experiments (35). The specification of 
a quasi-integration implied a stationary ramp function,but the 
variance was directly proportional to both integrator gain and time 
constant.. The choice of suitable values was a compromise between the 
desire for the greatest possible time constant (gentlest curvature 
of ranips),and experimentally useful discontinuities of velocity 
(reasonable integrator gain),consistent with reasonable variance. 
Suitable values of gain and time constant were determined experimentally; 
suitable integrator gain was the primary requisite,and,having set this, 
the time constant was set to give a reasonable variance.„.  





APPENDIX IV : Estimation of Variance and Cross-Correlation 

from Integrate6.Moduli  

IV.1. Estimation of Variance  

As discussed in Section 3.6.,a suitable performance index 
could be defined in terms of variances, of error and input functions. 
Also, the calculation of the cross correlation between modeland 
operator errors (aection 5.2.) could be conveniently made from estimates 
of the variances of the errors and of their difference. It.was therefore 
necessary to design. an analogue computing circuit from the output of 
which an estimate could be made of the variance of the input function. 

.The most obvious method of .compUtation was to square the 
instantaneous voltage whose variance was to be measured,and integrate 
the resultingsignal--dUring. the course of an experimental run. The 
integrated valtie at the end of the run,combined with knowledge of the 
mean value,vould then yield an estimate of the variance. The drawback 
to such an arrangeMent was that it required an accurate squaring circuit, 
or alternatively,an.analogue multiplier. Since four simultaneous 

.computations were required in model matching trials (input,operator 
..error,model error,and difference of errors),this implied considerable, 
-.complication and/or expense of circuitry. 

The above difficulty was circumvented by taking into account 
the fact that the'signals to be measured possessed zero-mean Gaussian 
probability density functions. It was therefore possible to estimate 
the variances from the integrated moduli of the signals. This fact 
enabled the use of a relatively simple computing circuit,involVilig the 
use of ,two operational amplifiers and two high quality diodes ; a diagram 
of this circuit is shown in Fig.IV.1.1. The operation of the circuit is 
quite straightforward ; if l  the input is negative,D1 conducts -.if 
positive,D2 conducts a negative voltage with a magnitude equal to that, 
of the input. The 100 ksz resistors ensure that the diodes turn on and 
off sharply,thereby preventing either of the diode outputs from rising 
significantly above zero ; at the same time they are very much greater 
than the forward resistance of the diodestexcept at voltages of the 
order of a few millivolts. Since signals to be measured possessed r.m.s. 
levels of at least 2 volts,the error incurred by this small effect 
was negligible. The time constant of the integrator could be any 
suitable value ; for the purposes of the present study it- was chosen so as 
to give an output voltage between'10 and'100 volts at the conclusion 
of the tracking run,in order to obtain the best possible accuracy. 
The estimating properties of the integrated modulus were investigated 
by theoretical analysis,as described in the. following paragraphs. 

Let X(t) be the instantaneous valuepat tiMe t,of the signal. 
Whose variance is to- be estimated,considered to be drawn from an 
.ensemble of stationary ergodic Gaussian signals. Then :- 
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Lim 1 S IX(t)I.dt 	E QX(00 
YN  

IV. 1.  

Now,in the case of a zero mean signal with variance 6
2
,it may easily 

be shown that:. 

E EX(t)E 	.cr . 	 W .2. 
Tr. 

Equations IV.1. and IV.2. show that,in the limit,the integrated modulus 
divided by the integration time yields an unbiassed estimate of 
the standard deviation of the signal. 

For the case where the signal has a mean value of ,the 
expression corresponding to IV.2. is :- 

.112/262  

	

[X(t)1] .d.e r 	+ p.ErqL-1.  
642' 

Comparison of expressions IV.2. and IV.3. shows that the - presence of 
a mean value in the signal introduces an upward bias into the estimate 
of standard deviation. For small mean values this bias is very small ; 
c.g. the bias is 3% for a value of p!6 as high as .14,corresponding 
to about 11/2  volts for the input signal used in continuous tracking tests. 

In the practical case the integration time.was limited to 
200 secs. This introduced a variance into the estimate of standard 
deviation,but did not introduce bias,because no subtraction was made 
to allow for the mean value of the sample. Since population mean values 
of the signals could be considered to be very small,a practically 
unbiassed estimate of variance was provided by taking a value proportional 
to the,square of the integrated modulus of the sample. 

The relative standard deviation of the estimate of standard 
deviation,obtained as described above,was evaluated by considering the 
integration over TN to be equivalent to adding n independent samples 
of IXI ,where n a  Vet ,and l'is the time for which successive samples 
of the signal being measured may be considered to be independent. 
Now the probability densit function for IXI is given by 

-X /262 
p(IXI) p.e 	X>0 	IV.4. 

TT 6 

whence it may be seen that the mean square value of IXI is just 62  
Since the mean is 42/t7).cf , the variance is given by:- 

var(IXI) 	(1 - 2).62 	 IV.5. 
f f 

Now the variance of a sum of n independent samples of IXI 	n.var(IXO' 
and therefore the standard deviation is 	- 2).ds  

if 

The mean of a sum of n independent samples of1XI 	n. 	.6 

IV.3. 
t 



-247- 

Therefore the relative standard deviation of the estimate of standard 
deviation,or its relative variation ,vr,is given by 

,/
,.(E,. 1y ..al.n

571.
IV.6. 

n 

For the computation of the standard deviation of the continuous random 
signal input,the effective value of n was approximately 200 ,whence 

v 	.57 	.05 	 IV.7. 
200 

Since n vas large,the estimated standard deviation was approximately 
normally distributed,so that probable error was an appropriate measure 
of estimates' reliability. The relative probable error of estimate was 
approximately 3%. 

For the estimation of the standard deviation of the error 
functions the effective value of n was approximately 500 ,whence:. 

 

'° .03  
IV.8. 

  

Therefore the probable error was approximately 2%. 
From IV.7. and IV.8. it may be seen that the probable error 

of the estimate of variance obtained by squaring the estimate of 
standard deviation was approximately 67. and 4% relative to the mean 
variance,for input and error functions respectively. Howeverv it should 
be remembered that the operation of squaring caused the distribution 
of errors of estimate of variance to be non...Gaussian. 

To investigate the effect of squaring the estimates of 
standard deviation,let us represent this estimate in the normalised 
form 

where-  x is considered to be a zero mean GauSsian variate (approximately 
true for large n),with standard deviation v . 
Then we have 

ECs c 	Ea + )021 
	

I + 2 
	

IV.10 

Expressionl.V.10.ShoWs that bias is introduced-by the squaring 
operation,but insertion ofthe.values of, vfrom IV.7.:and'IV.8. shows 

:that this was eXtremely:smallin practice. The- varianCe of'the- estimate 
of s2  is giVelyby 

IV.11. 

Insertion of values of v from IV.7. and IV.8. shows that the above 
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variance was approximately 4.(.05)
2 
and 4.(.03)2  for input and error 

functions respectively ; the corresponding standard deviations were 
therefore .10 and .06 respectively. 

The above analysis shows that the relative variation of the 
estimates of variance computed from integrated moduli were 107. and 
7% for input and error functions respectively,and were subject to very 
small bias. These figures were considered quite satisfactory ;-especially 
so because ratios were corrputed,and to the extent that variances were 
correlated,these ratios would show less relative variation. 

IV.2. Estimation of Cross-Correlation from Integrated Moduli  

As described in Section 5.2.,a measure of correlation between 
operator and model errors was required for the purpose of model matching, 
which was biassed so as to take into account the fact that,for good 
matching,the variance of these errors should be comparable. A convenient 
measure was provided by estimating the variance of the difference 
signal d(t),formed by mutual subtraction of the model error,X(t) , and 
the operator error, Y(t) • Since the model was linear,the variance of 
this difference signal would be a minimum when the model matched all 
that part of the operator's error signal which was linearly coherent 
with the loop input. The procedure adopted was to define a regression 
line between Y and X having unit slope and zero intercept. The apparent 
coefficient of non-determination was then given by :. 

4YX 	62(1/4 

	
; 6d4e6y 	IV.12. 

Hence the (biassed) coefficient of correlation was given by :. 

rYX 4(1 - 4/4) 
	

IV.13. 

It may be seen that ryX could only be unity when 6d. 0,for which 
6x =  6y  . It may be noted that the bias introduced is small for a 
good match between operator and model,as defined above. 

The obvious way to estimate the unbiassed coefficient of , 
correlation between errors would have been to use an analogue multiplier. 
A suitable multiplier was not available,however,but fortunately the 
true coefficient of correlation-,r, could also be conveniently 
estimated by.nsing the estimated variances of d,X, and Y, and noting 
that :. 

62d  . E 	. X).3 = 62  + 62 	2 6YX  • 	IV.l4. X 	Y "  

whence :. 
r •t  

Y 

+  6y . 2.6d  
6 	6'X 	6y6x1 

IV.15. 



k49- 

The accuracy of estimationlof r from IV.15, is poor for large difference 
between 6y and 6x. Howeve,for relatively small 6d,and 6x and dy 
nearly equal,the accuracy is very good. The operation of subtracting 
X from Y then corresponds quite closely to estimating correlation by 
evaluating the variance of residuals from a regression line. 

Expression IV.15. was used to estimate unbiassed correihtion 
for the really good operator-model matches,where the above conditions 
were amply fulfilled. Moreover,an effectively large number (500) of 
samples were used to estimate 6x ,6Y, and 6d. If anything,the estimated 
correlation was biassed slightly downward,because small differences in 
mean values of X and Y would be relatively larger compared toed, 
thereby tending to give an overestimate of 6d. A check was made by 
estimating cross-correlations from recordings of the error functions 
made simultaneously with analogue estimation. It was found that both 
methods gave practically identical results (within 2%) ; correlation 
estimated from recordings tended to be slightly higher. 
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AEPENDIX V : Practical Realisation of the Elements of the Model  

The theoretical diagram of pulse transfers of the sampled 
data model is shown in Fig.5.7.1. The purpose of the present Appendix 
is to enlarge on how these transfers were realised by practical 
circuit elements. 

V.1. Generation of Velocity Signal  

It may be seen that the theoretical circuit involved direct 
sampling of both position and velocity."-To effect the latter it was 
necessary to -differentiate the continuous error signal. A pure 
differentiation was not feasible,of course,and a compromise was 
required in the selection of a quasi-differentiator with a suitable 
time constant. It was found that a time constant of 1 ms, gave a 
satisfactory freedom from noise in the output signal,while retaining 
excellent accuracy for the purpose of obtaining samples of the velocity 
signal. The smallest possible noise was obtained by subtracting output 
velocity from input velocity directly,by using two identical capacitors 
(see Fig.AV.4.1.). 

V.2. Velocity and Position Computation Loops  

The theoretical circuit involved operations performed on 
impulses,the area of which was proportional to sampled values. Such 
operations could not be performed in practice,so that it was necessary 
either to approximate the impulses by pulses of similar areas but finite. 
width and height,or work directly with sample and hold circuits. The 
form of the succeeding model transfers made it particularly convenient 
to work according to the latter method,so that it was necessary-  to 
design the computation loops to work in this manner. 

' 	The form of the computation loop circuit is shown in Fig.AV.2.1. 
The basic operation of the sample and hold circuits (SHI,SH2,SH3) has -
already been described in Section 1.3. The operation of the relays was 
arranged so that relays (i) and (iii) closed at sampling instants,while 
relay (ii) closed at the midpoints of sampling intervals,so that an 
overall delay of one sample interval was obtained. The chief factor 
determining the minimum allowable closure time was the requirement that 
SH1 should charge satisfactorily after SH3 had completed its charging. 
Accordingly,relay closure time was set at 5 ms.,which allowed plenty of 
time for the hold circuits to charge fully,since their time constant 
during sampling was only k.ms. This closure time was such .that.functions 
.being sampled changed by only a'negligible amount during the sampling 
operation. Also,it was a small fraction (3%) of the sampling interval, 
and since each hold circuit was effectively followed by a double 
integration,it had a negligibly small effect on the model's output 
response.. 

The Circuit's operation was such that at the end of each sampling 
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operation the output of SH1 was equal to the inverse of the input 
voltage, -Vi, minus a proportion of the output voltage determined by 
the potentiometer VR1, which controlled the overall loop gain. At the 
midpoint of the succeeding interval the output of SH2 became equal to 
the inverse of Sill output. Then at the next sampling'instant' SH3 output 
became equal to the inverse of SH2 output,thereby becoming equal to 
will output,one sampling interval before. 

The action of the circuit may be made clearer by considering 
its response,with loop gain set at unity,to an input step of height h 
occurring between sampling 'instants' 0 and I (see Fig,AV.2.1.). 
Assuming zero initial conditions,at time 14-the output of SH1 is -h . 
At time 131+ the output of 5112 is h , and therefore at time 2 the output 
of SH3 goes exponentially to -h ,with time constant 1.1 ms. The output of 
:Lin  is added directly to h at the input ,so that the input to SH1 is 	. 
an exponential decay toward zero on a time constant of z  ms.,running 
from the start of the sampling 'instant'. The output SH1 therefore goes 
toward zero at time 24.'rather more sluggishly than if presented with a 
step. However,the length of the sampling instant is sufficient for it 
to achieve a final value satisfactorily close to zero. With unity loop 
gain,the circuit goes on to generate a square wave of amplitude h at 
the output,as illustrated. 

V.3. Generation of Velocity Trian& Response  

The specifications for the velocity-triangle response 
generating circuit required that it should generate a velocity-triangle 
beginning and ending at sampling instants,and exhibiting a discontinuity 
of slope at the midpoint of the sampling intervaI,such that the area 
of the triangle would be proportional to the input voltage. The circuit 
designed to effect this action is shown in Fig.AV.3.1. Its operation 
was as, follows. 

The input voltage, Vi  !,was derived from the position 
computation loop,and therefore consisted of a step waveform,constant 
during sampling intervals. The voltages at points a and b were therefore 
approximately equal in magnitude,but opposite in sign,when potentiometer 
VR1 was correctly adjusted. Relay (i) was arranged to switch from a 
to b at sampling instants,and from b to a at the midpoints of sampling 
intervals. The voltage at point c was therefore in the form of a 
'double-square' between sampling instants,as illustrated. The areas of 
each of the squares were proportional to Vi. The RC filter possessed a 
short time constant,and fulfilled the function of defining the input 
to the integrator Il during switching. It also effectively delayed the 
changeover of the squarewave slightly,and rendered the resultant 
velocity triangle slightly more symmetrical - i.e. it corrected for the 
slight asymmetry caused by the finite length of sampling 'instants'. 

Relay (ii) was arranged so as to be switched to d during 
sampling intervals,thereby causing the integrator to generate a 
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vclocity-triangle according to the 'double square wave' input. During 
sampling 'instants' relay (ii) was switched to e ,which reset the 
integrator I1 ; i.e. it corrected any small, velocity error at the end of 
the sampling interval..This resetting action was very necessary in 
practice,because errors of initial conditions and small errors of 
circuit operation would be cumulative,and lead to a standing velocity 
at sampling instants. The areas .between velocity triangles and the 
zero axis would then be. incorrect,and give a false response to Vi. 
Also,the spurious velocity output would lead to the sensing of a 
false velocity error. No matter how carefully VR1 was set to cause 
velocity triangles to end at exactly zero velocity,the above effects 
could not be avoided without a resetting action. 

The action of the circuit was to produce velocity-triangles 
over each sampling interval,with areas proportional to the input voltage, 
Vi  ,during the same sampling interval. These triangles exhibited a 
-small section of zero velocity at sampling'instants',corresponding to 
the duration of.the sampling operation,so that they did not affect the 
sampling of velocity error ; this action was just that required to avoid 
spurious interaction between velocity and position corrections. 
The velocity-triangles generated were slightly shorter (3h) than the 
overall sampling interval,but this effect was easily allowed for when 
calculating the effective gain cif the circuit. Final position output 
was obtained by integrating the velocity triangles,which led to a 
'double parabola' with zero velocity at sampling instants. The action 
of the circuit is analysed in Section VI.1.,in terms of modified 
Z-transforms... 

'V.4. Overall Analogue Model Circuit 

The overall circuit of the analogue model is shown 
',diagrammatically in Fig.AV.4.1. The features of chief interest have 
been described in the above Sections,and will not be further enlarged 
upon. The diagram is presented to illustrate the arrangement .of 
analogue components to simulate the theoretical model structure. 
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APPENDIX VI : forms and Stability of Model Z.transfers  

VI. 1. Transfer of the Velocity...Triangle Generating Circuit 

The action of the - velocity-triangle generating circuit is 
shoun,in idealised form;in Fit.AVI.1.1. This action may be conveniently 
analysed in terms of the modified Z..transformation,as described in the: 
following paragraphs._ .  

It may be noted that the representation of the action of 
velocity-triangle generation requires the specification of two ranges 
the parameter m ,specifying times - between sampling instants, because 

there is a discontinuity of. slope at m 	Representing the input at 

time nT as Vi(n) and-the outputattime (n+m)T.as Vo(n.h7). 2we may_ 

writethe following equations*.. 
. 	. 

Vo(n4m).01 (n).4.  

Lim Vo(n+m) = Vo(n) kT2.Vi(n);  

Vo(n+m) 40 Vo(n+1) 	)
2
T
2. 
 .Vi(n) 

where 1/2(1 - m).T
2  represents the portion of the response 'remaining 

uncompleted. Combining equations VI.2-.- anciVI.3. we flnally get.:- 

%(n4.111)-...V (n) 	kT2 	M)21a1(11) 	VI.4. 

of 

and, 

whence: 

;0 -4m 	VI.1. 

VI.2. 

;1/2  Lm cl 	VI.3. 

Taking modified Z.;4transforMs on both sides of equations VI.1. and 
VI.4.,and assuming zero initial conditionslwe get :- 

and:- 

.V0(z,m) z.V0(z,0) 1-gmT)2.Vi(z) 

z4V0(z,m). .V0(z,0) 	- 

;0<m<'1 

2].vi (z) 
; 1/2  4.m 441 

VI.5. 

VI.6..  

where we have-used
1  

_z.V.(z 0) . i(z) 

'From equation VIA. we'obtain :- 
1 

Lim z.V0(zl9m) 	0(z O)
.
`tAT 	(z) b z2  V 	0 VI.7. 

(11 '44 

Mhence we, obtain :r4 

V (z,0) 	kT2. 	1 	.V (z) 
z z 	1)  

VI.8. 
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Then substituting for Vo(z,0) in equations VI.5. and VI.6. we get:. 

V.o(z m) 	14T2. 	1 	.{1 + 2m2(z-1)}.Vi(z) ;04:7.m4=3/4  VI.9. 
. 	z(z - 1) 

and, 

o(zPm) 	kT2. 	1 	..(1 + (z-1)5 	2(1.m)iVi(z) ; 
7T7:r7 

VI.10. 
The,Overall transfek may be represented as :- 

. 
P(z,m) 	 T2.k 	1 	 VI.11.  

z(z 1) 

where the function .11.(z,m) assumes the appropriate form according to 
whether 025:4mdcli or 1/2-.5:m-<1 ,as indicated in equations VI.9. and VI.10. 

VI.2. Explicit.Forms of the Model Transfers  

Sections 6.1. and 6.2. have described the methockby which the 
Z-transfer characteristics of the model were evaluated. This Section 
presents explicit forms of the transfers in terms of model parameters. 
During the' course of evaluation of the explicit model transfers,it was 
found convenient to write the 'Products of the model parameters in the 
following shorthand form :. 

Pl. 7 gsk2 
	

P4 	gdglkmk1 
	P7 	P1 P4 

p2  gIikdkmk2k3  p5  a2dgvkmk2k3 	
P2P3 

P3 a  I4gpkmk, 
	

P6 " P1P3 
	

kglkdkmk,  

where the g and k parameters are shown in Fig.6.1.1. It may be noted 
that p2p4  p5p9  

• 

With the above substitutions the elements of matrix [A(z,mJ 
become :- 

	

(z1m) p3T1. 	 
(z+1)(z-1) 

	

m)-  p9T2. 	_JA4z,m)  +42-p2T.t.m2(z.1)24(2m+1)(z.1) +  21 

	

(z.1)(z+1) 	7  z(z+1)(z.1)2  ' 

avv (z m) e  p 1 ..fm 
z(z+1) 	z.1 



The elements of matrix EB(z1milbecome 

b (z,m) 	p T2.  J\_(z,m) 	p
5 

	

(z.1)(z+1)2 	

T2. m (z-1)2+(2m+1)(z..1) + 2 
PP 	4 	

z(z+1)(z-1)2 

_kpiT2f72 	)2(z./. bpv(z,m) 	(2m+1)(z-1) + 2} 
z(z-1)2  

vp On) m -2p5T.fm(z-1) 	1  
z(z4.1)(z-1)j 

bvv (z m) (z-1) + 1/ 
z(z-1) 

Considering the limits as m--1 in the above elements,the following 
relations result :- 

p3T. 	1 	; p9T2.z 	z 	+ kla2 	1 
(z+1)(z-1) 	(z.1)(z+1)2 (z.1)

2 

pi" 	 

	

2 	2 

	

-p
4
T. 	z 	.p5T. 1 	; .1/2p1T2(z+1) 

(z.1)(z+1)2 	',(z-1)2 	(z.1)2 

1)(z+1) 
1 

.2p5T. 	1 	; plT. 1 

Execution of the required manipulations of 4(z,l) and B(z,l) 

shows that, the actual open loop Z-transfer of the model is given 
explicitly by 

h(z) 	z4 + h 	h2. 	h
1 
 .z + h0 

 

T.p, ; h2  =4.2 + Tpi + T2(p4  +,p5 It 

h1, "
L 

	+ T2(-p4  _21y + pip4.T3.1;, h0 	. T.p1 

(24.1)(z-l) 



hpp(z,l) a  p3T2(z - 1 + T.pi)(z +.1) 

hp 	(z,l) 

hvp(z,1). 

d.1 {2(.ip 	p9)} 

2p3p5T3.  

+  z.ip(p 	- + 

, 	• 

hvv(z1) .5 
.p9  (z -1)(z + 1) 

T.p, ; 	2  um (72 + T(pi  + p2) + T
2 
(p3+p4 +p5)}  

T.p, + T2(...p4  + 2p5) + T3(P6  + p7)} 

+-T.(-p, 	p2) + T2(-p 

where 

+ T(p 

p ) + k•ap
2 1 

and the closed'loop (input-output) Z-transfer is given explicitly by :. 

q(z) 	z4  + q3,z3  + c12.z2  + ql.z + q 

and :- 

where 

E(z 	q 
PP
(z,i). ; qpv(z,l) 

qvp(z,l) ; clvv(z'i)  

z q (z 1) me .2-(dp4+ 	ferp3  
PP 

q 
pv

(z,l) 	z.M(p9  +1/2p2,-5/ 	4T2(P2  

vp
(z,l) 	-. 2p3p5T3 , 

clvv(z°1)  " T.p2(z2 
 

1 + T.
2  p3) 

The'closed loop input-error transfer is given: by q(z) as aboVe 
combined with the matrix :. 

Q(z,1 
as shown in eqUation 6.2.11. 
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VI.3. Qualitative Examination of Closed-Loop Stability of Model  

As shown in Section 6.1.,when examining the stability of the 
closed loop model transfer,it is.sufficient to consider the output 
vector at sampling instants only. Therefore the closed loop stability 
of tho model may be inveatigatod by considering the polynomial q(z) 
which contains zeros corresponding to all the poles of the closed loop 
model response at sampling intervals.. If a qualitative estimate of 
stability is all that is required,then the problem reduces to that of 
investigating the magnitude of the, dominant zero (or zeros,if a complex 
conjugate pair) of q(z) . Several methods are available,as described 
in the following paragraphs. 

The .Companion Matrix Method involves the formation of a 
companion matrix,H, to the polynomial q(z) ; EM3 is the matrix 
satisfying :- 

q(cija> 	toy 

(by the Cayley-Hamilton theorem every matrix satisfies its own 
characteristic:polynomial) 
In general there are an infinite number of matrices which, share q(z) 
as their -characteristic polynorilial, since if CM3is such a matrix,then 
'so is DM "'1]-  ,where P is any nonsingular matrix. It is convenient to 
write CM] as 	- 

Emi 	sig3 ; "12 ; 	"7 

1 	0 ; 0 

0 	; 0 

0 	0 ; 

Now the companion matrix has eigenvalues 
of the characteristic polynomial, q(z) . 
contained within the circle Izirs 1 ,then 
is the modulus of the largest eigenvalue 
that if Irgtnax)f<1 ,then 

• 
Lim EN11: 

n 

n.7-7,•05 

Which are equal to they  roots 
If the zeros of q(z) are 
lUmax)1.41., where Mmax)1 

of [M3. Moreover,it is known 

ITherefore,6 test whether q(z) has zeros within the unit circle 
we may lorm, 	2 	8. 

[M] , 	, etc.,and check that the elements of the 
resultant-.matrices tend to zero as' n 	The rapidity with which this 
process occurs gives an idea of the size of Mmax)! 

The,BilinearTransformation,:.  
z w 1 

w 	1 	maps the Interior of 
the unit circle 1z1.0.-1 into the left half of the w-plane ; i.e. the 

. point set 1z141 maps into the point set Re(w).40.  , and q(z) 	p(w) • 

0 

0 

0 
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The Routh-Hurwitz criterion may now be applied directly in the w-plane. 
This will directly show any singularities of the polynomial p(w) in 
the right-half w-plane ,and hence of q(z) outside Izi= 1. 

An alternative method for determining the number of distinct 
zeros in the w-plane to the right of the imaginary axis (not on the axis) 
is provided by conStructing a Sturm sequence as follows. Putting x - jw 
(so that as w traverses the imaginary axis,x traverses the real axis), 
the polynomial r(x) = j.p(j0 is formed. A Sturm sequence for r(x) 
is then constructed,and it is noted that the first two members of this 
sequence are R(x) and I(x),where 

r(x) = R(x) 	j.I(x) 
The remaining terms of the sequence may be obtained by a process of 
successive division. If fk(x) is the k.th member of the sequence_ 
and, 	 o 

qk(x) = fk(x)/fk,04(x) , then fk+1(x) may be found from :- 

f 
k

(x) 
+1 qk.ifk(x)  rk-1(x)  

Since fl(x) and :f2(x). are as specified above,the entire sequence may 
be derived.. There are generally n+l members of the sequence for a 
polynothial of degree n ; if there are less,then the terms calculated as 
above containa-eomMonlactor which must be'divided out. 

- Then the function V(x(;) is:definedas equal - tothe numbertof'sign changeS 
passing:from- leftto .right along the vector, 

(x 	).. sgna
2
- (x 
o7  
)•sgn.f

3 
 (x
o

• 	- 	-sgn.f
n+  

-
1 
 (x

o 
 a 

•  

Finally,a theorem due toRouth:is used ; this states that P ,the number 
- of zeros in the upper half x-plane (right half w-plane) As given by 

1/(.0 

where nAs the degree of the polynomial r(x),or p(w). 
The above method is,in fact,the basis of the derivation of the, 
Routh-Hurwitz determinants, andA3ossesses advantages for large problems 
requiring the use of:computing machinery. 

VI.4. Evaluatinn of the Roots of h(z) and q(z)  

The roots of the polynomials q(z) and h(z) were generally 
obtained by use of the Newton-Raphson iteration. An initial guess 
at a root zo  was made ,and then refined by the well known formulia, 

(11(zd) 



z1  Lim Sk+1 
Sk 

'and- dominant - complex conjugate roots of,modulus -. 	 and Arg4:1-56  
are :given by 

21z1  {!cos 4c .Lim 114--›-ob 

2 
Lim SkSk+2 	k+1  
k>06 	 2 

S' S k+1 k-1 sk 

Sk•lSk+2'", sksk+1  
2 

- 
k+1 	

5 
k-1 	k 

The method possessed the advantage of rapid convergence,provided initial 
convergence cen be obtained ; no practical difficulty was experienced in. 
this respect. 

An'alternative method of estimating the roots of a.polynomial 
is that. of Bernouilli ; this method leads to an estimate:of the 
dominant root (or roots if there is a dominant complex conjugate pair). 

• A real dominant root' 	zlis given by::-. 

where S in the above expressions represents the kl.th Newton sumo' 

and is defined as.:--n 
Sk  2

1J'zk  
v - 	

, where,. the z are the-roots of 
the polynomial of order n. 

Newton ifirst showed that.the value of Sk  could be obtained from the 
coefficients of the polynomial,without directly evaluating its roots. 
For example,in the case of the 'polynomial q(z) ,which was of the 
fourthrorder,,h was given 'by Fs. 

Sa 	S1 	-q3 	S2  :s  q3 	2 2q 	3(q3q2 " q ) 	43' 

and,for k",'.?!t4 Sk was giVen by the relation 

Sk 	q3SkII q2Ski.2 +11Sk 3 4' q0Sk.4 

Bernouilli's method was used to evaluatethe roots of-h(z) 
for operator ,which were all complex. It was found to be very lengthy 
and subject to trouble from rounding error. It was concluded that an 
initial guess made. from examination of the behaviour of the polynomial, 
Along real and imaginary axes,folloWed by a search procedure in the..  
complex plane,represented an easier method for hand calculation. 

a 

0 
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APPENDIX VII : Optimum Linear Filters including Pure Delay 

As discussed in Sections 9.4. and 3.2.,the operator's 
overall loop, transfer could be represented in the form of a pure 
delay 	cascaded with a linear continuous transfer having the form 
of a rational polynomial,or ratio of such polynomials,in the Laplace 
operator s. It was required to derive the form of this latter 
transfer which would give least mean square error between loop input 
and output. The input function could be considered as being drawn from 
a zero-mean,stationary ergodic random process,so that the optimum 
transfer was given by the optimum Wiener filter for prediction time U. 
It was convenient to derive this optimum transfer according to the 
method given by Truxal (25),since this facilitated simultaneous 
calculation of the relative mean square error of prediction. 

We first consider the case of an input whose spectral 
density is given by:- 

§ (a) .2 	1  
rr 	(s 	a)2. (a 	s)2  

VII.1. 

The required. continuous transfer is considered to be composed of two 
parts,so that: 

2 

G(s) = Oa(S).G10( ) 	 VII.2. 

G 
a
(s)'is selected sá as to cancel out the left half plane poles and 
zeros of rr(s) so that:- - 

Ga(s) = (s + a)2  

This initial part of the transfer G(s) thus converts the input 
spectral density to the form of white noise. For convenience,this 
white'noise is considered to be composed of a sequence of perfectly 
random pulses. 

The best form of the transfer 	(s) without regard to 
physical realisability,is given by:- 

sTa. 

nprGb(s) oe 	 
(s + a)2  

VII.4. 

so that the overall transfer would represent a perfect prediction. 
The non physically realisable impulse: response corresponding to this 

G (s) is given by inverse transforming equation 
npr b 

nprgb(t) .= 	I 	
es

(t 	Tc0,  
r1 

-J.0(s + a) 



By carryingoutthe complex integration,the non physical impulse 
response may be finally derived as :- — 

nprgb(t) 	Tcp.e"41
(t4Td) 

But physical realisability requires that .the optimum 
physical transfer must have no response before t v. 0 . Since the 
output of Gals) is considered as composed of a number of. uncorrelated 
pulses,the - response to each pulse may be considered separately. Then 
it may be seen that the optimum physiCally realisable impulse response,, 
gb(t) ,is that which approaches most closely to the physically 
unrealisab4.response for t.3.t0. Therefore 

-a(ttTd).: 
')313(..t) 	(t 	Td).e 	; t>0 

= S1)(t) maybe,
-:transformed:to obtain the corresponding Laplace transfer:. 

Gb(S) 	aTd) t sTa • -aTd 	VII.S. 

(s S)2  

Whence the overall transferlb 

1aT ) d + ' s  d'A  
-aTA: 

To evaluate'the mean square error as a proportion of the 
input variance,it is most convenient to consider impulse responses. 
Now the output may be considered;as composed of a sum of independent 
impiilae,responses,ail of the same shape. Therefore the mean output 
powar,fOr'the physically - unrealisable filter,is given.by 

06 

npr- 
Wk..vi 

np  -r g
2 
 (t).dt b 

-Td 

and for the physically realisable filter, by 

W 
 kf

ob  
gl(t).dt 

Now the physically unrealisable filter has a Mean square error of zero, 
i.e. output 	input. The difference between the output powers of the 
realisable and unrealigable filters represents the error power of the 
•' optimum filter. Therefore the relative mean square error is-given 

VII.10, 

0 

: V11.11. 

rmse = ( W 	W npr 	npr VII.12. 

By considering equations VII.6.,7,10,& 11. it may be- seen thattbhe 
relative mean square error is given by :- 



rmse - 1/2(2 4. 4aTd 	4a2TD.e-2aTd 
	

VII.14. 

VII.17. 2 	3 	
4 4 -2aTd 

raise 	1/4(3 + 6aTd 	6a Td 	4a Td 	a Td)*e 

.266.. 

Td ,, 

nprgz   b (6).de 

o  

S6°  npeb a2(8).de 

o 

The following exprestion results from carrying out the above: 
integrations :- 

_ 	. 
Carrying through-the above analysis for the,case of an ,input - spectium 
wibh third order cut-off gives the following relations :- 

(s  +. a)1'(a  

(1 	A (s+a)Td.+s+a)a 
2  

Td  . e aT 
, 	1 	 d 

G(s)  
IT 

I rr(s) .VII.15. 

VII.16. 

) 

_ Substitution of practitalyalties for Td:and a (Section 9.4.)) 
shows that the relative mean square error is, reduced from .32 to .05 
in going from a- second to a third order cut-off spectrum. 

Itls interesting to note that the form of G(s) for an 
order cutoff spectrum of the type shoWnin equationNII.15. 

Is given-:bythe.followingequatiOn. i- 

n terms 

where the last terms on the 11.11.S. represent an expansion truncated to 
n terms. Thus,as the order of spectral cut-off increases,the G(s) 
function approaches to p perfect prediction. This could not be realised; 
in practice,because the'absence of noise could not be assumed when 
considering high order differentiations. 

t.' 

1 

E'; 
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APPENDIX VIII : Distortion of Error-Output Statistical Functions  
Due to Recirculation of Remnant  

To investigate the qualitative effect of the recirculation 
of the remnant, term on the statistical functions relating operator 
error and output,we may represent the operator loop as in Fig.VIII.la., 
where loop variates are also defined. For the purposes of this 
analysis,these loop variates are assumed to be drawn from stationary, 
ergodic random processes. 

Working in the frequency domain,we may derive the following 
equations:- 

C(s).E(s) 	 VIII.1. 

and 
	

C(s) 	D(s) + N(s) = G(s).E(s) + N(s) 	VIII.2. 

Multiplying both sides of equation VIII.2..by E*(s), where 
* represents the operation of taking the complek conjugate,we get:- 

E*(s).C(s) 	E*(s).G(s).E(s) + E*(s).N(s) 	VIII.3. 

Whence it may be seen that:- 

ec(s) G(s).le ) ien(s) 
	

VIII.4. 

By considering the relations between loop variates,itmay be 
seen that:- 

E(s) 	1  .b(s) N(s 	 VIII.5. 
1 + G(s) 

By definition,the remnant ,N(s), Is not: linearly coherent with the 
input, R(s).• Therefore it may be seen that:- 

, 

Ien(s) 	4nn(s)  
I + G*(s) 

Combining equations VIII.4. and VIII.6.:- 

VIII.6. 

Iec(s) G(s).ke(a) .- 	'Inn(s)  
1 + G*(s) 

The_ above equation shows how the presence of the remnant 
term distorts the error-output cross power spectral density function. 
The effectof.the rymnant term on time domain functions may be 

'evaluated by taking .inverse transforms on both, sides of equation 
,VIII.7.2and specifying g(6) and b(d).as•the weighting functions 
'corresponding to the transfers C(s) and 	1 	f.,respectively. 

I + G(s)._ 
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Thus,the following equation holds in the time domain:- 

Pec(t/ 	jg6:51 13ee(e1"45)"16 	b("e)  •Pnn(") scid VIII:8. 

-06 

By manipulation of the dummy time variable,d, in the last term of 
the. R.H.S. of the above equation we may derive:- 

nob 	th 

Pec(T) 	ig (151  'Pee (.") 	Sb(6)13nn(Z+6)6d6 	
VIII.9. 

-06 	—66 

The last term on the R.H.S. of this equation represents a distortion 
of the error-output cross-correlation due to the presence of remnant. 
The effect of this term may be qualitatively appreciated by 
considering the following reasoning. 

In the present case the transfer G(s) is considered to be 
physically realisable,so that b(6) ... 0 for all 640. Thus the 
convolution integral representing distortion may be considered as:- 

This convolution is represented graphically by the 'shaded areas of 	• 
the functions shown graphically in Fig.VIII.lb.,the shapes of which 
have been selected as being fairly representative of functions 
encountered in practice. It may be seen that the degree of distortion 
caused by the remnant is greatest at small negative values of t 
and becomes rapidly smaller as V increases. 

ob 

Eb(6).enn( +6).de 0 



APPENDIX IX : Spectral Analysis and Model Fitting to Time Domain Data  

IX.1. Causation of Difficulties of Model Fitting in the Spectral Domain 

The difficulties of model fitting in the spectral domain have 
been enumerated in Section 8.5. The manner in which these difficulties 
arise may be seen by reference to Fig.IX.l.l. Here,the process of 
spectral analysis is represented in terms of determining the weights to 
be attached to the outputs of a finite number of filters,whose frequency 
characteristics correspond to the particular lag or spectral window ' 
used in the analysis. The covariance matrix of the filter outputs is 
used to determine the weighting factors (b's) as indicated in the 
figure. If the outputsof the filters can be considered as orthogonal 
to each other (i.e. if the record length is long enough),then all 
matrix elements will be approximately zero ,except those on the 
diagonal. These conditions are approximated in spectral analysis as 
usually performed,using very long lengths of record. Therefore only 
small error is incurred by ignoring the non-diagonal elements,as 
implicit in spectral analysis. However,with relatively short record 
lengths,as possessed by open loop test data,the non-diagonal elements. 
are of comparable magnitude to those on the diagonal,and they cannot 
be ignored without incurring serious error. 

IX.2. Model Fitting by Direct Use of Time Domain Data  

Direct fitting of models to time domain data,in the form of. 
covariance functions,was based on the use of equation 8.5.2. (q.v.) 
The first step in the fitting procedure was to represent the effective 
model 2-transfer, G(z) ,in terms of numerator and denominator 
polynortlials :- 

2 	3 
no  + 	, # n3z + etc. 

• 
1 + d1z + d2z,

2 
 + d3z

3 
+ etc. 

G(z) 	N(z)  
D(z) 

IX.1. 

whence, the following equation was derived :-

D(z) • fe0(0  = N(z)* Le(z)  

Now,the nature Of the 2-transformation is, such that :. 
oea 

LO (Z) eo(nT).. 
nt... co 

IX.2. 

where 4eo(nT) 
	

the value of the error output covariance function 
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at lag al . A similar -relation holds for Id'e(z)I.. Therefore,equating 
..the coefficients of like powers of z on each 	side of IX.2. results 
infthe,f011owingequation :- 	 P 

IX.4. 
.6ee (nT) + n ee 

 (n+I.T) + n2. dee(n+2.T) + etc.- 

'eo(nT) + d6 (n+1.T) + d2'6 0(n+2l) + eo 	 etc. 

Substitution of the available covariance data in equation IX.4. leads 
to an overdetermined set of equations for the coefficients of a and d . 
One may thus regard the problem of estimating these coefficients as 
one of estimating partial regression coefficients from a linear multiple 
regression analysis on the covariance function data. Knowledge of the 
values of the coefficients may then be used to calculate the parameters 
of the equivalent continuous transfer. The analysis may be extended to ' 
cover the case where G(z) contains a delay not equal to an integral 
multiple of the data sampling-interval ,Trc=70by writing the delay in the 
form z-(1°11)  ,where m is fractional. It is then necessary to 
substitute for n in the left hand side of equation IX.4.,and some 
interpolation must be used to obtain values of the-error covariance 
function between data sampling points. 

A modification of the above reasoning allows the direct 
fitting of a continuous model. If one postulates a model transfer 
function of the form :- 

a
o 
+ a

l
s + a

2
s2 + a

3
s3 

G(s)  
+ etc. 	

IX.5. 

1 + b
l
s + b2s

2  + b
3
s3 + etc. 

where k is an integer,and m fractional,anf'squation involving the 
covariance functions and their derivatives may be obtained as follows :. 

t. + + fil + b 	+ b l.ra 	3.2;3  
-az 	 2-.2 	6,0 	

....etc.)screo 

7 	+ a 	l  + a7277., 82 z̀ 	2'C3 . 	/et.. (n+m)Y • 
a1 	'a 	';'3 	...etc).6ee 

Substitution of sets of values for the covariances and their derivatives 
then gives regression equations to determine the values of the, a's and 
b's. It may be appreciated thatogithout direct knowledge of the 
derivatives of covariance functions,there are severe limitations on the 
possible complexity of G(s) ; even the estimation of first derivatives 
of the covariance functions will generally introduce error into the 
regression data. 	 • 
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APPENDIX X : Calculation of Probability Density Functions  
Associated with Random Sampling 

Section 9.1. describes the basis on which histograms of the 
operators' sampling intervals were obtained. From these observed 
histograms,it was required to calculate the corresponding probability 
density functions of the pure delay of operators' responses to step 
inputs,assuming the hypothesis of action described in Section 4.10. 
to be correct. 

The first step was to approximate the observed histograms 
of sampling interval,I, by a continuous probability density function, 
p(I), defined to exist over a range of intervals, a‘I..;%b, and to 
be zero outside this rang. According to the aforementioned hypothesis, 
the total pure delay,L,ob erved in operators' step responses,has 
two components:- 

(1) A delay of D,due to the step input not ocqurring at a sampling 
instant. 

(2) A delay of 	,equal to the length of the succeeding sampling 
interval. 

Thus the, total pure delay is given by:- 

L 	D + Is 
	 X.1. 

To calculate the probability density function of L,r(L), we 
theoretically need to calculate the joint probability density 
function of D and Is. However,the problem is simplified if it may be 
assumed that there is no correlation between the lengths of successive 
sampling intervals,as specified in Section 9.1. Then we need only 
calculate q(D),the probability density function of delay D, since D 
is independent of Is, and p(Is) 	p(I). 

In calculating q(D) it is reasonable to assume that the 
input steps are widely spaced,relative to the operator's sampling 
intervalsond therefore have an equal probability of landing anywhere 
in any sampling interval. It may be noted that each step must land 
somewhere,so that the probability of a step occurring within an 
interval must be such that the total probability summed over all 
intervals is unity.(It is here assumed that sampling instants are of 
infinitesimal length,so that the probability of a step occurring at. 
• a sampling instant is Zero). Then we proceed as follows:- 

Let the probability of a step occurring in an interval of time St be p.St. 

Then the total probability of a step 
interval of length I is given by, 

p.I 
Therefore the total probability of a 
interval of any.14th is given by, 



But it has alreadybeen shown that Pa.must be unity,thereforel 

N 1/ErIj 
	

X.3. 

Now,the probability of a delay in the range D to D +BD 
arising from a step occurring in an interval of length in the range 
I to I + 3Ip is given by, 

q(D).BD.3I s  p(I).BI.u.I.aD 	0,CD‘I 	X.4.  
I. 

0 	 D <I 

integrated to obtain:- above equation may now be 

p(I).dl.  
a 

N cbP(I).-di 

X.6. 

OGD4a X.5. 

a .4D t.4.-b 

b4D 

There are. thus- three distinct ranges for the function q(D). 
. From equations X.1. and X.S. we may obtain a convolution 

equation for r(L):- 
. y 

r(L) m C p(I).q(L-I).dI 
x 

where - the limits of integration and the form of.q(D) are dependent on 
the magnitude of L. There are thus five distinct ranges for r(L) 

p 	p(I).dI 	a 1;1, f‘b 

b 
a 

N 
	p(I).dI 	p SL;41(I) :F(D).dI 	b ef,L 
L-a 1 	a 

c
bp(I).F(D).dI 	a+b <L ‘2b 
a 

0 4L 
and 2b<L 

Substitution of the appropriate form of q(D) and the limits a and b 
in the above equations thus enables the direct calculation of r(L). 

As an example,consider the case where I has a square density 
function over the range .14:16.2 sec. It may be seen that 

••7!, -",•••• 	 • 
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- and 	q(D) 6.66* 

.2  6.66* 1 10.dI 	6.66'(.2 

0 

- X.8. 

04D 	X.9. 

.1 <D 

.2<D 

Thus q(D) is trapezoidal in form. 
Making the appropriate substitutions and integrations in 

equations X.7.,we obtain the following expressions for r(L):- 

.2<LE.3. 

.3AL 

O<L.1 
and 

.44 , 

The form of the above r(L) is illustrated in Fig.9.1.2. 



XI.5. 

APPENDIX XI : Frequency Response of Sampled Data Systems 

The analysis of thc frequency responseof the sampled data 
model4resentedAn Section G.3.iwas based on the results presented in 
theloIlowing paragraphs 

:For. the:case - of a simple-sampled data system,with stable 
transfer q<z):and input R(z),the outpUt, C(z) 	is given by..: 

1  G(z).R(z) 

Consider, a complex sinusoidal input 	,so that .:. 

4(z) 

trahsforM of the 

G(z). 	 

e
jwT 

sampled output is given by :- 

The..output sample sequence maybe derived-by. meansof the inversion. 
theorem :. 

where r is the contour formed by describing the unit circle, in the 
z-plane in a counter clockwise direction. 

Now,for a stable system,transient terms die away with the 
passage of time. Because the steady state frequency response is 
required,it is necessary to consider only the residue of the integrand 
at the pole due to the forcing function,  z ej'  

.,kecordingly,the output at sampling instants isgiven by :. 

C(nT) G(ejwT).ejnwT,' 

which may be seen to be equivalent to a sampled sinusoid. The simplest 
sinusoidal function which fits C(nT) at sampling instants is. given by :. 

C(t) 	G(eil'71).eiwt 
	 X1.6. 

although,of course,there is an infinity of other sinusoids of different 
frequencies which will also fit C(nT). By analogy with linear systems 
operating continuously in time,the frequency response function may be 
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defined in terms of the relative magnitude and phase of that sinusoid 
of the same frequency as the input,which exactly matches the output at 
sampling instants. This definition dismisses departure of the output 
from the 'fitted' sinusoidl betWeen sampling instants,as 'ripple'. 
Neglect of this ripple' is usually of little practical consequence, 
because most control systems are of a low-pass nature. 

On the basis of the above definition,the system frequency 
response function,' G(jW) ,is given by :- 

G0w) E“zqz  = ejtir 	 XI.7. 

More accuracy can be obtained by taking into account the output 
response between sampling instants,as explained in Section 6.3. 
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