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The main purpose of the work presented in this thesis was the development of more $r \in f i n e d$ and systematic methods for the analysis and representation of various aspects of a.c. servo mechanisms, based on more realistic assumptions. Dmphasis has been placed upon expanding the ideas in the area of a.c. compensation particularly with reference to chopper networks. Extensions and modifications of the available experimental techniques have been attempted, with the aim of obtaining more accurate results and overcoming practical limitations. To establish the necessary criteria on which accurate and efficient design for a.c. servomechanisms could be based, multiplication and rotary modulation transfer functions of idealised carrier channels between modulator and demodulator, have been studied in detail.

The 2-axis general theory of machines has been applied to the analysis of the 2 -phase servomotor, the synchro-system and the. a.c. tachometer, resulting in improved description to their dynamic behaviour. Because either a modulation or a demodulation process is effected in each of these components, it is not sufficient to obtain an explicit transfer function to describe each isolated component. It is necessary in dealing with a.c. servomechanisms, to correlate various components characteristics in order that an overall open-loop and closed-loop transfer functions may be obteined. Considerable weight has been given to the development of mathematical models and block diagram representations for various components and their interrelationships.

Compensation plays a significant part in the design of servomechanisms as an effective solution to the problems relevant to the system stability and to the improvement of the overall dynamic characteristics. The a.c. tachometer, as a simplest type of compensation, has been rigorously analysed, and its contribution
to the system responsc has been demonstrated. A synthesis method has been developed to realize linear compensating networks for specified multiplicative and rotary modulation transfer functions. Particular attention has been given to chopper class of networks which has recently emerged as a superior type of a.c. compensation specially when the carrier frequency deviation is large. These networks consist of passive electric elements interconnected by one or more 3-terminal synchronous switches. A design procedure of a transistor 3-terminal switch suitable for this application and its driving circuit, capable of oporating with positive and negative fly-time, has been presented in detail. To facilitate the development of new networks, methods have been developed whereby configurations and responses of chopper networks can bc modified and expanded. This has beon achieved by extonding the application of the duality concept to 3-terminal chopper networks and by exploiting the negative fly-time capabilities of the switch. Exact analysis of various chopper networks has been attempted using Z-transform and boundec forms of their multiplicative and rotary modulation tronsfer functions have been achieved. Previously, several authors have developed approximate methods of analysis for simple configurations of such networks using equivalent time-invariant elcctric networks. A portion of this thesis is devoted to a reformulation of this method in such a way as to be applicable to more gencral and complex configurations of chopper networks. Practical investigations have bcen performed on a selected number of chopper networks under various operating conditions, and the experimental rosults have been compared with the theoretical results obtained by both the exact and approximate methods.

To determine experimentally the modulation frequency response of a.c. servomechanisms, a test signal in the form of suppressedcarrier amplitudemodulated wave is required. Although conventional electronic modulators may be considered as simplest means by which such signal cen be produced, they suffer from the serious draw-back
that the ratio modulating frequency to carrier frequency of the generated wave, for practical reasons, is limited to about $10 \%$. As a result, the system modulation frequency response can be obtained over only a small range which may not give adequate information for the design purposes. A simple scheme has therefore been developed whereby the available commercial electronic modulators and demodulators can extend their working range of the ratio modulating frequency to carrier frequency. This scheme does not involve any modification to the basic circuits incorporated in the comercial electronic modulators and demodulators. The principle of the proposed scheme is based on artificially raising the frequency of the signal before being applied to the modulator, (or demodulator), and thus avoiding the non-flat portion of the frequency characteristics of various circuits incorporated. To accomplish this, the signal may be modulated on to a second high carrier before passing through these circuits whose output may then be demodulated by the same high carrier in order to recover the required signal. The processes of modulation and demodulation on the second high carrier have been achieved by means of square-wave modulators and demodulators, which have been designed and used in conjunction with a commercial modulator-demodulator set in such a way as to check the effectiveness of the proposed theory.
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## NOMENCLATURE

## a) LIST OF SYMBOLS

Most commonly used symbols and notations are defined below. Any symbol not given below will be explained where used in the text. To refer to various situations and operating conditions, any of the subsequently defined principal symbols may be used in conjunction with any of the subscripts or superscripts listed hereafter.

## i) Principal symbols




## ii) Subscripts

| m | : 2-phase servomotor, or mechanical, or modulation |
| :---: | :---: |
| $p$ | : potentiometer-bridge |
| $s$ | : synchro-system, or stator |
| t | : a.c. tachometer, or transpose |
| R | : reference |
| L | load |
| d, D | : direct axis with respect to rotor and stator of electric machine |
| q, Q | : quadrature axis with respect to rotor and stator of electrical machine |
| 0 | : zero sequence component, or open-loop |
| A, B, C | : stator phases of actual machine |
| $a, b$ | : rotor phases of actual machine |
| md | : modulator |
| de | : demodulator |
| mm | : multiplicative modulation |
| rm | : rotary modulation |
| $r$ | : rotor, or rotary |
| iii) | Superscripts |
| * | : rate of change with respect to time <br> : conjugate, or implying that the function associated with this superscript is in sampled form |
| b) LIST | OF ABBREVIATICNS |
| T.F. | : transfer function |
| M.M. | : multiplicative modulation |
| R.M. | : rotary modulation |


| S.C.A.M. | $:$ suppressed-carrier amplitude-m:dulation |
| :--- | :--- |
| P.F.T. | $:$ positive fly-time |
| Z.F.T. | $:$ zerofly-time |
| N.F.T. | $:$ negative fly-time |
| R.H.S. | $:$ right hand side |
| I.H.S. | $:$ left hand side |

## c) GENERAL NOTES

i) For the sake of convenience, equations, diagrams, and tables will be referred to by three Arabic figures separated by dots. The first figure indicates the chapter number, the second figure indicates the section number and the third figure indicates the number of equation, diagram or table.

For the Appendices, capital alphabetic letters ( $A, B, C, \ldots e t c$. ) are used in the place of the first figure in order to make the reference easier.

In the two reports which are submitted with this thesis as supplements and treated in the text as Chapters I and II respectively, the equations, diagrams and tables were originally not assigned by three figures. However, they will be referred to in the same manner as mentioned above (with I and II in the place of the first figure) in order to maintain the consistency throughout the text.
ii) * : When this symbol appears between two quantities, it indicates that the two equantities are convoluted. When the same symbol appears as a superscript of a certain quantity, it indicates either the Z-transform of the quantity, or the conjugate of the quantity.
iii) Negative and positive subscripts are introduced to enable functions of the complex frequency variable and carricr frequency to be written in abbreviated form. For example:

$$
G_{ \pm}(s) \equiv G(s \pm j \Omega)
$$

## CHAPTER 1

## INTRODUCTION

### 1.1 General features of a.c. servomechanisms

A.c. or carrier-systems, in which the low-frequency information is transmitted by means of a modulated high-frequency carrier, have numerous advantages over d.c. systems. The problem of d.c. drift in the anplifiers is eliminated and the various components are simple, rugged and reliable. Synchros have no wire-spacing noise component of potentiometers. Twophase servo-motors are comrutator free. The high-frequency carrier permits miniaturization and greater power per unit weight. The information can be modulated on to a second higher frequency carrier for telemetering.

Because of all these advantages, a.c. or carrier-systems have acquired a wide scope of application particularly in the fields oí industry, instrumentation, computers and air-borne equipment.
1.2. Principle of operation of a typical modulated-carrier positional control system.

An a.c. servomechanism controlling the output-shaft position $\gamma_{L}$ is shown in Fig. 1.2.1. A transmitter-coincidence transmitter synchro-syster is employed to detect the error signal $\mathcal{E}$ which appears as the envelope of a modulated signal. The modulation effected in the synchro-system is in the form of rotary modulation ${ }^{1,2}$ which differs from the simple multiplicative modulation, a type which takes place in potentioneters and choppers.

The actuating signal, produced by the synchro-system, is


FIG.1.2.
SCHEMATIC DIAGRAM OF A TYPICAL MODULATED-CARRIER POSITIONAL CONTROL SYSTEM
amplified using an a.c. servoamplifier, which drives the control winding of a 2-phase servomotor. The roference winding of that servomotor is excited by a fixed voltage at the carrier frequency. The 2-phase servomotor, which is utilized as the power member, is coupled to the load member by an appropriate gear train.

When the system is either found unstable or its overall performance does not satisfactorily meet the specified requirements, one of the following compensating techniques may be employed:
i) Tandem compensation in which the compensating networks or devices are inserted in cascade with the main error channel.
ii) Feedback compensation in which the compensating devices may be placed cither in the main feedback path (for instance, the case of a.c. tachometer), or in a subordinate feedback path (c.g. using a compensating network in a minor loop around the a.c. servomplifier).
iii) Load compensation.
iv) Any combination of the above three methods. Where the first two methods are illustrated in Fig. 1.2.1.

It is also possible, to a limited cxtent, to change the system performance cither by changing the components parameters thus obtaining different time constants, or by adjusting the gain, hence altering both the stoady-state performance, the phase, and gain mergins. Small modification of the transmission characteristics can be achieved by adjustment of the phase of the demodulation reference $1,2,3$, a method which may be casily used as a final refinement to achieve the optimal system performance.
1.3 Problems associated with the design of a.c. servomechanisms

As it has been shown above, the conventional a.c. servomechanism is characterized by the transmission of the data as the envelope of a suppressed-carrier amplitude-modulated signal. The proper design of such system therefore depends on a knowledge of the change in transfer functions of the various components produced by the modulation and demodulation processes.

The modulation and demodulation can be considered with good approximation, as linear operations when the signal bandwidth is very small (less than 10\%) compared to the carrier-frequency as usually the case in communications systems, In a.c. control systems, however, the signal frequencies may approach the same order of magnitude as the carrier frequency. This necessitates the use of an exact analysis of the various components in order that accurate and reliable results may be obtained.

Large deviations in carrier frequency (particularly common in air-borne equipment) and changes in the carrier phase in the various components and networks raise two significant problems. The variations in the carrier result in variations in the modulation transfor functions of tuned compensators 76-81 and in the dynamic behaviour of the 2-phase sorvomotors $2,19,27,79$ and synchros 2,27 .

In order to assess the stability and general performance of an a.c. sorvomechanism, its modulation frequency response has to be obtained experimentally. Such experiment requires a test signal in the form of suppressed-carricr amplitude-modulated wave. Although such signal can be easily generated by conventional electronic modulators, nevertheless, for practical reasons, the ratio modulating frequency to carricr froquency is limited to about $10 \%$. Furthermore, quantities such as the output and the crror
appear an amplitude modulated electric signals which require to be demodulated in order that the attenuation and phase shift of their envelopes may be measured. If the demodulation process is accomplished by clectronic means, a limitation on the ratio modulating frequency to carricr frequency of almost $10 \%$ again has to be imposed on the signals to be measured, otherwise distortion will take place leading to inaccurate results. In view of this practical linitation, the systom frequency response can be obtained over only a small range. This may not give an adequate information for the design purposes.

### 1.4 Review of previous work

### 1.4.1 General

In the recent years, particularly during the last two decades, there has been a considerable amount of work performed on the various aspects of a.c. servomechanisms. Methods of anelysis, synthesis, and design techniques for these systems have been developed to meet their rapidly expanding field of application. The growing realization of the potentialities and numerous advantoges of the a.c. systems over their counterpart the d.c. systems explains their continually increasing demand at present and forecasts the prospects of more new exploitations in the future.

The rast contributions of various authors have resulted so far in a better understanding of the basic principles involved in the operation of a.c. scrvomechanisms, and in much improved descriptions of their basic componente. To formulate the present work on a sound basis and to specify the various areas where further development is needed, a careful study should be made of the previous work published in this field.

In this section, therefore, it is intended to outline a general survey of the previous work in the relevent topics.

### 1.4.2 Two-phase servo-motor.

Over the years 2-phase servomotors have received considerable attention. References 4 to 21 give a selected bibliography which deals with servomotor analysis from verious points of view.

Of previous work performed on induction-motor transients, Stanley ${ }^{4}$ has derived differential equations for both 2-phase and 3-phase motors. By employing perturbation analysis about a steady-stote condition (thus making the equations linear and their solution more simple), he then obtained current and speed trensients.

Koopman ${ }^{5}$ has presented on anolysis to the 2-phase servomotor based on the symmetrical component technique. The derived equations, therefore, are only applicable to the steady-state performance. Leter, Bond ${ }^{6}$ used the same technique of analysis but in a more condensed form.

By adopting linear approximation for the curves of the torque-speed characteristics, Br own ${ }^{7}$ represented the 2-phese servomotor by a transfer function with a single time constant. In high bandwidth applications, however, this representation is not valid as a phase shift greater than 180 degrees was observed ${ }^{8}$. A second high-frequency break point was therefore sugeested by Br own ${ }^{8}$. Nevertheless, his theoretical results, which involve some lineorising assumptions, do not give close agreement with his observations.

Hopkin ${ }^{9}$ was primarily concerned with the transient response aspect of the 2 -phase servomotor to certain specified inputs. By assuming a torque equation linearly related to the speed, he was able to set up a differential equation with variable coefficients. The solution of this equation for a step input function to the control winding was obtained whose form appears as if the motor response is governed by only one time constant. It is noticed, however, that the experimental results suggest a second time constant on which Hopkin commented that, for most cases, it is sufficiently small to be neglected. Chang 10 developed a transient performance description on the basis of the equivalent circuit. He noted that the effect of the reference winding on the electrical transients is small enough and thus only the control winding equivalent circuit was considered, taking into account the effect of finite driving amplifier output impedance. Chang's analysis, however, does not provide adequate information about the performance or design of the 2 -phase servomotor.

Mikhail and Fett ${ }^{11}$ have developed an expression for the electric torque as a function of the stator currents and motor speed. In transforming the equation to the complex frequency domain, with the aim of establishing a transfer function, they failed to use the complex convolution technique ${ }^{124}$ required to solve the terms appearing as multiplication of two time functions.

Kutvinov ${ }^{12}$ considered the special features in the determination of the coefficients of the transfer function of a 2 -phase motor for amplitude and phase modulations. In his analysis, the effect of non-linearity in the motor control characteristics has been included. However, the expression obtained for the transfer function is too
complex to be of any practical value.

References 13 and 14 are primarily concerned with the derivation of suitable design criteria rother than performance description. Solutions of the air-gap equation ${ }^{14}$ have been obtained for the fictitious conditions of flux forcing and current forcing; the operating condition will, in practice, lie between these two conditions. The analysis developed is suitable only for the steady-state operation of the 2 -phase servomotor.

By assuming linear and parallel curves for the torque-speed characteristics, Lohte ${ }^{15}$ derived the steadystate torque equation as depending on the square of the control signal, and line of the and, and linearly dependent on the motor speed. From this, he proceeded to obtain the dynamic characteristics described by a differential equation of the first order, but with variable coefficients. The author then deduced a transfer function in terms of amplitude so that the behaviour of the motor can be studied by a series of Nyquist diagrams.

Using a more physical approach of simplifying and idealising the configuration of the induction motor, West et al ${ }^{16}$ obtained a relationship between the torque and rapid variations of stetor-supply frequency about a fixed base frequency. With a good deal of assumptions, the developed analysis enables the frequency response and graphical solution (phase-plane) for the transient to be obtained. The analysis, also, suggests a fairly simple analogue simulator.

Hughes et al ${ }^{17}$ considered the analogue simulation of
the induction machine with the aim of providing a convenient general model from which both starting transient and unbalonced operation of the machine may be predicted. The equations employed for the simulation have been derived on the basis of the 2 -axis generol the ory of machines ${ }^{122}$, which give e mathematical model identical to that derived by Stanley ${ }^{4}$. Law and Schmitz ${ }^{18}$ have adapted Stanley's fundemental differential equations of the 2 -phase induction motor to form amenable to the solution on a large-scale digital computer employed as an analogue device. In this way, it was possible to eliminate difficulties previously associated with analogue computer inaccuracies. The authors presented calculated and meas ured trensient curves showing the behaviour of the servomotor under a variety of operating conditions, involving sinusoidal excitation through non-linear discontinuous impedances.

Wilson ${ }^{19}$ derived an analytical expression for the modulation transfer function of the 2-phase servomotor. His analysis is, again, based on the generalised 2 -axis machine theory, although he adopted more simplifying assumptions in addition to those involved in the theory in order to arrive at the analytical solution. With the modulation transfer function developed, he was able to study the effects of corrier frequency drift and phase misalignment on the locations of the poles and zeros in the complex frequency plane.

Rogers ${ }^{20}$ presented a linearised anolysis of the induction machine speed transients due to small voltage and torque disturbances. Discussion of the effects of supply frequency on these transients was included. A graphical
method (root-locus) was used rather than the more traditional frequency approach, for synchronising and damping torques, which could well be followed at the design stage to predict transient performance.

Hesmondhalgh and Driver ${ }^{21}$ were fundamentally concerned with the development of an earlier theory ${ }^{14}$, so that it may be applied directly to the design of the a.c. servomotor. As such, the paper does not directly contribute to the performance analysis.

### 1.4.3 Error-detector

One of the fundamental reasons for the existence of carrier control systems is the availability of numerous transducing devices which either generate or are driven by modulated carrier signals. Classification of the basic electromechanical transducers are given in Reference 22, accompanied by description of their mechanical and electrical constructions. References 22 and 23 describe the basic principles of these devices in a fairly general and simplified manner.

In a.c. servomechanisms, the most common types of error-detectors employed are:
i) Potentiometer-bridge (resistive class of transducer, commutating type),
ii) Synchro-systems (magnetic-field class of transducer, variableutransformer type).

For a.c. excited Iinear potentiometer-bridge, the output is in the form of suppressed-carrier amplitude modulated wave 22,23 (S.C.A.M.), provided that any load
which is connected across the output terminals is much greater than the potentiometer total resistance. On the other hand, Morris ${ }^{1}$ has shown that the output from variometers and related devices (such as synchros, magslips, ... etc.) does not consist simply of S.C.A.M. as is commonly supposed, but includes a tachometric voltage which may usefully be employed for stabilization purposes ${ }^{1,2}$. To distinguish this type of modulation from the multiplicative type (S.C.A.M.), Morris proposed the term rotary modulation (R.M.). His analysis, however, is based on the assumption of negligible impedance of the excited winding; i.e. flux forcing condition, and therefore its validity is limited in practice.

### 1.4.4 Techniques of compensation

In general, the design of a.c. servomechanisms is carried out to provide not only system stability, but also overall characteristics such that certain prescribed performance specifications are satisfied. If, however, these requirements are not met, gain adjustment may be attempted as a first step for its simplicity, and if this in turn does not offer the best possibility of matching the specifications, one has to resort to some compensation technjque suitable to the system under consideration.

Compensation, principally, involves one or more of the following mathematical processes operating on either the output or error information
i) Proportional,
ii) Differentiation,
iii) Integration.

In practice, these operations are realised approximately by devices and electric networks which may be classified as below:

I Load compensation.
II A.c. tachometer feedback.
III Tandem compensation
a) Passive electric networks
i) Linear.
ii) Non-linear.
b) Active networks
i) Linear.
ii) Non-linear.
iii) General.
c) Periodically-switched linear networks or chopper networks.

### 1.4.4.1 Load compensation

This type of compensation can be
introduced using electromechanical compensating networks ${ }^{24-26}$. Since compensation is effected entirely mechanically and on the low-frequency signal (the output-shaft rotation), rather than on the modulated signal, it is insensitive to carrier frequency deviations.

Low-frequency filters ${ }^{2}$ of great stability can be built with mechanical elements whose inertias and spring constants are invariant. Coulomb friction and stiction are the main difficulties in filters of this kind.

Viscous dampers attached to the motor shaft are in common use $2,23,27$. One type of viscous damper consists
of a container of viscous fluid in which the rotor is immersed. This arrangement works well, but the fluid is usually sensitive to temperature. The same effect can be obtained with eddy-current dampers which eliminate some of the temperature problem. Both the fluid and eddy-current dampers increase the velocity-lag error which is usually undesirable.

Acceleration dampers ${ }^{27}$ act more in the manner of a lead network and provide damping in the transient period without increasing the velocity-lag error.

Oscillation damper ${ }^{28}$ (tuned or untuned) can be used to change the apparent characteristics of the load. Hall ${ }^{28}$ has demonstrated that oscillation dampers can be employed to obtain the equivalent of tachometer feedback.

Truxal ${ }^{27}$ mentioned three significant ways in which mechanical networks are less flexible than the electrical counterparts. These are given below:
i) The mechanical realisation of mutual mass is frequently troublesome,
ii) A centering problem exists in the practical use of dampers,
iii) The dampers are actually characterized by more nearly a square law than a linear relation between force and velocity.

### 1.4.4.2 A.c. tachometer feedback

The a.c. tachometer, or induction generator, is very similar in both appearance and construction to the
small 2-phase induction motor. Its principle of operation ${ }^{22}$ is such that one of the stator winding (reference) is excited by the carrier signal. At standstill no coupling exists between the two windings, so that no electro-motive force (e.m.f.) is induced in the quadrature winding. When the rotor revolves, the conductor cuts the field due to the exciting winding, and the induced rotational e.r.f. causes a rotor current to flow in the quadrature axis, setting up space-quadrature flux at carrier frequency and inducing an e.m.f. into the quadrature winding. In simple theory, the rotational induced rot or e.m.f. is proportional to speed, so that the quadrature flux a nd induced e.m.f. in the quadrature-axis winding are both proportional to speed. The a.c. tachometer is usually erployed to generate speed information signal for negative feedback stabilisation.

Due to the similarity of construction, the analysis of a.c. tachometer has pursued a similor pattern as that of the 2-phase servomotor. Frazier ${ }^{29}$ applied the symmetrical components technique to the equivalent circuit of the machine. In this way, he established the steadystate characteristic equation for the output voltage. In a later paper, Frazier ${ }^{30}$ presented an analytical analysis of the drag-cup a.c. tachometer when excited by a current source. Chang ${ }^{10}$, in his treatment, considered the a.c. tachometer behaviour as equivalent to an ideal modulator followed by a linear network. The linear network takes into account not only the equivalent circuit of the a.c. tachometer winding, but also any correcting network connected to the output terminals.

Knox ${ }^{31}$ was primarily interested in determining criteria suitable for good speed-voltage linearity, and in finding
out the means of minimising the errors introduced by the variation of operating conditions. He employed a more physical approach to the analysis by which he was able to derive an approximate expression for the output voltage.

References 32 and 34 present performance analysis to the a.c. drag-cup tachometer when used to measure the shaft angular acceleration. In this application, one winding is excited with direct current and the output voltage from the other winding is found, using coupledcircuit theory, approximately proportional to the acceleration. The analysis showed that ideal characteristics are exhibited for low frequencies and small speed variations, and that small rotor time constants are necessary if this ideal range is to be large.

Trickey ${ }^{33}$ developed a general method of performance calculation, based on the same circuit equations, when the a.c. machine is used for three applications; phase converter, a.c. tachometer generator, and single-phase brake. The treatment given provides useful information from the design view-point. Reference 14 also gives design criteria for the a.c. tachometer, though using a different approach. The analysis given in this reference has been developed from first principles using winding data and physical dimensions. Emphasis has been placed on the importance of the rotor time-constant as a design criterion, while the effect of rotor leakage reactance on the performance has been shown to be negligible. The performance characteristics are, however, only applicable to the steady-state operation.

### 1.4.4.3 Tandem compensation

In both load and simple feedback compensation, the compensating device is operating on the output signal, which is not a modulated wave, thus the same principles apply for a.c. and d.c. systems. In tandem compensation, however, the compensation network is to operate on the envelope of a modulated signal as shown in Fig. 1.2.1. Synthesis of such networks, therefore, represents a major problem in a.c. systems design.
a) Passive electric networks.
i) Linear

Demodulation-c ompensation-remodulation provides one of the simplest procedures for the design of linear networks 23,27 . Since the resulting a.c. system is no different than $d . c$. system, the root-locus method and Guillemin's procedure are directly applicable ${ }^{27}$. Although such schemes have been used extensively, not only because of the ease of design but also for the relative insensitivity to carrier frequency variations, the amount of equipment involved is excessive for many applications. Furthermore, the additional modulators and demodulators will result in generation of undesirable high harmonic noise which usually must be suppressed by filters. These harmonic suppression filters, however, introduce phase lags which often reduce the relative stability of the system.

Modification of the dynamic characteristics of the information by means of Iinear passive networks inserted in the carrier channel has been examined by a great many authors. In the author's opinion, Morris ${ }^{1}$ was the pioneer in giving a fairly general analysis to such
networks which enables the modulation frequency response to be directly determined from the simple frequency response of the network. Two treatments were presented in the paper based on graphical and symbolic techniques. In a more recent paper by Douce and Edwards ${ }^{35}$, a similar graphical approach was described, though the treatment given by Morris is more general in three important aspects (as pointed out in Reference 36):

1. The modulation response locus may be found directly for any phase relationship between the modulation and demodulation reference carriers.
2. The graphic and trigonometric treatments are accompanied by a symbolic analysis in terms of the "j" notation. The method is then not extremely laborious analytically.
3. The paper gives a treatment of both multiplicative and rotary modulation systems.

In an unpublished article ${ }^{37}$, Morris attempted to establish a basis for the analysis of the dynamic shaping of a signal modulated by a carrier by means of determining the transmission characteristics of each sideband separately, and then combining the results. The developed basic analysis was then applied to simple first-order RC networks for deriving their multiplicative modulation responses from their simple harmonic frequency responses using three techniques of analysis, trigonometric, diagrammatic, and symbolic. The graphical method employed depends on extensive use of the frequency calibration of the frequency response locus. In order to extend the application of this method to second-order networks, Morris ${ }^{38}$ developed simple procedures to calibrate the frequency of the second-order loci.

Several analytical approaches $39-44$ have been devised for determining the exact envelope transfer functions of linear networks. Chang ${ }^{40}$ and Candy ${ }^{41}$ introduced the concept of the doubly-complex variable which enables vector expressions to be derived for impedances, admittances, and transfer ratios of linear electrical circuits. With the application of bifid operators ${ }^{45}$, Candy ${ }^{41}$ was able to obtain the response of circuits to non-sinusoidal amplitude modulated signals. References 42 to 44 present derivations for arbitrary envelope functions. Panzer ${ }^{43}$ derivations are the most rigorous and complete. His analysis is based on Laplace transform technique and the treatment covers cascaded elements and clded loops employing elements of all types (modulator, demodulator, and linear network) in any configuration.

A review of the various analysis described in the Ziterature referred to above clearly shows that synthesis of linear passive networks which may modify the envelope of the modulated signal in the same way that d.c. compensation networks operate cannot be physically realized. However, adequate approximations can be obtained in a wide variety of cases.

Blanton ${ }^{46}$ has shown that the a.c. compensation characteristics should, theoretically, have symmetrical amplitude response and skew-symmetrical phase response around the carrier frequency, both considered on arithmetic frequency scale basis. This condition cannot be realized by linear passive networks except for the trivial case of $\Omega=0$. However, within a Iimited frequency band on either side of the carrier frequency $\Omega$, physically realizable networks, exhibiting geometrical symmetry
rather than arithmetic symmetry about $\Omega$, can provide good approximation. With narrow-band information frequency, there are two standard techniques for this approximation: the low-pass band-pass transformation, 47-49 which can be used regardless of the form of the transfer function of the equivalent d.c. network; and the approximation by a transfer function with poles on the negative real axis in order that the network may be $R C^{50-57}$ (e•g., twin-T, bridge-T).

Carlson and Truxal ${ }^{58}$ presented a direct approach to the synthesis of carrier compensation networks through a logical application of pole-zero concepts of network synthesis. The technique used is based on choosing a combination of poles and zeros which is realizable and approximately gives the desired overall gain and phase characteristics.

Gronner ${ }^{59}$ employed the trigonometrical relations and approximations given below

$$
j \omega_{m}=j(\omega-\Omega) \simeq j \frac{(\omega-\Omega)(\omega+\Omega)}{2 \Omega} \simeq \frac{\Omega^{2}+(j \omega)^{2}}{2 j \Omega} \quad 1.4 \cdot 1
$$

(where $\omega_{m}$ is the modulation frequency) which led, on substitution into the transfer functions of standard d.c. compensation networks, to resonant, modified resonant, symmetrical parallel, and bridged-T networks.

A somewhat different approach to the synthesis procedure has been described by Hellerman 60 . The technique adopted requires the availability of a
quedrature input signal (i.e., a signal with the same modulation as the original signal, but on the quadrature carrier). Each of these signals is then passed through separate Iinear networks $H_{D}(S)$ and $H_{Q}(S)$, and the responses are added to form a single modulated output signal with zero quadrature. Hellerman proves that both $H_{D}(S)$ and $H_{Q}(S)$ are realizable, provided that $H_{D}(P)$ is realizable as a "low-pass prototype network". This method is obviously not suitable in practice as the quadrature signal is generally not available.

In developing Carlson and Truxal work, Levenstien 44 has shown that the synthesis of envelope networks can be treated in a fashion analogous to the approximation problem of classical network synthesis. The steps proposed are summarised below:

1. Approximate the specified $H_{D}(P)$ by a function having the permissible pole-residue pattern.
2. Compute the $H_{Q}(P)$ corresponding to the selected $H_{D}(P)$ 。
3. Optimize the parameters of the selected $H_{D}(P)$ to minimize the difference between the actual and desired $H_{D}(P)$ and $H_{Q}(P)$, based on a prescribed "goodness" criterion.
4. Derive $H(S)$ from the optimized $H_{D}(P)$ according to the relationship

$$
H_{D}(S)=\mathbb{R} H(S-j \Omega) \quad 1.4 .2
$$

5. Synthesise the network from $H(S)$ by conventional circuit synthesis.

The "error" or "goodness" criterion chosen to optimize
the selected $H_{D}(P)$ essentially determines the detailed structure of the network and its parameter values. For example, approximation of $H_{D}(P)$ by conjugate complex poles leads to real poles of $H(S)$ which permits synthesis by $R C$ networks, whereas approximation of $H_{D}(P)$ by triplets and quadruplets leads to complex poles of $H(S)$ and hence RLC networks. Weiss ${ }^{61}$, in continuing Levenstein's work, has shown that a particular set of optimization criteria leads to the conventional low-pass band-pass approximation, and at the same time to the currently used RC lead networks. Weiss has also shown that the only practical network which can be synthesised is the bi-quadratic lead network. The bi-quadratic lag network is impractical because of the large coil Q's required; higher order functions are impractical because several tuned circuits must be kept aligned.

Sapfirov ${ }^{62}$ treated the ideal sinusoidal modulator and demodulator as linear elements with periodical coefficients which allowed the a.c. system to be described by linear differential equations with periodical coefficients. An approximate synthesis procedure was then developed based on the assumption of negligible high harmonic signal components, and that the poles and zeros of the modulation transfer function should lie at distances very small compared with the carrier frequency.

Synthesis through the use of low-pass to band-pass techniques, described in detail in the Iiterature ${ }^{47-49}$, results in passive RLC networks. Although this type of network has the advantage of providing a wide variety of transfer functions, it is very limited in practice due to the stray marnetic field and non-linearities introduced by actual inductors, excessively high $Q$ requirements,
high cost of special coils, the necessity of very large values of inductance, and large weight and size. For these reasons there hes been considerable emphasis on employing RC compensating networks prticularly of parallel-T and bridged-T configurations 50-57. Both RLC and RC networks have, however, the serious drawback of being considerably sensitive to carrier frequency deviations as they exhibit the notch-characteristics.

## ii) Non-Iinear

Comparatively little development is detected in this field which may be attributed to the supersedence of the chopper networks which will be discussed later in this Section. Diporse ${ }^{63}$ has shown that phase lead of the envelope of a modulated carrier can be achieved with non-linear networks which are independent of the carrier frequency. The network employed utilizes d.c. currentcontrolled rectifiers as variable carrier-frequency admittances.

Another type of non-linear differentiator incorporating Deltamax or square-hysteresis-loop cores as memory devices to compare each half-cycle amplitude with the following half cycle has been introduced by scorgie ${ }^{64}$. Clegg ${ }^{65}$ suggested the use of a class of networks which employs diodes as the non-linear elements.

## b) Active networks.

## i) Linear

It has been widely recognised that by combining passive RC networks with active elements (such as
transistors), considerable advantage other than isolation can be obtained among which:

1. The ability to realize $R C$ active networks that have the flexible characteristics of RLC passive networks but do not require inductors.
2. The ability to reduce the effect of parasitic resistances in inductors and subsequently allowing the realization of a.c. compensating networks with characteristics approaching, or even exceeding, the desired characteristics of designs based on the use of ideal conductors.

There are several ways in which active elements can be introduced into compensating network design. Two of the more common active network synthesis techniques are:

1. Techniques which combine active circuits and RC elements in a form of feedback configuration 66,67 .
2. Designs which use the active circuits as negative impedance converters ${ }^{68-70}$.

## ii) Non-Iinear

By polarizing thermistors with a steady alternating current of the same frequency as the carrier, the impedance of the thermistors to the envelope of modulated signal has been shown ${ }^{71}$ to be equivalent to those obtained by RLC networks, provided that the carrier frequency is sufficiently high so that the thermistor resistance would vary in the same way as with d.c. polarized signal. Solbaken ${ }^{72}$ used two thermistor elements connected in a four-arm-balanced-bridge to obtain an integration operation on modulated signals.

The suppressed-carrier amplitude-modulated wave being applied to the heater windings, which in turn varies the resistance of the beads, and hence a voltage appears across the output terminals of the bridge. However, due to the relatively slow action of the thermistors, circuits based on their use are only suitable to very low modulation frequency applications.

Levinson ${ }^{73}$ has described a novel property of certain non-linear circuits, whereby the steady-state describing frequency response exhibits gain-phase relationships that are proven to be unrealizable by linear circuits. He showed and analysed several examples of non-linear circuits exhibiting gain reduction without phase change which are desirable features for servo stabilization.

Although chopper networlss may suitably come under the heading of non-linear active networks, they are going to be reviewed separately in a later Sub-section for their special importance in the present work.
iii) General

McDonald ${ }^{24}, 25$ has shown that low-frequency filters of great stability canbe built with electromechanical networks. Two representative electromechanical networks are briefly described below:

1. A 2-phase motor driving a drag-cup tachometer performs the functions of demodulation-phase lag, and remodulation. The time constant of the phase lag can be adjusted by changing the inertia of the system. Connected in negative feedback around a carrier amplifier, this can provide a single real
zero (with respect to the information), whose time constant is controlled by the inertia, and a residual pole, whose position is controlled by the amplifier gain.
2. In the feedback branch of a carrier amplifier, a 2-phase torque motor for demodulation, a spring-massdamping resonant system with torque input and position output, and an induction pick off for measuring position and remodulation can be placed. Connected in negative feedback, the overall system displays a pair of complex poles modulated on the carrier, but with poles also at carrier frequency. The inertia of the motor provides the low-pass characteristic needed for demodulation and is simultaneously useful in the resonant circuit.

The main disadvantages of such networks are the complexity, inflexibility of the design, cost, weight, and space.

Tustin ${ }^{74}$ has described two possible devices:

1. The oscillating inductor as phase advancer,
2. The mechanical vibration absorber.

Apparently, no further investigations have been carried out into the first device, whereas the second device is, in fact, the load compensation technique discussed earlier.

Volz ${ }^{75}$ effectively employed the technique of demodulation - d.c. electrical passive network - remodulation to obtain phase correction for the envelope of the modulated signal. Although this method is insensitive to carrier frequency drift, it is usually undesirable because of the
low-pass filters required for the demodulation, and because both processes (demodulation and remodulation) take noise which is outside the band of information frequencies and beat it into the signal, where it cannot be removed.
c) Periodically-switched Iinear networks or chopper networks.

In assessing the relative advantages of the aforementioned tandem compensation methods, the linear passive networks can be regarded as the most superior in terms of ease of design and construction, adjustment, size, weight, power requirement, and cost. However, since these networks (bridge-T, twin $T$, and RLC networks) possess notch characteristics which must be tuned to the carrier frequency, the success of their operation largely depends on the stability of the carrier frequency. Unfortunately, in some important applications, for example, in airborne control systems where the need to keep the physical weight and space of the system to a minimum prevents the use of suitable frequency regulating equipment; the carrier frequency fluctuates considerably.

The adverse effects of the carrier frequency drifts have been studied by several authors, some $76-81$ of whom have revealed that within a definable range of carrier frequency variation, the original compensating network still provides adequate system compensation. One of the earliest attempts to achieve the specified form of compensating network whose characteristics are approximately independent of the carrier frequency over a narrow band of drift was outlined by Notthoff ${ }^{76}$. He proposed the use of fourth-order transfer functions as an approximation to
the ideal characteristics. Double twin-T network can realize these characteristics, in which one twin-T is adjusted for an amplitude minimum at the carrier frequency minus the desired bandwidth, and the other is adjusted for an amplitude minimum at the carrier plus the desired bandwidth. Nashman et al ${ }^{78}$ have presented an exact method of analysis of a.c. notch networks which includes both the effects of carrier frequency variations and motor field misalignments. Mehelish and Murphy 79 studied the effects of carrier frequency variations on the performance of tuned compensators and on the $c l o s e d-$ loop performance of a complete carrier control system taking into account the change in the servomotor characteristics with the carrier frequency. They presented an experimental technique devised for analysing this problem based on the assumption that the 2-phase servomotor transfer function can be described by one time constant. They further concluded that the effect of carrier frequency drift on the a.c. transfer function of the tuned compensating network decreases with the increase of the pole/zero ratio. Hence, since the bridged-T network usually provides a larger pole/zero ratio than its RLC counterpart, the RC circuit is superior in this respect. However, as the pole/zero ratio increases, the effect of noise in the system increases. It is therefore necessary to compromise between a design which yields a small signal-to-noise ratio and one which yields a system that is very sensitive to changes in carrier frequency. Weiss 80 has shown that the behaviour of the overall modulation transfer function due to changes in the carrier frequency can be best studied in terms of pole and zero migrations in the complex frequency plane. Nagrath and Arya 81
modified the available complicated exact expressions of the in-phase and quadrature envelope transfer functions ${ }^{44}$ for notch - type networks in a manner to be wieldable for practical network design under the condition of predetermined carrier froquency drift.

Smith ${ }^{2}$ has shown that small carrier-frequency drifts can be compensated for by a fixed shift in the phase of the demodulator reference carrier. This phase shift results in zeros movements in the complex frequency plane, and therefore may be adjusted to suitably relocate these zeros to give extra phase lead. If, however, either the carrier-frequency drift or its rate of change is large enough, an automatic phase shifter must be used. Smith ${ }^{2}$ described a system of this type in which a sample twin-T adjusted for full rejection is employed, with the positions of the poles and zeros with respect to the $j \omega$-axis identical to the positions of the poles and zeros in the twin-T used in the actual system, with respect to the line representing the phase shift on which the zeros have been adjusted in the actual system. A ring bridge demodulator follows the sample-T and delivers a direct current whose polarity depends on which side of the origin the demodulated zero folls. This controls the saturable reactor in the corrier reference-phase-shift circuit. Tracking between the sample-T and the system-T becomes important when the frequency deviation is large. Small phase errors will meke large differences in the demodulated zero location and in the carrier rejection ratio. However, the zero location at large frequency shifts can be vernieradjusted with a small RC frequency-dependent phase shifter in the feedback reference to the sample demodulator.

One of the detrimental effects of carrier-frequency drift, apart from the possible loss of the compensoting properties of the in-phase envelope transfer function of the tuned network, is the incresse of the quadrature signal ${ }^{77}$, which in turn may:

1. Saturate the amplifier thus limiting linear operation,
2. Cause excessive heoting of the servomotor control winding.

Such quadrature signal may introduce consideroble error in some applications such as in a null type recorder using a.c. servo system. Although the error due to the quadrature signal can be eliminated by adjusting the carrier excitation to the two windings of the servomotor at phase quadrature ${ }^{77}$, the risk of the amplifier saturation and heating problems still remain. Furthermore, it is practically very difficult to obtain exact phase adjustments. Methods ${ }^{82-84}$ have, therefore, been developed to surmount all the aforementioned problems, whose principle of operation is based on injecting a quadrature signal of appropriate magnitude and antiphase to that generated in the system so as to suppress it before amplification. If the carrier-frequency drift and hence the quadrature signal are not stable, the suppression must be controlled automatically. An auxiliary servosystem operating on the quadrature signal may be used, where the shaft of the servomotor is coupled to the sliding contact of a potentiometer energised by a quadrature carrier. The quadrature voltage picked up by this potentiometer is then fed back and added to the original signal for quadrature suppression before feeding the servoamplifier. However, the disadvantage of this system, apart from the extra weight, space and cost, is
that the some problem of exact quadrature corrier phase adjustment, as in the main loop, also exists. Williams and Payne ${ }^{82}$ introduced a quadraturo suppression device based on sampling technique, involving vibrator-type synchronous switches. The switches are arronged in such a way as to sample the signcl at the instants where the quadrature component passes through zero, and thus transmit only the in-phase component. Damping was obtained by using RC elements in conjunction with the switches similar in form to phase-lag RC chopper network (as will be discussed later). Hutcheon and Herrison ${ }^{83}$ outlined an electronic systern whose principle of operation is analogous to that of the auxiliary servosystem mentioned eorlier. The system is basically a quadrature generator employing two thermistors whose heaters are connected differentially and driven from a transistor demodulator. The corresponding thermistor beads act as a variable voltage divider which is used to control a suppression signal of precise quadrature phase. The main drawback of this device is the slow action of the thermistors. Constable ${ }^{84}$ was fundamentally interested in removing the quadrature component generated in synchros ${ }^{1}$ particularly desirable when employed as signal generators. He found that perfect integration is the answer. As an approximation, he used phase-lag networks, which are only suitable for a particular carrier frequency. This method is therefore not suitable under variations in carrier frequency.

A direct method of compensating for carrier-frequency drifts is to automatically reture the notch network so that the null follows the carrier frequency ${ }^{85,86}$. Shurr ${ }^{85}$ accomplished this by employing an auxiliary servo-loop
consisting of a frequency detection network, amplifier, and a servomotor. He applied this self-adapting technique to a bridge-T network, with which he investigated the relative advantages of retu ning by varying either both resistances or only the shunt resistance. The auxiliary servomotor is operated such that it simultaneously changes the parameters in the frequency detection network to automatically provide proper positioning of the parameters which were shifted in the main notch network. Shurr used a sample bridged-T in the auxiliary-loop with source and load impedances matching the corresponding values in the actual system. The output of the sample-T is in-phase with the reference excitation of the auxiliary 2-phase motor when the notch frequency is equal to the carrier frequency. If the carrier frequency changes, the phase of the amplified output signal from the sample-T changes, and hence developing a torque in the auxiliary servomotor. This causes rotation of the motor shaft resulting in resistance adjustment in both the actual and sample-T networks until both are returned to the new carrier-frequency value. Although in varying the shunt resistance only, the minimum point of each notch varies slightly in magnitude and the transfer function does not remain constant, it is still more preferable to varying simultaneously the two resistances in view of the complexity of the latter. In a recent paper by Douce and Edwards ${ }^{86}$, a description of a system to track the carrier-frequency changes using a novel variable-null parallel-T filter in a feedback loop is outlined. The paper explains a means of increasing the notch sharpness of the null parallel-T network by including it in a feedback loop with a high gain amplifier; rendering the filter to be suitable for stabilizing a.c. systems of
very low natural frequency. Although the notch frequency of the parallel-T network can be adjusted by varying one of several combinations of two components simultaneously, accurate ganging is required to maintain a null over a wide frequency range. A simpler method ${ }^{37}$ is, however, possible where the null is adjusted by a single potentiometer feeding the low-pass-T of the parallel-T network. A condition for this potentiometer to be of negligible resistance can be satisfied in practice by including an emitterfollower immediately after it. In principle, the self-adaptive-filter loop is similar to that used by Shurr. A perturbating signal at the quadrature carrier is added to the main-loop servosystem error signal and the sum is applied to the filter. This perturbation signal gives zero output when the filter is tuned to the carrier frequency. If the filter is off tune, this perturiation signal appears in the filter output which, on being phase-sensitive rectified using a reference signal that is in phase quadrature with it, produces motor torque for the auxiliary tracking-loop, which is used to alter the potentiometer setting. The paper suggests the possible use of high-speed electronic multiplier in place of the motor of the auxiliary loop. The main disadvantage of this method lies in the fact of possible cross-coupling between the tracking loop and main control system, which results due to the appearance of a quadrature component for the servosystem error signal at the off tune filter output. This signal, in addition to the perturbation signal, will operate the auxiliary tracking circuit. To reduce such effect, the perturbation signal may be made very large in comparison with the main system error signal.

From the above survey, it is evident that the methods and techniques so far developed to compensate for carrier-frequency deviations in a.c. servomechonisms, in order to enable notch passive compensating networks to be used effectively, have resulted in more complexity, cost, size, and weight. These are contrary to the original objectives in selecting the linear passive networks in the first place. Recently, a new class of networks referred to as switched or chopper networks has been developed which excludes the aforementioned disadvantages. While its characteristics are independent of changes in the carrier frequency. Because of these advantages, there is a rapid expansion in its applications as demodulating compensators in a.c. servomechanisms in spite of the disadvantage of generating noise in the form of harmonics of the carrier frequency (due to the switching process involved).

Basically, the chopper networks consist of passive electric networks (usually of RC passive elements) whose elements are interconnected by switches operating in synchronism with the carrier. Their principle of operation is therefore very similar to demodulation d.c. compensation-remodulation all performed simultaneously instead of in sequence as in the conventional approach.

Several methods have been developed for the analysis of chopper networks ${ }^{88-111}$ based on two simplifying assumptions:

1. All the transformers and diodes associated with the synchronous switches are ideal,
2. Switching is instantaneous. This implies that the reference carrier signal controling the switching is either a square-wave, or that its amplitude is very large compared to the signal to be switched.

In this respect, Bolie ${ }^{88}$ has made an early contribution, confining his attention to a single-switch RC chopper network operating in its lagging mode. His analysis is based on the fact that the network is linear for each of the switching intervals, and hence linear differential equations can be readily solved and initial conditions matched at the switching instants. Bolie, in his treatment, adopted the assumptions of infinite load resistance and that $\delta T \ll R C$. With these assumptions, he obtained the response of the chopper network to a step function, and found that its expression is closely related to the response of a simple d.c. lag network with a time constant of RC/ס.

A general method of analysis has been developed by Murphy and Egan 89.90 which is based on the formulation of equivalent block diagrams coupled with Laplace and Z-transform techniques. They applied their analysis to the chopper network configuration used by Bolie ${ }^{88}$, but in both its phase-lag and phase-lead modes of operation. Their investigations, however, were confined to the simple case when the input modulation signal is in the form of a stepwfunction. The results of their investigations again confirmed those of Bolie in that the behaviour of the chopper networks discussed, under step-function modulation of the carrier, have the same effect as first.order d.c. lead or lag networks acting
directly on the step-function input. For the lagginc mode of operation, they extended their analysis to the case of finite load resistance, and thus found that the effective lag time constant of the chopper network is $R_{\text {eff }} C / \delta$, where $R_{e f f}$ is the equivalent of the parallel combination of $R$ and the load resistance. They also found that the effective lead time-constant is dependent on the phase of the carrier with respect to the switching voltage.

Goster ${ }^{91}$ showed that a sinusoidal modulator in series with an ON/OFF synchronous switch can be represented by an ideal sumpler followed by a block of a linear tronsfer function, provided that the maximum data frequency is very small compared to the carrier frequency (the representation becomes exact at zero modulation frequency). Making use of this, he was able to represent the chopper network by an approximate openloop sampled-data system which is different from the exact closed-loop sampled-data system representation developed earlier by Murphy and Egan. This has resulted in a much simpler method of analysis. Applying this technique to obtain the response of the chopper network analysed by Murphy and Egan in both its phase-lead and phase-lag modes of operation when subject to a stepfunction, Goster arrivedat the same results.

Bohn's 92 analysis is based on setting up Iinear differential equations to describe the chopper network during the switching intervals. Solving these linear differential equations can be done easily, but matching the initial conditions at the switching instants can be extremely completed except for the case of input
step-function modulation carrier. In obtaining the response of three demodulator lead type chopper networks (presented by Tustin ${ }^{93}$, Lyons ${ }^{94}$ and $\operatorname{Truxal}{ }^{22}$ ), Bohn ${ }^{92}$ confirmed the results obtained by Murphy and Egan 89,90 and Goster ${ }^{91}$, through the use of sampled-data systems. By invoking the assumption that the envelope is a slowlyvarying function of time as compared to the carrier frequency, Bohn was thus able to compute the amplitude of the envelope using quasi-stationary Fourier analysis. He noted that this amplitude, which is effectively the out put modulation function, changes with time in a way similar to the response of a d.c. phase advance network subject to input step-function. In this way, Bohn derived an "equivalent" d.c. network which operates on the data in an analogous fashion as the chopper network operates while the data is carried on a carrier. Such equivalence is only valid when the basic assumption ( $\omega_{\mathrm{m}} / \Omega \ll 1, \omega_{\mathrm{m}}$ is data frequency) is satisfied. In a later paper, Bohn ${ }^{95}$ applied his approximate method to derive the equivalent d.c. network for a double-switch single-capacitor chopper network ${ }^{96}$ when the switches are operating with zero fly-time. In an attempt to develop a simple practical design procedure for phaselead and phase-lag chopper networks to meet specifications on a.c.system performance, Knox and Murphy 97,98 used the concept of the equivalent time-invariant passive electric networks $90,92,95$. They determined the parameters of the equivalent network in terms of those of the chopper network employing the assumption invoked by Bohn ( $\omega_{\mathrm{m}} / \Omega \ll 1$ ), and hence applying the quasi-stationary Fourier analysis. Developing a set of design curves, they showed that the design procedure can become very simple, and that a great freedom in selecting the characteristics of the network
can be achieved by adjusting the time constant $\tau$, the carrier phase $\theta$ (where $\theta$ is defined as the phase of the carrier signal with respect to the gating signal), and the dwell time 5 , instead of being limited to adjustment of $\tau$ only as has been done in earlier work by Bohn 92,95 . The chopper networks considered by Knox and Murphy are:

1. Double-switch single-capacitor type operating in its phase-lead mode,
2. Double-switch double-capacitor type operating in its phase-lag mode.

While working out the various equations from basic principles, the author has found certain mistakes in the signs of some expressions given by Knox and Murphy in their article of Reference 97. It may be worthwhile to give the corrections here as below:

The signs of

1. The $\operatorname{term}(\tau \Omega \cos \theta-\sin \theta)$ in Eqn. 4, and
2. The term $\beta K_{2}$ in Eqn. 10
should be reversed.

Following similar steps, Nagrath and Pratap 99 analysed Lyon's ${ }^{94}$ lag chopper network (double-switch single-capacitor type originally patented by Whiteley ${ }^{96}$ ) and presented useful design curves, which again are only valid for the condition

```
\(\omega_{m} \Omega \ll 1\).
```

Weise 100 was fundamentally interested to verify the experimentally and intuitively derived behaviour of chopper networks proposed by some earlier
investigators ${ }^{94,101-104}$. He, therefore, attempted to give a rigorous steady-state analysis of an idealized model of the chopper network (in the form of doubleswitch single capacitor) ${ }^{96}$, with the objective to show that the envelope driving-point impedance is a capacitive reactance. Although, he restricted his analysis to the simplest case of zerofly-tine switches, the resulting expressions are extremely complicated, so that he had to resort to some approximation to prove that the major term is carrier-frequency independent. His principal conclusion is, however, that since the envelope response of the chopper network is different for the cases of current excitation and voltage excitation, one cannot achieve a unique envelope model of the chopper network.

To study the transient response of chopper networks, Walker and Wilson ${ }^{105}$ presented a simple analysis, based on the use of the Laplace Transform, for the double-switch single-capacitor chopper network ${ }^{96}$. Although they claimed the validity of their analysis for any value of fly-time of the switches, a thorough study of their work can reveal that it is only limited to the zero fly-time case. To prove this, it may be best done by examining Eqn. 6. The physical meaning of this equation may be explained as that the RC network of Fig. 7 (Reference 105) is energized from a source of voltage $e$ which is connected through a fictitious ideal reversing switch of zero flytime and shunted by a fictitious ON/OFF switch which acts as short-circuit to both the source and the RC network during the fly-time of the actual switch. This, in fact, does not represent the actual case, since the RC network remains open-circuit, and not short-circuit, during the fly-time. To simulate this, however, an additional correcting voltage must be introduced at each switching
instant in the form of a Dirac pulse, whose magnitude is equal to the voltage appearing across the capacitor at the same instant. The polarity of such voltage must be applied such that its resulting current drawn by the RC network will cancel the current flowing due to the charge on the capacitor, and thus giving the effect as if the RC network is open-circuited (this technique has been applied in the exact analysis outlined in Section 4.2 , which has resulted in developing a closed-loop sampleddata system ${ }^{89,90}$ capable of computing the voltage across the capacitor at the switching instants). In the Iimiting case of zero fly-time, however, the effect of instant short-circuiting of the fictitious ON/OFF shunt switch on the RC circuit becomes immaterial, since instant short-circuit and instant open-circuit theoretically have the same effect. Therefore, no additional voltage is needed, and Eqn. 6 as well as the subsequent derivations in Reference 105 consequently become valid.

Whiteley's 96 double-switch single-capacitor chopper network has recently attracted the attention of more investigators 106-110. References 106 to 108 have dealt with the chopper network in its phase-lead mode of operation, while Reference 109 dealt with it in its phaselag mode of operation. The approach to the analysis followed in these articles is basically concerned with deriving the transfer function using the Laplace Transform technique. After neglecting the high harmonic terms appearing in the output (on the grounds that these terms will be damped out by the filtering action of the induction motor), and the function in the term linearly related to the input was thus regarded as the transfer function. The expression of this transfer function is in the form of infinite summation, which the authors (of
the References 106 to 109) had to approximate by taking only the first term in addition to the constant term. The resulting approximate expression of the transfer function was shown to be bi-quadratic similar to those of the well-known notch networks. In examining the notch frequency (deduced from the bi-quadratic expression of the approximate transfer function), it was found related to the carrier frequency and thus any variation in the carrier frequency is reflected in a change of the notch position, which may suggest that the chopper network operates as if automatically self-tuned.

The analysis given in References 106 to 109 is limited to the case of zerofly-time operation of the switches. Any attempt to extend its application to positive fly-time operation, the initial condition values at the switching instants have to be taken into consideration in the manner explained above in discussing Reference 105. It may also be worthwhile to point out that the harmonic terms of the chopper network given by Eqn. 23 (Reference 107) do not include all the possjble combinations. To work out the correct expression for the output signal of the chopper network, the relevant equations $11,19,20$ given in Reference 107 may be reproduced here below:

$$
\begin{aligned}
& X(s)= G(s) V^{\prime}(s) \\
& V^{\prime}(s)= \sum_{m} \frac{2}{j m \pi}\left[V\left(s-j m \omega_{s}\right)-V\left(s+j m \omega_{s}\right)\right] \\
& m=1,4.3 \\
& m, 5, \ldots \ldots \infty
\end{aligned}
$$

and

$$
\begin{gathered}
V_{0}(s)=\sum_{n} \frac{2}{j n \pi}\left[X\left(s-j n \omega_{s}\right)-X\left(s+j n \omega_{s}\right)\right] \\
n=1,3,5, \ldots \ldots \infty
\end{gathered}
$$

where the various parameters are as defined in the Reference.

Thus, substituting Eqns. 1.4.3 and 1.4.4 in Eq. 1.4.5, one may express the output signal $V_{0}(s)$ as:

$$
\begin{aligned}
V_{0}(s) & =\sum_{n} \sum_{m} \frac{4}{n m \pi^{2}}\left[G ( s - j n \omega _ { s } ) \left\{V\left[s+j(m-n) \omega_{s}\right]\right.\right. \\
& \left.-V\left[s-j(m+n) \omega_{s}\right]\right\}+G\left(s+j n \omega_{s}\right)\left\{V\left[s-j(m-n) \omega_{s}\right]\right. \\
& \left.\left.-V\left[s+j(m+n) \omega_{s}\right]\right\}\right]
\end{aligned}
$$

To obtain the fundamental component of the output, one may substitute $n=m$ in the above expression and collect the terms associated with $V(s)$. This will yield an expression similar to that obtained from Eqn. 23 (of Reference 107). To obtain any harmonic component, however, a similar technique can be applied, for example, if $h$ represents the index of the required harmonic ( $h$ is even integer because both $n$ and $m$ are odd integers), then :

$$
m-n=h \text { is substituted in the terms } V\left[s+j(n-n) \omega_{s}\right]
$$

and

$$
m+n=h \quad n \quad\|\quad\| \quad \| \quad V\left[s+j(m+n) \omega_{s}\right]
$$

of Eqn. 1.4.6. This will yield an expression different from that obtained from Eqn. 23 (of Reference 107). The reason for this difference has resulted from the fact that Eqn. 23 has been derived from Eqns. 19 and 20 (reproduced above as Eqns. 1.4 .4 and 1.4 .5 respectively) only for the condition $n=m$, which led to the exclusion of many terms. It must be emphasized, however, that the subsequent derivations in References 107 and 109 were fortunately not affected by this, since they depend only on the fundamental component which is, nevertheless, correct.

Continuing the work outlined in References 106 to 109, Wilson ${ }^{110}$ presented an attempt for formulating an exact modulation model for two chopper network configurations:

1. Double-switch single-capacitor (see Reference 96),
2. Single-switch double-capacitor.

His investigation is limited to phase-lead mode of operation of the chopper network, and under the condition of zero-fly-time switches. The basis of his analysis depends on deriving the modulation transfer function from the transfer function obtoined by the method previously propounded by him and Walker 107,108. In computing the modulation frequency response of double-switch singlecapacitor chopper network by this method and the approximate method developed by Bohn 92,95 , Wilson discovered a considerable difference on which he commented
that it may be attributed to the approximation involved in Bchn's method. The author of this thesis, however, does not entirely agree with Wilson's comment because he believes that in deriving the modulation transfer function from the transfer function, Wilson has inadvertently neglected two other terms which may contribute a large part to the modulation transfer function. The following analysis may help clearing this viewpoint:

In examining Eqn. 1.4.6, the output of the chopper network can be shown to contain a fundamental component and even harmonics of the carrier. It is possible, therefore, to rearrange it in the more suitable form:

$$
\begin{aligned}
V_{0}(s)= & Y_{0}(s) V(s)+Y_{+2}(s) V\left(s+j 2 \omega_{s}\right)+Y_{-2}(s) V\left(s-j 2 \omega_{s}\right) \\
& +Y_{+4}(s) V\left(s+j 4 \omega_{s}\right)+\ldots \ldots \\
= & \sum_{n=-\infty}^{n=\infty} Y_{2 n}(s) V\left(s+j 2 n \omega_{s}\right)
\end{aligned}
$$

Where

$$
\mathrm{n}=0,1,2,3, \ldots . . . \text { integer }
$$

and $Y_{2 n}(s)$ represents the functions associated with the various output signal components, with the postsubscript indicating the index of the harmonic.

If the input signal is in the form of suppressedcarrier amplitude-modulated wave, i.e. :

$$
V(t)=x(t) \sin \left(\omega_{s} t+\theta\right)
$$

Where

$$
x(t)=\text { is the data signal, }
$$

$$
\omega_{s}=\text { is the carrier frequency }
$$

and $\theta=$ is the phase of the modulation carrier.

Applying the Laplace transform to both sides of Eq. 1.4.8, gives

$$
V(s)=\frac{1}{2 j}\left[e^{j \theta} x\left(s-j \omega_{s}\right)-e^{-j \theta} x\left(s+j \omega_{s}\right)\right] 1.4 .9
$$

Substituting Eqn. 1.4.9 into Eq. 1.4.7, the output signal can be written in terms of the date signal, thus

$$
\begin{aligned}
& V_{0}(s)=\frac{1}{2 j} \sum_{n=-\infty}^{n=\infty} Y_{2 n}(s) {\left[e^{j \theta} x\left\{s+j(2 n-1) \omega_{s}\right\}\right.} \\
&\left.-e^{-j \theta} x\left\{s+j(2 n+1) \omega_{s}\right\}\right] \\
& \ldots 1 \cdot 4 \cdot 10
\end{aligned}
$$

To determine the transmission characteristics of the chopper network with respect to the data signal, the envelope of the output voltage $V(s)$ should be compared with the input data signal $x(s)$. To accomplish this, the envelope may first be recovered by a demodulation process. The output of the demodulator may be written in general as:

$$
y(t)=V_{0}(t) \sin \left(\omega_{s} t+\varnothing\right)
$$

where $\varnothing$ is the phase of the demodulation carrier.

On applying the Laplace transform, Eqn. 1.4.11 becomes

$$
y(s)=\frac{1}{2 j}\left[e^{j \phi} V_{0}\left(s-j \omega_{s}\right)-e^{-j \phi} V_{0}\left(s+j \omega_{s}\right)\right] \quad 1.4 .12
$$

which gives on substitution into Eqn. 1.4.10

$$
\begin{align*}
& y(s)=\frac{1}{4} \sum_{n=-\infty}^{n=\infty}\left[e^{j(\phi-\theta)} Y_{2 n}\left(s-j \omega_{s}\right)+e^{-j(\phi-\theta)} Y_{2 n}\left(s+j \omega_{s}\right)\right] \\
& x\left\{s+2 j n \omega_{s}\right\} \\
&- \frac{1}{4} \sum_{n=-\infty}^{n=\infty} e^{j(\phi+\theta)} Y_{2 n}\left(s-j \omega_{s}\right) x\left\{s+2 j(n-1) \omega_{s}\right\} \\
&- \frac{1}{4} \sum_{n=-\infty}^{n=\infty} e^{-j(\phi-\theta)_{Y_{2 n}}\left(s+j \omega_{s}\right)} x\left\{s+2 j(n+1) \omega_{s}\right\}
\end{align*}
$$

Since the high harmonic components are assumed to be considerably attenuated by the 2 -phase servomotor, they can be neglected without committing a serious error. Thus, only the fundamental component has to be considered which may be deduced from Eqn. 1.4 .13 by substituting:

$$
\begin{aligned}
\mathrm{n} & =0 \text { in the first term, } \\
\mathrm{n} & =1 \text { in the second term, } \\
\text { and } \quad n & =-1 \text { in the third term. }
\end{aligned}
$$

$$
\begin{gathered}
y(s)_{\text {fundamental }}=\frac{1}{4}\left[\left\{e^{j(\phi-\theta)} Y_{0}\left(s-j \omega_{s}\right)+e^{\left.-j(\phi-\theta)_{Y_{0}}\left(s+j \omega_{s}\right)\right\}}\right.\right. \\
\left.-\left\{e^{j(\phi+\theta)_{Y_{+2}}\left(s-j \omega_{s}\right)+e^{-j(\phi+\theta)_{Y}}\left(s+j \omega_{s}\right)}\right\}\right] x(s) \\
=G_{m}(s) x(s)
\end{gathered}
$$

where $G_{m}(s)$ is the modulation transfer function.
Eqn. 1.1.14 shows that the modulation transfer function depends not only on the transfer function $Y_{0}$, but also on the functions $Y_{+2}$ and $Y_{-2}$ associated with the signal harmonic components of double carrier frequency appearing in the chopper network output (see Eqn. 1.4.7).

In this respect, Wilson's analysis considers only the contribution of the transfer function $Y_{O}$ (whose approximate expression is given by Eqn. 10, Reference 110) to the modulation transfer function, and does not take into account the contribution by the other two terms $Y_{+2}$ and $Y_{-2}$.

In considerine the single-switch double-capacitor chopper network, Wilson pursued an aralogous procedure by first deriving the transfer function and then deducing the modulation transfer function from it. Again, in this process he did not take into account the terms corresponding to $Y_{+2}$ and $Y_{-2}$ given above for the double-switch single-capacitor chopper network. Furthermore, in deriving the transfer function, Wilson did not take into account the effect of the initial conditions at the switching instants which must be introduced in this network even with zero-fly-time operation of the switch. This is because each capacitor is open-circuited for half the carrier
period plus twice the fly-time of the switch (see Fig. 3, Reference 110), while Wilson's analysis suggests it to be short-circuited through the effective resistance (equal to the parallel combination of $R$ and $R_{1}$ seen in Fig. 3 , Reference 110) during the same period. Therefore, the argument given earlier in connection with Reference 105 also applies here. As a consequence, it may be concluded that the expression for the transfer function given by Wilson is not exact in the first place, and thus the subsequent derivations depending on it.

Schlesinger ${ }^{111}$ has shown that by employing an input transformer, one can introduce a d.c. channel in parallel with the chopper network. By adding the output signals from the d.c. and chopper network channels in different ratios by means of a summing amplifier, it is possible to control the d.c. transference, and hence obtain a wide variety of modulation transfer characteristics.

### 1.4.5 Analysis of closed-loop a.c. servomechanisms

In a.c. feedback control systems where modulated signals are developed in and transmitted through a portion of the control loop, the conventional analysis and synthesis techniques employed for d.c. servomechanisms cannot be directly applied. The application of such techniques can, however, be extended to the a.c. servomechanisms if the modulated-carricr sections of the control loop are represented by equivalent transfer functions.

Now, it is widely recognized (see the selective References 1 to 3,35 to 48,58 to 62) that these equivalent transfer functions of the modulated-carrier sections are effectively the modulation transfer functions, provided
that both the modulat or and demodulator are assumed ideal sinusoidal multipliers, and that the generated carrier harmonics will be suppressed by a low-pass filter situated just after the demodulator. On this basis, by approximating the 2 -phase servomotor by an ideal demodulator followed by a low-pass filter, the synchro-pair by an ideal modulator and summer, and by assuming a linear transfer function for the modulated-carrier section, Tou ${ }^{42}$ was able to derive the closed-loop and open-loop of the a.c. control system and hence apply the conventional design techniques. However, the approximate representations for the 2-phase motor and the synchro-pair are far from being realistic (as will be seen in Chapter 2).

Vlasov ${ }^{112}$ has followed similar analysis employing the same approximate description of the 2 -phase motor as Tou's, but considered the notational voltage in the synchropair neglected by Tou which resulted in a better representation, though the effect of the electric impedance circuits is still neglected. His analysis, however, takes into account the effect of any phase-misalignment between the modulator and phase-detector reference carrier excitations. Furthermore, he considered the a.c. system when employing single-phase commutator motor under the conditions of both field-control and armature control. In two subsequent papers, Vlasov ${ }^{113,114}$ presented the analysis of more elaborate a.c. control systems stabilized by a differentiating 4-terminal network in the forward carrier-path, and velocity feeciback. In an attempt to give better description to the 2-phase servomotor, he examined the two extreme cases of flux forcing ${ }^{113}$ (and thus neglecting the resistance of the control winding in comparison with its inductive reactance) and current forcing ${ }^{114}$ (and thus neglecting the inductive reactance of the control winding
with respect to the resistance). Further simplifying assumptions were adopted to enable the derivation of linear differential equations with periodic coefficients. These assumptions include: negligible reference winding resistance, negligible leakage flux in the stator and rotor, and very small control signals compared with the reference excitation signal. Vlasov ${ }^{114}$, in his analysis, represented the a.c. tachometer by an ideal modulator followed by an ideal differentiating element. This again, as will be seen in Chapter 3, cannot be considered as an accurate representation. In a recent paper, Sapfirov ${ }^{62}$ pursued an analogous technique as that outlined by Vlasov ${ }^{113}$ and adopting the same description of the 2 -phase servomotor. He showed that this can result in a representation by an ideal demodulator followed by a block of transfer function of low-pass filter, which is similar to the representation given earlier by Tou ${ }^{42}$.

A thorough investigation into a closed-loop a.c. system with the carrier channel enclosed between an ideal modultor and an ideal half-wave diode phase-detector has been outlined by L'vov ${ }^{115}$. L'vov showed that the input and output signals of each element in the system-loop can be represented by a Fourier harmonic series with amplitudes varying with time. Each amplitude of these harmonics corresponds to an equivalent closed-loop system consisting of a linear transfer function. In this way, more accurate overall open-loop and closed-loop transfer functions of the system can be obtained by taking into account the effect of various harmonics, in addition to the fundamental signal, particularly in case the low-pass filter situated after the half-wave demodulator is not providing adequate attenuation to the high harmonic components. Later, in the same
article, I'vov demonstrated his analysis by applying it to an a.c. system comprising a d.c. motor stabilized by a tachometer feedback loaded by an RC differentiating circuit. The output from a selsyn-pair is first demodulated by a half-wave diode demodulator and added to the output from the stobilizing minor feedback loop before feeding a servo amplifier which drives the d.c. motor. The analysis of such a system is, however, relatively easy because it does not employ a 2-phase induction motor to which no apparent satisfactory simple description is yet available.

Stein and Thaler ${ }^{116}$, in their study of the 2 -phase servomotor, have arrived at the conclusion that the behaviour of the $2-$ phase motor cannot be described by a simple linear transfer function of single time constant, i.e.,

$$
G(s)=\frac{k}{s(1+s \tau)}
$$

where $k=\frac{\text { stalled torque at rated voltage }}{\text { rated voltage }}$
and $\tau=\frac{\text { moment of inertia }}{\text { coefficient of viscous friction }}$
as it may appear at first sight. Experimental investigations have showed that both $k$ and $\tau$ are not constant, but dependent on the amplitude of the control voltage $e_{D}$. A modification was therefore suggested based on the assumption that the torque-speed characteristics are straight lines, but not parallel (only valid for motor speeds up to approximately $50 \%$ of the synchronous speed), and hence $k$ and $\tau$ may be replaced by $k_{1}$ and $\tau_{1}$, respectively, such that:

$$
k_{1}=\frac{k}{F+\left|\frac{\partial T_{m}}{\partial \gamma_{m}^{*}}\right|}
$$

and

$$
\tau_{1}=\frac{J}{F+\left|\frac{\partial T_{m}}{\partial Y_{m}^{*}}\right|}
$$

where
$F$ is the coefficient of viscous friction,
$J$ is the moment of inertia,
${ }_{1}{ }_{m}$ is the motor developed torque,
and $\quad \gamma_{m}^{*}$ is the motor shaft speed.

Since the torque-speed characteristics are not parallel straight lines, their slope $\partial T_{m} / \gamma_{m}^{*}$ is a function of the amplitude of the control winding voltage. As a result, in replacing $k$ and $\tau$ by $k_{1}$ and $\tau_{1}$ in the transfer function expression given by Eqn. 1.4.15, the resulting transfer function becomes dependent on the input control signal, and thus the 2 -phase motor can be considered as a non-linear element. On this basis, Stein and Thaler ${ }^{117}$ presented an analysis for closed-loop a.c. system employing 2-phase motor based on the describing function technique. From the experimentally determined torque gain $k_{1}$ and time constant $\tau_{1}$ versus the control voltage amplitude $V_{c}$, they found that the following functions can give good agreements with the experimental curves

$$
k_{1}=\frac{G}{\cosh \left(F V_{c}\right)}
$$

and

$$
\tau_{1}=\frac{E}{\cosh \left(F V_{c}\right)}
$$

if the constants $G, E$, and $F$ are appropriately chosen. Using these relations, a set of the inverse frequency response curves for the 2 -phase motor can be plotted with $V_{c}$ as a parameter. With this plot superimposed on a Nichol's diagram for the linear part of the a.c. system, Stein and Thaler showed that the closed-loop frequency response of the a.c. system can be determined by a simple graphical method. In the same article, they developed an analytical method for calculating the describing function of the 2 -phase motor using Fourier analysis. In a further paper, Stein ${ }^{118}$ studied the influences of the 2-phase motor non-linear characteristics on the transient response of an a.c. system. His analysis was carried out by means of the phase-plane method. He considered first a simple uncompensated system with only a servoamplifier preceding the 2 --phase motor in the forward path with unity feedback. He then proceeded to derive a second order differential equation for the error signal, from which he deduced that the natural frequency is independent of $V_{c}$, but the damping ratio is dependent on $V_{c}$ and hence on the error signal. Stein then showed how to calculate the phase trajectories and isoclines with the help of the torque-speed characteristics of the 2-phase motor. He repeated the same analysis for the simple system when compensated by means of tachometer feedback which he represented as an ideal differentiating element. The conclusions he reached were that the tachometer feedback affects only the damping ratio with the result of decreasing the influence of the motor and thus increasing the system linearity. The work outlined in References 116 to 118 provides very useful analysis of a.c. systems employing 2-phase motor. However, the methods adopted depend on the experimental determination of the torque-speed characteristics of the
motor which may limit their exploitation in the synthesis of new systems. Furthermore, the papers 116-118 do not give rigorous analysis to either the error-detector or the tachometer.

References 119 and 120 demonstrate the application of conventional design techniques to hybrid servosystems. In these systems, d.c. sections within the closed-loops are provided so that compensation can be effected by means of d.c. networks. Thereby, one may avoid the complexity involved in designing satisfactory a.c. compensation networks particularly under carrier-frequency drift. The system of Bailey and Ziniuk ${ }^{119}$ employs an output potentiometer energised by direct voltage. The sliding-contact voltage of this potentiometer, being proportional to the output shaft position, is fedback through either a resistance or a capacitor to allow a choice to be made between position and rate mode of operations by means of a switch. In this way, the use of tachometer feedback is avoided in order to reduce the inertia on the output shaft, thereby improving the acceleration properties of the system. In the position mode of operation, the output signal is fedback through a resistance to the summing point of a d.c. input amplifier, while compensation is accomplished by a lead-lag network in a minor loop connected around the d.c. amplifier. Cox and Johannessen ${ }^{120}$, on the other hand, employed the principle of demodulation - d.c. compensation - remodulation applied on the output signal of an a.c. tachometer in a minor feedback loop. Their emphasis is fundamentally placed on displaying the effective use of magnetic devices and transistors to perform the functions of amplification, modulation, and demodulation.

Although there are several types of control systems which involve amplitude-modulation processes, viz., single-sinusoid carrier signal systems, sampled-data systems, finite pulse-width systems, and modulated systems which use square-wave carrier signals, there seems to be little relation between most of the analytical techniques used in connection with each of these various types of systems. To allow an interchange of the pertinent techniques now available to take place, with respect to the analysis and synthesis of such systems, Ivey ${ }^{121}$ has attempted to establish a common basis from which these various control system types can be derived. His attempt resulted in a general classification for amplitudemodulated carrier control systems.

### 1.5. Scope of the present work

In view of the general survey conducted in the previous section, a conclusion can be drawn that despite the numerous publications on the various aspects of a.c. servomechanisms, the basic problems outlined in Section 1.3 do not seem to have been completely solved. Furthermore, as it is widely recognized ${ }^{2}, 23,27$, the application of more refined and systematic methods to the design of a.c. servomechanisms is still lagging behind similar applications to d.c. systems. This is mainly because the designers are still confronted with extremely wide range of problems to which inadequate attention has been given so far. The following points summarise the basic obstacles facing the designers at present:
i) There still appears to be no completely adequate simple description to the characteristics of various a.c. system components.
ii) Difficulties associated with the realization of appropriate a.c. compensation designed to operate on the envelope of a modulated signal.
iii) The existence of practical linitations which may be considered mainly responsible for holding back many experimental investigations to be carried out with sufficient scope.

In this thesis, therefore, it is intended to deal with these problems with the object of seeking more rigorous and accurate solutions. The realization of this aim requires the development of basic concepts and powerful techniques of analysis, illustrated whenever possible by comprehensive mathematical models, block diagrams and/or equivalent circuits in order to increase the physical insight.

In addition to tackling the various problems associated with a.c. servomechanisms, the present work includes new developments, amplification and modification of existing ideas, and extension of the scope of application of known concepts.

With such broad lines in mind, it is very difficult to treat all the topics in a homogenous manner. More emphasis is placed on areas where little or no attention previously given. More details and background information will be provided only wherever it is found needed.

To cope with the various problems outlined above and to present the various new developments, the plan of the present work has been divided into a number of logical steps. These steps are briefly outlined in the subsequent sub-sections.
1.5.1 Analysis of the basic components of a.c. servomechanisms.

Before effective studies could be made on the overall a.c. servomechanism, the basic components should be adequately analysed on reliable theoretical basis. Chapter 2 is therefore devoted to the analysis of
a) 2-phase servomotor, and
b) transmitter-coincidence transmitter synchro-system error-detector,
by applying the generalised 2 -axis the ory of machines ${ }^{122}$, and adopting more realistic assumptions. Emphasis is placed on treating these components, not as isolated units as usually has been done by previous investigators ${ }^{4-34}$, but as integrated parts of the system.

The analysis of potentiometer-bridge error-detector has been attempted by many authors $22,23,27$ in the past, but the way of presenting the results of the analysis differs. It would be, therefore, apprcpriate to reformulate its analysis hereafter in order to make it compatible with the analysis of the other basic a.c. components outlined in Chapter 2, which is necessary for further use in the present work.
i) Analysis of an error-detector in the form of a potentiometer-bridge.

Fig. 1.5 .1 shows a diagrammatic representation of linear potentiometer-bridge in which the sliding contact shaft position of potentiometer $1\left(\gamma_{p 1}\right)$ represents the command signal, whereas the shaft position of potentiometer $2\left(\gamma_{p 2}\right)$ represents either the actual output or a proportion of it according to whether the sliding contact


FIG. 1.5.1
A POTENTIOMETER - BRIDGE ERROR DETECTOR

FIG. 1.5.2


MATHEMATICAL MODEL REPRESENTATION OF A
POTENTIOMETER -BRIDGE ERROR DETECTOR


FIG. 1.5.3
COMPLEX FREQUENCY BLOCK DIAGRAM REPRESENTATION OF POTENTIOMETER -BRIDGE ERROR DETECTOR
shaft is solidly couplied to the load shaft, or coupled to it through an appropriate gear-train.

The potentiometers are wound in cylindrical form with maximum angular displacement $\Gamma$. In general, the potentiometer-bridge is energised by a carrier signal in the form of

$$
e_{p}=E_{p} \sin (\Omega t+\theta) \quad 1.5 .1
$$

Assuming smoothly distributed winding and negligible backlash in the gear system, the voltage difference appearing between the two sliding contacts may be written as

$$
\begin{aligned}
\varepsilon_{p} & =\frac{e_{p}}{\Gamma}\left(\gamma_{p 1}-r_{p 2}\right) \\
& =k_{p} \varepsilon \sin (\Omega t+\theta)
\end{aligned}
$$

where

$$
\varepsilon=\gamma_{R}-\gamma_{L} \quad 1.5 .3
$$

and

$$
k_{p}=\frac{n_{I}}{n_{p}} \cdot \frac{E_{p}}{\Gamma}
$$

ii) Representation by a mathematical model

Eqn. 1.5 .2 shows that the potentiometer-bridge measures the error $\mathcal{E}$ and produces an actuating signal $\varepsilon_{p}$ in the form of a suppressed-carrier amplitudemodulated wave. These functions can be represented by a summer in cascade with an ideal modulator as shown in Fig. 1.5.2.
iii) Complex frequency block diagram representation

By taking the Laplace transform of both sides of

Eqn. 1.5.2, making use of the complex convolution integral ${ }^{124}$ and method of residue 125,126 , it is easy to deduce the following expression

$$
\varepsilon_{p}(s)=\frac{k_{p}}{2}\left[e^{j(\theta-\pi / 2)} \varepsilon_{-}(s)+e^{-j(\theta-\pi / 2)} \varepsilon_{+}(s)\right]
$$

$$
. .1 \cdot 5 \cdot 5
$$

which can be translated into the block diagram shown in Fig. 1.5.3.

### 1.5.2 Compensation of a.c. systems

The role of compensation, as a means of
modifying the servo-system performance characteristics to meet certain specified requirements as well as for the stability purposes, is widely recognized. Many a.c. compensation techniques have been developed and are already in common use. The applications of some of these methods are still, however, very limited due to the lack of adequately accurate analysis, and the non-availability of simple and comprehensive descriptions to their behaviour. The present work considers three types of compensation:

## i) A.c. tachometer feedback

The first part of Chapter 3 provides a rigorous analysis to this type of a.c. compensation using the 2 -axis general theory of machines ${ }^{122}$. From the analysis, comprehensive mathematical model and complex frequency block diagram representations can be deduced, which can be easily integrated with their correspondings pertinent to the 2-phase servomotor and synchro-system error-detector
(or potentiometer-bridge error-detector) to form the overall block diagram representation.
ii) Tandem linear networks

The remaining part of Chapter 3 is devoted to the presentation of a new method of a.c. linear networks synthesis. The method is based on the derivation of the transfer function from the specified modulation transfer function, and then applying the conventional theories of linear networks to the resulting transfer function. This method of synthesis is believed to be more general and flexible than the available methods. In addition, it is applicable not only to multiplicative modulation systems but also to rotary modulation systems.

## iii) Tandem chopper networks

Recently ${ }^{88-111}$, there has been considerable interest in chopper networks in view of their superior qualities over other types of a.c. compensation in terms of size, weight, cost and reliability, while their characteristics are insensitive to carrier frequency drifts. To simplify the analysis of such networks, most of the previous authors have adopted the assumption of stepfunction input modulating signal without establishing the validity of the same. In addition, all the authors confined their approximate analysis to only a few types of chopper networks with very simple configurations and under restricted operating conditions. Some references $89,90,94,97,98,108,110$ give few experimental results for very special cases which neither provide sufficient assessment to the approximations involved in the analysis nor determine their limits of validity under various modes of operation.

In Chapter 4, two methods of analysis are given. One of these methods is exact and employs the z-transform and modified Z-transform techniques ${ }^{125,126}$. The second method is approximate and is based on some techniques developed by earlier authors 97-99.

In addition to tackiing the problems associated with the analysis of chopper networks, the present work includes:
a) Design of superior type of transistor 3-terminal synchronous switch with wide operational capabilities to suit the newly developed chopper networks requirements, and to secure wider applications in other possible fields. This is presented in Chapter I.
b) The extension of existing techniques of Iinear networks, such as the duality concept, to chopper networks which enables new developments in this sphere. This is given in Chapter II.

### 1.5.3 Experimental investigations

i) To check the validity of the propounded theoretical analysis of chopper networks, extensive experimental investigations have been carried out on a representative number of chopper networks under various modes of operation, and for the both cases of suppressed-carrier amplitude-modulated and rotary modulated wave forms of the input signal. The experimental results obtained were then compared with those computed by both methods of analysis as outlined in detail in Chapter 5. Good agreement has been found between the results of the exact
theoretical analysis and those obtained experimentally. In contrast, wide differences between the Laboratory results and those calculated by the approximate theoretical analysis have been established, which become even more predominant under certain operating conditions.
ii) To study the stabilizing characteristics of chopper networks when inserted in the forward path of a practical a.c. servomechanisms, a breadboard model of a positional control a.c. system was designed and constructed in the Laboratory. Chapter 6 gives briefly the design details of the various components of the model and the results of the necessary preliminary experiments conducted on them.

Chapter 7 is devoted to the extensive studies performed on the a.c. system model with particular emphasis on investigating the effects of
a) carrier frequency drifts,
b) phase misalignment between the modulation and demodulation carrier references,
on the performance characteristics of the uncompensated system and the chopper network. Useful conclusions have been drawn from these investigations which suggest a simple method of automatic compensation for these effects, should they become detrimental to the overall system performance.
> 1.5.4 Scheme for extending the practical range of operation of commercial electronic modulators and demodulators

In measuring the modulation frequency responses of a.c. systems, electronic modulators and demodulators form
basic units in the testing arrangement. For practical reasons, the commercial types of these equipment give reliable results only in the range of modulating frequencies not exceeding $10 \%$ of the carrier frequency. This limits the range of modulation frequency response obtainable experimentally to only a small value, which may, in some cases, provide insufficient information for the design purposes.

In Chapter 8, a scheme has been developed capable of extending the working rangeof modulation frequency to carrier frequency of the available electronic modulators and demodulators, thereby wider and more accurate studies could be carried out on a.c. systems. The operation of the proposed scheme has been realized by square-wave modulators and demodulators which can be integrated into the electronic modulators and demodulators to be compensated without the need of any modification to their circuitry. The practicability of the scheme has been verified by appropriate tests in the Laboratory.
1.6. Original contribution

The points enumerated below briefly outline the original work presented in this thesis.

1. Although analysis of 2-phase servomotor based on the 2-axis general theory of machines has been previously attempted by several authors 17,19 , it is believed that this is the first time to translate the results (obtained by minimum simplifying assumptions) into useful mathematical model and complex frequency block diagram representations, and to emphasis the importance of considering the 2 -phase motor (which comprises a demodulation process) in
combination with the error-detector (which comprises a modulation process) in order to obtain a meaningful modulation transfer function.
2. The extension of the application of the 2 -axis general theory of machines to the analysis of error-detectors, in the form of a transmitter-coincidence transmitter synchro-pair, and to the a.c. tachometer, and also the systematic construction of block diagrams for each component as well as for the overall integrated a.c. system.
3. The development of a novel synthesis method to realize specified multiplicative modulation transfer functions and rotary modulation transfer functions by means of linear networks.
4. The establishment of design criteria for realizing high quality transistor 3-terminal synchronous switch and its appropriate driving circuit capable of operation with positive and negative fly-time. In effect, the work done in Chapter I may be considered, to the author's knowledge, to be original in its entirety.
5. The development of methods whereby configurations and responses of chopper netowkrs can be modified and expanded. This has been achieved by extending the application of the duality concept to 3-terminal chopper networks and by exploiting the negative fly-time capabilities of the incorporated synchronous switches. Effectively, the entire work presented in Chapter II, as far as the author is aware, is believed to be original and the ideas involved are initially based on suggestions made by Professor D.G.O. Morris, D.Sc., F.I.E.E., to whom the author is deeply grateful.
6. The development of exact analysis to three configurations of $R C$ chopper networks valid under all possible modes of operation, and the derivation of expressions necessary for the study of the generated noise in each type.
7. The reformulation of an available approximate analysis ${ }^{97-99}$ to be applicable to more general and complex configurations of RC chopper networks.
8. Extensive experimental studies of the chopper networks behaviour when subject to both multiplicative and rotary modulated signals undor various possible modes of operation. Also, the comparison of the experimental results with the theoretical results obtained by both the exact and approximate methods which allowed the assessment of their validity and the exposition of their Iimitations.
9. The demonstration of the stabilizing effects of chopper networks on the overall performance of a positional control a.c. breadboard system model designed and constructed in the Laboratory.
10. The development and testing of a scheme copable of extending the practical range of operation of commercial electronic modulators and demodulators which play a significant part in the equipment set up for measuring the modulation transfer functions of a.c. systems.

## CHAPTER 2

## ANALYSIS OF THE BASIC COMPONENTS OF <br> A.C. SERVOMECHANISM

### 2.1 Introduction

In general, the analysis and design of servomechanism are usually carried out in the first place, on a mathematical basis in order that time may be saved in reaching an optimum design. This implies that all the physical elements must be described by some mathematical form before their contributions to system performance can be satisfactorily related to determine the overall system response.

In this chapter, rigorous analysis is attempted for the basic components,
i) 2-phase servomotor
ii) error detector in the form of a synchro-pair
aiming at more realistic representation and better description. Emphasis is placed upon developing improved mathematical models and complex frequency block diagrams for each component which may throw more light on their dynamic behaviour. In addition, by joining properly the block diagrams of various components, a complete representation of the a.c. servomechanism can be constructed as will be shown in Section 2.4. This will allow the available techniques of block diagram manipulation to be applied. Furthermore, it enables both analogue and digital computers to be used to perform various studies on the a.c. servomechanisms.

The analysis of the 2 -phase servomotor and the synchro-
system is based on the 2-axis gencral theory of electrical machines ${ }^{122}$.
Derivation of the various differential equations may be considerably simplified, without loss of accuracy, by means of the following generally accepted assumptions,
i) Balanced rotor and stator windings.
ii) Space harmonics in the flux-wave may be noglected.
iii) Rotor is smooth and self inductance of various windings is independent of rotor position.
iv) Negligible magnetic saturation.
v) Hystresis and eddy current effects are negligible.
vi) Symmetrical conditions exist on the system, i.e. there is no zero-sequence component.

In formulating the dynamic equations for the 2-phase servomotor, some fundamental equations have been reproduced in order to provide the background for further manipulation, and to serve as references for the analysis of the synchro-system and the a.c. tachometer presented subsequently.

### 2.2 2-Phase Servomotor

### 2.2.1 Formulation of the dynamic equations 2.2.1.1 Voltage equations

Fig. 2.2.1 shows a diagramatic representation of the 2 -phase servomotor and its equivalent generalised 2-axis machine. On the basis of the above assumptions, the voltages and

(a) ACTUAL MACHINE

(b) EQUIVALENT GENERALIZED 2 - AXIS MACHINE DIAGRAMATIC REPRESENTATION OF 2 -PHASE SERVO MOTOR AND ITS EQUIVALENT GENERALISED 2-AXIS MACHINE.

FIG. 2.2.1.
currents of the general machine can be related by a generalised impedance matrix 122 as written below


Equation 2.2 .1 may be conveniently be written in the concise matrix form

$$
\begin{array}{cc}
{[e]=[z] \cdot\left[i_{d}\right]} & 2.2 .2 \\
\text { Where }[Z]=[R]+[I] p+[G] \gamma_{m} & 2.2 .3
\end{array}
$$

whereas


The voltages and currents of the actual machine can be expressed in terms of those of the generalised machine by using an appropriate connection matrix ${ }^{122}$. as given below,


| $e_{D}$ | $i_{D}$ |  |
| :--- | :--- | :--- |
| $e_{Q}$ | $i_{2}$ |  |
| $e_{a}$ | $i_{a}$ |  |
|  | 2.2 .5 |  |
| $e_{b}$ | $i_{b}$ |  |

Or in a concise matrix form

$$
\begin{array}{r}
{\left[e_{d}, i_{d}\right]=[c] \cdot\left[e_{a}, i_{a}\right]} \\
2.2 .1 .2 \text { Torque equation }
\end{array}
$$

The electrical torque can be easily obtained from the gross mechanical power expression ${ }^{122}$. Therefore, it is appropriate to derive first the power equation. The input power of the machine can be written from its definition ${ }^{122}$ as follows,

$$
\begin{align*}
P & =\mathbb{R}[i] \cdot\left[e_{t}^{\#}\right] \\
& =\mathbb{R}\left[i_{t}^{3}\right] \cdot[e]
\end{align*}
$$

Substituting Equations 2.2.2 and 2.2.3 into Equation 2.2.7, it gives

$$
\begin{aligned}
& P=\mathbb{R}\{ {\left[i_{t}^{H}\right] \cdot[R][i]+\cdot\left[i_{t}{ }^{\#}\right] \cdot[L] \cdot p \cdot[i] } \\
&\left.+\left[i_{t}^{\#}\right] \cdot[G] \cdot \gamma_{m}^{*}[i]\right\}
\end{aligned}
$$

Where
$\mathbb{R}\left[i_{t}{ }^{\text {F }}\right] \cdot[R] \cdot[i]$
represents the machine copper Loss,
$\mathbb{R}\left[i_{t}{ }^{\mp}\right] \cdot[L] \cdot p \cdot[i] \quad$ represents the machine magnetic stored energy per sec and, and
$\mathbb{R}\left[i_{t}^{*}\right] \cdot[G] \cdot Y_{m} \cdot[i]$ represents the gross mechanical power. which is equal to $T_{m} \cdot \gamma_{m}$ -

Hence the electrical torque can be expressed as

$$
\begin{aligned}
T_{m} & =\mathbb{R}\left[i_{t}{ }^{\#}\right] \cdot[G] \cdot[i] \\
& =\mathbb{R} \\
& \begin{array}{|l|l|l|l|}
\hline i_{D} & i_{Q}^{F} & i_{d}^{*} & i_{q} \\
\hline
\end{array}
\end{aligned}
$$


2.2.9.
which gives on expansion

$$
T_{m}=R\left\{M\left[i_{q} i_{d}^{w}-i_{D} i_{q}^{w}\right]+L_{d}\left[i_{d}^{N} i_{q}-i_{q}{ }^{w} \cdot i_{d}\right]\right\} \quad 2.2 .10
$$

Since $\mathbb{R} L_{d}\left[i_{d}{ }^{F} i_{q}-i_{q}{ }^{F} i_{d}\right]$ represents the reluctance torque which is generally very small in comparison with the rotational torque, it may be neglected without much loss of accuracy. Also, in view of the fact that currents are real, the torque equation may thus be rewritten as

$$
T_{m}=M\left[i_{Q} \cdot i_{d}-i_{D} \cdot i_{q}\right]
$$

Equation 2.2.11 gives an expression for the torque in terms of the equivalent 2-axis machine currents which are not known. It is, therefore, necessary to substitute these currents in terms..of the actual machine known parameters and voltages, out of which

$$
\left.\begin{array}{l}
e_{Q} \text { is known applied voltage, and } \\
e_{a}=e_{b}=0 \text { as the rotor is squirrel cage, i.e. } \\
\begin{array}{l}
\text { short circuited }
\end{array}
\end{array}\right\} 2.2 .12
$$

By substituting Equation 2.2.6 into Equation 2.2.2, and pre-multiplying both..sides of the resulting equation by the inverse matrix $[C]^{-1}$, the following expression can be obtained

$$
[C]^{-1} \cdot[C] \cdot\left[e_{a}\right]=[C]^{-1} \cdot[z] \cdot[C] \cdot\left[i_{a}\right]
$$

which may be reduced to

$$
\left[e_{a}\right]=\left[z^{\prime}\right] \cdot\left[i_{a}\right]
$$

where $\left[z^{\prime}\right]=[C]^{-1} \cdot[z] \cdot[C]$

On expanding Equation 2.2.15, making use of Equations 2.2.4 and 2.2.5, and substituting the result into Equation 2.2.14, an expression relating the voltages and currents of the actual machine can be obtained.


Where

$$
Z_{D}=R_{D}+L_{D} p
$$

$$
2 \cdot 2 \cdot 17 a
$$

and

$$
z_{d}=R_{d}+L_{d} p
$$

$$
2.2 .17 \mathrm{~b} \quad 2.2 .17
$$

In order to obtain the currents in terms of the known voltages, Equation 2.2 .16 has to be inverted as follows 123


$$
2.2 .18
$$

Where

$$
\begin{aligned}
& a_{11}=\begin{array}{|l|l|}
\hline Z_{D} & \\
\hline & Z_{D} \\
\hline & \\
& \alpha_{11}^{-1}=\frac{1}{Z_{D}} \begin{array}{l}
1 \\
\hline
\end{array} \\
& \\
\hline
\end{array} \\
& \alpha_{12}=\alpha_{21}=\begin{array}{|c|c|}
\hline M p \cos \gamma_{m} & M p \sin \gamma_{m} \\
\hline M p \sin \gamma_{m} & -M p \cos \gamma_{m} \\
\hline
\end{array} \\
& \alpha_{22}=\begin{array}{|l|l|}
\hline z_{d} & \\
\hline & z_{d} \\
\hline
\end{array} \quad, \left.\quad \alpha^{-1}=\frac{1}{22}=\frac{Z_{d}}{1} \right\rvert\, \begin{array}{ll} 
\\
\hline
\end{array} \\
& \Delta_{1}=\alpha_{11}-\alpha_{12} \quad \alpha_{22}^{-1} \alpha_{21}
\end{aligned}
$$

$$
=Z \quad-M^{2} p
$$



| $\cos \gamma_{m}$ | $\frac{p}{Z_{d}}$ | $\cos \gamma_{m}$ | $\cos \gamma_{m}$ | $\frac{p}{Z_{d}}$ | $\sin \gamma_{m}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\cdot$ | $\sin \gamma_{m}$ | $\frac{p}{Z_{d}}$ | $\sin \gamma_{m}$ | $-\sin \gamma_{m}$ | $\frac{p}{Z_{d}}$ |
| $\cos \gamma_{m}$ |  |  |  |  |  |
| $\sin \gamma_{m}$ | $\frac{p}{Z_{d}}$ | $\cos \gamma_{m}$ | $\sin \gamma_{m}$ | $\frac{p}{Z}$ | $\sin \gamma_{m}$ |
| $\cdot \cos \gamma_{m}$ | $\frac{p}{Z_{d}}$ | $\sin \gamma_{m}$ | $+\cos \gamma_{m}$ | $\frac{p}{Z_{d}}$ | $\cos \gamma_{m}$ |

and $\Delta_{2}=\alpha_{22}-\alpha_{21} \alpha_{11}^{-1} \alpha_{12}$
$=Z_{d}$
$-M^{2} p$



From Equation 2.2.18, since $e_{a}=e_{b}=0$, it is therefore sufficient to obtain expressions for $\Delta_{1}^{-1}$ and $-_{2}{ }^{-1} \alpha_{21} \alpha_{11}{ }^{-1}$ in order to have a complete solution for the currents. Unfortunately, it is extremely difficult to invert the matrices $\Delta_{1}$ and $\Delta_{2}$ so long as $\gamma_{m}$ is an unknown function of time. However, some further assumptions may be adopted, particularly valid for small 2-phase servomotors, which enable the matrix inversion to be carried out approximately, yet without serious loss of accuracy. These assumptions may be stated as
$R_{D} \geqslant L_{D}$,
2.2.22a
2.2 .22
$R_{d} \geqslant L_{d}$
2.2.22b

To illustrate the degree of validity of the above assumption , the following are typical figures for a small 2-phase servomotor as quoted from Ref. 17:

$$
\begin{gathered}
R_{D}=94 \Omega, \quad L_{D}=0.284 \mathrm{H} \\
R_{d} / L_{d}=2400 \mathrm{~s}^{-1}, M^{2} / R_{d}=5.16 \times 10^{-5} \mathrm{H}_{\mathrm{d}} \mathrm{~S}^{-1}
\end{gathered}
$$

With the above assumptions, the matrices $\Delta_{1}$ and $\Delta_{2}$ can be considerably simplified and may be rewritten, with the help of the results of the Appendices $A 1$ and $A 2$, as follows

$$
\Delta_{1}=\quad z_{s} \begin{array}{|l|l|}
\hline & \\
\hline & \\
\hline & 1 \\
\hline
\end{array}
$$

$$
2.2 .23
$$

and

$$
\Delta_{2}=Z_{r}
$$

| 1 |  |
| :---: | :---: |
|  | 1 |

$$
2.2 .24
$$

Where $Z_{s}=Z_{D}-\frac{M^{2}}{R_{d}} p^{2}$ 2.2 .25
and $\quad Z_{r}=Z_{d}-\frac{M^{2}}{R_{D}} p^{2}$

Hence,

$$
\Delta_{1}^{-1}=\frac{1}{Z_{s}}
$$



$$
2.2 .27
$$

and

$$
\Delta_{2}^{-1}=\frac{1}{z_{r}}
$$



$$
2.2 .28
$$

Equation 2.2 .18 can thus be rewritten as


Substituting Equation 2.2.5 into Equation 2.2.29 and rearranging, the currents $i_{d}$ and $i_{C_{1}}$ can be expressed in terms of the actual machine parameters as given below

$$
\begin{aligned}
i_{d}=- & M\left[\cos \gamma_{m} \cdot \frac{p}{Z_{r}}\left\{\cos \gamma_{m} \cdot I_{D}+\sin \gamma_{m} \cdot I_{Q}\right\}\right. \\
& \left.+\sin \gamma_{m} \cdot \frac{p}{Z_{r}}\left\{\sin \gamma_{m} \cdot I_{D}-\cos \gamma_{m} \cdot I_{Q}\right\}\right]
\end{aligned}
$$

and $\begin{aligned} i_{q} & =-M\left[\sin \gamma_{\mathrm{n}} \cdot \frac{p}{Z_{r}}\left\{\cos \gamma_{m} \cdot I_{D}+\sin \gamma_{m} \cdot I_{Q}\right\}\right. \\ & \left.-\cos \gamma_{m} \cdot \frac{p}{Z_{r}} \quad\left\{\sin \gamma_{m 1} \cdot I_{D}-\cos \gamma_{m} \cdot I_{Q}\right\}\right]\end{aligned}$
Where $I_{D}=e_{D} / Z_{D}$
and $\quad I_{Q}=e_{Q} / Z_{D}$
(2.2.32)

Usually, in designing small 2-phase servomotors, the rotor resistance $R_{d}$ is intentionally made high enough to provide bigger stalling torque, more damping, better linearization of its dynamic performance and in addition, to avoid single phase operation on the reference phase alone. Depending on this fact and with the assumption expressed by Equation $2.2 .22 b, Z_{r}$ may be reasonably approximated to $R_{d}$. Consequently, Equations 2.2.30 and 2.2.31 can be very much simplified to

$$
i_{d}=-\frac{M}{R_{d}}\left[p I_{D}+\gamma_{r a} I_{Q}\right]
$$

and

$$
i_{q}=-\frac{M}{R_{d}}\left[p I_{Q}-Y_{n} \cdot I_{D}\right]
$$

which on substitution into the torque equation, gives

$$
\begin{align*}
T_{m}= & \frac{M^{2}}{R_{d}}\left[\left\{i_{D} \cdot p \cdot I_{Q}-i_{Q} \cdot p \cdot I_{D}\right\}\right. \\
& \left.-\gamma_{\mathrm{B}} \cdot\left\{i_{D} \cdot I_{D}+i_{Q} \cdot I_{Q}\right\}\right]
\end{align*}
$$

### 2.2.2 Representation of the 2-phase servomotor dynamic behaviour by a mathematical nodel

The mathematical model is basically a ..translation of the dynamic equations, into a number of blocks, representing various mathematical operations, interconnected in such a way as to give the relationship between the controlling input signal and the controlled output. The controlling input signal for the 2 -phase servomotor is $e_{D}$ whereas the controlled output is $\gamma_{I}$. .. In order to obtain the relationship between $e_{D}$ and $\gamma_{L}$, the electrical torque has to be related to the mechanics of the system. If the coulomb friction of both the motor and load is negligible and by .. regarding only their viscous friction and inertia torques, the following expression can be easily derived

$$
T_{m}=\left[\begin{array}{ll}
J & p+F
\end{array}\right] r_{m} \cdot \quad 2.2 .36
$$

If the backlash in the gear train is negligible, hence

$$
\gamma_{L}=\frac{n_{m}}{n_{L}} \quad \gamma_{\mathrm{m}}
$$

Substituting Equations 2.2.36 and 2.2.37 into Equation 2.2.35 and rearranging, gives

$$
\begin{aligned}
\gamma_{L}= & \frac{n_{m}}{n_{I_{1}}} \cdot \frac{I}{p} \cdot \frac{I}{\Gamma+J p} \cdot \frac{M^{2}}{R_{d}}\left[\left\{\frac{e_{D}}{Z_{S}} \cdot\left(\frac{p}{Z_{D}} \cdot e_{Q}\right)-\frac{e_{Q}}{Z_{S}} \cdot\left(\frac{p}{Z_{D}} \cdot e_{D}\right)\right\}\right. \\
& \left.-\left(\frac{n_{L}}{n_{n}} p \cdot \gamma_{L}\right)\left\{\left(\frac{e_{D}}{Z_{S}}\right) \cdot\left(\frac{e_{D}}{Z_{D}}\right)^{+}\left(\frac{e_{Q}}{Z_{S}}\right) \cdot\left(\frac{e_{Q}}{Z_{D}}\right)\right\}\right] 2.2 .38
\end{aligned}
$$

The mathematical model shown in Fig. 2.2.2 gives an exact translation of the nonlinear differential equation 2.2.38

which describes the transient behaviour of 2-phase servomotor. In the raodel, ideal demodulators are employed to represent the operation of multiplication. It is interesting to notice the model symatry which allows the interchangeability of $e_{D}$ and $e_{Q}$, a process which can be feasibly performed on the actual machine.

Further simplification of the model can still be achieved by assuming negligible initial transients of the quadrature-axis currents $i_{Q}$ and $I_{Q}$. This assumption is only valid when the excitation to the quadrature-axis is switched on a sufficiently long time before applying any controlling signal to the servomotor.

In general, the excitation to the quadrature-axis winding (reference winding) is in the form of

$$
e_{Q}=E_{m} \sin (\Omega t+\phi)
$$

On the basis of the above assumption, the currents can be directly deduced which may be written as follows

$$
i_{Q}=\frac{E_{m}}{\sqrt{\left(R_{D}+\frac{M^{2}}{R_{d}} \Omega^{2}\right)^{2}+L_{D}^{2} \Omega^{2}}} \sin \left(\Omega t+P-\mu_{1}\right) \quad 2.2 .40
$$

$$
\text { and } I_{Q}=\frac{E_{m}}{\sqrt{\left(R_{D}^{2}+L_{D}^{2} \Omega^{2}\right.}} \sin \left(-2 t+\varphi-\mu_{2}\right) \quad 2.2 .41
$$

Where

$$
\mu_{1}=\tan ^{-1}\left[\frac{L_{D} \Omega}{R_{D}+\frac{M^{2} \Omega^{2}}{R_{d}}}\right]
$$

and $\mu_{2}=\tan ^{-1}\left[\frac{I_{D} \Omega}{n_{D}}\right]$

$$
2.2 .43
$$

### 2.2.3 Complex frequency block diagram representation of the 2 -phase servomotor

On the basis of Equation 2.2.38, it is extremely difficult to construct a complex frequency block diagram due to the nonlinearity involved. However, if the motor speed $\dot{\gamma_{m}}$ is reasonably small, the load shaft position may be thus approximated to

$$
\begin{aligned}
\gamma_{L}= & \frac{n_{m}}{n_{L}} \cdot \frac{I}{p} \cdot \frac{I}{F+J p} \cdot \frac{m^{2}}{R_{d}}\left[\left\{\frac{1}{z_{s}} \cdot e_{D} \cdot\left(\frac{p}{z_{D}} \cdot e_{Q}\right)\right.\right. \\
& \left.\left.-\frac{I}{z_{s}} \cdot e_{Q} \cdot\left(\frac{p}{z_{D}} \cdot e_{D}\right)\right\}\right]
\end{aligned}
$$

which allows a simple block diagram to be constructed.

The above approximation is effectively analogous to the removal of the feedback path and the blocks drawn in dotted line in Fig. i2.2.2.

Assuming zero initial conditions of both the control voltage and load shaft position, or in mathematical terms
and $\gamma_{I}=0 \quad$, at $t=0$

$$
\left.\begin{array}{c}
2.2 .45 a \\
2.2 .45 b
\end{array}\right\} 2.2 .45
$$

and on taking the Laplace transform of Equation 2.2.44, gives

$$
\begin{aligned}
& \gamma_{L}(s)=\frac{n_{m}}{n_{L}}, \frac{E_{m}}{2} \frac{M^{2}}{R_{d}} \cdot \frac{1}{s(F+J s)}, \\
& {\left[Y_{d}\left\{e^{j\left(\emptyset-\mu_{2}\right)} \quad \frac{e_{D-}(s)}{Z_{s-}(s)}+e^{-j\left(\phi-\mu_{2}\right)} \quad \frac{e_{D+}(s)}{Z_{s+}(s)}\right\}\right.} \\
& -Y_{s}\left\{e^{j\left(\emptyset-\mu_{1}-I / 2\right)} \frac{S_{-} e_{D_{-}}(s)}{Z_{D_{-}}(s)}+e^{-j\left(\emptyset-\mu_{1}-\pi / 2\right)}\right. \\
& \left.\left.\frac{s_{+} e_{D+}(s)}{Z_{D+}(s)}\right\}\right] \\
& 2.2 .46 \\
& \text { Where } Y_{D}=\frac{1}{\sqrt{R_{D}^{2}+I_{D}^{2} \Omega^{2}}} \\
& Y_{s}=\frac{1}{\sqrt{\left(R_{D}+\frac{M^{2}}{R_{D}} \Omega^{2}\right)+I_{D}^{2} \Omega^{2}}} \\
& 2.2 .47 \\
& 2.2 .48
\end{aligned}
$$

The negative and positive subscripts are introduced to simplify writing the functions of the complex frequency variable in the way described below

$$
e_{D_{ \pm}}(s)=e_{D}(s \pm j \Omega)
$$

With the help of Equation 2.2.46, a block diagram, which relates the output shaft position $\gamma_{L}$ to the controlling input signal $e_{D}$ in the complex frequency domain, can be constructed as illustrated in Fig. 2.2.3.

Because of the demodulation process involved in the


COMPLEX FREQUENCY BLOCK DIAGRAM REPRESENTATION OF 2 - PHASE SERVOMOTOR
FIG. 2.2.3.

2-phase servomotor operation, the nature of the input signal is difforent from that of the output signal. This malres it insufficient to obtain an explicit transfer function to describe the 2 -phase servomotor as an isolated component. However, by combining the 2 -phase servomotor with another component whose operation involves a modulation process, it is possible to obtain a modulation transfer function for the combination as is shown in Section 2.4.

### 2.3 Error detector in the form of a transmitter-coincidence transmitter synchro-system

### 2.3.1 General

Fig. 2. 3.1 illustrates a diagramatic representation of a transmitter-coincidence transmitter synchro system and its equivalent generalised 2-axis machine. The transmitter rotor position $Y_{\text {sl }}$ represents the reference or command signal. The rotor shaft of the coincidence transmitter is coupled to the load shaft either solidly or through a gear system. Its position, accordingly, indicates either the actual output or proportion of it. The 3-phase stator winding of the transmitter is interconnected to its corresponding of the coincidence transmitter. The single-phase rotor winding of the transmitter is energized by a carrier signal, whereas the corresponding winding of the coincidence transmitter produces an actuatine signal as a function of the position error.

In order to use a number of equations already derived for the 2 -phase servomotor without modification, a fictitious winding is added orthogonally to the existing winding in the rotor so that the rotor may be considered as 2 -phase wound. The effect of this fictitious winding on the finally derived response is nullified by assuming that both the voltage and current associated with it


FIG. 2.3.1.
are mil. In Fig. 2.3.1 the fictitious winding is shown in dotted line.

### 2.3.2. Analysis

In the subsequent analysis, derivation of the dynamic equations is based on the same general simplifying assumptions stated in 2.1 above.

Following similar steps as those employed in Sec. 2.2.1, it can be show that Equations 2.2.1 to 2.2 .4 are also applicable here provided that subscripts 1 and 2 are added to various variables and parameters to refer to the transmitter and coincidence transmitter respectively. The connection matrix, which relates the voltages and currents of the generalised $2-$ axis machine to the actual one, may be written as follows

| $e_{D}$ | $i_{D}$ |
| :--- | :--- |
| $e_{Q}$ | $i_{Q}$ |
| $e_{o}$ | $i_{0}$ |
| $e_{d}$ | $i_{d}$ |
| $e_{q}$ | $i_{q}$ |


| 1 | $\cos \left(\frac{-2 \pi}{3}\right.$ | $\cos \left(\frac{-4 \pi}{3}\right.$ |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | $\sin \left(-\frac{2 \pi}{3}\right)$ | $\sin \left(\frac{-4 \pi}{3}\right)$ |  |  |
| $1 / 3$ | $1 / 3$ | $1 / 3$ |  |  |
|  |  |  | $\cos \gamma_{s}$ | $\sin \gamma_{s}$ |
|  |  |  | $\sin \gamma_{s}$ | $-\cos \gamma$ |
|  |  |  |  |  |


| $e_{A}$ | $i_{A}$ |
| :--- | :--- |
| $e_{B}$ | $i_{B}$ |
| $e_{C}$ | $i_{C}$ |
| $e_{a}$ | $i_{a}$ |
| $e_{b}$ | $i_{b}$ |

which may be rewritten in a concise form

$$
\left[e_{d}, i_{d}\right]=\left[c_{s}\right] \cdot\left[e_{a}, i_{a}\right]
$$

An expression for the impedance matrix $\left[Z^{\prime}\right]$ may be derived in a similar manner as previously done in Sec. 2.2 , which may be written as

$$
[z 1]=\left[C_{s}\right]^{-1} \cdot[2] \cdot\left[C_{s}\right] \quad 2.3 .3
$$

The metrix [ $\mathrm{Z} \cdot$ ] is apparently impossible to be evaluated because both $\left[\mathrm{C}_{s}\right]$ and $\left[\mathrm{C}_{s}\right]^{1}$ are $5 \times 5$ matrices, whereas $[\mathrm{Z}]$ is $4 \times 4$ matrix. This difficulty has been resulted from considering the zero sequence component in the connection matrix $\left[C_{s}\right]$ while neglecting the same in the impedance matrix [z]. Therefore, matrix evaluation would become possible if the zero sequence impedance components aro inserted back in the [ $Z$ ]matrix, However, this will add another difficulty because of the unlmown nature of the zero sequence impedence.

In order to circumvent the above difficulty, a fictitious machine may be postulated to act as an internediate stage between the actual machine and the equivalent generalised 2-axis machine. The construction of this machine is such that its rotor is similar to that of the actual machine while its stator is similar to that of the generalised 2-exis machine. As a consequence, the connection matrix expressed by Equation 2.2.5 may be used to relate the voltages and currents of the postulated machine to those of the generalised 2 -axis machine. Also, Equations 2.2 .13 to 2.2 .17 may be shown to be applicable without any modification.

### 2.3.1.1 Operating conditions of the postulated coincidence transmitter rotor

i) The voltage and current of the fictitious winding should be put to zero, or in mathematical terms

$$
\begin{array}{ll}
i_{a_{2}}=0 & 2.3 .4 \\
i_{a_{2}}=0 & 2.3 .5
\end{array}
$$

ii) In actual practice, the rotor winding $b_{2}$ feeds either an amplifier, whose input impedance is generally vary high, or a compensating network, whose design is such that its input impedance is deliberately made high in order to avoid loading effect. Hence, the following assumption may be used without making serious errors

$$
i_{b_{2}}=0 \quad 2.3 .6
$$

Using the above constraints in Equation 2.2.16, the following expressions can be deduced

$$
\begin{array}{lll}
e_{D_{2}}=Z_{D_{2}} i_{D_{2}} & , & 2.3 .7 \\
e_{Q_{2}}=Z_{D_{2}} i_{Q_{2}} & , & 2.3 .8
\end{array}
$$

and

$$
e_{b_{2}}=M_{2} p\left[\sin \gamma_{s 2} \cdot i_{D_{2}}-\cos \gamma_{s 2} \cdot i_{Q_{2}}\right] 2.3 .9
$$

### 2.3.2.2. Operating conditions of the postulated <br> transmitter rotor

i) As above, the conditions of the fictitious winding may be written as

$$
\begin{array}{ll}
e_{b_{1}}=0 & 2.3 .10 \\
i_{b_{1}}=0 & 2.3 .11
\end{array}
$$

ii) The cxcitation to the winding $a_{1}$ may, in general, be expressed as

$$
e_{a_{1}}=E_{s} \sin (r t+\theta) \quad 2.3 .12
$$

On substituting the above conditions: into Eqn. 2.2.16, the following expressions are deduced
and

$$
\begin{aligned}
& e_{D_{1}}=Z_{D_{1}} \cdot i_{D_{1}}+i_{1} p\left(\cos \gamma_{s l} \cdot i_{a_{1}}\right), 2.3 .13 \\
& e_{Q_{1}}=Z_{D_{1}} \cdot i_{Q_{1}}+M_{1} p\left(\sin \gamma_{s 1} \cdot i_{a_{1}}\right), 2.3 .14 \\
& e_{a_{1}}=M_{1} p\left[\cos \gamma_{s l} \cdot i_{D_{1}}+\sin \gamma_{s l} \cdot i_{Q_{1}}\right]+Z_{d_{1}} \cdot i_{a_{1}} 2.3 .15 \\
& 2.3 .2 .3 \text { Boundary conditions }
\end{aligned}
$$

From the knowledge that the stator windings of the transmitter are interconnected to those of the coincidence transmitter, the following boundary conditions may be set up,

$$
\begin{align*}
& e_{D_{1}}=e_{n_{2}} \text { which may be replaced by } e_{D} \\
& e_{Q_{1}}=e_{Q_{2}} \\
& i_{D_{1}}=-i_{D_{2}} \\
& i_{Q_{1}}=-i_{Q_{2}}
\end{align*}
$$

In general practice, the transmitter and coincidence transmitter may be considered identical in design and construction except that the former one includes an extra damper winding. If the effect of this damper winding is negligible then,

$$
\begin{array}{lcll}
Z_{D_{1}}=Z_{D_{2}} & \text { which may be replaced by } & Z_{D_{s}} & 2.3 .20 \\
Z_{d_{1}}=Z_{d_{2}} & " & Z_{d_{s}} & 2.3 .21 \\
M_{1}=M_{2} & 1 & M_{s} & 2.3 .22
\end{array}
$$

Eliminating $i_{D_{1}}$ and $i_{Q_{1}}$ from Equations 2.3.13 and 2.3.14, give

$$
e_{D}=\frac{M_{s}}{2} p\left(\cos \gamma_{s_{1}} \cdot i_{a_{1}}\right)
$$

and

$$
e_{Q}=\frac{M_{s}}{2} p\left(\sin \gamma_{s_{I}} \cdot i_{a_{1}}\right)
$$

which on substitution into Equation 2.3.15 and 2.3.9, making use of Equations 2.3.7 and 2.3.8, give

$$
\begin{aligned}
e_{a_{1}}= & z_{d_{s}} \cdot i_{a_{1}}-\frac{M_{s}^{2}}{2} p\left[\cos \gamma_{s_{1}} \cdot \frac{p}{z_{D_{S}}} \cdot \cos \gamma_{s_{1}}\right. \\
& \left.+\sin \gamma_{s_{1}} \cdot \frac{p}{z_{D_{s}}} \cdot \sin \gamma_{s_{I}}\right] i_{a_{I}} \quad 2.3 .25
\end{aligned}
$$

and

$$
\begin{align*}
e_{b_{2}} * & \frac{M_{s}^{2}}{2} p\left[\sin \dot{\gamma}_{s_{2}} \cdot \frac{p}{z_{D_{s}}} \cdot \cos \dot{\gamma}_{s_{1}}\right. \\
& \left.-\cos \gamma_{s_{2}} \cdot \frac{p}{z_{D_{s}}} \cdot \sin \gamma_{s_{1}}\right] i_{a_{1}}
\end{align*}
$$

Equations 2.3.25 and 2.3 .26 may be considerably simplified by assuming that

$$
L_{D_{S}} p>R_{D_{S}}
$$

which results in (see Appendix A3)

$$
e_{a_{1}}=z_{r_{s}} \cdot i_{a_{1}}
$$

Where

$$
\begin{array}{lll}
Z_{r_{s}} & =R_{r_{s}}+p I_{r_{s}}, & 2.3 .29 \\
R_{r_{s}} & =R_{d_{s}}+\frac{M_{s}^{2} R_{D_{s}}}{2 L^{2}}, & 2.3 .30
\end{array}
$$

and

$$
I_{r_{s}}=L_{d_{s}}-\frac{M_{s}^{2}}{2 I_{D_{s}}}
$$

Iliminatins $i_{a}$ and using the assumption expressed by Equation 2.3.27, Equation 2.3.26 reduces to

$$
e_{b_{2}}=\frac{M_{s}^{2}}{2 L_{D_{s}}} p\left[\sin \left(\gamma_{s_{2}}-\gamma_{s_{1}}\right) \cdot \frac{e_{a_{1}}}{z_{r_{s}}}\right] 2.3 .32
$$

### 2.3.3 Representation by a mathematical model

Further simplification of Equation 2.3 .32 may be obtained by neglecting the initial transients of $i_{a_{1}}$, due to the excitation switching, thus

$$
i_{a_{1}}=\frac{E_{s}}{\sqrt{R_{r_{s}}^{2}+L_{r_{s}}^{2} \Omega^{2}}} \sin \left(\Omega t+0-\mu_{s}\right) 2.3 .33
$$

where $\quad \mu_{s}=\tan ^{-1}\left\{\frac{L_{r_{s}} \Omega}{R_{r_{s}}}\right\}$
Also, if the servomechanism is behaving in a satisfactory manner, i.e. the error $\left(\gamma_{s_{1}}-\gamma_{s_{2}}\right)$ is very small, hence the following approximation may be adopted

$$
\sin \left(\gamma_{s_{1}}-\gamma_{s_{2}}\right)-\gamma_{s_{1}}-\gamma_{s_{2}}
$$

Making use of Equations 2.3.33 and 2.3.34 and rearranging, the output of the synchro system may be rewritten as

$$
e_{b_{2}}=-K_{s} p\left[\varepsilon \sin \left(\Omega t+\theta-\mu_{s}\right)\right]
$$

Where

$$
K_{s}=\frac{n_{L}}{n_{S}} \cdot \frac{M_{s}^{2} E_{s}}{2 L_{D_{S}} \sqrt{R_{r_{s}}^{2}+L_{r_{s}}^{2} \Omega^{2}}} \quad 2.3 .36
$$

Equation 2.3 .35 gives an expression for the output of the synchro system in the form of a rotaxy modulation with regard to the error .

In this respect, the rotary modulation may be defined as the rate of change of the multiplicative modulation with respect to time. The negative sign appearing in Equation 2.3 .35 may be considered immaterial due to the fact that it can be reversed by either reversing the exciting voltage $e_{a_{1}}$ or by interchanging the output terminals of the winding $b_{2}$ 。

In view of the potentiometer-bridge mathematical model, which represents essentially an actuating signal in the form of multiplicative modulation with reference to the error, an extension to that model, by adding an ideal differentiator, may be used to represent the behaviour of the synchro-pair. This model, is shown in Fig. 2.3.2.

### 2.3.4 Complex frequency block diagram representation

With the assumption of zero initial concition value of the error, or in mathematical terms


MATHEMATICAL MODEL REPRESENTATION OF
A SYNCHRO SYSTEM ERROR - DETECTOR
FIG. 2.3.2


COMPLEX FREQUENCY BLOCK DIAGRAM REPRESENTATION OF A SYNCHRO SYSTEM ERROR DETECTOR

FIG.2.3.3

$$
\varepsilon=0 \text {, at } t=0
$$

the actuating sicnal, expressed by Equetion 2.3.35, may be transformed into the compley frequency domain, using the Complex Connolution Integrel and method of Residue, and thus nay be expressed as

$$
e_{b_{2}}(s)=\frac{K_{s}}{2} \cdot s\left[e^{j\left(\theta-u_{s}-\pi / 2\right)} \varepsilon_{-}(s)+e^{-j\left(\theta-u_{s}-\pi / 2\right)} \varepsilon_{+}(s)\right]
$$

According to Equation 2.3.38, a block diagram mey be constructed, as shown in Fig. 2.3.3, which describes the synchro system response in the complex frequency domain.

In view of the fact that a modulation process is effected in the synchro-pair, it is not sufficient to formulate a transfer function for the input anc output sienals are of different nature. Though, if the synchro-pair is considered in conjunction with the 2-phese servomotor (where demodulation process is effected), as a closed loop system, a modulation transfer function for the combination can be obteined as will be shown in the subsequent section.
2.4 Open-loop and closed-loop responses of the uncompensated system

In the preceding analysis, it has been shown that both the input and output sicnels associated with either of the basic components discussed above, are of different nature due to the involvement of either a modulation or a demodulation process. This leads to the fact that these components cannot individually be described by open-loop transfer functions as it is usually the
case with d.c. system components. However, by combining the components together, according to their interrelationships to form the closed-loop system, it is possible to formulate an overall open-loop and closed-loop modulation transfer functions in which, the contributions of various components are in implicit form. The basis of formulating these modulation transfer functions depends on the assumption that high harmonic components can be neglected.

The subsequent subsections are devoted to the formulation of the overall modulation transfer functions.

### 2.4.1 Formulation of the modulation transfer functions for the uncompensated a.c. servomechenism

### 2.4.1.1 System with a potentiometer-bridge as errordetector

According to Fig. 1.2.1, the output of the error-detector is fed to the control winding of the 2 -phase servomotor after being amplified. In general, the transfer function of the servomplifier is slightly dependent on frequency. This effect may be included in the transfer function of cascaded linear networks as will be dealt with in Section 3.3. In the present analysis, however, considerable simplification can be achieved by assuming that the servomplifier exhibits a flat response, with gain $A$ and zero phase shift, over the entire working frequency band. Consequently, the following relation can be deduced.

$$
e_{D}(s)=A \varepsilon_{p}(s) \quad 2 \cdot 4 \cdot 1
$$

which on substitution into Equations 2.2 .46 and $1.5 \cdot 5$, gives

$$
2.4 .2
$$

Because of the presence of a pole at the origin and another pole situated on the left hand side of the real axis at a distance $F / J$ in the S-plane, the 2 -phase servomotor behaves, in a way, as a low-pass filter. The high frequency terms of Equation 2.4.2 may therefore be considered negligible which allows an open-loop modulation transfer function to be deduced,

$$
\begin{aligned}
G_{o p}=\frac{L^{(s)}}{\varepsilon(s)} & =K_{o p} \frac{1}{S(F+J S)}\left[\Omega _ { D } \left\{\frac{e^{j\left(\phi-\mu_{2}-\theta+\pi / 2\right)}}{Z_{S-}(s)}\right.\right. \\
& +\frac{e^{j\left(\varnothing-\mu_{2}-\theta-\pi / 2\right)}}{Z_{S_{+}}(s)} \int_{-Y_{S}}\left\{e^{j\left(\varnothing-\mu_{1}-\theta\right) \frac{S_{-}}{Z_{D_{-}}(s)}}\right. \\
& \left.\left.+e^{-j\left(\varnothing-\mu_{1}-\theta\right)} \frac{S_{+}}{Z_{D_{+}}(s)}\right\}\right]
\end{aligned}
$$

$$
\begin{aligned}
& \gamma_{L} \cdot(s)=\frac{n_{m}}{n_{L}} \cdot \frac{E_{m}}{2} \cdot \frac{M^{2}}{R_{d}} \cdot \frac{K_{p}}{2} \cdot A \cdot \frac{1}{B(F+J S)} \\
& {\left[\Omega_{D} Y_{(s)} \frac{e^{j\left(\varnothing-\mu_{2}-\theta+\pi / 2\right)}}{\tilde{Z}_{S-}(s)}+\frac{e^{-j\left(\varnothing-\mu_{2}-\theta+\pi / 2\right)}}{Z_{S+}(s)}\right\}} \\
& \left.-Y_{s} \zeta(s) \oint_{e}^{j\left(\varnothing-\mu_{I}-\theta\right)} \frac{S_{-}}{Z_{D_{-}(s)}}+e^{-j\left(\phi-\mu_{I}-\theta\right)} \frac{S_{+}}{Z_{D_{+}}(s)}\right\} \\
& +\sigma_{D} e^{j\left(\varnothing-\mu_{2}+\theta-\pi / 2\right)} \frac{C_{--}(s)}{Z_{S_{-}}(s)}+e^{-j\left(\phi-\mu_{2}+\theta-\pi / 2\right) \ell_{++}(s)} \frac{Z_{S_{+}}(s)}{Z^{-(s)}} \\
& +Y_{S}\left\{e^{j\left(\not \varnothing-\mu_{1}+\theta\right)} \frac{s_{-} G_{--}(s)}{Z_{D_{-}}(s)}+e^{-j\left(\phi-\mu_{1}+\theta\right)} \frac{s_{+} G_{++}(s)}{U_{D_{+}}(s)}\right\}
\end{aligned}
$$

Where

$$
K_{0 p}=\frac{n_{m}}{n_{L}} \cdot \frac{{ }_{m}^{m}}{2} \cdot \frac{M^{2}}{R_{d}} \cdot \frac{{ }_{p}}{2} \cdot A \quad 2.4 .4
$$

With the help of the simple relationship,

$$
\mathcal{C}(s)=\gamma_{R}(s)-\gamma_{L}(s)
$$

$$
2.4 .5
$$

it is possible to deduce an expression for the closed-loop modulation transfer function, which may be written in terms of the open-loop modulation transfer function as given below

$$
G_{c p}=\frac{\gamma_{\cdot L}^{(s)}}{\gamma_{R}^{(s)}}=\frac{G_{o p}}{I+G_{o p}}
$$

2.4.1.2 System with a synchro-pair as error-detector

On the basis of adopting the same above assumption concerning the servoamplifier, the synchro-system actuating signal may be related to the input signal to the control winding of the 2 -phase servomotor by the expression,

$$
e_{D}(s)=A \quad e_{b 2}(s)
$$

Using similar procedure as adopted above, an open-loop modulation transfer function can be obtained provided that high harmonic terms are neglected. This may be given as,

$$
\begin{aligned}
& G_{0 s}=\frac{Y_{L}^{(s)}}{\varepsilon(s)}=K_{0 s} \cdot \frac{1}{S(F+J G)} \quad . \\
& {\left[\Omega _ { D } \left\{c^{j\left(\varphi-\mu_{2}-\theta+\mu_{s}+\pi / 2\right)} \frac{S_{-}}{Z_{s-}(s)}\right.\right.} \\
& \left.+e^{-j\left(\varphi-\mu_{2}-\theta+\mu_{s}+\pi / 2\right)} \frac{S+}{Z_{S+}(s)}\right\}-Y_{s}\left\{e^{j\left(f-\mu_{2}-\dot{\mu} \cdot,\right)}\right. \\
& \left.\frac{E^{2}=}{Z_{D-}(\Xi)}+e^{-j\left(\varphi-\mu_{2}-\theta+\mu_{s}\right)} \frac{S^{2}}{Z_{D+}(s)}\right\} \text { 2.4.8 }
\end{aligned}
$$

Where

$$
K_{0 s}=\frac{n_{m}}{n_{L}} \cdot \frac{E_{m}}{2} \cdot \frac{M^{2}}{R_{d}} \cdot \frac{K_{S}}{2} \cdot A
$$

Again, the closed-loop modulation transfer function can be easily derived from Equation 2.4.9, and may be expressed in terms of $G_{o s}$ as given below,

$$
G_{c s}=\frac{G_{0 s}}{1+G_{0 s}}
$$

### 2.4.2 Complex frequency block diagram representation of the uncompensated a.c. servomechanism

### 2.4.2.1 System with a potentiometer-bridge as errordetector

The relationship expressed by Equation 2.4.1 may be rewritten in a more general form without violating its validity, hence

$$
{ }^{e}{ }_{D \pm}(\mathrm{s})=A \varepsilon_{p \pm}(\mathrm{s}) \quad 2.4 .8
$$

With the help of the above relationship, it is possible to join the block diagrams of the potentiometer-bridge and the 2 phase servomotor, shown in Figs. 1.5 .3 and 2.2 .3 respectively, where the signal is in the form of modulated carrier. The resulting block diagram of the combination is shown in Fig. 2.4.1. By introducing the reference signal $\gamma_{R}$ and a summing point, the combined block diagram can be closed in the domodulated signal region, representing the uncompensated closed-loop system, according to the simple relationship expressed by Equation 2.4.5.


FIG. 2.4.1.

Viewing the closed-loop block diagram of the uncompensated system of Fig. 2.4.1 it is noticed that in addition to the input reference signal $\gamma_{R}$, two other signals appear in such a way as if they are injected into the system from an outside source. These two signals are, in fact, high harmonic components at double the carrier frequency, generated by the modulation and demodulation processes involved in the system. Dotted line portion in Fig. 2.4.1 shows these noise signals in a distinct way.

Under the condition of neglecting the noise signals, it is possible to obtain from the block diagram, expressions for the open-loop and closed~loop modulation transfer functions which can be shown to be in conformity with the above mathematical formulation.

### 2.4.2.2 System with a synchro-pair as error-detector

Following a similar pattern of steps as in
2.4.2.1 above, the synchro-pair block diagram shown in Fig. 2.3.3 may be joined to that of the 2 -phase servomotor shown in Fig. 2.2.3 according to the boundary relationships in the modulated and demodulated signal zones. Equation 2.4.5 establishes the boundary relationship in the demodulated signal zone, whereas the general form of Equation 2.4.7, which may be expressed as,

$$
e_{D_{ \pm}}(s)=A e_{b 2_{ \pm}}(s) \quad 2.4 .9
$$

describes the boundary relationship in the modulated signal zone.

Fig. 2.4.2 shows the combined block diagram representing the uncompensated closed-loop system operated with a synchro-pair as error-detector. Due to the high frequency filtering action of the 2-phase servomotor, the effect of the high harmonic signals generated by the modulation and demodulation processes (illustrated
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in the figure by dotted line) on the system response may be considered negligible. On this basis, it becomes simple to derive from the block diagram expressions for the overall open-loop and closed-loop modulation transfer functions similar to those expressed by Equations 2.4.8 and 2.4.10 respectively.

The effect of the rotary modulation involved in the mechanism of the synchro-pair is to produce a new zero in the s-plane as can be easily deduced from the figure. This can usefully be employed for stabilization purposes ${ }^{1-3}$ an adjustment of this zero can be made to provide phase lead in the useful frequency range.

### 2.5 General discussion

As pointed out above, the a.c. servomechanism components, in which either a modulation or a demodulation process takes place cannot be described individually by transfer functions. However, by combining at least two of these components comprising a modulation and a demodulation process, renders it possible to obtain a modulation transfer function for the combination provided that the generated noise is neglected.

The significance of the system of equations described and the block diagrams developed above for representing the 2-phase servomotor and the synchro-pair lies in the fact that they are very adaptable, such that, the effect of other associated components, such as compensating devices, can easily be included (as will be dealt with in Chapter 3). Effect of the carrier frequency and phase variations on the system response can also easily be studied. Furthermore, the effect of changing the electrical and mechanical parameters of the various components can be investigated.

The analysis presented above was based on linearised conditions realised by generally accepted simplifying assumptions. However, it
provides a basis on which extensions and modifications could be made to account for the nonlinearities resulting from the gear backlash, coulomb friction and the high harmonic components generated by the modulation-demodulation process.

## CHAPTER 3

## COMPENSATION OF A.C. SERVOMECHANISMS

### 3.1 Introduction

The principles of analysis and techniques developed in the previous chapter are readily applied to the design problem of a.c. servomechanisms. These techniques are particularly suitable for evaluating the performance characteristics of the overall uncompensated system once the parameter values are established, the loading conditions defined, and the input signals specified. Consequently, the absolute stability of the system can be checked, not only under normal operating conditions, but also when the system is subject to command signals, disturbing load variations, and realistic changes in loop parameters. Furthermore, a comparison between the performance obtained for the uncompensated servo-mechanism and the specified steady-state and dynamic performance would determine whether compensation is needed, and the way it should be effected.

Gain adjustment is certainly the most attractive procedure for accomplishing performance modifications to meet specified requirements, because it is the simplest and least costly method. The steady-state accuracy and band-wdith requirements can be achieved easily by this method. The effects of varying gain or changing parameter values correspond to motion of the system poles and zeros in the s-plane, :hich can rapidly be investigated by the use of root-locus method. Unfortunately, however, gain adjustment is seldom solely adequate until a
compensation procedure has reduced the problemd to one which is within the range of gain adjustment.

In general, the design of an appropriate compensation can be accomplished in three stages:
i) The choice of the compensator location in the system (e.g., in tandem, in the feedback loop, or in both).
ii) The determination of the required dynamic characteristics of the compensator.
iii) Physical realization (e.g., by RC network, a.c. tachometer, or....etc.), and synthesis of the various parameters of the practical compensator.

Stages (i) and (iii) require a good knowledge of the effect of various compensation techniques on both steadystate and transient performance of the a.c. system. Although many types of a.c. compensation are in common use, there is still neither a complete nor accurate analysis to some of them, which may be attributed to the difficulties encountered in realizing a.c. compensation designed to operate on the envelope of a modulated signal without affecting the carrier phase.

It is, therefore, the main object of this chapter and the next chapter to develop rigorous analysis and useful descriptions to three important types of a.c. compensation, viz:
i) a.c. tachometer feedback
ii) tandem linear networks
iii) tandem chopper networks

### 3.2 A.c. tachometer

### 3.2.1 General

Tachometer feedback is a very common form of compensation. It usually represents the simplest means available. The signal fed back by the tachometer tends to increase the steady-state velocity-lag error. However, if a limiter is placed in the feedback path to provide saturation characteristics, it is frequently possible to obtain adequate damping in the transient period without excessive increases in velocity-lag error.

In general, tachometer feedback is used as inverse feedback and therefore tends to increase the bandwidth, which may be undesirable from the noise transmission point of view.

The following features show why tachometer feedback is an attractive compensator:
i) Integrally constructed motor-tachometer units are available and very satisfactory.
ii) This method of compensation is not very sensitive to changes in carrier frequency.
iii) Tachometer feedback inherently reduces the destablizating effects of gear backlash.

In the past, many authors $14,22,29-33$ have attempted to describe the behaviour of the a.c. tachometer using different techniques of analysis. However, a simple and sufficiently accurate description of this device atill does not seem to be available at present. In this Section, a rigorous analysis is going to be presented employing the 2-axis general the ory of machines in order to offset these deficiences.
3.2.2 Analysis

Because of the similarity between the construction of a.c. tachometer and 2 -phase servomotor, the diagram of Fig. 2.2 .1 may also be adopted to represent the a.c. tachometer and its equivalent generalised 2-axis machine. Again, the same basic assumptions, outlined in Section 2.1, are going to be used in deriving the dynamic equations.

By applying a similar procedure as in Sub-section 2.2.1, it is possible to arrive at the same results expressed by Eqns. 2.2.1 to 2.2 .6 and 2.2 .13 to 2.2.29 provided that the subscript $t$ is used in conjunction with the various variables and parameters. At this stage, the operating conditions have to be set up in order to relate various expressions with the aim of formulating the response equation. The operating conditions may be given as below:
i) Stator quedrature-axis winding $Q_{t}$ is energised by a carrier signal whose general form is

$$
e_{Q t}=E_{t} \sin (\Omega t+\psi)
$$

ii) The rotor is squirrel cage type which may be represented by short circuited windings, i.e.;

$$
e_{a t}=e_{b t}=0
$$

Expressions for the actual rotor currents can be obtained from Eqn. 2.2.29, which on substitution of the assumption

$$
z_{r t} \simeq R_{r t},
$$

yield

$$
\begin{array}{r}
i_{a t}=-\frac{M_{t}}{R_{r t}} p\left[\cos \gamma_{t}\left(\frac{1}{Z_{D t}} \cdot e_{D t}\right)+\operatorname{sin\gamma }\left(\frac{1}{Z_{D t}} \cdot e_{Q t}\right)\right] \\
\ldots .3 .2 .4
\end{array}
$$

and

$$
\begin{array}{r}
i_{b t}=-\frac{M_{t}}{R_{r t}} p\left[\sin \gamma_{t}\left(\frac{1}{Z_{D t}} \cdot e_{D t}\right)-\cos \gamma_{t}\left(\frac{1}{Z_{D t}} \cdot e_{Q t}\right)\right] \\
\ldots 3.2 .5
\end{array}
$$

In general, the ac. tachometer stator direct-axis winding $D_{t}$ feeds either the ac. servoamplifier with usually a high input impedance or a compensating network which is usually designed to provide a high input impedance in order to avoid loading problems. Consequently, it may be assumed that

$$
i_{D t} \simeq 0 \quad 3.2 .6
$$

without committing a serious error. With this assumption, the ac. tachometer output can be obtained in terms of rotor currents using Eqn. 2.2.16, thus

$$
e_{D t}=M_{t} p\left[\cos \gamma_{t} \cdot i_{a t}+\sin \gamma_{t} \cdot i_{b t}\right]
$$

Eliminating $i_{\text {at }}$ and $i_{b t}$ using Eqns. 3.2.4 and 3.2.5, Eqn. 3.3 .7 becomes

$$
e_{D t}=-\frac{M_{t}^{2}}{R_{r t}} p\left[\frac{p}{Z_{D t}} \cdot e_{D t}+\gamma_{t}^{*} \cdot\left(\frac{1}{Z_{D t}} \cdot e_{Q t}\right)\right] \quad 3.2 .8
$$

which may be rearranged to give

$$
e_{D t}=-\frac{n_{I}}{n_{t}} \cdot \frac{m_{t}^{2}}{R_{r t}} \cdot \frac{p z_{D t}}{\left[z_{D t}+\frac{M_{t}^{2}}{R_{r t}} p^{2}\right.}\left[r^{\cdot}\left(\frac{1}{z_{D t}} \cdot e_{Q t}\right)\right]
$$

3.2.3 Representation by a mathematical model

After a sufficiently long time from the instant of applying the carrier excitation $e_{Q t}$, the current $i_{Q t}$ reaches its steady-state which may be expressed as

$$
i_{Q t}=\frac{E_{t}}{\sqrt{R_{D t}^{2}+L_{D t}^{2} \Omega^{2}}} \sin \left(\Omega t+\psi-\mu_{t}\right)
$$

$$
. \cdot 3 \cdot 2 \cdot 10
$$

where

$$
\mu_{t}=\tan ^{-1}\left(\frac{\mathrm{I}_{\mathrm{Dt}} \Omega}{R_{D t}}\right)
$$

Substituting Eqn. 3.2.10 into Eqn. 3.2.9 and rearranging gives

$$
e_{D t}=-k_{t} \frac{p z_{D t}}{\left[Z_{D t}+M_{t}^{2} p^{2} / R_{r t}\right]}\left[\sin \left(\Omega t+\psi-\mu_{t}\right) \cdot p r_{L}\right]
$$

where

$$
k_{t}=\frac{n_{I}}{n_{t}} \cdot \frac{M_{t}^{2}}{R_{r t}} \cdot \frac{E_{t}}{\sqrt{R_{D t}^{2}+L_{D t}^{2} \Omega^{2}}}
$$

Eq. 3.2.12 describes the output of the ac.
tachometer $e_{\text {Dt }}$ as a function of the input $\gamma_{L}$. This function can be readily translated into the mathematical model shown in Fig. 3.2.1.
3.2.4 Complex frequency block diagram representation

Before taking the Laplace transform of Eqn. 3.2 .12 , it may first be rearranged in the more convenient form:

$$
\left[z_{D t}+m_{t}^{2} p^{2} / R_{r t}\right] e_{D t}=-k_{t} p z_{D t}\left[\sin \left(\Omega t+\psi-\mu_{t}\right) \cdot p \gamma_{L}\right]
$$

If the load shaft position is assumed to be initially zero with negligible higher order rate of change wor.t. time, then

$$
r_{I}(0)=r_{L}^{0}(0)=r_{I}^{*}(0) \cdots \text { etc. } \simeq 0
$$

The Laplace transform of the L.H.S. of Eqn. 3.2.13
is straightforward, whereas that of the R.H.S. would require the use of the Complex Convolution Integral ${ }^{124}$ which, in turn, can be easily solved employing the method of Residue. Toking into account the results of Eqn. 3.2.14, Eqn. 3.2.13 can easily be transformed into the complex frequency domain yielding the expression
$e_{D t}(s)=\frac{k_{t}}{2} \frac{s Z_{D t}(s)}{\left[Z_{D t}(s)+M_{t}^{2} s^{2} / R_{r t}\right]}\left[e^{j\left(\psi-\mu_{t}-\pi / 2\right)} s^{-\gamma_{J_{\mu}-}(s)+}\right.$

$$
\left.\mathrm{e}^{-j\left(\psi-\mu_{t}-\pi / 2\right)} s_{+} \gamma_{L+}(s)\right]
$$
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On the basis of Eqn. 3.2.15, a complex frequency block diagram representing the dynamic behaviour of a.c. tachometer may be constructed as shown in Fig. 3.2.2. It is again evident that a transfer function for the isolated a.c. tachometer cannot be obtained because a modulation process is effected in it resulting in a change of the nature of the output signal in comparison with that of the input. However, by feeding the output of the a.c. tachometer back to the 2-phase servomotor (where a demodulation process is effected) and considering the combination, an overall modulation transfer function can be obtained (if high harmonic components are neglected) in which the effect of the a.c. tachometer is in implicit form. This treatment is deferred to the next Sub-section.
3.2.5 Positional control a.c. servomechanism compensated by a.c. tachometer

The positional control a.c. servomechanism shown in Fig. 1.2.1 is going to be considered as an illustrative example. To avoid undue complexity at this stage, the simplifying assumptions associated with the servo-amplifier adopted in Sub-section 2.4 .1 will also be used here.

Formulation of the open-loop and closed-loop system responses can be considerably simplified if the system block diagram is first constructed. The complex frequency block diagrams representing the 2 -phase servomotor, the synchro-pair and the a.c. tachometer shown in Figs. 2.2.3, 2.4.3, and 3.2 .2 respectively, can be joined together according to the boundary conditions expressed below

$$
e_{D_{ \pm}}(s)=A\left[e_{b 2 \pm}(s)-e_{D_{t \pm}}(s)\right] \quad 3.2 .16
$$

The resulting block diagram is shown in Fig. 3.2.3. Clearly, the derivation of the overall open-loop and closed-loop modulation transfer function is straightforward provided that the high frequency filtering action of the 2 -phase servomotor warrants the neglection of the high harmonic signals generated by the modulation and demodulation processes.

Such a complete representation of the a.c. system would enable the servo designer to apply more refined and systematic design techniques similar to those available for d.c. systems. Furthermore, it permits thorough studies to be easily carried out into the effects of carrier frequency drift, change in carrier phase, variations of electrical and mechanical parameters on the overall system performance.

### 3.3 Linear networks

### 3.3.1 General

Although a.c. tachometer feedback compensation may be acceptable from the point of view of performance, the space available and the required geometry of the mechanical design may make it impossible to employ a motor with integrally mounted tachometer or to couple in a separate tachometer with gearing. Also, considerations of size and weight of electro-mechanical components set up a basic restriction to their use in some applications. Compensation by linear networks generally has the advantage in weight, size, reliability, and cost, but suffers from being very sensitive to carrier frequency drift.

In some applications, such as instrument servos,

where the carrier frequency is adequately stable, linear network compensation emerges as the most superior type. The synthesis of a.c. compensation linear networks has received considerable attention ${ }^{46-62}$ in recent years. However, the various techniques developed do not seem to provide a systematic general approach, and usually involve a great deal of approximation. In this Section, a general synthesis method is presented to realize specified multiplicative and rotary modulation transier functions by means of linear networks.
3.3.2 Multiplicative modulation transfer function

Before considering the synthesis procedure, it would be appropriate to examine the relationship between the transfer function of a general linear notwork and its e: velope transfer function. For this purpose, the ideal a.c. or carrier system shown in Fig. 3.3.1, in which a Iinear network is inserted in the carrier channel between an ideal modulator and demodulator, is going to be considered. Where the modulator and demodulator are sinusoidally excited by the voltages

$$
E_{m d} \sin (\Omega t+\theta) \text { and } E_{d e} \sin (\Omega t+\varnothing)
$$

respectively.

Thus, the output of the modulator can be written as

$$
x_{1}(t)=x(t) \cdot E_{m d} \sin (\Omega t+\theta) \quad 3.3 .2
$$

where $x(t)$ is the modulating signal.
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The Laplace transform of Eqn. 3.3 .2 is

$$
\begin{array}{r}
x_{1}(s)=\frac{E_{m d}}{2}\left[e^{j(\theta-\pi / 2)} x_{-}(s)+e^{-j(\theta-\pi / 2)} x_{+}(s)\right] \\
\cdots 3 \cdot 3 \cdot 3
\end{array}
$$

This signal is applied to the linear network whose transfer function is assumed to be $G(s)$. Therefore, the output from the network can be written as

$$
y_{1}(s)=x_{1}(s) \cdot G(s) \quad 3 \cdot 3.4
$$

which on demodulation yields

$$
\begin{array}{r}
y(s)=\frac{E_{d e}}{2}\left[e^{j(\phi-\theta)} y_{1-}(s)+e^{-j(\phi-\theta)} y_{1+}(s)\right] \\
\cdots 3 \cdot 3 \cdot 5
\end{array}
$$

Substituting Eqns. 3.3.3 and 3.3.4 into Eqn. 3.3.5, gives

$$
\begin{array}{r}
y(s)= \\
\quad \frac{E_{m d} E_{d e}}{4}\left[\left\{e^{j(\phi-\theta)} G_{-}(s)+e^{\left.-j(\phi-\theta)_{G_{+}}(s)\right\} x(s)}\right.\right. \\
-\left\{e^{j(\phi+\theta)} G_{\neq}(s) x_{--}(s)+e^{\left.\left.-j(\phi+\theta)_{G_{+}}(s) x_{++}(s)\right\}\right]}\right. \\
\ldots 3.3 .6
\end{array}
$$

Eqn. 3.3.6 shows that the output of the ideal ac. system of Fig. 3.3.1 yields second harmonic terms in addition to the fundamental term. If these harmonic terms are neglected, a linear function can be obtained
which may be conveniently termed as "multiplicative modulation transfer function". This can be expressed as

$$
\begin{aligned}
G_{m m}(s) & =\frac{y(s) / x(s)}{E_{m d} E_{d e^{\prime}} / 2} \text { (neglecting second harmonic components) } \\
& =\sum_{Z}\left[e^{i(\% . \theta)} G_{A}(s)+e^{-j(f-\theta)} G_{+}(s)\right] 3.3 .7
\end{aligned}
$$

where the division facto: ( $\mathrm{E}_{\mathrm{md}} \mathrm{E}_{\mathrm{de}} / 2$ ) is introduced to make the multiplicative modulation response unity when

$$
G(s)=1: \text { and } \emptyset=0 \quad 3.3 .8
$$

Eqn. 3.3 .7 gives the relationship between the multiplicative modulation transfer function and the transfer function at any phase misalignment between the modulation and demodulation carrier refersnces. The equation, in fact, shows how to deduce the former function when the latter is known. This process can be represented by the diagram shown in Fig. 3.3 .2 b .

The fimpllee zosponse of tho ratwring $g(t)$ is related to its transfer function $G(s)$ in the wellknown manner

$$
g(t)=\mathcal{L}^{--1} G(s) \quad 3.3 .9
$$

Correcpondingly, a multiplicative modulation impulse response may bs obtand from the multiplicative modulation transfer funstion, thus

$$
g_{m m}(t)=\rho^{-1} G_{m m}(s)
$$

Writing $G_{m m}(s)$ in terms of $G(s)$ and solving, it is easy to deduce that

$$
g_{\operatorname{mrn}}(t)=g(t) \cdot \sin (\Omega t+\varnothing-\theta+\pi / 2) \quad 3 \cdot 3 \cdot 11
$$

This relationship can be described by the diagram shown in Fig. 3.3.2a, in which $\mathrm{g}_{\mathrm{mm}}(\mathrm{t})$ is multiplicatively modulated to yield $g(t)$; and thus the term multiplicative modulation used in association with the impulse response $g_{m m}(t)$ appears to be very appropriate.

### 3.3.3 Method of synthesising the transfer function from the multiplicative modulation transfer

## function

If $g_{m m}(t)$ is demodulated by a carrier signal
of the form

$$
2 \sin (\Omega t+\emptyset-\theta+\pi / 2),
$$

the original impulse of the network is obtained provided that the second harmonic components are neglected. This implies that both the processes described by Eqns. 3.3.7 and 3.3.11 are approximately reversible (exactly reversible in the case of negligible high harmonic terms). This can be further explained in mathematical terms as below

$$
g^{\prime}(t)=g_{m m}(t) \cdot 2 \sin (\Omega t+\phi-\theta+\pi / 2) \quad 3 \cdot 3 \cdot 13
$$

and

$$
G^{\prime}(t)=e^{j(\phi-\theta)} G_{m m-}(s)+e^{-j(\phi-\theta)} G_{m m+}(s)
$$

$$
\cdots \cdot 3 \cdot 3 \cdot 14
$$

where $G^{\prime}(t)$ and $G^{\prime}(s)$ are slightly different in comparison with their correspondings $g(t)$ and $G(s)$ pertinent to the original network. The processes by which $G^{\prime}(t)$ and $G^{\prime}(s)$ are obtained from $g_{m m}(t)$ and $G_{m m}(s)$, respectively, are illustrated by the diagrams $a$ and $b$ shown in Fig. 3.3.3.

To obtain the transfer function corresponding to a specified multiplicative modulation transfer function $G_{m m}(s)$ with a better degree of accuracy, the following procedure may be employed:
i) Apply Eqn. $3 \cdot 3.14$ to obtain $G^{\prime}(s)$, which can be considered as a first approximation of the required transfer function.
ii) Substitute the value of $G^{\prime}(s)$ in Eqn. 3.3.7 to obtain the corresponding $G^{\prime}(s)$, which is expected to be different from the original $G_{m m}(s)$ due to the approximation involved.
iii) Evaluate the difference $\left[G_{m m}^{\prime}(s)-G_{m m}(s)\right]$, and consider it as an error function on which the above two steps may be applied. This would allow a second approximation $G^{\prime \prime}(s)$ of the required transfer function to be obtained.
iv) Better approximation can still be obtained by repeating the above steps. The number of repetitions depends on the required degree of accuracy.

Once the transfer function is obtained, the synthesis problem reduces to a conventional one, and the realization by a physical network can be accomplished by one of the procedures available for linear network realization.

### 3.3.4 Rotary modulation transfer function

In a.c. servomechanisms, the behaviour of the synchro-pair error-detector may be ideally represented by an ideal modulator followed by a differentiator, whereas that of the 2-phase servomotor may be ideally represented by an ideal demodulator followed by a filter. In this way, the a.c. system is reduced down to the ideal system shown in Fig. 3.3.4, where the filter after the demodulator is not considered and $G(s)$ is the transfer function of a linear correcting network inserted between the synchropair and the servomotor.

From this figure, the output of the rotary modulator can easily be deduced as

$$
\begin{aligned}
x_{2}(t) & =p\left[x_{1}(t)\right] \\
& =p\left[x(t) \cdot E_{m d} \sin (\Omega t+\theta)\right] \quad 3.3 .15
\end{aligned}
$$

Transforming the above equation into the complex frequency domain by taking its Laplace transform, gives

$$
\begin{gathered}
x_{2}(s)=\frac{E_{m \alpha}}{2} \cdot s \cdot\left[e^{j(\theta-\pi / 2)} x_{-}(s)+e^{-j(\theta-\pi / 2)} x_{+}(s)\right] \\
-x(0) E_{m \alpha} \sin \theta
\end{gathered}
$$

It follows that the output from the linear network is

$$
y_{1}(s)=x_{2}(s) \cdot G(s)
$$

which on demodulation yields
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$$
\begin{aligned}
y(s) & =\frac{E_{m d} E_{d e}}{4}\left[\left\{e^{j(\phi-\theta)} s_{-} G_{-}(s)+e^{-j(\phi-\theta)} s_{+} G_{+}(s)\right\} x(s)\right. \\
& \left.-\left\{e^{j(\phi+\theta)} s_{-} G_{-}(s) x_{--}(s)+e^{-j(\phi+\theta)} G_{+}(s) x_{++}(s)\right\}\right] \\
& -\frac{E_{m d} E_{d e}}{2} \cdot x(0) \sin \theta\left[e^{j(\phi-\pi / 2)} G_{-}(s)+e^{-j(\phi-\pi / 2)} G_{+}(s)\right]
\end{aligned}
$$

$$
. \cdot 3 \cdot 3 \cdot 18
$$

In this case, even with the assuraption of negligible second harmonic components, a linear function relating the output and the input signals cannot be accomplished unless the further assumption of

$$
x(0) \cdot \sin \theta=0
$$

is also established. This assumption states that either the signal initial value is zero, $\theta=0$, or both simultaneously vanish. Under any one of these conditions, the resulting linear function, which may be appropriately termed as "rotary modulation transfer function $G_{r m}(s)$ ", can be expressed as

$$
\begin{array}{r}
G_{r m}(s)=\frac{y(s) / x(s)}{E_{m d} E_{d e} / 2} \quad \begin{array}{l}
\text { (neglecting second harmonic terms, } \\
\text { and under the condition of } \\
\\
x(0) \sin \theta=0)
\end{array} \\
=\frac{1}{2}\left[e^{-j(\phi-\theta)} s_{-} G_{-}(s)+e^{-j(\phi-\theta)} s_{+} G_{+}(s)\right] \\
\ldots 3.3 .20
\end{array}
$$

where the factor ( $E_{m d} E_{d e} / 2$ ) is introduced to make the rotary modulation response unity when

$$
G(s)=1, \text { and } \varnothing=\theta \text { 3.3.21 }
$$

The process of obtaining the rotary modulation transfer function from a given transfer function at any value of phase misalignment between the modulation and demodulation carrier references, described by Eq. 3.3.20, is illustrated by the diagram shown in Fig. $3.3 .5 b$.

If $g(t)$ is the impulse response of the linear network whose transfer function is $G(s)$, correspondingly a rotary modulation impulse response $g_{r m}(t)$ can be found such that

$$
g_{r m}(t)=\mathcal{L}^{-1} G_{r m}(s) \quad 3.3 .22
$$

Writing $G_{r m}(s)$ in terms of $G(s)$ and solving for $\mathrm{g}_{\mathrm{rm}}$ (s) results in

$$
g_{r m}(t)=\sin (\Omega t+\phi-\theta+\pi / 2) \cdot p g(t)
$$

This is only valid when either $g(0)=0$ or $\varnothing=\theta$. Fig. 3.3.5a shows a diagram representing the process described by Eq. 3.3.23.
3.3.5 Method of synthesising the transfer function from the rotary modulation transfer function

$$
\text { If } g_{r m}(t) \text { is first demodulated by a carrier }
$$

signal of the form

$$
2 \sin (\Omega t+\varnothing-\theta+\pi / 2), \quad 3 \cdot 3.24
$$

and the result is then integrated, the original impulse transform of the network can be recovered provided that the second harmonic components are neglected. Thus, in mathematical terms

$$
g^{\prime}(t)=\frac{1}{p}\left[2 \sin (\Omega t+\varnothing-\theta+\pi / 2) \operatorname{g}_{r m}(t)\right]
$$

which on taking the Laplace transform, gives

$$
\begin{aligned}
G^{\prime}(s)= & \frac{1}{s}\left[e^{j(\phi-\theta)} G_{r m-}(s)+e^{-j(\phi-\theta)} G_{r m+}(s)\right] \\
& +\frac{G^{\prime}(0)}{s}
\end{aligned}
$$

where $g^{\prime}(t)$ and $G^{\prime}(s)$ differ slightly from their correspondings $g(t)$ and $G(s)$ of the original network. Eqns. 3.3 .25 and 3.3 .26 can be translated into representative diagrams as shown in Fif. 3.3 .6 , where $G^{\prime}(0)$ was assumed to be zero.

With an analogous iterative procedure as that outlined in Section 3.3 .3 , it is possible to obtain more accurate values for $G^{\prime}(t)$ and $G^{\prime}(s)$.

Synthesis of a specified rotary modulation transfer
function is thus accomplished in two steps: derivation of the transfer function from the specified rotary modulation transfer function in the manner explained above: and then realizing the resulting transfer function by a physical network employing one of the available methods of linear network synthesis.

### 3.4 Chopper networks

Despite the numerous advantages of linear passive compensating networks over many other types of a.c. compensation, they possess the serious drawback of being extremely sensitive to carrier frequency drift. That is why they cannot be employed in air-borne control systems where roughly regulated carrier frequency is common. In attempting to overcome this problem, several methods have been developed by which automatic returning ${ }^{2,82-87}$ of the network can be achieved, but a.t the expense of size, weight, cost and reliability.

Recently chopper networks 88-111 have emerged as the most superior type of a.c. compensation in view of its insensitivity to carrier frequency fluctuations, while maintaining all the advantages of linear passive networks. This type of network consists basically of passive elements inter-connected by one or more 3 -terminal switches which operate in synchronism with the carrier. Its principle of operation is thus very similar to demodulation - d.c. compensation - remodulation all performed simultaneously instead if in sequence as in the conventional approach.

The analysis of chopper networks constitutes a relatively big part of the present work, and it was thus decided to devote the whole next chapter to this purpose.

## CHAPTER 4

## ANALYSIS OF CHOPPER NETWORKS

### 4.1 Introduction

4.1.1 General

The purpose of the analysis presented in this chapter is mainly to obtain a mathematical form to describe the chopper network response to suppressedcarrier amplitude-modulated wave, so that its contribution to a.c. systems performance can satisfactorily be related, thereby enabling the overall system response to be determined. On this basis, the chopper networks under consideration are inserted between an ideal modulator and an ideal demodulator as shown in Fig. 4.1.1. The former produces the required input suppressed-carrier amplitudemodulated wave, whereas the latter is employed to recover the envelope of the output from the chopper network and thus may be compared with the modulating signal. To derive the response of the chopper networks when subject to rotary modulated signal, as in the case of using synchros as error-detectors, Fig. 4.1.2 is used.

Because of the non-linear nature of the modulation and demodulation operations as well as the switching processes incorporated in the chopper networks, the response of such networks is expected to be dependent on the input actuating signal $x(t)$ (see Figs. 4.1.1 and 4.1.2)。 However, by neglecting the higher harmonic components, it is possible, as will be seen in this chapter, to obtain a response function independent of the input referred to as
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"modulation transfer function". Either the term multiplicative or rotary may be added to describe the type of the modulation.

### 4.1.2 Analysis techniques

Previous contributions by many authors $88-111$ have resulted in the development of several methods of analysis. Virtually all these methods depend on different simplifying assumptions with the common restriction of step-function input modulating signal. In addition, the application of these methods of analysis were usually confined to a few number of chopper networks with very simple configurations, and the treatment was only limited to restricted operating conditions. In some cases $89,90,94,97,98,108,110$, few experimental results were given for very special cases which neither provide sufficient assessment to the approximations involved nor determine their limits of validity under various modes of operation. Finally, neither of these available methods is suitable for evaluating the noise generated in the various chopper networks (due to the inherent switching mechanism), which may be very desirable in assessing their suitability in the various applications.

In an attempt to offset all the aforementioned deficiencies, two analytical approaches are going to be examined in detail:
i) Exact analytical approach

In this approach, the analysis is carried throughout in the complex frequency domain. The input modulating signal $x(t)$ is treated as a general function of time. No further assumptions are imposed
other than that stated above concerning the neglection of the high harmonic terms appearing in the final output $y(t)$, which is essential for enabling the modulation transfer function to be determined.

This method of analysis although depends to some extent on some previous attempts ${ }^{89-91}$ employing Z-transform and modified Z-transform techniques, it is believed to be new in its entirety and coverage.

## ii) Approximate analytical approach

This approach is primarily based on methods previously developed by several authors ${ }^{97-99}$. Reformulation was necessary in order to make the method applicable to more general and complex configurations of chopper networks. The method depends essentially on the assumption that the envelope changes very slowly with respect to the carrier, which enables an equivalent time-invariant passive network to be determined.

### 4.1.3 Chopper network configurations

According to the work presented in Chapter II, there are many types of chopper networks available. It would be very difficult to consider the analysis for all the types in one chapter. Therefore, a representative selection of only three RC prototypes are going to be considered in the subsequent analysis. These prototypes are:
i) Single-switch double-capacitor
ii) Double-switch single-capacitor
iii) Cascaded inverted double-switch double-capacitor
which are, for convenience, redrawn in Fig. 4.1.3. Since analogous steps can be used for analysing the various prototype chopper networks, the detailed analysis will be only confined to the single-switch double-capacitor chopper network, whereas the important formulae and final results corresponding to the other two prototypes will be directly given in Appendices $B$ and $C$ respectively.

(a) Double-switch single-capacitor chopper network

(b) ${ }^{\text {S }}$ Single -switch double-capacitor chopper network

(c) Cascaded inverted double-switch double-capacitor chopper network

FIG. 4.1.3.

### 4.2 Application of the Exact Analytical Approach

4.2.1 Development of block diagrem representation.

Consider the single-switch double-capacitor prototype chopper network shown in Fig. 4.1.3-a to be the one used in connection with the diagram of Fig. 4.1.1.

Ideally, the effect of the 3 -terminal synchronous switch is to make contact with terminal 1 for

$$
n T \leqslant t<(n+\delta) T, \quad n=0,1,2, \ldots, \quad 4 \cdot 2 \cdot 1
$$

where

$$
0<\delta<1 / 2
$$

$$
4 \cdot 2 \cdot 2
$$

and to make contact with terminal 2 for

$$
(n+1 / 2) T \leqslant t<(n+1 / 2+6) T \quad 4 \cdot 2 \cdot 3
$$

On this basis, the 3 -terminal synchronous switch has the effect of closing the circuit through branch a, which includes the parallel combination of $c$ and $G_{1}$, thus impressing $v_{1}(t)$ upon the resistance $1 / G$ in series with branch a for $n T \leqslant t<(n+\delta) T$, and opening the circuit for $(n+\delta) T \leqslant t<(n+1) T$, during which the capacitor discharges through its shunting resistence $1 / G_{1}$. The identical process is applied to branch $b$ but with a delay of $T / 2$.

Considerable simplification can be achieved by breaking the 3 -terminal synchronous switch into its equivalent two 2-terminal switches as outlined in Sub-section II.2.3.
i) For $n T \leqslant t<(n+\delta) T$, the voltage $v_{2}(t)$ is identical to the voltace appearing across the capacitor of
branch "a". This voltage may be considered as the superposition of three parts, each contributed to by a separate input as explained below:
a) Contribution due to $v_{1}(t)$ :

By assuming that during the periods
$(n+\delta) T \leqslant t<(n+1) T, \quad n=0,1,2, \ldots$, the
2-terminal switch, in series with branch a, is still closing the circuit, and the voltage $v_{1}(t)$ is short-circuited (these assumptions are not true and their effect will be nullified in step "c" below), then the effect of $v_{1}(t)$ can be obtained by replacing it by $F_{a}(t)$ such that

$$
F_{a}(t)=v_{1}(t) \cdot M_{1}(t) \quad 4 \cdot 2 \cdot 4
$$

where

$$
M_{1}(t)=\sum_{n=0}^{n=\infty}\left[U_{-1}(t-n T)-U-1\{t-(n+\delta) T\}\right]
$$

$$
. .4 \cdot 2 \cdot 5
$$

which is illustrated in Fig. 4.2.1.
In doing so, the voltage $F_{a}(t)$ is continuously impressed on the linear network whose transfer function is

$$
G(s)=\frac{1 / \tau}{s+1 / \tau}
$$

$$
4.2 \cdot 6
$$

$$
\begin{array}{rlrl}
\text { where } & \tau=c / G & 4.2 .7 \\
\text { and } & \tau_{e}=c /\left(G+G_{1}+G_{2}\right) & 4.2 .8
\end{array}
$$

Therefore the contribution to $v_{2}(t)$ due to $F_{a}(t)$ can be directly written as

$$
v_{21}(t)=f^{-1} F_{a}(s) G(s) \quad 4.2 \cdot 9
$$
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b) Contribution due to the charge appearing on the capacitor at $t=n T:$
This essentially represents the initial condition value of charge appearing at the switching instants $t=n T, n=0,1,2, \ldots$, etc., which corresponds to the starting instants of the cyclic transient (see Sub-section I.4.2.4.3). Let the voltage across the capacitor due to this change be denoted by $\lambda_{a 2}(n T)$. With the same assumption (as in "a" above) of permanent closure of the 2-terminal switch associated with branch a, the contribution to $v_{2}(t)$ due to $\lambda_{a 2}(n T)$ can be expressed as

$$
v_{22}(t)=\mathcal{L}^{-1} \lambda_{a 2}^{*}(s) \cdot \tau \cdot G(s) \quad 4 \cdot 2 \cdot 10
$$

provided that the effect of $\lambda_{a 2}(m T)$ for $m<n$ should be eliminated. This will be accomplished in step "c".
c) Contribution due to $F_{a}(t)$ for $t<n T$ and $\lambda_{a 2}(n T)$ for $m<n$ be eliminated:
This step is primarily introduced to counterbalance the effect of the wrong assumption made in steps a and $b$ above. This is accomplished by computing first the voltage appearing across the capacitor at $t=(n+\delta) T$ due to $F_{a}(t)$ for $t<n T$ and $\lambda_{a 2}(\mathrm{mT})$ for $m<n$, then nullifying that voltage by introducing an equal voltage but opposite in sense. Denoting this voltage by $\lambda_{a 1}\{(n+\delta) T\}$, thus its contribution to $v_{2}(t)$ can be written as

$$
v_{23}(t)=\mathcal{L}^{-1} \lambda_{a 1}^{*}(s) \cdot z_{1}^{-1} \cdot e^{(1-\delta) T S} \cdot \tau \cdot G(s)
$$

The process of computing $\lambda_{a 1}\left\{\left(\begin{array}{c}n+6) T \\ 125,\{26\end{array}\right.\right.$ and $\lambda_{a 2}(n T)$ can be done using sampled-data system ${ }^{125,126}$ as illustrated by the block diagram shown in Fig. 4.2.2. A portion of the block diagram represents the signal flow in the time domain and the other portion in the s-domain. In doing so, convolution processes, which are not easy to represent by block diagrams, are replaced by multiplication processes, which can easily be represented, according to the mathematical rule thet convolution in the s-domain corresponds to multiplication in the time domain and vice versa.

The voltage $v_{1}(t)$ is derived from the input modulating signal $x(t)$ according to the relation

$$
v_{1}(t)=E_{m \alpha} \sin (\Omega t+\theta) \cdot x(t) \quad 4.2 .12
$$

which is represented in the block diagram by an ideal modulator. $F_{a}(t)$ is then derived from $v_{p}(t)$ according to Eqn. 4.2.4 which may be represented by an ON-OFF switch functioning according to $M_{1}(t)$.

According to Eqns. 4.2.9, 4.2.10 and 4.2.11, the three signals $F_{a}(s), \tau \lambda_{a 己}^{*}(s)$ and $\tau Z_{1}^{-1} e^{(1-\delta) T S} \lambda_{a 1}^{*}(s)$ are sinultaneously applied to the linear network with transfer function $G(s)$ to give the voltage across the copacitor of branch a. This is valid only during the periods $n \mathbb{T} \leqslant t<(n+\delta) T, n=0,1,2, \ldots$ In order to compute the voltage across the capacitor at the instants $(n+\delta) T$, an ideal sampler may be introduced which operates at $t=(n+\delta) T$. The operation of sampling at $t=(n+\delta) T$ is equivalent to advancing the signal to be sampled by $\delta T$, sampling at $t=n T$, and then delaying the resulting train of impulses by $\delta T$. This technique is used in modified


Z-transforms. ${ }^{125,126}$ Having computed $\lambda_{a 1}^{*}(s)$, it is first delayed by $\delta T$, then fed back through the block with transfer function $\tau e^{-\varepsilon T S}$ to fulfil step "c" (where $\varepsilon>0$ is $\varepsilon$ n infinitesimal).

During the period $(n+\delta) T \leqslant t<(n+1) T$, the capacitor of branch a discharges through the resistance $1 / G_{1}$. The voltage across the capacitor is therefore

$$
\lambda_{a 2}(s)=\left(\lambda_{a 1}^{*}(s) e^{-\delta T S}\right) G_{1}(s) \quad 4.2 .13
$$

where

$$
G_{1}(s)=\frac{1}{s+1 / \tau} \quad 4.2 .14
$$

wherein

$$
\tau_{1}=c / G_{1}
$$

In order to compute the voltage at the instants $n T$, a sampler may be introduced which operates at $t=n T$. The undesired transient that would otherwise appear at the output of the block with transfer function $G_{1}(s)$ in Fig. 4.2.2 is eliminated by the feedback of the impulse function $\lambda_{a 2}^{*}(s)$ through the block with transfer function $e^{-\varepsilon T S}$ (this corresponds to step "c" above). To provide the effect stated in step "b", $\lambda_{a}^{*}(s)$ is fed beck through a gain of $\tau$ as illustrated by the outer feedback path.
ii) For $(n+\delta) T \leqslant t<\left(n+\frac{1}{2}\right) T$ and for $\left(n+\frac{1}{2}+\delta\right) T \leqslant t<(n+1) T$, the voltage $v_{2}(t)$ can be easily derived from $v_{1}(t)$ by the simple relation

$$
v_{2}(t)=\frac{\tau_{2}}{\tau+\tau_{2}} v_{1}(t) \quad 4.2 .16
$$

where

$$
\tau_{2}=c / G_{2} \quad 4.2 .17-a
$$

To show that Ign. 4.2.16 is only valid during the period specified above, a function $N(t)$ is introduced such that

$$
v_{2}(t)=\frac{\tau_{2}}{\tau+\tau_{2}} v_{1}(t) N(t) \quad 4.2 .17
$$

where

$$
N(t)=\sum_{n=0}^{n=\infty}\left[U_{-1}\{t-(n+\delta) T\}-U_{-1}\left\{t-\left(n+\frac{1}{2}\right) T\right\}\right] 4 \cdot 2 \cdot 18
$$

which is illustrated in Fig. 4.2.1.

The operation described by Eqn. 4.2 .17 is represented in Fig. 4.2.2 where an ON-OFF switch functioning according to $N(t)$ is introduced.
iii) For $\left(n+\frac{1}{2}\right) T \leqslant t<\left(n+\frac{1}{2}+\delta\right) T$, the voltage $v_{2}(t)$ is identical to the voltage appearing across the capacitor of branch "b". From the symmetry between branches $a$ and $b$, a similar procedure to that outlined in (i) above may be pursued provided that the following changes are made:
a) To account for the delay of $T / 2$ between the identical operations of the 2 -terminal switches associated with branches $b$ and $a$, the function $F_{a}(t)$ is replaced by $F_{b}(t)$ such that

$$
F_{b}(t)=v_{1}(t) \cdot H_{2}(t) \quad 4.2 .19
$$

where $M_{2}(t)$ is defined as

$$
M_{2}(t)=\sum_{n=0}^{n=\infty}\left[U-1\left\{t-\left(n+\frac{1}{2}\right) T\right\}-U_{-1}\left\{t-\left(n+\frac{1}{2}+\delta\right) T\right\}\right]
$$

. .4 .2 .20
which is illustrated in Fig. 4.2.1.
b) Subscript a associated with various variables is replaced by subscript b.
c) The portion of the block diagram, which includes the sampled-data system particularly employed for the computation of $\lambda_{b 1}^{*}(s)$ and $\lambda_{b 2}^{*}(s)$, is made exactly similar to that used for branch a by means of advancing the signal $F_{b}(s)$ by $T / 2$, sampling at $t=n T$, and then retarding the signals $\lambda_{\mathrm{b} 1}^{*}(\mathrm{~s})$ and $\lambda_{\mathrm{b} 2}^{*}(\mathrm{~s})$ by $T / 2$. This portion of the block diagram is shown in dotted line in Fig. 4.2.2.

On the basis of the above discussion, the complete response $v_{2}(t)$ can be obtained as the sum of three components which correspond to the periods

$$
\begin{aligned}
& n T \leqslant t<(n+\delta) T \\
& (n+\delta) T \leqslant t<\left(n+\frac{1}{2}\right) T \quad \text { and } \quad\left(n+\frac{1}{2}+\delta\right) T \leqslant t<(n+1) T
\end{aligned}
$$

and

$$
\left(n+\frac{1}{2}\right) T \leqslant t<\left(n+\frac{1}{2}+\delta\right) T
$$

To make sure that these three output components are taken only during their assigned periods, three ON-OFF switches are introduced which operate according to the functions $M_{1}(t)$,
$\mathbb{N}(t)$ and $M_{2}(t)$ respectively.
Finally, the voltage $y_{2}(t)$ is derived from $v_{2}(t)$ by the demodulation process

$$
y_{2}(t)=E_{d e} \sin (\Omega t+\phi) \cdot v_{2}(t) \quad 4.2 \cdot 21
$$

On similar basis, the complete response $v_{3}(t)$ may be considered as the sum of three components corresponding to the periods mentioned above. In this case, two blocks representing the transfer functions

|  | $G_{2}(s)$ $=1 /\left(s+1 / \tau_{e 12}\right)$ <br>   <br> and  <br>  $G_{3}(s)$$=\left(s+1 / \tau_{e 12}\right) /\left(s+1 / \tau_{e}\right)$ | 4.2 .22 |
| ---: | :--- | ---: |
| where | $\tau_{e 12}$ | $=c /\left(G_{1}+G_{2}\right)$ |

are introduced, as shown in Fig. 4.2.2, so that the signals $F_{a}(s)$ and $F_{b}(s)$ are impressed on a linear network with transfer function $G_{3}(s)$, whereas $-\lambda_{a 1}^{*}(s) \cdot Z_{*}^{Z_{1}} e^{(1-\delta) T S}$, $-\lambda_{\mathrm{b} 1}^{*}(\mathrm{~s}) \cdot \mathrm{z}_{1}^{-1} \mathrm{e}^{\left(1-\delta^{3} \mathrm{JS}\right.}, \lambda_{\mathrm{a} 2}^{*}(\mathrm{~s})$, and $\lambda_{\mathrm{b} 2}{ }^{*}(\mathrm{~s})$ ore impressed on a linear network with transfer function $G_{2}(s) \cdot G_{3}(s)$ which iss equal to $\tau \cdot G(s)$.

Block diagram representations of the double-dwitch single-capacitor and of the cascaded inverted doubleswitch double-capacjitor chopper networks, shown in Fig. 4.1.3, can be developed by pursuing simile ar techniques as outlined above. These block diagram are shown in Figs. 4.2 .3 and 4.2.4 respectively, where

$$
M(t)=M_{1}(t)-M_{2}(t),
$$



FIG. 4.2 .3.

BLOCK DIAGRAM REPRESENTATION OF THE DOUBLE-SWITCH SINGLE-CAPACITOR CHOPPER NETWORK ILLUSTRATED IN FIG 4.1.3-b


FIG. 4.2 .4.
block diagram representation of the cascaded invented dcuble-switch double-cafacitor chopper network Illustrated in fig. 4.1.3-c.

$$
G_{e 1}(s)=\frac{1 / \tau_{1}}{s+1 / \tau_{e 1}} \quad 4.2 .26
$$

wherein

$$
\tau_{e 1}=c /\left(G+G_{1}\right) \quad 4.2 .27
$$

### 4.2.2 $\frac{\text { Derivation of the Z-transform of the voltage }}{\text { appearing across the capacitor }}$

Attention is confined only to Fie. 4.2.2.

## i) For branch a:

Establishing the signal relationship around the first sampler, yields

$$
\begin{aligned}
& {\left[\left\{F_{a}(s)+\tau \lambda_{a 2}^{*}(s)-\tau Z_{1}^{-1} e^{(1-\delta-\varepsilon) T S} \lambda_{a 1}^{*}(s)\right\} e^{\delta T S} G(s)\right]^{*}=\lambda_{a 1}^{*}(s)} \\
& \text { where } \quad \cdot .4 .2 \cdot 28 \\
& \quad Z_{1}^{-1}=e^{-T S}
\end{aligned}
$$

Similarly, the signal relationship around the second sampler can be set up resulting in

$$
\begin{aligned}
{\left[\left\{Z_{1}^{-1} e^{(1-\delta) T S} \lambda_{a \cdot}^{*}(s)-Z_{1}^{-1} e^{(1-\varepsilon) T S} \lambda_{a 2}^{*}(s)\right\} G_{1}(s)\right]^{*}=} & \lambda_{a 2}^{*}(s) \\
\text { Since, } & 04.2 \cdot 30 \\
& {\left[G_{1}(s)\right]^{*}=\frac{1}{1-Z_{1}-1} e^{-T / \tau_{1}} }
\end{aligned}
$$

Eqn. $4.2 \cdot 30$ can thus be solved and the result may be rearranged to give

$$
\lambda_{a 2}^{*}(s)=e^{-(1-\delta) T / \tau_{1}} Z_{Z_{1}^{-1}}^{-1} \lambda_{a 1}^{*}(s) \quad 4.2 .32
$$

Substituting Eq n. 4.2.32 into Eq. 4.2.28, results in

$$
\frac{1-Z_{1}^{-1} r}{1-Z_{1}{ }^{-1} e^{-T / \tau} e} \cdot \lambda_{a 1}^{*}(s)=\left[F_{a}(s) e^{\delta T s} G(s)\right]^{*} 4.2 .33
$$

where

$$
r=\exp \left\{-T\left(\frac{1}{\tau_{1}}+\frac{\delta}{\tau_{\mathrm{e} 2}}\right)\right\} \quad 4.2 .34
$$

From the definition $\begin{gathered}\text { 125,126 } \\ \text { of } Z-t r a n s f o r m, ~ t h e ~ R . I F . S . ~ o f ~\end{gathered}$ Eqn. 4.2 .33 may be expressed by an infinite sumption as written below

$$
\left[F_{a}(s) e^{\delta T S} G(s)\right]^{*}=\frac{1}{T} \sum_{L=-\infty}^{L=\infty} F_{a}(s-j \Omega L) e^{\delta T(s-j \Omega L)} G(s-j \Omega L)
$$

To determine the 3 -transform of the voltage appearing across the capacitor $\lambda_{a 2}^{*}(n T), n=0,1,2, \ldots$, Ens. 4.2 .33 and 4.2 .35 are substituted in En. 4.2.32, resulting in

$$
\begin{gathered}
\lambda_{a 2}^{*}(s)=\frac{\left.e^{-(1-\delta) T / \tau_{1} Z_{1}^{-1}\left(1-Z_{1}^{-1} e^{-T / \tau} e\right.}\right)}{\left(1-Z_{1}^{-1} r\right)} \cdot \frac{1}{T} \sum_{L=-\infty}^{L=\infty}\left[F_{a}(s-j \Omega L) .\right. \\
\left.e^{\delta T(s-j \Omega L)} \cdot G(s-j \Omega L)\right]
\end{gathered}
$$

ii) For branch b:

By using an analogous approach as outlined above in connection with branch a, the following relationships can be easily derived:

$$
\begin{aligned}
& \lambda_{\mathrm{b} 2}^{*}(s)=e^{-(1-\delta) T / \tau_{1}} \mathrm{Z}_{1}^{-1} \lambda_{\mathrm{a} 1}^{*}(\mathrm{~s}), \quad 4.2 .37 \\
& \frac{1-z_{1}^{-1} \mathrm{r}}{1-z_{1}^{-1} e^{-T / \tau} e} \cdot \lambda_{b 1}^{*}(s)=\left[F_{b}^{\prime}(s) e^{\delta T S} G(s)\right]^{*} \quad 4.2 .38 \\
& \text { and } \lambda_{b 2}^{*}(s)=\frac{e^{-(1-\delta) T / \tau_{1}} Z_{1}^{-1}\left(1-Z_{1}^{-1} e^{-T / \tau_{1}}\right)}{\left(1-Z_{1}^{-1} r\right)} \cdot \frac{1}{T} \sum_{L=-\infty}^{L=\infty}\left[F_{b}^{\prime}(s-j \Omega I) .\right. \\
& \left.e^{\delta T(s-j \Omega L)} G(s-j \Omega L)\right] \\
& 4.2 .39
\end{aligned}
$$

where

$$
F_{b}^{\prime}(s)=e^{T S / 2} \cdot F_{b}(s) \quad 4.2 .40
$$

The corresponding formulae for Figs. 4.2.3 and 4.2.4 are given in Appendices B.1.1 and C.1.1 respectively.

### 4.2.3 Determination of the output voltage

Fig. 4.2.2 shows that two possible outputs can be obtained from such system termed as $y_{2}$ and $y_{3}$. Determination of either of them may be considerably simplified by considering the contribution of various signals during the periods
and

$$
\begin{aligned}
& n^{\prime} T \leqslant t<(n+\delta) T \\
& \left(n+\frac{1}{2}\right) T \leqslant t<\left(n+\frac{1}{2}+\delta\right) T
\end{aligned}
$$

$$
(n+\delta) m \leqslant t<\left(n+\frac{1}{2}\right) T \quad \text { and } \quad\left(n+\frac{1}{2}+\delta\right) T \leqslant t<(n+1) T
$$

then superposing the three contributions.

Focussing the attention to the output $y_{2}$, then:

$$
\text { 4.2.3.1 } \frac{\text { Contribution during the periods }}{n T \leqslant t<(n+\delta) T}:
$$

The contribution due to channel a is
given by $Z_{a}(s)$ which may be expressed as

$$
\xi_{a}(s)=\tau\left[\lambda_{a 2}^{*}(s)-e^{(1-\delta-\varepsilon) T S} Z_{1}^{-1} \lambda_{a 1}^{*}(s)\right]
$$

$$
. .4 \cdot 2 \cdot 41
$$

According to the block diagram of Fig. 4.2.2, the signal $\xi_{a}(s)$ adds to $F_{a}(s)$ before being impressed on the block with transfer function $G(s)$ resulting in

$$
\xi_{a}(s)=\left[F_{a}(s)+\eta_{a}(s)\right] G(s) \quad 4.2 .42
$$

Thus, the contribution to the output may be obtained, in the time domain, as follows

$$
y_{21}(t)=\xi_{a}(t) \cdot M_{1}(t) \cdot H_{d e} \sin (\Omega t+\emptyset)
$$

$$
. .4 \cdot 2.43
$$

Since the form of $y_{21}(t)$ is similar to that of $F_{a}(t)$, the procedure used in Appendix D. 1 is thus readily applicable to obtain the transform of $y_{21}(t)$. This gives

$$
y_{21}(s)=\mathbb{E}_{\text {de }} \sum_{n=-\infty}^{n=0} R_{2}(\not, n) \quad \xi_{a}(s-j \Omega n)
$$

where $R_{2}(\not, n)$ may be deduced from Eq. D. 1.10 provided the following changes are made
$\theta$ is replaced by $\varnothing$
m " if ir n

On substitution of Eqns. 4.2.32, 4.2.36, 4.2.41, 4.2.42, and D.1.12 into Eq. 4.2 .44 and rearranging the result, yields

$$
\begin{aligned}
& y_{21}(s)=E_{m d} I_{d e} \sum_{n=-\infty}^{n=\infty} \sum_{m=-\infty}^{m=0} R_{2}(\not \emptyset, n) R_{2}(\theta, m) G(s-j \Omega n) x\{s-j \Omega(n+m)\} \\
& +\Pi_{m d} F_{d e} \frac{\tau}{T} \frac{Z_{1}^{-1}\left(1-Z_{1}^{-1} e^{-T / \tau} \epsilon\right.}{\left(1-Z_{1}^{-1} r\right)} \sum_{n=-\infty}^{n=\infty} \sum_{L=-\infty}^{L=\infty} \sum_{m=-\infty}^{m=\infty} R_{2}(\emptyset, n) \\
& R_{2}(\theta, m) G(s-j n \Omega)\left[e^{-(1-\delta) T / \tau} 1-e^{(1-\delta) T(s-j \Omega n)}\right] G\{s-j \Omega(L+n)\} \\
& e^{\delta T}\{s-j \Omega(L+n)\} x\{s-j \Omega(n+m+L)\}
\end{aligned}
$$

### 4.2.3.2 Contribution during the periods $(n+1 / 2) T \leqslant t<(n+1 / 2+\delta) T$.

The contribution to the output may be formulated from the block diagram of Fig. 4.2 .2 on similar basis as outlined in Subsection 4.2.3.1 above. This may be written in the time domain as

$$
y_{22}(t)=\xi_{b}(t) \cdot M_{2}(t) \cdot E_{d e} \sin (\Omega t+\emptyset) \quad 4 \cdot 2 \cdot 47
$$

where $\xi_{b}(s)=\left[F_{b}(s)+\xi_{b}(s) e^{-T S / 2}\right] G(s) \quad 4.2 .48$
wherein

$$
\zeta_{b}(s)=\tau\left[\lambda_{b 2}^{*}(s)-e^{(1-\delta-\varepsilon) T S} z_{1}^{-1} \lambda_{a 1}^{*}(s)\right]
$$

Employing similar techniques as outlined in Appendix D.2, Eqn. 4.2 .47 may be transformed to give the expression

$$
y_{22}(s)=-E_{d e} \sum_{n=-\infty}^{n=\infty} R_{2}(\phi, n) e^{-j \pi n} \xi_{b}(s-j \Omega n) 4.2 .50
$$

Eqn. 4.2 .50 may be expanded, using the results of Eqns. $4.2 .37,4.2 .39,4.2 .40,4.2 .48,4.2 .49$ and D.2.4, to give

$$
\begin{aligned}
& y_{22}(s)=E_{m d} E_{d e} \sum_{n=-\infty}^{n=\infty} \sum_{m=-\infty}^{m=\infty} R_{2}(\not \subset, n) R_{2}(\theta, m) G(s-j \Omega n) x\{s-j \Omega(n+m)\} \\
& e^{=j \pi(n+m)} \\
& +E_{m d} E_{d e} \frac{\tau}{T} \frac{Z_{1}^{-1}\left(1-Z_{1} 1^{-1} e^{-T / \tau} e\right.}{\left(1-Z_{1}{ }^{-1} r\right)} \sum_{n=-\infty}^{n=\infty} \sum_{L=-\infty}^{L=\infty} \sum_{m=-\infty}^{m=\infty} R_{2}(\varnothing, n) R_{2}(\theta, m) \\
& G(s-j n \Omega)\left[e^{-(1-\delta) T / \tau} 1-e^{(1-\delta) T(s-j \Omega n)}\right] G\{s-j \Omega(L+n)\} \\
& e^{\delta T\{s-j \Omega(L+n)\}} \quad x\{s-j \Omega(n+m+L)\} \quad e^{-j \pi(n+m+L)} \quad 4 \cdot 2 \cdot 51
\end{aligned}
$$

### 4.2.3.3 Contribution during the periods $(n+\delta) T \leqslant t<(n+1 / 2) T$ and $(n+1 / 2+\delta) T \leqslant t<(n+1) T:$

In the time domain, it can be deduced
from the block diagram of Fig. 4.2 .2 and thus

$$
y_{23}(t)=x(t) \cdot E_{m d} \sin (\Omega t+\theta) \cdot N(t) \cdot \frac{\tau_{2}}{\tau+\tau_{2}} \cdot E_{d e} \sin (\Omega t+\varnothing)
$$

. .4 .2 .52

This can be rearranged to give

$$
\begin{array}{r}
y_{23}(t)=\frac{E_{m d} E_{d e}}{2} \cdot \frac{\tau_{2}}{\tau+\tau_{2}} x(t) \cdot[\cos (\theta-\not \varnothing)-\cos (2 \Omega t+\theta+\not \theta)] \cdot N(t) \\
\cdots 4 \cdot 2 \cdot 53
\end{array}
$$

which yields on transformation

$$
\begin{gathered}
y_{23}(s)=\frac{E_{m d} E_{d e}}{2} \cdot \frac{\tau_{2}}{\tau+\tau_{2}}\left[x(s) *\left\{\frac{\cos (\theta-\emptyset)}{S}-\frac{e^{j(\theta+\emptyset)}}{2(s-j 2 \Omega)}-\frac{e^{-j(\theta+\emptyset)}}{2(s+j 2 \Omega)}\right\}\right] * N(\cdot) \\
\text { where } \quad \ldots 4.2 .54 \\
N(s)=\left\{N(t)=\frac{e^{-\delta T S}}{S}\left[\frac{1-e^{-\left(\frac{1}{2}-\delta\right) T S}}{1-e^{-T S / 2}}\right] 4.2 .55\right.
\end{gathered}
$$

The first convolution may be written as
$x^{\prime}(s)=\frac{1}{2 \pi j} \int_{c_{1}-\infty}^{c_{1}+\infty} x(s-p)\left\{\frac{\cos (\theta-\phi)}{p}-\frac{e^{j(\theta+\phi)}}{2(p-j 2 \Omega)}-\frac{e^{-j(\theta+\phi)}}{2(p+j 2 \Omega)}\right\} d p$
. .4 .2 .56
where $c_{1}<[\mathbb{R} s]$ is greater than the abscissa of the
absolute convergence of

$$
\frac{\cos (\theta-\varnothing)}{p}-\frac{e^{j(\theta+\varnothing)}}{2(p-j 2 \Omega)}-\frac{e^{-j(\theta+\varnothing)}}{2(p+j 2 \Omega)} \quad 4.2 .57
$$

Applying the method of residues to solve the convolution integral, expressed by Eqn. 4.5.56, would yield
$x^{\prime}(s)=\cos (\theta-\phi) \cdot x(s)-\frac{1}{2}\left[e^{j(\theta+\phi)} x(s-j 2 \Omega)+e^{-j(\theta+\phi)} x(s+j 2 \Omega)\right]$ ..4.2.58

Substituting Eqn. 4.2.58 into Eq. 4.2.54 and rearranging, then

$$
\begin{array}{r}
y_{23}(s)=\frac{E_{m d} E_{d e}}{2} \cdot \frac{\tau_{2}}{\tau+\tau} \cdot \frac{1}{2 \pi j} \int_{c_{1}-j \infty}^{c_{1}+j \infty} x^{\prime}(s-p) \cdot N(p) d p \\
\ldots 4 \cdot 2.59
\end{array}
$$

Applying the method of residue once more where the poles of $\mathbb{N}(p)$ lie at the solution

$$
\begin{array}{ll}
p=j 2 \Omega \mathrm{~m} & 4.2 .50
\end{array}
$$

where $m$ is an integer that can take all possible values lying between $-\infty$ to $\infty$. The corresponding residues can be evaluated from $\mathbb{N}(p)$ as follows

$$
R_{3}(m)=\left.\frac{e^{-\delta T p}\left(1-e^{-\left(\frac{1}{2} \delta\right) T p}\right)}{p}\right|_{\text {at } p=j 2 \Omega m}
$$

$$
=\frac{1}{2 \pi j m}\left[e^{-j 4 \pi \delta m}-e^{-j 2 \pi m}\right]
$$

which may be rearranged into the suitable form

$$
R_{3}(m)=-2 \delta e^{-j 2 \pi \delta m} \frac{\sin 2 \pi \delta m}{2 \pi \delta m} \quad 4.2 .62
$$

this is valid for all values of $m$ except for $m=0$ at which the residue may be evaluated by taking the limiting value of Eq. 4.2 .61 as $m$ tends to zero, ie.

$$
\begin{aligned}
R_{3}(0) & =\operatorname{fim}_{m \rightarrow 0} R_{3}(m)=\left.\frac{1}{2 \pi j} \frac{\frac{d}{d m}\left[e^{-j 4 \pi \delta m}-e^{-j 2 \pi m}\right]}{\frac{d}{d m}(m)}\right|_{\text {at } m=0} \\
& =1-28
\end{aligned}
$$

On substitution of Eqns. 4.2.61 and 4.2.58 into
Eqn. 4.2.59, gives
$y_{23}(s)=\frac{E_{m \mathrm{E}}{ }^{E} d e}{2} \cdot \frac{\tau_{2}}{\tau+\tau} \sum_{m=-\infty}^{m=\infty} R_{3}(m)[\cos (\theta-\phi) \cdot x(s-j 2 \Omega m)$

$$
\left.-\frac{e^{j(\theta+\varnothing)}}{2} \times\{s-j(m+1) 2 \Omega\}-\frac{e^{-j(\theta+\varnothing)}}{2} x\{s-j(m-1) 2 \Omega\}\right]
$$

$$
. .4 .2 .64
$$

From the results of Eqns. 4.2.46, 4.2.51 and 4.2.64, an expression for the output $y_{2}(s)$ can be obtained according to the relationship

$$
y_{2}(s)=y_{21}(s)+y_{22}(s)+y_{23}(s) \quad 4.2 .65
$$

With an analogous procedure, the output $y_{3}(s)$ can be determined. This may be written in the form

$$
y_{3}(s)=y_{31}(s)+y_{32}(s)+y_{33}(s) \quad 4.2 .66
$$

where the three constituent terms can be deduced as given by the expressions below

$$
\begin{gathered}
y_{31}(s)=E_{m d} E_{d e} \sum_{n=-\infty}^{m=\infty} \sum_{m=-\infty}^{m=\infty}\left[R_{2}(\phi, n) R_{2}(\theta, m) \times\{s-j \Omega(n+m)\}\right] \\
-y_{21}(s), \quad 4.2 .67 \\
y_{32}(s)=E_{m d} E_{d e} \sum_{n=-\infty}^{n=\infty} \sum_{m=-\infty}^{m=\infty}\left[R_{2}(\phi, n) R_{2}(\theta, m) \times\{s-j \Omega(n+m)\} e^{-j \pi(n+m)}\right] \\
-y_{22}(s),
\end{gathered}
$$

and

$$
y_{33}(s)=\frac{\tau}{\tau} y_{23}(s)
$$

### 4.2.4 Derivation of the multiplicative modulation transfer function

Inspecting the details of Eqns. 4.2.65 and 4.2.66 shows that the output signals yield not only the input signal but also an infinite series of carrier harmonics. The coefficients of the harmonic, however, diminish very rapidly as the order of the harmonic increases. Therefore, if all the high harmonic components are neglected, a linear
relationship between the output and input signal transforms can be established which may be referred to as the multiplicative modulation transfer function $G_{\mathrm{mm}}(\mathrm{s})$. In mathematical terms, $G_{m m}(s)$ can be defined as follows for the case of the output $y_{2}(s)$
$G_{m m 2}(s)=\frac{y_{2}(s)[\text { neglecting harmonic terms }]}{x(s)} \cdot\left(\frac{1}{\left.E_{m d} E_{d e} / 2\right)}\right.$ . .4 .2 .70
where the division factor $\left(\frac{E_{m d}{ }^{E} d e}{2}\right)$ is introduced for the same reason explained earlier in Subsection 3.3.2.

Collecting the terms containing only $x(s)$ of
Eqns. $4.2 .46,4.2 .51$ and 4.2 .64 and substituting the results into Eqn. 4.2.70, thus

$$
\begin{aligned}
& G_{\min 2}(s)=4 \sum_{n=-\infty}^{n=0} R_{2}(\emptyset, n) R_{2}(\theta,-n) G(s-j \Omega n) \\
& +\frac{4 \tau}{T} \cdot Z_{1}^{-1} \frac{\left(1-Z_{1}^{-1} e^{-T / \tau} e\right)}{\left(1-Z_{1}^{-1} r\right)}\left[\sum_{n=-\infty}^{n=\infty} R_{2}(\emptyset, n) G(s-j \Omega n)\right. \\
& \left\{e^{-(1-\delta) T / \tau} 1-e^{(1-\delta) T(s-j \Omega n)}\right\}\left[\left[\sum_{m=-\infty}^{m=\infty} R_{2}(\theta, m) G(s+j \Omega m)\right.\right. \\
& e^{\delta T(s+j \Omega m)} \\
& +\frac{\tau_{2}}{\tau+\tau_{2}}\left[(1-2 \delta) \cos (\theta-\phi)+\frac{1}{\pi} \sin (2 \pi \delta) \cos (2 \pi \delta+\theta+\phi)\right]
\end{aligned}
$$

Similarly, for the output $y_{3}(s)$, the multiplicative modulation transfer function may be written as

$$
G_{m m}(s)=\frac{y_{3}(s)[\text { neglecting harmonic terms }]}{x(s)} \cdot \frac{1}{\left(E_{m d} \mathbb{E}_{d e} / 2\right)}
$$

$$
=4 \sum_{n=-\infty}^{n=\infty} R_{2}(\phi, n) R_{2}(\theta,-n)
$$

$$
-4 \sum_{n=-\infty}^{n=\infty} R_{2}(\emptyset, n) R_{2}(\theta,-n) G(s-j \Omega n)
$$

$$
-\frac{4 \tau}{T} \frac{Z_{1}^{-1}\left(i+Z_{1}^{-1} e^{-T / \tau} e\right)}{\left(1-Z_{1}^{-1} r\right)}\left[\sum_{n=-\infty}^{n=\infty} R_{2}(\hat{y}, n) G(s-j \Omega n)\right.
$$

$$
\left.\left\{e^{-(1-\delta) T / \tau_{1}}-e^{(1-\delta) T(s-j \Omega n)}\right\}\right]\left[\sum_{m=-\infty}^{m=\infty} R_{2}(\theta, m) G(s+j \Omega m)\right.
$$

$$
\left.e^{\delta T(s+j \Omega m)}\right]
$$

$$
+\frac{\tau}{\tau+\tau_{2}}\left[(1-2 \delta) \cos (\theta-\phi)+\frac{1}{\pi} \sin (2 \pi \delta) \cos (2 \pi \delta+\theta+\phi)\right]
$$

$$
. .4 .2 .72
$$

4.2.5 Closed form for the multiplicotive modulation

The multiplicative modulation transfer functions derived in the previous Sub-section are of infinite series form. This renders it very difficult to compute accurately
their frequency loci. It is, therefore, desirable to obtain the alternative closed forms for such functions.

It is evident from Eqns. 4.2 .71 and 4.2 .72 that both $G_{m m 2}(s)$ and $G_{m m 3}(s)$ contain common infinite series terms. Economising the effort can therefore be achieved by analysing each infinite series separately as outlined below:

$$
\text { 4.2.5.1. } I_{1}=4 \sum_{n=-\infty}^{m=\infty} R_{2}(\varnothing, n) R_{2}(\theta,-n) 4.2 .73
$$

Multiplying and dividing by the $\dot{4}$-transform of a unit step function, $I_{1}$ becomes

$$
I_{1}=4\left(1-Z_{1}^{-1}\right) \sum_{n=-\infty}^{n=\infty} R_{2}(\varnothing, n) R_{2}(\theta,-n) \frac{1}{1-e^{-T(s-j n \Omega)}}
$$

The resulting infinite series in Eqn. 4.2 .74 can be proved to be equivalent to a contour integral, thus Eqn. 4.2.74 may be rewritten as

$$
I_{1}=4\left(1-Z_{1}^{-1}\right) \cdot \frac{1}{2 \pi j} \int_{c_{1}-j \infty}^{c_{1}+j \infty} \frac{1}{1-e^{-T p}} \cdot \varepsilon_{1}(s-p) d p 4 \cdot 2 \cdot 75
$$

where

$$
\begin{aligned}
Q_{1}(s)= & \left.\frac{1}{4 T} \cdot \frac{1}{1-e^{-T s}}\left[e^{j \not \varnothing} \frac{\left\{1-e^{-\delta T(s-j \Omega)}\right.}{(s-j \Omega)}\right\}-e^{-j \varnothing} \frac{\left\{1-e^{-\delta T(s+j \Omega)}\right.}{(s+j \Omega)}\right] \\
& {\left[e^{\left.j \theta \frac{\left\{1-e^{\delta T(s+j \Omega}\right)}{(s+j \Omega)}\right\}}\right] }
\end{aligned}
$$

From the definition of $Z-t r a n s f o r m$, the contour integral included in Eqn. 4.2 .75 is seen to be equivalent to the Z-transform of $Q_{1}(s)$, therefore Eqn. 4.2 .75 may be rewritten as

$$
I_{1}=4\left(1-Z_{1}^{-1}\right) \cdot Q_{1}^{*}(s)
$$

Expression for $Q_{1}^{*}(s)$ is obtained in Appendix D. 3 . Substituting this expression, described by Eqn. D. 3.3 , into Eq. 4.2 .77 , results in

$$
\begin{array}{r}
I_{1}=2 \delta \cos (\phi-\theta)-\frac{1}{\pi} \sin 2 \pi \delta \cos (2 \pi \delta+\theta+\phi) \quad 4.2 \cdot 78 \\
4.2 .5 .2 \cdot I_{2}=\sum_{n=-\infty}^{n=\infty} R_{2}(\not, n) G(s-j \Omega n)\left\{e^{-(1-\delta) T / \tau} 1\right. \\
\left.-e^{(1-\delta) T(s-j \Omega n)}\right\} \\
\ldots 4.2 .79
\end{array}
$$

By inspection, Eq. 4.2 .79 can be replaced by an equivalent contour integral as given below:

$$
\begin{array}{r}
I_{2}=\frac{1}{2 \pi j} \int_{c_{1}-j \infty}^{c_{1}+j \infty} G(p)\left\{e^{-(1-\delta) T / \tau_{1}}-e^{(1-\delta) T p}\right\} \cdot Q_{2}(s-p) d p \\
\ldots 4.2 \cdot 80
\end{array}
$$

where

$$
Q_{2}(s)=\frac{1}{2 j} \cdot \frac{1}{1-e^{-T} s}\left[e^{j \phi} \frac{\left\{1-e^{-\delta T(s-j \Omega)}\right\}}{(s-j \Omega)}-j \phi \frac{\left\{1-e^{-\delta T(s+j \Omega)}\right.}{(s+j \Omega)}\right]
$$

In effecting the contour integration of Eqn. 4.2.80, one can enclose the poles of $Q_{2}(s-p)$ in the right half of the p-plane as shown in Fig. 4.2 .5 , or alternatively, one may enclose the left half plane as shown in Fig. 4.2.6 provided the integral is zero along the infinite semi-circle in both the right and left half-planes 125,126 .

From the above it follows that Eqn. 4.2 .80 can be written in either one of two ways as demonstrated below

$$
I_{2}=\frac{1}{2 \pi j} \circlearrowleft G(p)\left\{e^{-(1-\delta) T / \tau_{1}}-e^{(1-\delta) T p}\right\} \cdot Q_{2}(s-p) d p
$$

$$
\text { or }=\frac{1}{2 \pi j} \oint G(p)\left\{e^{-(1-\delta) T / \tau_{1}}-e^{(1-\delta) T p}\right\} \cdot q_{2}(s-p) d p
$$

$$
. .4 .2 .83
$$

It is noticed that the line integral expressed by Eqn. 4.2.82 is equivalent to integration in the negative sense along the closed integral in the right half of the p-plane, since the integral is zero along the infinite semicircle. Likewise, the line integral expressed by Eqn. 4.2.83 is equivalent to integration in a positive sense along the closed contour formed by the line and the infinite semicircle in the left half-plane of complex frequency p. Thus Cauchy's integral formula which gives the value of the integral can be applied as follows

$$
\frac{1}{2 \pi j} \oint G(p)\left\{e^{-(1-\delta) T / \tau} 1-e^{(1-\delta) T p}\right\} \cdot Q_{2}(s-p) d p
$$

$$
\begin{array}{rr}
=- & \text { (sum of the residues of the integrand } \\
\text { at the poles enclosed) } & 4.2 .84
\end{array}
$$



FIG. 4.2.5.
PATHS OF INTEGRATIONS ALONG THE LINE $C-j \infty$ TO C+jo AND IN THE RIGHT HALF OF THE P- PLANE


FIG. 4.2.6.
path of integration in the left half OF THE P-PLANE
and $\frac{1}{2 \pi j} \oint G(p)\left\{e^{-(1-\delta) T / \tau}-e^{(1-\delta) T p}\right\} \cdot Q_{2}(s-p) d p$

$$
\begin{aligned}
& =\text { (sum of the residues of the integrand } \\
& \text { at the poles enclosed) } \\
& 4.2 .85
\end{aligned}
$$

In effecting the contour integration by applying Eqn. 4.2.84, the infinite series expressed by Eqn. 4.2.79 would result; because of the infinite number of poles enclosed. Alternatively, if Eq. 4.2.85 is applied, only one pole is enclosed which lies at

$$
p=-1 / \tau_{e}
$$

and the corresponding residue is

$$
\frac{1}{\tau}\left\{e^{-(1-\delta) T / \tau}-e^{-(1-\delta) T / \tau} e\right\}
$$

Substituting Eqns. 4.2.86 and 4.2.87 into Eq. 4.2.80, a closed form for the infinite series can be obtained as expressed below

$$
\begin{aligned}
& I_{2}=\frac{1}{\tau}\left[\left\{e^{-(1-\delta) T / \tau_{1}}-e^{-(1-\delta) T / \tau_{e}}\right\} /\left\{1-e^{-T\left(s+1 / \tau_{e}\right)}\left(s+1 / \tau_{e}\right)^{2}+\Omega^{2}\right\}\right] \\
& {\left[\left\{\Omega \cos \phi+\left(s+1 / \tau_{e}\right) \sin \phi\right\}-e^{-\delta T\left(s+1 / \tau_{e}\right)}\{\Omega \cos (2 \pi \delta+\phi)\right.} \\
& \left.\left.+\left(s+1 / \tau_{e}\right) \sin (2 \pi \delta+\phi)\right\}\right] \quad 4 . \tau .88 \\
& 4.2 .5 .3 . \quad I_{3}=\sum_{m=-\infty}^{m=\infty} R_{2}\left(\frac{1}{4}, m\right) G(s+j \Omega m) e^{\delta T(s+j \Omega m)} \\
& . .4 .2 .89
\end{aligned}
$$

This can be replaced by the equivalent contour integral

$$
I_{3}=\frac{1}{2 \pi j} \int_{c_{1}-\infty}^{c_{1}+\infty} G(p) e^{\delta T p} Q_{3}(s-p) d p \quad 4.2 .90
$$

where

$$
\begin{array}{r}
Q_{3}(s)=\frac{-1}{2 j} \cdot \frac{1}{1-e^{-T s}}\left[e^{\left.j \theta \frac{\left\{1-e^{\delta T(s+j \Omega)}\right.}{(s+j \Omega)}\right\}}-e^{-j \theta\left\{1-e^{\delta T(s-j \Omega)}\right.} \frac{(s-j \Omega)}{\ldots 4.2 .91}\right]
\end{array}
$$

On similar lines as in Sub-section 4.2.5.2 above, the contour integration may be effected in the left half of the p-plane, where $G(p)$ contains only one enclosed pole at $p=-1 / \tau_{e}$, in order that a closed form may be obtained. The residue at this pole is $\left(e^{-\delta T / \tau_{e}} / \tau\right)$. Thus

$$
I_{3}=\frac{e^{-\delta T / \tau} e}{\tau}\left[\left\{\Omega \cos \theta-\left(s+1 / \tau_{e}\right) \sin \theta\right\}-e^{\delta T\left(s+1 / \tau_{e}\right)} \frac{\left.-\left(s+1 / \tau_{e}\right) \sin (2 \pi \delta+\theta)\right\}}{\left[1-e^{-T\left(s+1 / \tau_{e}\right)}\right]\left[\left(s+1 / \tau_{e}\right)^{2}+\Omega^{2}\right]}\right.
$$

$$
4 \cdot 2 \cdot 5 \cdot 4 \cdot I_{4}=\sum_{n=-\infty}^{n=\infty} R_{2}(\varnothing, n), R_{2}(\theta,-n) G(s-j \Omega n)
$$

$$
. .4 \cdot 2 \cdot 93
$$

This again may be replaced by the equivalent contour integral

$$
I_{4}=\frac{1}{2 \pi j} \int_{c_{q}-j \infty}^{c_{1}+j 00} G(p) \cdot Q_{1}(s-p) d p \quad 4.2 .94
$$

where $Q_{1}(s)$ is expressed by En. 4.2.76.

On the basis of the above treatment, the contour integral may be evaluated in the left half of the p-plane where only one enclosed pole at $-1 / \tau_{e}$ and the corresponding residue is $1 / \tau$. Thus

$$
\begin{aligned}
& I_{4}=\left[\frac{1}{\tau T} /\left\{1-e^{-T\left(s+1 / \tau_{e}\right)}\right\}\left\{\left(s+1 / \tau_{e}\right)^{2}+\Omega^{2}\right\}^{2}\right] \\
& {\left[\left\{\Omega \cos \phi+\left(s+1 / \tau_{e}\right) \sin \phi\right\}-e^{-\delta T\left(s+1 / \tau_{e}\right)}\{\Omega \cos (2 \pi \delta+\varnothing)\right.} \\
& \left.\left.+\left(s+1 / \tau_{e}\right) \sin (2 \pi \delta+\varnothing)\right\}\right] \\
& {\left[\left\{\Omega \cos \theta-\left(s+1 / \tau_{e}\right) \sin \theta\right\}-e^{1}\right\}} \\
& \left.\left.-\left(s+1 / \tau_{e}\right) \sin (2 \pi \delta+\theta)\right\}\right]
\end{aligned}
$$

Substituting the results of Eqns. 4.2.78, 4.2.88, 4.2 .92 and 4.2 .95 into Ens. 4.2 .71 and 4.2 .72 , closed forms for $G_{m m 2}(s)$ and $G_{\operatorname{mm} 3}(s)$ can be obtained

$$
\begin{aligned}
G_{\operatorname{ma2}}(s) & =\frac{\tau_{2}}{\tau+\tau_{2}}\left\{(1-2 \delta) \cos (\not \varnothing-\theta)+\frac{1}{\pi} \sin (2 \pi \delta) \cos (2 \pi \delta+\theta+\phi)\right\} \\
& +4 I_{4}\left[\frac{1-Z_{1}^{-1} e^{-T / \tau} e}{1-Z_{1}^{-1} r}\right]
\end{aligned}
$$

and

$$
G_{m m 3}(s)=\cos (\varnothing-\theta)-G_{m m 2}(s)
$$

In this case, consideration should be given to the diagram shown in Fig. 4.1.2 where the chopper network is subject to rotary modulated signal $v_{1}(t)$. This signal is derived from the modulating signal $x(t)$ according to the relationship

$$
v_{1}(t)=p\left[x(t) \cdot E_{\operatorname{md}} \sin (\Omega t+\theta)\right] \quad 4 \cdot 2 \cdot 98
$$

which is accomplished by the rotary modulator illustrated in Fig. 4.2.7-a. Evaluating the differentiation, the signal $v_{1}(t)$ can be considered as the sum of two signals

$$
v_{1}(t)=v_{11}(t)+v_{12}(t)
$$

where

$$
v_{11}(t)=\Omega x(t) \cdot E_{m d} \cos (\Omega t+\theta) \quad 4.2 \cdot 100
$$

and

$$
v_{12}(t)=x^{*}(t) \cdot E_{m d} \sin (\Omega t+\theta) \quad 4.2 .101
$$

This implies that the rotary modulated signal $v_{1}(t)$ can be resolved into two terms of multiplicative modulated signals $v_{11}(t)$ and $v_{12}(t)$ as represented by the equivalent arrangement shown in Fig. 4.2.7-b. In this way, the techniques used in the previous Subsections 4.2 .2 to 4.2 .5 are readily applicable to each signal separately. However, by combining the effects of the two signals, a rotary modulation transfer function can be easily obtained.

a) ROTARY MODULATOR

b) EQUIVALENT ARRANGEMENT FOR PRODUCING ROTARY MODULATION

FIG. 4.2.7.
4.2.7 Noise study.

Because of the switching mechanism involved in the chopper networks as well as the modulation and demodulation processes included in the system shown in Fig. 4.1.1, high harmonic components are generated which appear in the output voltage expression at double carrier frequency (see Eqns. 4.2.46, 4.2.51 and 4.2.64). In a.c. servo-mechanisms, such noise components, fortunately, have negligible effects on the system dynamic performance due to the filtering action of the 2 -phase servomotor. However, they result in heating up the control coil of the 2.-phase servo-motor. This may force the designer to use a bigger size motor which is very undesirable in some applications such as in air-borne equipment. Therefore, a thorough study of the chopper network noise content with the $a i m$ of minimising them is evidently quite useful. Furthermore, the noise content may be used as a criterion for selecting the most suitable type of chopper network.

The effect of the noise generated by chopper networks may be appropriately assessed on the basis of the power-density spectrum. This is related to the voltage according to its definition, as equal to the mean square voltage spectrum. It follows, therefore, that the determination of the voltage spectrum would be of great value to the noise study. In this Sub-section, only the voltage spectrum of the output signal will be considered.

On the basis of the results of Eqns. 4.2.46, 4.2.51 and 4.2 .64 , it is possible to regroup terms of each carrier frequency component so that the output signal may take the suitable form

$$
\begin{aligned}
y(s)= & 0_{m m}^{G}(s) \cdot x(s)+ \\
& =2_{m m}(s) \cdot x(s-j 2 \Omega)+{ }_{2} G_{m m}(s) \cdot x(s+j 2 \Omega) \\
& +4_{m m}^{G}(s) \cdot x(s-j 4 \Omega)+\ldots \ldots \text { etc. } 4 \cdot 2 \cdot 102
\end{aligned}
$$

where the presubscripts associated with the various modulation transfer functions are employed to denote the order of the corresponding carrier harmonic components. $0^{G} \mathrm{~mm}$ (s) has already been derived in Sub-sections 4.2 .4 and 4.2 .5 as expressed by either Eqn. 4.2 .96 or Eqn. 4.2 .97 depending on the output under consideration. Following similar procedure as outlined in these sub-sections, corresponding expressions for the modulation transfer functions associated with the various carrier harmonic components can be obtained. Thus, their characteristics can be studied.

In the light of Egn. 4.2.102, the output signal may conveniently be re-written in the compact form

$$
y(s)=\sum_{n=-\infty}^{n=\infty} 2 n_{m m}(s) \quad x(s+j 2 n \Omega) \quad 4.2 .103
$$

For real frequency, $s$ is simply replaced by $j \omega$, thus

$$
y(j \omega)=\sum_{n=-\infty}^{n=\infty} 2 n_{m m}^{G}(j \omega) \quad x\{j(\omega+2 \Omega n)\} \quad 4 \cdot 2 \cdot 104
$$

Under this condition, it is noticed that only the zero term of the above infinite series is linearly related to the input signal excluding the values of $\omega$ which satisfy the equation

$$
\omega=\mathrm{m} \Omega, \quad \mathrm{~m}=\text { integer } \neq 0 \quad 4.2 .105
$$

Under the above condition, the negative $m^{\text {th }}$ term becomes also, in addition to the zero term, linearly related to the input signal.
4.3. Application of the Approximate Analytical Approach
4.3.1 Derivation of the voltage appearing across the capacitor at the switching instants.

This voltage has already been obtained in
Sub-section 4.2.2, for the single-switch double-capacitor chopper network in the Z -domain, as $\lambda_{a 2}^{*}(s)$ and $\lambda_{b 2}^{*}(s)$ for the capacitors in branches $a$ and $b$ respectively.
Therefore, to obtain this voltage as a discrete time function, the inverse Z-transform has to be applied to Eqns. 4.2.36 and 4.2.39. Before doing so, considerable simplification of these equations may first be obtained through the use of the assumption that the modulating signal $x(t)$ is a unit step function, ie.

$$
\begin{array}{ll}
x(t)=U_{-1}(t) & 4.3 .1
\end{array}
$$

On this basis, the expressions for $F_{a}(s)$ and $F_{b}(s)$, derived in Appendices D. 1 and D.2, become

$$
F_{a}(s)=E_{m d} \cdot F_{a 1}(s) \quad 4.3 .2
$$

and

$$
F_{b}(s)=-e^{-T s / 2} \cdot F_{a}(s) \quad 4.3 .3
$$

where $F_{a 1}(s)$ is expressed by Eqn. D.1.7.

Substituting Eqn. 4.3.2 into Eqn. 4.2.35 and solving, gives

$$
\left[F_{a}(s) e^{\delta T s} G(s)\right]^{*}=E_{m d} \cdot \frac{{ }^{\tau}}{\tau} \cdot \frac{1}{1+\tau_{e^{2}} \Omega^{2}} \cdot \frac{\left[\alpha e^{-\delta T / \tau} e-\beta\right]}{\left(1-Z_{1}^{-1}\right)\left(1-Z_{1}^{-1} e^{-T / \tau} e\right)}
$$

$$
\ldots 4 \cdot 3.4
$$

where

$$
\alpha=\tau_{e} \Omega \cos \theta-\sin \theta
$$

$$
4 \cdot 3 \cdot 5
$$

and

$$
\beta=\tau_{e} \Omega \cos (2 \pi \delta+\theta)-\sin (2 \pi \delta+\theta) \quad 4 \cdot 3 \cdot 6
$$

Substituting the result of Eqn. 4.3.4 into Eqn. 4.2.36, gives

$$
\lambda_{a 2}^{*}(s)=E_{m d} \cdot \Delta \cdot \frac{Z_{1}^{-1}}{\left(1-Z_{1}^{-1}\right)\left(1-Z_{1}^{-1} r\right)} \quad 4 \cdot 3 \cdot 7
$$

where

$$
\Delta=\frac{\tau}{\tau} \cdot \frac{e^{-(1-\delta) T / \tau}}{1+\tau e^{2} \Omega^{2}} \quad\left[\alpha e^{-\delta T / \tau} e-\beta\right]
$$

$$
. .4 \cdot 3 \cdot 8
$$

Expanding $\lambda_{a 2}^{*}(s)$ in partial fractions, yields

$$
\begin{array}{r}
\lambda_{a 2}^{*}(s)=E_{m d} \cdot \frac{\Delta}{1-r}\left[\frac{1}{1-Z_{1}^{-1}}-\frac{1}{1-Z_{1}^{-1} r}\right] \\
\cdot 4.3 \cdot 9
\end{array}
$$

The inverse Z-transform of Eq. 4.3 .9 can thus be easily obtained as

$$
\lambda_{a 2}^{*}(t)=E_{m a} \cdot \frac{\Delta}{1-r} \sum_{n=0}^{n=\infty}\left(1-r^{n}\right) U_{0}(t-n T) \quad 4.3 .10
$$

Similarly, it can be proved that the voltage across the capacitor in branch $b$ is

$$
\lambda_{b 2}\left\{\left(n+\frac{1}{2}\right) T\right\}=-\lambda_{a 2}(n T) \quad 4.3 .11
$$

4.3.2 Derivation of the chopper network response

Details of the derivation of the response from first principles are outlined in Sub-section II.4.1. Table II. 4.2 gives the final expressions of the response in Laplacian form applicable during various intervals of the carrier cycle. At that stage, however, the initial conditions, although are accounted for, were left as undefined constants. In this sub-section, the complete response in the time domain is going to be considered; firstly, by defining the initial conditions with the help of the results of the previous sub-section, and secondly, by applying the inverse Laplace transform.

During the period $n T \leqslant t<(n+\delta) T$, the response $v_{2}(s)$ may be rewritten from Table II.4.2, thus

$$
v_{2}(s)=\left[{ }_{n} v_{1}(s)+\tau \cdot{ }_{n} V_{a}\right] \cdot G(s) 4.3 .12
$$

where
i) $V_{a}$ is the initial value of the voltage appearing across the capacitor in branch a at the instant indicated by its presubscript as a multiple of the period T.
ii) presubscripts when multiple by the carrier period T;
the result defines the instant at which the Laplace transform is taken.

Prom the above definition

$$
{ }_{n} v_{1}(s)=f v_{1}(t+n T)
$$

But according to Eqns. 4.2.12 and 4.3.1

$$
v_{1}(t)=E_{m d} \sin (\Omega t+\theta) \cdot U_{-1}(t) \quad 4 \cdot 3 \cdot 14
$$

Then

$$
n_{1}(s)=E_{m d} \frac{\Omega \cos \theta+s \sin \theta}{s^{2}+\Omega^{2}} \quad 4.3 .15
$$

Also from the above definition of $\mathrm{V}_{\mathrm{a}}$,

$$
{ }_{n} V_{a}=\lambda_{a 2}(n T)
$$

which on substitution in Eqn. 4.3.10, yields

$$
V_{a}=E_{m d} \cdot \Delta \cdot \frac{1-r^{n}}{1-r}
$$

Substituting Eqns. 4.3.15 and 4.3.16 into Eq. 4.3.12, and then applying the inverse Laplace transform to the result, gives

$$
\begin{aligned}
v_{2}\{(n+\mu) T\}= & E_{m d} \cdot \Delta \cdot \frac{1-r^{n}}{1-r} e^{-\mu T / \tau} e \\
& +E_{m d} \cdot \frac{\tau}{\tau} \cdot \frac{1}{1+\tau_{2}^{2} \Omega^{2}}\left[\alpha e^{-\mu T / \tau} e-\left\{\tau e^{\Omega \cos (2 \pi \mu+\theta)}\right.\right. \\
& -\sin (2 \pi \mu+\theta)\}] \\
\text { where } & \\
& 0 \leqslant \mu<\delta
\end{aligned}
$$

During the period $(n+\delta) T \leqslant t<\left(n+\frac{1}{2}\right) T$, the response $\mathrm{v}_{2}(\mathrm{~s})$ again can be obtained from Table II.4.2, which may be directly written in the time domain as

$$
\mathrm{v}_{2}\{(n+\delta+\mu) T\}=\frac{\tau_{2}}{\tau+\tau_{2}} \cdot E_{\mathrm{md}} \cdot \sin \{2 \pi(\mu+\delta)+\theta\} \quad 4.3 .19
$$

where

$$
0 \leqslant \mu<\left(\frac{1}{2}-\delta\right) \quad 4.3 .20
$$

During the period $\left(n+\frac{1}{2}\right) T \leqslant t<\left(n+\frac{1}{2}+\delta\right) T$, one can easily prove that (it may also we directly deduced from the symmetry of the branches $a$ and $b$ of the chopper network),

$$
v_{2}\left\{\left(n+\frac{1}{2}+\mu\right) T\right\}=-v_{2}\{(n+\mu) T\} \quad 4 \cdot 3 \cdot 21
$$

Likewise, during the period $\left(n+\frac{1}{2}+5\right) T \leqslant t<(n+1) T$, it is easy to prove that

$$
v_{2}\left\{\left(n+\frac{1}{2}+\delta+\mu\right) T\right\}=-v_{2}\{(n+\delta+\mu) T\} \quad 4 \cdot 3 \cdot 22
$$

For the response $v_{3}(t)$, it is easy to deduce its forms during the various intervals by substituting the proper time in the following relation

$$
v_{3}(t)=v_{1}(t)-v_{2}(t) \quad 4.3 .33
$$

4.3.3. Determination of equivalent time-invariant passive electric network 4.3.3.1. Phase-lag aspect Since the output of the chopper network is applied to a demodulator (in a.c. servomechanisms,
the output is employed to drive a 2-phase servomotor where demodulation process is effected), which is excited by the reference carrier-frequency sinusoid $E_{d e} \sin (\Omega t+\varnothing)$, only the sinusoidal component at carrier frequency and in phase with the reference excitation is the useful portion of this output. Thus, if the envelope of $v_{2}(t)$ changes slowly relative to the carrier by assuming the condition

$$
\tau_{e} \geqslant T / 2 \quad 4.3 .34
$$

is satisfied, the approximate magnitude of the fundamental component, in phase with the demodulation reference, during the $n^{\text {th }}$ switching period can be obtained by quasistationary Fourier analysis as given below:

$$
\begin{aligned}
{ }_{n} V_{2} & =\frac{2}{\pi} \int_{0}^{2 \pi \delta} v_{2}\left\{\left(n+\frac{h}{2 \pi}\right) T\right\} \cdot \sin (h+\phi) d h \\
& +\frac{2}{\pi} \int_{2 \pi \delta}^{\pi} v_{2}\left\{\left(n+\delta+\frac{h}{2 \pi}\right) \pi\right\} \cdot \sin (h+\emptyset) d h \quad 4.3 .35
\end{aligned}
$$

where

$$
h=2 \pi \mu \quad 4.3 \cdot 36
$$

Solving the integrations gives

$$
{ }_{n} V_{2}=E_{m d} \cdot M\left[A_{1}+B_{1}\left(1-r^{n}\right)\right] \quad 4.3 \cdot 37
$$

where

$$
\begin{aligned}
M & =\frac{2}{\pi} \frac{\tau_{e}}{1+\tau} e^{2} \Omega^{2} \\
A_{1} & =\frac{k_{1}}{\tau \Omega}-\frac{\tau_{0}}{\tau} k_{2}+\frac{1}{\tau \Omega} \propto k_{3}+\frac{2}{\pi} \cdot \frac{1}{M} \frac{\tau_{2}}{\tau+\tau} k_{4}
\end{aligned}
$$

and

$$
B_{1}=\frac{2}{\pi} \cdot \frac{1}{M} \cdot \Delta \cdot \frac{k_{3}}{1-r} \quad 4 \cdot 3.40
$$

wherein

$$
\begin{aligned}
\mathrm{k}_{1} & =\int_{0}^{2 \pi \delta} \sin (h+\theta) \cdot \sin (h+\varnothing) \mathrm{dh} \\
& =\pi \delta \cos (\phi-\theta)+\frac{1}{4} \cdot \sin (\not \varnothing+\theta)-\frac{1}{4} \sin (4 \pi \delta+\phi+\theta) \\
\mathrm{k}_{2} & =\int_{0}^{2 \pi \delta} \cos (h+\theta) \cdot \sin (h+\varnothing) \mathrm{dh} \\
& =\pi \delta \sin (\not \varnothing-\theta)+\frac{1}{4} \cdot \cos (\not \varnothing-\theta)-\frac{1}{4} \cos (4 \pi \delta+\not \emptyset+\theta)
\end{aligned}
$$

$$
. .4 \cdot 3.42
$$

$$
k_{3}=\int_{0}^{2 \pi \delta} e^{-h / \tau \Omega} e^{\Omega} \cdot \sin (h+\varnothing) d h
$$

$$
=\frac{\tau_{e} \Omega}{1+\tau_{e}^{2} \Omega^{2}}\left[\left\{\tau e^{\Omega \cos \phi+\sin \phi}\right\}-e^{-\delta T / \tau} e\left\{\tau e^{\Omega \cos (2 \pi \delta+\phi)}\right.\right.
$$

$$
+\sin (2 \pi \delta+\varnothing)\}] \quad 4 \cdot 3 \cdot 43
$$

and

$$
\begin{aligned}
k_{4}= & \int_{2 \pi \delta}^{\pi} \sin (h+2 \pi \delta+\theta) \cdot \sin (h+\varnothing) d h \\
= & \frac{\pi}{2}(1-2 \delta) \cos (\varnothing-\theta-2 \pi \delta)-\frac{1}{4} \sin (2 \pi \delta+\varnothing+\theta) \\
& +\frac{1}{4} \sin (6 \pi \delta+\varnothing+\theta)
\end{aligned}
$$

It is noticed that the form of the R. $\mathbf{I} . \mathrm{S}$. of Eau. 4.3 .35 is similar to the responses of both the phase-lag passive electric networks $a$ and $b$ illustrated in solid line in Fig. 4.3.1 when a step function of magnitude $E_{\text {md }}$ is applied at $t=0$ to their input terminals and with the assumption of zero initial charges on their associated capacitors. Such responses can be easily obtained in terms of the network's parameters and are given by

$$
y_{2 a}(t)=E_{m d} \cdot k_{a}\left[1-\left(1-k_{a}^{\prime}\right) e^{-t / \tau_{a}}\right] 4.3 .45
$$

and

$$
\begin{array}{r}
y_{2 b}(t)=E_{m d}\left[\left\{1-k_{b}\left(1-k_{b}^{\prime}\right)\right\}-\left(1-k_{b}\right)\left(1-k_{b}^{\prime}\right) e^{-t / \tau_{b} k_{b}}\right] \\
\ldots 4.3 .46
\end{array}
$$

for networks a and $b$ respectively, where

$$
\left.\begin{array}{ll}
\tau_{a} & =R_{a} C_{a} \\
k_{a} & =\text { amplifier gain } \\
k_{a}^{\prime} & =a \text { proportion of resistor } \\
R_{a}
\end{array}\right\}\left\{\begin{array}{l}
4.3 .47
\end{array}\right.
$$

and

$$
\left.\begin{array}{l}
\tau_{b}=R_{b 1} C_{b} \\
k_{b}=R_{b 2} /\left(R_{b 1}+R_{b 2}\right) \\
k_{b}^{\prime}=\text { a proportion of resistor } \quad R_{b 2}
\end{array}\right\} 4.3 .48
$$

An equivalence between the dec. networks of Fig. 4.3 .1 and the system shown in Fig. 4.1 .1 can now be established by equating Eq. 4.3.37, in turn, to Eqns. 4.3.45 and 4.3.46 at the instants at which the peaks of the demodulation
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FIG. 4.3.1.
CIRCUIT DIAGRAMS OF THE EQUIVALENT: PHASE-LAG TIME-INVARIANT PASSIVE ELECTRIC NETWORKS
reference carrier occur (see Fig. 4.3.3). Thus the following relationships are obtained
$M\left[A_{1}+B_{1}\left(1-r^{n}\right)\right]=k_{a}\left[1-\left(1-k_{a}^{\prime}\right) e^{-(n+\sigma) T / \tau_{a}}\right] \quad 4.3 .49$ $=\left\{1-k_{b}\left(1-k_{b}^{\prime}\right)\right\}-\left(1-k_{b}\right)\left(1-k_{b}^{\prime}\right) e^{-\left(n+\sigma^{\prime}\right) T / \tau_{b} k_{b}}$
. .4 .3 .50
where

$$
\sigma=\frac{1}{4}-\frac{\varnothing}{2 \pi}
$$

Each side of Eqns. 4.3 .49 and 4.3 .50 is a function of $n$. If the slopes of the curves represented by the two sides of each equation are to be equal as desired, the following conditions must be satisfied.

$$
\frac{1}{\tau}_{a}=\frac{1}{\tau_{1}}+\frac{\delta}{\tau_{e 2}} \quad 4.3 .52
$$

and

$$
\frac{1}{\tau_{b} k_{b}}=\frac{1}{\tau_{1}} \quad \frac{\delta}{\tau_{e 2}}
$$

Substituting Eq. 4.3.52 into Eq. 4.3.49 and Eqn. 4.3.53 into Eq. 4.3.50, one can obtain the equivalent dec. network parameters in terms of the chopper network parameters by simple comparison, thus
i) For dec. network a (Fig. 4.3.1)

$$
\begin{array}{ll}
k_{a}=M\left(A_{1}+B_{1}\right) & 4.3 .54
\end{array}
$$

$$
k_{a}^{\prime}=1-\frac{B_{1}}{A_{1}+B_{1}} \cdot H
$$

$$
4.3 .55
$$

where

$$
H=e^{\left\{(\pi-2 \phi)\left(\frac{1}{\tau_{1}}+\frac{\delta}{\tau_{e 3}}\right) / 2 \Omega\right\}}
$$

$$
4.3 .56
$$

ii) For dec. network b (Fig. 4.3.1)

$$
k_{b}=\frac{1-M\left(A_{1}+B_{1}\right)}{1-M\left[A_{1}+B_{1}-B_{1} H\right]}
$$

and

$$
k_{b}^{\prime}=M\left[A_{1}+B_{1}-B_{1} H\right] \quad 4.3 .58
$$

4.3.3.2. Phase-lead aspect

Following similar reasoning as above,
the fundamental component of $v_{3}(t)$, in phase with the demodulation reference, during the $n^{\text {th }}$ switching period can be obtained and is given by

$$
{ }_{n} V_{3}=E_{m d} \cdot M\left[A_{2}-B_{1}\left(1-r^{n}\right)\right] \quad 4.3 .59
$$

where $M$ and $B_{1}$ are as defined above
and $A_{2}=\left(\tau_{e} \Omega+\frac{1}{\tau_{e 12} \Omega}\right) k_{1}+\frac{\tau_{e}}{\tau} k_{2}-\frac{1}{\tau \Omega} \alpha k_{3}$

$$
+\frac{2}{\pi} \cdot \frac{1}{M} \cdot \frac{\tau}{\tau+\tau} k_{2} \quad 4.3 .60
$$

The responses of the dec. networks $a$ and $b$ illustrated in Fig. 4.3 .2 to a step input of magnitude $E_{m d}$ can be easily derived in terms of their parameters as given below

$$
y_{3 a}(t)=E_{m d} k_{c}\left[k_{c}^{\prime}+\left(1-k_{c}^{\prime}\right) e^{-t / \tau_{c} k_{c}^{\prime}}\right] \quad 4.3 .61
$$

and

$$
y_{3 b}(t)=E_{m d} k_{d}\left[k_{d}^{\prime}+\left(1-k_{d}^{\prime}\right) e^{-t / \tau_{d} k_{d}^{\prime}}\right] \quad 4.3 .62
$$

where

$$
\begin{align*}
\tau_{c} & =R_{c 1} c_{c} \\
k_{c} & =\text { amplifier gain } \\
k_{c}^{\prime} & =R_{c 2} /\left(R_{c 1}+R_{c 2}\right)
\end{align*}
$$

$$
k_{c}=\text { amplifier gain } \quad 4.3 .63
$$

$$
k_{\alpha}=a \text { proportion of } R_{d 2} \quad 4.3 .64
$$

$$
\begin{aligned}
\tau_{d} & =R_{d 1} C_{d} \\
k_{d} & =a \text { proportion of } R_{d 2} \\
k_{d}^{\prime} & =R_{d 2} /\left(R_{d 1}+R_{d 2}\right)
\end{aligned}
$$

Because of the similarity in the forms of Eqns. 4.3.60, 4.3 .61 and 4.3 .62 , each of the dec. networks shown in solid In e in Fig. 4.3 .2 can be considered as equivalent to the system shown in Fig. 4.1.1 in its phase-lead aspect. By comparing each of the Fins. 4.3 .61 and 4.3 .62 , in turn, with Eq n. 4.3.60 at the instants at which the peaks of the demodulation reference carrier occur, it is possible to determine the doc. network parameters in terms of the chopper network parameters. The following relations are deduced from the comparison:

(a)
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i) For dec. network a (Fig. 4.3.2)

$$
\begin{array}{rlr}
\frac{1}{\tau_{c} k_{c}^{\prime}} & =\frac{1}{\tau_{1}}+\frac{\delta}{\tau_{e 2}} & 4.3 .65 \\
k_{c}^{\prime} & =\frac{A_{2}-B_{1}}{A_{2}-B_{1}[1-H]} & 4.3 .66 \\
k_{c} & =M\left[A_{2}-B_{1}(1-H)\right] & 4.3 .67
\end{array}
$$

ii) For dec. network $b$ (Fig. 4.3.2)

Equations 4.3 .65 to 4.3 .67 are also applicable here provided that the subscript $c$ is replaced by d.

### 4.3.4. Derivation of the multiplicative modulation transfer function

4.3.4.1. Phase-lag aspect

On the basis of the work outlined in the previous Sub-section, it can be stated that the multiplicative modulation transfer function of the single-switch doublecapacitor chopper network is approximately identical to the transfer function of either the equivalent dec. network $a$ or $b$ of Fig. 4.3.1, i.e.,

$$
\begin{array}{rlr}
G_{m m 2}(s) & =G_{a}(s) & 4.3 .68 \\
& =G_{b}(s) & 4.3 .69
\end{array}
$$

Derivation of the transfer functions for the equivalent dec. networks can be easily carried out and the result is the following general form

$$
G_{\operatorname{ma2}}(s)=G_{a}(s)=G_{b}(s)=k_{0} \frac{1+\frac{k_{\infty}}{k_{0}} \tau_{n} s}{1+\tau s} \quad 4.3 .70
$$

where

$$
\begin{aligned}
k_{0}= & \text { dec. gain } \\
k_{\infty}= & \text { infinite frequency gain } \\
1 / \tau_{n}= & \text { network frequency, in radians/second } \\
& \text { (see Fig. } 4.3 .4 \text { ) }
\end{aligned}
$$

These parameters can be defined in terms of the parameters of the equivalent dec. networks as given below
i) In terms of the parameters of the dec. phase-lag network a (Fig. 4.3.1)

$$
\begin{array}{ll}
\tau_{n}=\tau_{a} & 4.3 .71 \\
k_{0}=k_{a} & 4.3 .72
\end{array}
$$

and

$$
k_{\infty}=k_{a} k_{a}^{\prime}
$$

ii) In terms of the parameters of the dec. phase-lag network b (Fig. 4.3.1)

$$
\begin{array}{ll}
\tau_{n}=\tau_{b} k_{b} & 4.3 .74 \\
k_{0}=\frac{R_{b 1}+k_{b}^{\prime} R_{b 2}}{R_{b 1}+R_{b 2}} & 4.3 .75 \\
k_{\infty}=\frac{R_{b 2}}{R_{b 1}+R_{b 2}} \cdot \frac{k_{b}^{\prime}}{k_{b}} & 4.3 .76
\end{array}
$$

On the basis of Eqn. 4.3.70, the frequency response of the equivalent doc. networks, which also represents the


FIG. 4.3.3.
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FIG. 4.3.4.
FREQUENCY RESPONSE LOCUS OF THE EQUIVALENT DC NETWORKS SHOWN IN FIG. 4.3.1.

MAXIMUM PHASE LEAD $\quad \Phi_{m}=\operatorname{ARC} \operatorname{taN} .\left(\frac{K_{\infty}-K_{0}}{2 \sqrt{k_{0} K_{\infty}}}\right)$
OCCURS AT FREQUENCY $\quad \omega_{m}=\frac{1}{\tau_{n}} \sqrt{\frac{k_{0}}{K_{\infty}}}$
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FREQUENCY RESPONSE LOCUS OF THE EQUIVALENT DC NETWORKS SHOWN IN FIG. 4.3.2.
approximate multiplicative modulation frequency response of the chopper network in its phase-lag aspect, can be easily sketched as a semi-circile locus as shown in Fig. 4.3.4.
4.3.4.2. Phase-lead aspect

Similarly, as above, from the equivalence established between the d.c. networks illustrated in Fig. 4.3.2 and the system shown in Fig. 4.1.1, in its phase-lead aspect, it is deduced that the common transfer function of the former also represents the multiplicative modulation transfer function of the latter. Thus

$$
\begin{array}{rlr}
G_{m m 3}(s)= & 4.3 .77 \\
& G_{c}(s) & 4.3 .78
\end{array}
$$

where $G_{c}(s)$ and $G_{d}(s)$ can be easily derived and are given by the general form

$$
G_{c}(s)=G_{d}(s)=k_{0} \frac{1+\tau_{n} s}{1+\frac{k_{o}}{k_{\infty}} \tau_{n} s}
$$

where the parameters $\tau, k_{o}$ and $k_{\infty}$ may be defined in terms of those pertinent to the equivalent d.c. networks as given below
i) In terms of the parameters of the d.c. phase-lead network a (Fig. 4.3.2)

$$
\begin{array}{ll}
\tau_{\mathrm{n}}=\tau_{\mathrm{c}} & 4.3 .80 \\
k_{0}=k_{c} \cdot k_{c}^{\prime} & 4.3 .81
\end{array}
$$

and

$$
\begin{array}{ll}
k_{\infty}=k_{c} & 4.3 .82
\end{array}
$$

ii) In terms of the parameters of the d.c. phase-lead network b (Fig. 4.3.2).

Eqns. 4.3 .80 to 4.3 .82 are also applicable here provided that the subscript $c$ is replaced by $d$.

## CHAPTER 5

## MODULATION FREQUENCY RESPONSES OF CHOPPER NETWORKS

### 5.1. General

In the previous Chapter, chopper networks have been analysed by two different methods; exact and approximate. The significance of these analyses lies in the fact that they provide the designer with the necessary knowledge to synthesise the suitable compensating chopper network once the required modulation transfer function and type of modulation (multiplicotive or rotary) are specified

Before applying these theoretical analysis to the practical problems, their validity should first be verified. The limitations and amount of approximation involved in the approximate method must be assessed.

To achieve these objectives, extensive practical studies have been conducted on a selected number of chopper networks under various operating conditions. The experimental results obtained were then compared with the theoretical computed by both the exact and approximate methods.

In performing the various practical investigations on the chopper network's modulation characteristics, it was possible to study different types of problems which arise in many practical applications of a.c. servo-mechanisms, such as the effects of large variations in carrier frequency and phase variations of the modulation and demodulation references on the performance of the compensating device.

This Chapter outlines the various studies performed.

### 5.2. Experimental Investigations.

5.2.1. Tests performed

Modulation frequency response test was considered to be most suitable since it reveals most of the modulation characteristics information to be studied. This test was therefore conducted on a number of chopper networks, and repeated under different operating conditions to permit the study of the effects of various factors as will be given in Section 5.3.

The rest of this Section is devoted to the techniques of measurement adopted, their limitations and accuracy.

### 5.2.2. Apparatus used for measuring the modulation frequency response

Fie. 5.2 .1 shows a test arrangement designed for measuring the modulation frequency responses of chopper networks. The required test signal, in the form of suppressed-carrier amplitude modulated-wave, is produced by a sinusoidal modulator whose operational details are given in Ref. 127. The carrier signal is supplied from a variable a.c. supply so that studies under carrier frequency deviations can be performed. A description of this variable a.c. supply will be given later in this Section. The modulation signal is supplied from a low-frequency oscillator ${ }^{128}$ in the form of a balanced signal.

The chopper network incorporates synchronous switches whose detailed design is given in Section I.4. A driving circuit capable of controlling the operation of the synchronous switches in the positive and negative fly-time regions is also incorporated (see description in Section I.5).
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EQUIPMENT SET-UP FOR MEASURING THE MODULATION FREQUENCY RESPONSES OF CHOPPER NETWORKS

The carrier signal applied to this driving circuit is supplied through a phase-shifter in order to control the switching instant relative to the carrier-wave. A stabilized d.c. supply is provided to give the required bias on the various transistors of the synchronous switches and its driving circuit. The passive electric elements of the chopper networks as well as the synchronous switches are constructed as plugin units to suit a standard sockets so that changes can be easily made (see plate E.4.2.)

The output from the chopper network is demodulated by a sinusoidal demodulator in order to recover the low frequency evelope. Again, a phase-shifter is employed to adjust the phase of the demodulation carrier reference relative to that pertaining to the modulator.

The recovered envelope is then measured by means of the low-frequency Resolved Component Indicator type VP 2.5.3.2. which displays the measured signal in the form of two resolved voltage components referred to the reference source. The low frequency Resolved Component Indicator requires a constant amplitude 4 -phase reference signal, which is provided by the low frequency Decade Oscillator, since it employs the wattmeter principlc for phase resolution. Consequently, it achieves the greatly desired characteristic that the measurements obtained are unaffected by the presence of harmonics or unrelated frequencies.

Since the indicated components of the recovered envelope of the chopper network output are in phase and in quadrature with respect to the modulating reference signal, their plot on cartesian co-ordinates would uniquely define the modulating signal in amplitude and phase. By taking a series of measurements at different frequencies, it is
possible to obtain the information required to plot the modulation frequency response locus.

To obtain the modulation response information in the form of a signal amplitude and a phase shift suitable for 130 polar plotting, the Reference Resolver is inserted in the 4 -phase reference connection between the reference source and the Resolved Component Indicator. This instrument gives an identical and controlled phase shift to each of the four reference phases. Thus the reference phase can be shifted to give an output signal indication in the in-phase quadrant of the reference meter only.

In conducting this experiment, particularly at low modulating frequencies, it has been observed that the output from the L.F. Decade Oscillator was drifting. This made it very difficult to obtain accurate results from the L.F. Resolved Component Indicator for it derives its reference signal, which should have a stabilized amplitude of 10 v . R.M. S. per phase, from that drifting oscillator. To overcome this problem, a double pole switch is introduced between the chopper network and the demodulator. The purpose of this switch is to enable two successive readings at each modulating frequency to be taken; the first reading corresponds to the input signal to the chopper network and the second reading corresponds to the output signal from the chopper network. By calculating the relative macnitude and phase difference of the two readings gives the required result. To obtain the best accurecy by this method, the two readings should be taken at a very rapid succession as compared to the drifting speed so that the magnitude of the reference signal may be assumed constant during the two readings. Furthermore, this method effectively calibrates the modulator and demodulator at ever:r modulating frequency
and the results obtained are thus free from any likely magnitude or phase errors introduced by them.

However, when the modulation frequency exceeds the usually specified maximum limit of $10 \%$ of carrier frequency, the performance characteristics of the modulator and demodulator become unsatisfactory and errors might be introduced. Although a scheme has been developed to overcome this problem which is presented in Chepter 8, its practical realization was not yet ready at the time this experiment was conducted. Thereforc, the accuracy of the results obtained at modulating frequencies above that specified maximum limit should be assessed in the light of the work done in Chapter 8.

At d.c. modulating signal, the measuring arrangement shown in Fig. 5.2.1 cannot be used because the L. F. Decade Oscillator does not generate d.c. signal. However, a simple equipment set-up for measuring the d.c. transference may be employed as illustrated in Fig. 5.2.2. Because a carrier modulated by a d.c. signal produces again the same carrierwave, the modulator is dispensed with and the carrier voltage is directly applied to the chopper network terminals. Similarly, instead of demodulating the output from the chopper network in order to recover the envelope sienal winch is at same frequency as the modulating signal, i.e., d.c., a simple alternative method is used in which the demodulator is completely discarded. This method depends on measuring the magnitude and phase of the fundomental component of the output voltage. The d.c. modulation transference can thus be deduced from the simple relation

$$
\text { d.c. modulation transference }=\frac{1}{2} \cdot \frac{V_{o}}{V_{i}} \cos \left(\theta_{0}^{-\theta_{i}}\right) 5.2 .1 \text {. }
$$



FIG. 5.22 .
EQUIPMENT SET-UP FOR MEASURING THE DC MODULATION TRANSFERENCE
where
$V_{i}$ is the R.M.S. input carrier,
$V_{0} "$ " " of the fundamental output,
$\theta_{0}$ " phase of the input carrier relative to
$\theta_{0}$ a certain reference,
to the phase of the fundamental output relative
to reference
and the factor 0.5 is introduced to make the d.c. modulation transference unity when the chopper network is replaced by a unity transfer function block.

A low-pass filter with sharp cut-off frequency was used to remove the noise components in the chopper network output. The filter employed is electronic type Model 315A (see details of performance characteristics in Ref.131) whose gain is approximately unity in the pass bands and drops outside the pass bands at the rate of 24 db per octave. It incorporates input and output buffer stages and thus provides a high impedance input and a low impedance output. Furthermore, it has the facility of adjusting the cut-off frequency which allows the experiment to be conducted at different carrier frequencies.

The magnitudes of the voltage signals are measured by a valve voltmeter and the phases by a phase angle meter. In order to account for the gain and phase shift introduced by the filter, both the input and the output signals are first passed through the filter before their magnitudes and phases are measured. Therefore, by evaluating the relative magnitudes and the phase difference, the effect of the filter is cancelled out and does not appear in the expression of Eqn. 5.2.1. The double pole switches 1 and 2 were introduced to enable both the input and output signals to be passed through the filter and then be measured. An easier alternative
way could have been employed if another identical filter were available in order to be continuously connected to the input signal. In this case, switches 1 and 2 would have been removed and the measurements become a continuous process.

### 5.2.3. Variable frequency supply.

In order to perform experimental studies on the effect of carrier frequency variations on the modulation responses of various chopper networks, an adjustable frequency supply was required. Although, an electronic oscillator seems to be the simplest and most convenient means, nevertheless, it was not possible to be used because the required ranges of voltage, current and power were much higher than the corresponding ratings of the available oscillators.

Therefore, a system, whose principle of operation is based on changing the frequency of the available 3-phase $50 \mathrm{c} / \mathrm{s}$ supply, has been employed in the Laboratory. A schematic diagram of this system is illustrated in Fig. 5.2.3. In this connection, a 3 -phase slip-ring induction motor is employed as a frequency changer. Its 3 -phase stator winding is energised by the $50 \mathrm{c} / \mathrm{s}$ supply whose voltage magnitude is controlled by means of a 3-phase variac. By driving its motor at different speeds, the frequency of thepick-up voltage in the rotor 3 -phase winding can be varied. In order to provide a means of fine and wide speed control, a d.c. machine with both field and armature controls is used to drive the frequency changer. The direction of rotation of the set was kept constant and therefore to obtain frequency values higher as well as lower than $50 \mathrm{c} / \mathrm{s}$, provision of phase-sequence reversal of the 3 -phase input should be included. This has been easily accomplished by interchanging
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any two phases by means of a reversing switch.

An amplidyne, driven by a d.c. shunt motor, was used to control the armature current of the d.c. machine and hence its speed. A rheostat in the field circuit provided the other means of speed control. The former and latter types of speed control may be considered as fine and course control respectively.

This system, being on open-loop control system, does not provide a highly stable frequency output. However, the variation of the output frequency has been found to be within $\pm 0.1 \mathrm{c} / \mathrm{s}$ which will have a negligible effect on the accuracy of the various experiments conducted.

This system, besides providing the required levels of voltages, currents and powers, allows the use of transformer type phase-shifters equipped with dials which directly indicate the phase angles.

### 5.3. Effects of the Various Factors on the Nodulation Frequency Response.

To study the effects of various parameters, modes of operation and conditions of the modulating input voltages on the modulation frequency responses of chopper networks, a large number of experiments have been performed. These experiments, however, can only be considered representetive and not exhaustive. To keep the number of the experiments to the minimum without affecting the maximum possible variety of useful information, the following passive electric elements incorporated in the various chopper networks under investigation were kept constant all throughout at the value

$$
G_{1}=G_{2}=0 \quad 5 \cdot 3 \cdot 1
$$

except in one case when dealing with the chopper network of Fig. 4.3.1-c.

In the present work, the modulation frequency responses are studied with two types of modulating input voltages, viz., multiplicative modulation and rotary modulation. The former type is used in various experiments included in Sub-sections 5.3 .1 to 5.3 .6 and the latter type is included in the remaining Sub-section.

The various studies carried out are outlined below.
5.3.1. Variations of the passive electric elements.

Under the condition expressed by Eqn. 5.3.1, the modulation frequency response can be varied with only one degree of freedom. This is the time constant $\tau$. Changing the value of this time constant can be attoined by chansing either $C$ or $G$. The latter was adopted for it was practically simpler.

Figs. 5.3 .1 to 5.3 .3 show the effects of varying the time constant $\tau$ on the multiplicative modulation transfer functions of the chopper network configurations illustrated in Fig. 4.1.3. Other data and operating conditions under which the experiments were conducted are given under each figure.

A study of the figures shows that although the shapes of the various loci are maintained virtually as semicircles, the d.c. modulation transferences and the distribution of the modulation frequencies along the loci vary as $\tau$ changes.
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\Omega=314 RAD./SEC.




To show these effects even much more clearly, the d.c. modulation transference and the normalized equivalent d.c. network frequency \(\omega_{n} / \Omega\) (see definition in Section 4.3.4) have been plotted against the normalized time constant \(\tau / T\) for the single-switch double-capacitor chopper network as shown in Figs. 5.3.4 and 5.3.5 respectively. In addition, curves showing the dependence of the maximum phase-lead introduced by the chopper network under investigation and the frequency occurring at this maximum phase-lead, on a normalized basis, upon the normalized time constant \(\tau / T\) are illustrated in Figs. 5.3.6 and 5.3.7 respectively.

\subsection*{5.3.2. Fly-time of the synchronous switches}

To study the effect of the fly-time of the synchronous switches incorporated in the chopper networks, on their responses a series of experiments were conducted on the single-switch double-capacitor chopper network as an example. The fly-time was varied in steps from zero to 0.2 and the corresponding multiplicative modulation frequency responses were measured, keeping other parameters and operating conditions constant. Fig. 5.3 .8 shows the plots of the loci of these responses for both the phase-lead and phase-lag modes of operation. The semi-circular shape of the various loci does not seem to be significantly affected. However, a slight change in the modulation frequency distribution along the loci is observed. On the other hand, the fly-time shows a marked effect on the d.c. modulation transference as further displayed in Fig. 5.3.9. The significance of this effect lies not only in the amount of change in the d.c. transference but also in the change of its sign. Because, as the d.c. transference changes its sign, the behaviour of the chopper network becomes such that the instability of the a.c. servo-mechanism is aggrevated, and the chopper
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FIG. 5.3.9.
VARIATION OF DC MODULATION TRANSFERENCE WITH THE NORMALIZED FLY-TIME OF THE SYNCHRONOUS SWJTCH
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network will therefore no longer be suitable as a compensating device.

For example, the single-switch double-capacitor chopper network, according to Fig. 5.3 .9 , will cease to be a suitable phase-lead compensator to a.c. servo-mechanisms over the region of the synchronous switch fly-time lying above 0.09, provided that the values of the various parameters and conditions of operation are as enlisted on the figure.

It may be worthwhile mentioning thet the conclusions drawn above are even much more important particularly when mechanical synchronous switches are employed in view of the unavoidable physical fly-time associated with them.

\subsection*{5.3.3. Carrier frequency deviation.}

As mentioned earlier in this thesis, the carrier frequency deviation is a common problem in air-borne equipment. It is therefore important to examine its effects on the chopper network's performance.

The carrier frequency was varied in steps from \(30 \mathrm{c} / \mathrm{s}\) to \(70 \mathrm{c} / \mathrm{s}\) (i.e. in the range of \(\pm 40 \%\) of the nominal carrier frequency of \(50 \mathrm{c} / \mathrm{s}\) ), without changing any other paraneter, and the multiplicative modulation frequency gain and phase responses of single-phase double-capacitor chopper network were measured. These experimental results are plotted versus the modulation frequency as shown in Fig. 5.3.10, where the gain and phase axes are associated with the curves at \(50 \mathrm{c} / \mathrm{s}\) carrier frequency. The curves at other carrier frequencies are shifted vertically by constant equal distances to allow for a better comparison.


A thorough examination of these curves reveals that by changing the carrier frequency between the limits 0.6 to 1.4 times the nominal value of \(50 \mathrm{c} / \mathrm{s}\), a negligible effect results in both the modulation gain and phase particularly for high modulation frequency values. In the very low modulation frequency region, however, small changes were observed in both the modulation gain and phase responses. To bring out the effect on the former even more clearly, d.c. modulation transference is plotted against \(\tau / T\) as shown in Fig. 5.3.4.
5.3.4. Phase variations of the demodulation carrier reference.

In a.c. servo-mechanisms utilizing 2-phase servomotors, phase shift is introduced into the carrier excitation reference mainly by the stator impedance as it has been shown in Chapter 2. If chopper networks are to be inserted in the carrier channels of such systems, knowledge of the changes in their dynamic performances which may be caused by the change in the phase of the demodulation reference will be of profound importance to the designer.

A representative set of experimental curves showing the effect of varying the phase of the demodulation reference on the multiplicative modulation transfer function response loci of single-switch double-capacitor chopper network is illustrated in Fig. 5.3.11. Further data and information on the modes of operation are given in the figure.

A study of these loci shows that the phase of the demodulation reference has a pronounced effect on both the shape and magnitude of the modulation response. The effect is even much more significant in the low modulation frequency
region. It was also found that the d.c. modulation transference varies sinusoidally with the phase of the demodulation reference as shown in Tig. 5.3.14.

For the phase-lead mode of operation, the maximum modulation phase shift increases (which is desirable in some applications) as the phase of the demodulation reference advances. Meanwhile, the whole modulation locus shrinks. On the other hand, as the phase of the demodulation reference retards, considerable deterioration in the shaping quality of the chopper network takes place in terms of decrease in the maximum modulation phase shift and shrink in the modulation locus. Also, if the d.c. modulation transference changes sign (see Fig. 5.3.14), the chopper network might contribute to destabilizing the a.c. system in which it is incorporated which is contrary to its prime function.

In view of the above discussion, a conclusion may be drawn that the unavoidable phase shift of the demodulation reference effected in the 2 -phase servo-motor can give rise to considerable deterioration in the shaping characteristics of the compensating chopper network. Furthermore, by deliberately adjusting the phase of the demodulation reference, a useful control of the chopper networks modulation responses can be achieved but ot the expense of introducing further attentuation.
5.3.5. Phase variations of the modulation carrier reference.

In practice, a large percentage of a.c. servomechanisms employ machine type error-detectors such as synchros, magslips, selsyns and similar devices. These devices, apart from producing rotary modulated signals,
introduce phase shifts into the carrier excitation reference due to their winding's impedances. It is therefore desirable to study the effects of this phase shift on the chopper networks modulation characteristics.

Fig. 5.3 .12 shows a representative set of multiplicative modulation frequency loci of single-switch double-capacitor chopper network plotted at different values of the phase of the modulation carrier reference. These loci clearly show the pronounced effects on the shape, attenuation, and maximum phase shift of the modulation response. In addition, considerable change in the d.c. modulation transference is also observed. Since its value varies sinusoidally with the phase of the demodulation carrier reference \(\varnothing\), only its peak value and the corresponding value of \(\phi\) at which it occurs were plotted against the phase of the modulation carrier reference \(\theta\) as shown in Fig. 5.3.15.

In this connection, it is important to mention that in deducing the d.c. modulation transference from the measured quantities, the formula expressed by Eqn. 5.2.1. should be modified to account for the phase misalisnment between the modulation and demodulation carrier references. This can be done by adding the phase misalignment ( \(\varnothing-\theta\) ) to the angle difference \(\left(\theta_{0}-\theta_{i}\right)\) appearing in the formula. The same modification is also applicable to the case given in the previous Sub-section.

On the basis of both Figs. 5.3 .12 and \(5 \cdot 3.15\), it may be concluded that serious changes in the modulation responses of chopper networks can result from the phase shifts of the modulation carrier reference. However, by studying these changes thoroughly, it is possible to use the adjustment of the phase of modulation reference as a means of controlling
the modulation responses of chopper networks as well as for compensating the effects due to the unavoidable phase shifts takine place in the machine type error-detectors. In doing so, attenuation may take place and therefore a compromise whuld be required.
\[
\text { 5.3.6. } \frac{\text { Combined effect of changing simultaneously }}{\text { the modulation and demodulation carrier references. }}
\]

To give an idea about such combined effect on the modulation responses of chopper networks, a few representotive multiplicative modulation frequency response loci are illustrated in Fig. 5.3.13. Curves similar to those shown in Figs. 5.3 .14 and 5.3 .15 can serve to provide the knowledge of how the d.c. modulation transference would change under this condition of operation.

\subsection*{5.3.7. Rotary modulation.}

As mentioned earlier, error-detectors in the form of synchros, magslips, selsyns and similar devices are characterized by producing rotary modulated signals. If chopper networks are employed to compensate a.c. servomechanisms incorporating such devices, their rotary modulated responses should then be considered. To do so, a simple means of generating a rotary modulated signal to be used as a test signal should be examined in the first place.

In the analysis presented in Chapter 2, the rotary modulated signal was correlated to suppressed-carrier amplitude-modulated (S.C.A.M.) wave as its rate of change with respect to time. In practice, this can be simulated by inserting a differentiator after an electronic modulator. The practical differentiating circuit \({ }^{133}\) shown in Fig. 5.3.16





FIG. 5.3.14.
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FIG 5.3.16.
A PRACTICAL DIFFERENTIATING CIRCUIT


FIG. 5.3.17.
FREQUENCY RESPONSE OF THE DIFFERETIATING CIRCUIT
SHOWN IN FIG. 5.3.16.
was used in the Laboratory. This circuit was then incorporated in the test arrangement of Fig. 5.2 .2 to enable rotary modulation responses of chopper networks to be measured. The frequency response of this circuit with a resistance load of 10 k was first tested and the results are shown in Fig. 5.3.17 in terms of gain and phase characteristics. Cver the frequency range 20 to \(100 \mathrm{c} / \mathrm{s}\), the phase deviation from the \(90^{\circ}\), expected from the ideal differentiator, is only one degree which can be considered negligible. The gain characteristics, on the other hand, is a good straight Iine which would pass through the origin when extended.

In testing the rotary modulation characteristics of chopper networks, both the phase reversal and the attenuation introduced by the differentiating circuit were taken into account. Such attenuation can either be deduced from the gain characteristics as the slope of the line or be calculated from the transfer function as given below
\[
\text { transfer function } \frac{y}{x}=-\frac{R_{f} C p}{(R C p+1)\left(R_{f} C_{f} p+1\right)} \quad 5 \cdot 3.1
\]
where the approximate attenuation is \(R_{f} C\).

Representative rotary modulated loci of single-switch double-capacitor chopper network are illustrated in Fig. 5.3.18. These loci were obtained at different values of the phase of demodulation reference ranging from \(90^{\circ}\) lag to \(90^{\circ}\) lead, wheress other parameters and conditions of operation were kept constant as indicated by the data given in the figure. The shape of locus changes considerably from almost a semicircle at \(\varnothing=90^{\circ}\) lead to a vertical line at \(\varnothing=0^{\circ}\) then back again to almost a semi-circle at \(\varnothing=90^{\circ}\) lag. A

marked variation in the phase shift at various modulation frequencies is also observed.

In addition, experiments were conducted to determine the rotary modulation response under different values of carrier frequency. The results of these experiments are plotted in Fig. 5.3.19 in terms of rotory modulation gain and phase responses against modulation frequency. The gain and phase axes are associated with the curves at \(50 \mathrm{c} / \mathrm{s}\) carrier frequency, whereas curves at other carrier frequencies are shifted by constant equal distances to allow for a better comparison. The good parallelism between these curves shows clearly that rotary modulation response of the chopper network under investigation is insensitive to carrier frequency variations over the range 0.6 to 1.4 times the nominal value of \(50 \mathrm{c} / \mathrm{s}\).

\subsection*{5.4. Comparison of Results.}

In the previous chapter, two analytical approaches to the analysis of chopper networks have been considered, viz., exact method and approximate method. To check the validity of the first method and to assess the approximation of the second method, comparison with experimental results was called for. In addition, comparison between the two theoretical methods, from the viewpoint of their applicability under different conditions of chopper network's operations, would supplement useful information. It was found convenient to conduct the various comparisons in three steps as outlined below.


\subsection*{5.4.1. Experimental results versus theoretical calculations by the exact method.}

Representative results showing the multiplicative modulation frequency response loci of two configuration types of chopper networks are shown in Figs. 5.4.1 to 5.4.3. The theoretical loci pertinent to the single-switch double-capacitor chopper network appear as if they are composed of three segments:
i) the first segment includes the modulation frequencies lying between zero and half the carrier frequency and has the shape of almost perfect semi-circle.
ii) the second segment includes the modulation frequencies Iying between \(25 \mathrm{c} / \mathrm{s}\) and \(55 \mathrm{c} / \mathrm{s}\) and has the shape of a circle (slightly incomplete).
iii) the third segment includes modulation frequencies lying above \(55 \mathrm{c} / \mathrm{s}\) whose shape is a more general curve which ends at the point 1 on the real axis. A discontinuity appears at the modulation frequency of double the carrier frequency. This, however, is expected as the formula used (expressed by Eqn. 4.2.96) is not valid at modulation frequencies equal to multiples of the carrier frequency as explained in Sub-section 4.2.7.

Other geometrical features which have been observed are that: the centre of the semi-circle lies on the line joining the modulation frequencies at \(5 \mathrm{c} / \mathrm{s}\) and the carrier frequency \(50 \mathrm{c} / \mathrm{s}\), and the centre of the circle lies on the line joining the modulation frequencies at \(5 \mathrm{C} / \mathrm{s}\) and \(100 \mathrm{c} / \mathrm{s}\).

On the other hand, the theoretical locus pertinent to the double-switch single-capacitor chopper network appears to be



composed of only two segments: the first includes the modulation frequencies that lie between zero and \(25 \mathrm{c} / \mathrm{s}\) (half the carrier frequency) and has the shape of slightly incomplete semi-circle, the second includes modulation frequencies lying above \(25 \mathrm{c} / \mathrm{s}\) and has a shape of a more general curve that ends at the point 1 on the real axis. Again, a discontinuity at the modulation frequency equal to double the carrier frequency is observed which can be explained along the lines outlined in Sub-section 4.2.7.

The various loci given in these figures clearly show a very close sgreement between the experimental results and the theoretical results obtained by the exact method particularly at the low modulation frequency region. The agreement between the results is, however, not perfect at the high modulation frequency region. This partly might be attributed to the errors introduced by some of the testing apparatus, namely the modulator and demodulator, when the modulation frequency exceeds their practical limit as will be explained in detail in Chapter 8.

Figs. 5.4 .4 and \(5 \cdot 3.5\) to 5.3 .7 also show experimental curves and calculated points computed from the formula of Eqn. 4.2.96 for the vəriations of d.c. modulation transference, normalized equivalent d.c. network frequency, normalized frequency at which maximum phase shift occurs and the peak phase shift with the normalized time constant \(\tau / T\). On the whole, the agreenent can be considered as good.

On the basis of the above comparison of the results, the exact method of analysis can be considered as sufficiently accurate and reliable method to predict the chopper network's responses. Furthermore, the perfect agreement between the experimental resmlts, obtained by changing the time constant \(\tau\)

keeping the carrier frequency constant, with the experimental results obtained by changing the latter keeping the former constant as illustrated in Fig. 5.3.4, confirms, in an indirect way, the validity of the formulae derived by the exact method. This is because both the experimental results and the theoretical exact formula (see Eqn, 4.2.96) agree with each other on that the d.c. modulation transference is a function of \(\tau / \tau\).
\[
\text { 5.4.2. } \frac{\text { Experimental results versus theoretical }}{\text { calculations by the approximate method. }}
\]

Figs. 5.4.1 to 5.4.3 show representative number of the multiplicative modulation frequency response loci of two types of chopper networks obtained both experimentally and theoretically employing the approximate formulae. By comparing the results, it is shown that although the approximate theoretical method predicts the semi-circular shape of the loci, appreciable discrepancies exist between them and their corresponding experimentally determined loci throughout the modulation frequency range. This divergence increases as the modulation frequency increases. Figs. 5.4.4 and 5.3 .5 to 5.3 .7 show even much clearer the significant difference between the experimental results and the results obtained by this theoretical method for a selected representative conditions of operation of single-switch doublecapacitor chopper network.

On the basis of the above comparison of the results, it is evident that the approximate method of the chopper network analysis cannot be relied upon to give sufficiently accurate results particularly in the low modulation frequency region, which is normally the area of interest for the design purposes.
5.4.3. Exact theoretical method versus approximate theoretical method.

By examining the various curves and loci shown in the Figs. 5.3 .5 to 5.3 .7 and 5.4 .1 to 5.4 .4 , it may be concluded that the results, particularly at low modulation frequencies, obtained by the exact anslytical method are more accurate and closer to the practical values than those obtained by the approximate analytical method, which is based on a number of assumptions. At high modulation frequency, however, the two analytical methods give almost the same degree of agreement with the experimental results.

Furthermore, the formulae derived by the approxinate analytical method (see Section 4.3) predict that the shape of the multiplicative modulation frequency response loci of the chopper networks under consideration are maintained as semi-circles regardless of any chonge in the various parameters. The experimental results illustrated in Figs. 5.3 .11 to 5.3 .13 clearly show that this prediction is unrealistic and incorrect. In addition, the basis upon which the approximate solution was derived neither permits the extension of its application for determining the rotary modulation transfer functions of chopper networks nor renders it possible to evaluate the noise contents of the chopper network's responses.

On the other hand, the formulae derived by the exact analytical method (see Section 4.2 ), besides being accurate and reliable as verified by the various experimental results mentioned above, they are valid under any change in the various parometers and under any mode of chopper network's operations. Also, this method is adaptable, by minor modifications, to extend its application for deriving the
chopper network's responses when subject to rotary modulated signals as it has been shown in Sub-section 4.2.6. Furthermore, with this method, accurate evaluation of the noise generated by chopper networks is possible according to the work outlined in Sub-section 4.2.7.

On the basis of the above discussion, the numerous merits of the exact analytical approach over the approximate method warrant its use despite the fact that it is much more complicated in comparison with the latter method.

\subsection*{5.5. Records of Vave Forms.}

In order to visualize the shaping effect of chopper networls on various types of input modulated signals and to provide a qualitative idea about the noise associated with their responses, a representative number of records, using Ultra Violet Recorder, have been obtained for the single-switch double-capacitor chopper network under a variety of operating conditions.

Figs. 5.5 .1 and 5.5 .2 show records of the steady state response wave forms when the chopper network is subject to suppressed-carrier amplitude-modulated wave. The two records were taken under similar conditions except the fly-time of the synchronous switch which was changed from zero to 0.1. In doing so, the response wave form became much more rough in view of the sudden disappearance and reappearanceof the response at the beginning and end of the synchronous switch fly-time, with the implication of more noise contact.

Figs. \(5 \cdot 5 \cdot 3\) to \(5 \cdot 5.6\) show records of the steady state response wave forms when the chopper network is impressed
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FIG. 5.5.1.
STEADY STATE RESPONSE OF SINGLE-SWITCH DOUBLE-CAPACITOR CHOPPER NETWORK SUB \(\downarrow\) ECT TO SUPPRESSED-CARRIER AMPLITUDEMODULATED WAVE (S.C.A.M.)
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S.C.A.M. INPUT WAVE TO THE CHOPPER NETWORK, WITH MODULATION FREQUENCY AT \(5 \mathrm{C} / \mathrm{S}\)

RESPONSE OF THE CHOPPER NETWORK, \(V_{2}\)

FIG. 5.5.2.
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FIG.5.5.3
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FIG. 5.5.4
SEE CAPTION OF FIG.5.5.3.
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CARRIER FREQUENCY AT \(50 \mathrm{c} / \mathrm{S}\) AND MODULATION FREQUENCY AT \(5 \mathrm{c} / \mathrm{S}\)
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RESPONSE OF THE CHOPPER NETWORK, \(V_{2}\)
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FIG.5.5.6
SEE CAPTION OF FIG.5.5.3
DATA:
\[
\tau=20 \mathrm{~m} . \mathrm{sec}, \quad, \delta=0.5, \theta=90^{\circ} \mathrm{lag}
\]
upon by a rotary modulated wave. In taking this record, the phase of the modulation reference wave was changed keeping other conditions constant. By exarining the records, it is noted that at zero phase of the modulation reference, the response wave is relatively smooth and almost free of the sudden jumps at the switching instants. These sudden breaks in the response wave form, taking place at the switching instants, start to appear with increasing degree as the phase of the modulation reference increases from zero to \(90^{\circ}\). This implies that the noise content associated with the response is mimimum at zero phase of the demodulation reference and increases to a maximum value when that phase reaches \(90^{\circ}\).

\section*{CHAPTER 6}

BREADBOARD MODEL OF A POSITIONAL CONIROL A.C. SERVO-MECHANISM - (SPECIFICATIONS, CONSTRUCTION, AND PRELIMIITARY STUDIES)

\subsection*{6.1. Introduction}

In the previous Chapter, extensive investigations have been carried out on the performance characteristics of chopper networks when subject to carrier modulated signals. In there studjes, rotary modulation and phase shift as those effected in machine type error-detectors (such as synchros, magslips, selsyns and similar devices) were completely simulated. On the other hand, however, demodulation of the type effected in 2 -phase servo-motors (see Chapter 2) was simplified by an ideal demodulator. Although the phase shift of the carrier excitation was possible to simulate, the actual case which may be encountered in many practical a.c. servo-mechanisms employing 2 -phase induction motors was not accurately represented.

Therefore, to establish beyond any doubt the stabilizing capability of chopper networks and to demonstrate their effectiveness in improving the performance of practical a.c. servo-mechanisms, it was considered desirable to simulate some actual tests. For this purpose, a breadboard model of a positional control a.c. servo-mechanism, whose block diagram is based on that shown in Fig. 1.2.1, was designed and assembled in the Laboratory. Plate E. 4.1 shows a photograph of the model assembly.

The purpose of this Chapter is to give directly the specifications of the various components employed in the
model without much design details since they can easily be found in many a.c. servo-mechenisms text books. More attention was given to the description and design of a suitable transistor servo-amplifier. To provide useful information necessary in conducting the various tests on the model, preliminary studies were performed on the magslipsystem. In general, the present Chapter serves to pave the way to the next Chapter which deals with the practical investigations on the model.

\subsection*{6.2. Component's specifications}
6.2.1. Load

In the present application in which a rotational mechanical load is controlled, the load characteristics are describable in terms of polar moment of inertie, coefficient of viscous friction, and the coulomb or static friction forces present. To simulate this kind of load as realistically as possible, an unergized \(3^{\prime \prime}\) control magslip was employed whose relevant data is given in Appendix E.1.

At the shaft of the servo-motor, however, the moment of inertia of the motor rotor and the reflected inertia effects of gearing, error-detector and the driven load should be considered. Similarly, in considering the effect of the net viscous friction and net coulomb friction at the motor shaft, one should add those due to the motor to the corresponding ones reflected due to gearing, error-detector and the driven load.

\subsection*{6.2.2. Servo-motor}

Since there were no high load power requirements nor high rotational rates and accelerations needed, geared
type 2-phase induction motor was employed. To compute the required motor size and the gearing, the maximum load velocity and acceleration must be known, and therefore had to be assumed in the present case. Their selected values are given below
\[
\gamma_{I(\max )}=20 \mathrm{r} \cdot \mathrm{p} \cdot \mathrm{~m}
\]
and
\[
\gamma_{\mathrm{L}(\max )}^{\ddot{(m a d}}=20 \mathrm{rad} \cdot / \mathrm{sec} .^{2}
\]

The total power required to drive the load is the sum of
\[
\begin{array}{rccc}
\text { i) Power required to overcome coulomb friction } \\
\text { ii) } & \text { " } & \text { " } & \text { " }
\end{array}
\]

These factors may be expressed mathematically as 134
\[
\begin{aligned}
P_{\text {total }} & =\left(T_{c f}+T_{V}\right) r_{L}^{0}+\left(J_{L}+\frac{n_{L}^{2}}{n_{m}^{2}} J_{m}\right) \gamma_{L}^{\circ} \gamma_{L}^{*} \\
& +\left(F_{L}+\frac{n_{L}}{n_{m}^{2}} F_{m}^{2}\right) \gamma_{L}^{2}
\end{aligned}
\]

Since the viscous friction is usually negligible, its contribution may be ignored and En. 6.2.1. may be reduced to
\[
P_{\text {total }}=\left(T_{c f}+T_{v}\right) \gamma_{L}^{*}+\left(J_{L_{1}}+\frac{n_{I_{n}}^{2}}{n_{m}^{2}} J_{m}\right) \gamma_{I}^{*} \gamma_{L}^{*} \quad 6.2 .2
\]

Since the gear-train and motor have not yet been selected, it is necessary to estimate \(\frac{\mathrm{n}_{\mathrm{L}}^{2}}{\mathrm{n}_{\mathrm{m}}^{2}} J_{\mathrm{m}}\). Based on experience,
a conservative estimate is
\[
J_{L}=\frac{n_{L}^{2}}{n_{m}^{2}} J_{m} \quad 6.2 .3
\]

As maximum velocity and maximum acceleration seldom occur simultaneously, it is also conservative to use both maximum values for \(\gamma_{\mathrm{L}}^{*}\) and \(\gamma_{\mathrm{L}}^{*}\) in the equation. Thus \(\left.P_{\text {total }}=\left[(43+86)(9.8) 10^{-5}+(2 \times 970)(20) 10^{-7}\right)\right] \frac{(2 \pi)(20)}{60}\) \(=0.0346\) watts 6.2 .4

This estimate neglects friction effects and uses a guess for the reflected inertia of the motor. At a later point, after selection of the gear-train and motor, it would be appropriate to re-compute as a check. The computed maximum power requirement was increased by a safety factor to the value of 0.1 watt in order to allow for the mechanical loading of the error-detectar when coupled to the system, and also for the effect of environmental factors such as ambient temperature, cooling conditions, etc.

Because of the availability of the \(50 \mathrm{c} / \mathrm{s}\) power supply facilities, the working ranges of the various instruments, and the availability of \(50 \mathrm{c} / \mathrm{s}\) magslips that can be suitably used as error-detectors it was decided to employ \(50 \mathrm{c} / \mathrm{s}\) servomotor. From the list of acceptable motors, one was selected whose characteristics are given in Appendix E. 2.

\subsection*{6.2.3. Error-detector}

Fifty \(c / s, 2^{\prime \prime}\) control magslips were available
in the Laboratory and it was decided to employ two control magslips arranged as transmitter and coincidence-transmitter. In addition, another type of error-detector in the form of a potentiometer-bridge was also used in order to enable a wider variety of investigations to be performed.

To eliminate the possible hunting problems associated with the common wire-wound potentiometers (which result from the finite resolution corresponding to the displacement between adjacent wires), helically wound potentioneters were employed. Also, to increase the travel or the angular rotation, multiple-turn potentiometers were preferred.

Appendix E. 3 gives the detailed characteristics of both types of error-detector.
6.2.4. Gear-train.

> At this stage, it is possible to select the proper gear ratios by plotting two curves:
i) Required power versus gear ratio
ii) Power available from motor versus gear ratio.

A reasonable choice of the various gear ratios is given below
\[
\begin{array}{ll}
n_{m} / n_{L}=80, & 6.2 .5 \\
n_{m} / n_{s}=100, & 6.2 .6
\end{array}
\]
and
\[
n_{m} / n_{p}=50
\]

To check, the basic torque equation for torque equilibrium can be used, verifying that sufficient torque
will be available at the maximum specified speed to accelerate the load at \(20 \mathrm{rad} . / \mathrm{sec} .^{2}\) (the specified maximum load acceleration).
\[
\begin{aligned}
\frac{n_{L}}{n_{m}} T_{m}-\left(T_{c f}+T_{v}\right) & >\left[J_{L}+n_{L}^{2}\left(\frac{J_{m}}{n_{m}}+\frac{J_{s}}{n_{s}}+\frac{J_{p}}{n_{p}}\right)\right] r_{L}^{\cdots} \\
& +\left[F_{L}+n_{L}^{2}\left(\frac{F_{m}}{n_{m}}{ }^{2}+\frac{F_{s}}{n_{s}}{ }^{2}+\frac{F_{p}}{n_{p}}\right)\right] \quad r_{L}
\end{aligned}
\]
where \(T_{m}\) is the motor torque at speed corresponding to maximum load speed, and which can be obtained from the torque-speed characteristics plotted in Fig. E.2.1.

The gear-train employed consists of a gearhead unit size 11 of ratio 20:1 (for performance details and curves see Technical Data, Vactric Control Equipment Limited), fitted to the motor shaft. Minimum gear combinations were then added to obtain the required reducing speed ratios with minimum additional backlash.

\subsection*{6.3. Servo-Amplifier.}
6.3.1. General design considerations.

To be capable of accepting the modulated signal form provided by the magslip error-detector and to provide at its output a signal of the proper type to operate the \(2-\mathrm{ph} a \mathrm{se}\) servo-motor, a.c. amplifier was evidently the suitable type to be chosen. The servomaplifier
design should provide sufficient flexibility to handle compensation and gain adjustment requirements. Special attention should be given to the distribution of gains within the amplifier. At each junction input signals tend to introduce noise, and the noise spectrum can cause difficulties by producing various types of saturation in different elements, such as excessive power dissipation, Loss of gain, and reduction in the effectiveness of compensators. Both the gain distribution in the amplifier and the location of the compensation device are affected by the non-linear action resulting from very large input signals.

The servo-amplifier should cause a minimum electrical loading effect on the error-detector as possible so that the overall system performance is kept unaffected. It must also have ample power-output capacity, and must be able to drive the servo-motor in accordance with the expected velocities and accelerations.

Finally, the simplicity of the design is very desirable since complexity usually impairs reliability of operation, ease of maintenance, cost of manufacture, and cost of repair.

\subsection*{6.3.2. Design requirements and specifications.}

Since the main goal of setting up the a.c. servo-mechanism breadboard model was to carry out investigations on the overall system performance, the servo-amplifier performance therefore should not introduce any serious effect that may impair the essential features of the servo under study. In order to ensure this, the following requirements ideally must be met in the design

\footnotetext{
i) The frequency response of the amplifier (gain and
}
phase versus frequency) must be flat over the frequency range of \(\left(\Omega+\omega_{\max }\right)\) to \(\left(\Omega-\omega_{\max }\right)\), where \(\Omega\) is the carrier froquency and \(\omega_{\max }\) ia the highest modulation freguency the servo will permit.
ii) There should be no change in the phase shift with the level of the input signal within its working range. Also, linear relationship between the gain and the input signal should be maintained throughout that zone.
iii) The amplifier should have a low output impedance to minimize its effect on the performance of the servo-motor. If the output impedence is high, the servo-motor may become unstable.
iv) The amplifier input impedance should be very high to provide mimimum electrical loading effect on either the error-detector or the compensating device. Otherwise, changes in their performances may take place.
v) The amplifier should have a low noise characteristic.

In view of the advantages to be gained in employing transistors, in terms of improved reliability, higher efficiency, less size and weight, by comparison with thermionic valves, it was decided that the servo-amplifier would be completely transistorized. Before starting the design, specifications (based on so many factors not included here) were put forward. These are summarized os follows:
i) Gain: the maximum gain should be 2000 volts/volt \(\pm 5 \%\) with system load and power supply.
ii) Phase: the phase shift of the amplifier shall be \(0 \pm 3\) degrees with system Ioading and power supply.
iii) Response: the gain of the amplifier shall not change more than 3 db over the frequency range of 20 to \(80 \mathrm{c} / \mathrm{s}\).
iv) Stability: with \(\pm 10 / \%\) change in power, the amplifier gain shall not change more than \(\pm 5 \%\).
v) Noise: with system power and input shorted to ground, the output shall be less than 0.5 volts.
vi) Maximum output: 25 volts (r.m.s.)
vii) Load: 2-phase induction motor type 11 MG 72, see Appendix E. 2 for further details.
viii) Linearity: the gain shall remain within \(\pm 5 \%\) up to 20 volts (r.m.s.) output.
ix) Power supply: -60 and -24 volts d.c.
x) Input impedance: 6 k minimum.

\subsection*{6.3.3. Amplifier transistor circuit design}

In designing the amplifier, it was considered convenient to divide the amplifier stages into three groups, viz.,
i) Low signal (1st stage and possibly 2nd)
ii) Medium signal (middle stage or stages)
iii) Large signal (output stage, and possibly the driver).

Direct interstage coupling was used throughout to extend the frequency response particularly at low frequencies. In addition, as will be seen in a later stage, a single negative feedback loop wes employed which further extends the frequency response and reduces internal non-linearity distortion.

The subsequent subsections are devoted primarily to the design of the various amplifier stages.

\subsection*{6.3.3.1. List of principal symbols}

The symbols enlisted below are mainly used in this section concerning the transistor circuit design for the amplifier. To refer to the various transistor stages, subscripts indicating the stage number will be employed in conjunction with the various symbols.
\begin{tabular}{|c|c|}
\hline \(\mathrm{E}_{\mathrm{c}}\) & : d.c. supply voltage \\
\hline \(\mathrm{V}_{\text {CE }}\) & : break-down voltage between collector and emitter with base open circuit \\
\hline \(\mathrm{V}_{\text {be }}\) & : voltage between base and emitter \\
\hline \(\mathrm{v}_{\mathrm{c}}, \mathrm{V}_{\mathrm{e}}, \mathrm{v}_{\mathrm{b}}\) & : d.c. voltage bias at collector, emitter, and base of a transistor \\
\hline \(I_{c}, I_{e}, I_{b}\) & : current bias of collector, emitter, and base of transistor \\
\hline \(\mathrm{v}_{\mathrm{c}}, \mathrm{v}_{\mathrm{e}}, \mathrm{v}_{\mathrm{b}}\) & : peak voltage swing at collector, emitter, and base of transistor \\
\hline \(i_{c}, i_{e}, i_{b}\) & : peak current excursion in collector, emitter, and base of transistor \\
\hline \(P_{\text {out }}\) & : output power \\
\hline \(\mathrm{P}_{\mathrm{d}}\) & : power dissipation in each transistor \\
\hline \(\beta\) & static forward current gain in common-emitter connection \\
\hline \(A_{i}\) & : current gain \\
\hline & : voltage gain \\
\hline
\end{tabular}

\subsection*{6.3.3.2. Output stage}

The split control winding of the 2 -phase servo-motor represents the load of this stage. To obtoin the characteristics of such load, the following tests were conducted on the servo-motor at the nominal carrier frequency ( \(50 \mathrm{c} / \mathrm{s}\) ),
i) Blocked rotor open-circuit characteristics, with reference winding unexcited
ii) No-load characteristics, with reference winding excited by a constant voltage of 35 volts at phase quadrature with the testing voltage applied to the control winding.

The results of the first test are shown in Fig. 6.3.1 in terms of open-circuit voltage and power of the control winding plotted against its current. From these results, the control winding impedance, reactance, and resistance were deduced and their dependence on the control current is iliustrated in Fig. 6.3.2.

The results of the second test plotted against the control current are shown in Fig. 6.3.3. In this figure, the variations of both the control winding and the reference winding impedances with the control current are illustrated.

Since under normal operatine conditions the motor velocity varies from zero to a certain maximum value (usually lower than the no-load speed), the above two tests effectively represent the twoextreme conditions. Consequently, the values of the impedances continuously vary between their limits corresponding to these two extreme conditions.


FIG. 6.3.1.
BLOCKED ROTOR OPEN CIRCUIT CHARACTERISTICS OF
THE SERVOMOTOR
(reference winding unexcited)


O.C. CONTROL WINDING CURRENT, M.A.

FIG. 6.3.2.
OPEN CIRCUIT IMPEDANCE. CHARACTERISTICS OF THE SERVOMOTOR
(REFERENCE WINDING UNEXCITED, BLOCKED ROTOR).


FIG. 6.3.3.
NO-LOAD CHARACTERISTICS OF THE SERVOMOTOR
(reference winding excited by a constant voltage of 35 volts)

On the basis of the above discussions, the control winding impedance and the ratio inductance/resistance depend on the following factors:
i) Motor speed and the mutual coupling between the reference and control windings.
ii) Magnitude of the control current (or control voltage).
iii) Degree of saturation of the magnetic circuit.

The loading effect of such impedance on the amplifier response represents a significant problem in the design particularly when it results into oscillation at high frequencies. In such case, however, phase-lac feedback stabilization may be used.

Heving studied the load characteristics of the output stage, its design consideration was the next step. Fig. 6.3.4. shows the complete circuit of the servo-amplifier in which transistors \(N_{5}\) and \(N_{6}\) represent the output stage. These output transistors were arranged to operate in class A pushpull because \(\frac{1}{135}\) distortion is a requirement. A matched pair of OC 28 transistors have been chosen for their high cut-off frequency and the good linearity of the \(V_{c} / I_{c}\) characteristics. \(E_{c}\) was chosen as -60 volts to satisfy the specified maximum output with still a reasonable margin below the transistor breakdown voltage \(\mathrm{V}_{\mathrm{CE}}\).

To determine the suitable quiescent collector current, the two extreme load resistances may be represented in the usual way by two load lines down across the output characteristics for 0 OCZ 8 comon emitter. The effect of the inductance is to change the load line to an ellipse whose centre coincides with the quiescent point and one of


FIG. 6.3.4
A TRANSISTOR CIRCUIT FOR THE SERVOAMPLIFIER
its axes lies along the load line. The deduction of this ellipse from an eccentric ellipse, with its axes parallel to the cartesian coordinates and the magnitude ratio of its vertical axis/horizontal axis is equivalent to the load reactance/resistance ratio, is well known technique. By drawing the two load ellipses corresponding to the two limiting values at the maximum working frequency (say, \(100 \mathrm{c} / \mathrm{s}\) ), and maximum allowable output voltage excursion (bearing in mind that the minimum allowable collector voltage is slightly greater than the knee voltage), it was possible to fix the quiescent point as
\[
I_{q}=90 \mathrm{~m} . \mathrm{A} . \quad 6.3 .1
\]
and
\[
\mathrm{V}_{\mathrm{q}}=-42 \text { volts. }
\]
\[
6.3 .2
\]

The maximum output power from the two output transistors may therefore be calculated as below
\[
P_{\text {out }}=2 \frac{E_{c}-V_{q}}{\sqrt{2}} \cdot \frac{I_{q}}{\sqrt{2}}=1.62 \text { watts } 6.3 .3
\]

The maximum power dissipation per transistor is app: oximately given by
\[
P_{d}=\left|V_{q} \cdot I_{q}\right|=3.78 \text { watts } \quad 6.3 .4
\]

In the light of the maximum dissipation value, heat sink design 136 (not included here) was considered. Temperature stabilization is effected by the emitter resistance \(\mathrm{R}_{16}\), being common to both emitters of the output transistors.

The ont put transistor \(N_{5}\) is driven by the double emitter follower stage \(N_{3}\) and \(N_{4}\), while the transistor
\(N_{6}\) is driven by the feedback introduced by the common emitter resistance \(R_{16}\). The base voltage of the stage \(N_{3}\), and therefore the base bias of the output transistor \(N_{5}\) are driven through resistances \(R_{8}\) and \(R_{v 2}\). On the other hand, the base bias of \(N_{6}\) is driven from a potential divider \(R_{v 3}\).

The maximum and minimum base bias current required by the output stage (transistor \(N_{5}\) or \(N_{6}\) ), having maximum and minimum values of \(\beta\) as 20 and 55 respectively, are given below
\[
I_{b \max }(5 \text { or } 6)=\frac{I_{q}}{\beta_{\min }}=4.5 \mathrm{~m} \cdot \mathrm{~A}
\]
and
\[
I_{b \min (5 \text { or } 6)}=\frac{I_{q}}{\beta_{\min }}=1.64 \mathrm{~m} \cdot \mathrm{~A} .
\]

Hence, the corresponding base bias voltages of the output stage are
\[
\begin{aligned}
& V_{b \max }(5 \text { or } 6)=-\left(I_{q}+I_{b \max }\right) R_{16}+V_{b e} \\
&=-6.1 \text { volts } 6.3 .7 .
\end{aligned}
\]
and
\[
\begin{aligned}
V_{b \min (5 \text { or } 6)}=-\left(I_{q}+I_{b \min }\right) & R_{16}+V_{b e} \\
& =-5.93 \text { volts } 6.3 .8
\end{aligned}
\]

The maximum required base-current excursion is
\[
i_{b \max }(5 \text { or } 6)=\frac{I_{q}}{\beta_{\min }}=4.5 \text { m.A. peak } 6.3 .9
\]

The preceding stage must be able to provide this peak drive current.

In order to provide a means of measuring the output current response, two identical resistors \(R_{14}\) and \(R_{15}\) were inserted in series with the two branches of the motor control winding which are connected to the collectors of \(N_{5}\) and \(N_{6}\). The voltage drops across these resistors, being proportional to the currents flowing through them, can be easily measured. The value of each resistance was selected as low as 5 Ohms in order not to influence the amplifier characteristics.

\subsection*{6.3.3.3. Middle stages.}

These include the double emitter follower formed by the transistors \(N_{3}\) and \(N_{4}\) as shown in Fig. 6.3.4. This configuration although does not contribute to voltage amplification, it provides substantial current amplification and hence power amplification which are needed by the output stage. Furthermore, by offering a high input impedance and low output impedance, the interaction problem between the high power output stage and the highIy sensitive input stage is considerably reduced.

The main requirement from these stages is to ensure adequate drive to the base of the output stage. With the assumption of matched output transistors, their base voltages would remain virtually constant during normal operation, since any current variation in the common emitter resistor \({ }^{R}{ }_{16}\) due to one of the transistors will be counterbalanced by an equal and opposite current variation due to the second transistor. Therefore, base resistors \(R_{12}\) and \(R_{13}\) should be employed in order to convert voltage swing at the emitter
of transistor \(N_{4}\) (caused by the transmitted information) into base drive current swing for the output stage. In designing these base resistances, two situations arise:
i) With low values of the base resistance, high gain can be obtained from the output stage but on the expense of linearity since the non-linearity associated with the input characteristics ( \(I_{b}\) versus \(V_{b e}\) ) becomes more predominant.
ii) With high values of the base resistance, improved linearity is obtained but on the expense of the output stage gain which may require additional amplifying stages to meet the overall gain requiremints.

Studying the above situations and with the knowledge of the gain and linearity requirements, a compromise design can be reached. On this basis
\[
R_{12}=R_{13}=2 \mathrm{k} \cdot 01 \mathrm{~ms}
\]

Therefore, to be able to provide the required maximum base-current excursion (calculated by Eq. 6.3.9), the available maximum emitter voltage excursion of transistor \(N_{4}\) must be
\[
\mathrm{v}_{\mathrm{e} 4 \max }=\mathrm{i}_{\mathrm{b} 5 \max } \mathrm{R}_{12}=9 \text { volts peak } 6 \cdot 3 \cdot 11
\]

The bias provided by resistors \(R_{v 2}\) and \(R_{8}\) must be capable of adjusting the emitter voltage of transistor \(N_{4}\) between the limits
\[
\begin{aligned}
& V_{e 4 \max }=V_{b 5 \max }-I_{b 5 \max } R_{12}=-15.1 \text { volts } 6.3 .12 \\
& \text { and } \\
& V_{e 4 \min }=V_{b 5 \text { min }}-I_{b 5 \min } R_{12}=-9.2 \text { volts } 6.3 .13
\end{aligned}
\]

In the light of the above operating conditions, transistors type OC \(84^{137}\) were found suitable for stages 3 and 4 . Depending on the absolute maximum ratings of the selected transistors and on the required operating conditions, a suitable value for the supply voltage was selected
\[
E_{c}=-24 \text { volts dec. }
\]

According to experience, the emitter resistance \(R_{11}\) was chosen to be in the oder of \(R_{12} / 4\), thus
\[
\mathrm{R}_{11}=560 \text { Ohms } \quad 6 \cdot 3 \cdot 15
\]

At this stage, both the emitter quiescent current limits \(I_{e 4 \text { max }}\) and \(I_{e 4 \text { min }}\), and the maximum current excursion \(i_{\text {e }} 4\) max can be calculated as given below
\[
\begin{array}{ll}
I_{e 4 \text { max }}=\frac{\left|V_{e 4 \text { max }}\right|}{R_{11}}+I_{b 5 \max }=31.45 \mathrm{~m} \cdot \mathrm{~A} . & 6.3 .16 \\
I_{e 4 \text { min }}=\frac{\mid V_{e 4 \text { min }}}{R_{11}}+I_{b 5 \text { min }}=18.05 \mathrm{~m} \cdot \mathrm{~A} . & 6.3 .17
\end{array}
\]
and
\[
i_{e 4 \max }=\frac{v_{e 4 \max }}{R_{11}}+i_{b 5 \max }=20.57 \mathrm{~m} \cdot \mathrm{~A} . \text { peak }
\]

With typical production spreads of transistors OC 84 according to their characteristics given in Ref. 137,
\[
\beta_{\max }=200, \beta_{\text {min }}=60
\]
and
\[
v_{\text {be max }}=-0.75 \text { volts, } v_{\text {be min }}=0 \text { volts }
\]

Consequently, the limiting values of the base bias current and voltage of transistor \(N_{3}\) may be calculated as follows
\[
\begin{array}{ll}
I_{b 3 \max }= & \frac{I_{\mathrm{e} 4 \max }}{\left(\beta_{\min }+1\right)^{2}}=8.45 \mu . \mathrm{A} . \\
I_{\mathrm{b} 3 \mathrm{~min}}=\frac{I_{\mathrm{e} 4} \min }{\left(\beta_{\max }+1\right)^{2}}=0.31 \\
V_{\mathrm{b} 3 \text { max }}=V_{\mathrm{e} 4 \max }+2 \mathrm{~V}_{\mathrm{be} \max }=-16.6 \text { volts } 6.3 .22 \\
& 6.3 .23
\end{array}
\]
and
\[
\mathrm{V}_{\mathrm{b} 3 \min }=\mathrm{V}_{\mathrm{e} 4 \min }+2 \mathrm{~V}_{\mathrm{be} \min }=-9.2 \text { volts } 6.3 .24
\]
Whereas, the maximum base current and voltage excursions are \(i_{b 3 \text { max }}=i_{e}\) max \(/\left(\beta_{\text {min }}+1\right)^{2} v_{e}=5,55 \mu\). A. Peak 6.3 .25
 of stage \(\mathrm{N}_{3}\) can be determined as
\[
\begin{aligned}
R_{\text {in } 3 \min }=\left(\beta_{\min }+1\right)^{2} \frac{R_{11} \cdot R_{12}}{R_{11}+R_{12}} & =v_{b 3 \max } / j_{b 3 \max } \\
& =1.63 \mathrm{M} .0 \mathrm{hms} \quad 6.3 .27
\end{aligned}
\]

By calculating the maximum power dissipation in the transistors \(\mathrm{N}_{3}\) and \(\mathrm{N}_{4}\) (not included here), and hence the maximum expected temperature under worst conditions of ambient temperature, it was found that the transistors will operate satisfactorily without any need of heat sink. However, for extra safety, transistor \(N_{4}\) was fitted with a cooling clip type b (see Ref.137).

After designing these stages, their construction followed. In order to have a preliminary check on the design figures obtained for the completed portion, tests were carried out to determine the actual required base bias voltage of transistor \(N_{3}\), and the actual maximum voltase swing at its base. The results of these tests are given below
\[
\begin{align*}
& \mathrm{v}_{\mathrm{b} 3}=-11.5 \text { volts } \\
& \mathrm{v}_{\mathrm{b} 3 \mathrm{max}}=3.5 \text { volts peak }
\end{align*}
\]
voltage amplification of the built stages at \(50 \mathrm{c} / \mathrm{s}\)
\[
=\frac{25 \sqrt{2}}{3.5}=10.1 \text { volts } / \mathrm{volt} \quad 6.3 .30
\]

On the basis of the above result and with the help of the required maximum overall voltage gain, the voltage amplification required by the input stage (or stages) can be determined as
\[
\frac{2000}{10.1} \sim 200 \text { volts/volt } 6.3 .31
\]

To obtain such amount of amplification, the input stages must contain at least two stages.

\subsection*{6.3.3.4. Input stages.}

These include the first two transistors \(N_{1}\) and \(N_{2}\) as shown in Fig. 6.3.4. Common-emitter connection was used for both stages because of the high power gain obtainable in this configuration. The biasing arrangement, by means of a potential divider in conjunction with an emitter resistance, was employed as it provides best control over d.c. stabilization. Insufficient d.c. stabilization can give rise to the following effects:
i) Widespread in input and output impedaces
ii) Risk of overloading (bottoming) at high ambient temperatures
iii) Possibility of thermal runaway (this effect is normally important only in high-voltage and/or high power stages).

The emitter resistance introduces negative d.c. feedback. The higher its value, the better the stabilization. Therefore to increase the emitter resistance without affecting the a.c. signal conditions, the emitter resistance is divided into two parts with the larger part shunted by means of a large capacitance which provides a very low impedance path to the a.c. signal. The unbypassed part will provide negative feedback for the a.c. signal, thereby distortion and noise are minimized and the cut-off frequency is increased. In additicn, it increases the stage input impedance which is very desirable. The value of the emitter resistance has, however, a maximum limit depending on how much of the d.c.
supply voltage can be dropped across it.
The feedback also depends on how constant the base potential can be maintained during changes in base current; low values of the potential divider resistance parts improve the stabilization. However, there is a minimum limit to their values dictated by the current which the potential divider can be allowed to bleed from the d.c. supply, and/or by the shunting of the incoming a.c. signal.

Choice of transistor type \(O C 84\) was appropriate not only in providing suitable characteristics for the stages \(N_{1}\) and \(\mathrm{N}_{2}\), but also in minimising the types of transistors used in the servo-amplifier as usually desirable.

Proceeding with the design of stage \(N_{2}\), the minimum peak collector voltage required to drive the next stage is
\[
v_{c 2 \max }=v_{b 3 \max }=3.5 \text { volts peak } 6.3 .32
\]

Consequently, the collector-emitter voltage \(V_{c e 2}\) should be chosen slightly higher than this maximum peak value in order to avoid the knee voltage for satisfactory transistor action. A reasonable choice is
\[
v_{\mathrm{ce2}}=-4.5 \text { volts } \quad 6.3 .33
\]

Since the collector voltage in the absence of a.c. signal is
\[
v_{c 2}=v_{b 3}=-11.5 \text { volts } \quad 6.3 .34
\]
then the corresponding emitter voltage is
\[
V_{e 2}=V_{c 2}-V_{c e 2}=-7 \text { volts } 6.3 .35
\]

The value of the quiescent collector current was then chosen much higher than the base bias current drawn by trancistors \(\mathrm{N}_{3}\), and thereby ensuring d.c. stability. In addition, the choice of this current was also governed by other factors such as its relative value in comparison with the maximum current swing, and how satisfactory will the various characteristics of the trensistor \(0 C 84\) when operating with such current value. Hence
\[
I_{c 2}=2 \mathrm{~m} \cdot \mathrm{~A} .
\]

The collector resistance can thus be evaluated
\[
R_{B}+R_{v 2}=\frac{\left|E_{c}-V_{c 2}\right|}{I_{c 2}}=6.25 \mathrm{k} .0 \mathrm{hms}
\]

This resistance was split into two resistances, a fixed resistance \(P_{8}\) of 3.3 k and an adjustable resistance \(R_{v 2}\) of 5 k . The value of the adjustable resistance was selected higher than suggested by the calculations in order to allow flexibility in adjusting the required bias for the stages \(\mathrm{N}_{3}, \mathrm{~N}_{4}\) and \(\mathrm{N}_{5}\), and hence to cope with the variations in the biasing conditions which might arise from changes in temperature, the introduction of the multistage negative feedback (from the collector of \(N_{5}\) to the base of \(N_{3}\) ), and/or from the tolerances of the various resistors and trensistors.

With a typical value of \(\beta=90\), the quiescent emitter and base currents may be evaluated, thus
\[
I_{e 2}=I_{c 2} \cdot \frac{\beta+1}{\beta} \simeq 2 \mathrm{~m} \cdot \mathrm{~A}
\]
and
\[
I_{b 2}=I_{c 2} / \beta=22.2 \mu \cdot \mathrm{~A} .
\]

Hence, the emitter resistance is given by
\[
R_{4}+R_{5}=\frac{\left|v_{e 2}\right|}{I_{e 2}}=3.5 \mathrm{~K} . \text { Ohms } \quad 6.3 .40
\]

This again was split into an unbypassed resistor \(R_{4}\) of 200 Ohms and a bypassed resistor \(R_{5}\) of 3.3 K .

The maximum collector current excursion is therefore
\[
i_{c 2 \max }=\frac{\mathrm{v}_{\mathrm{c} 2} \max }{\mathrm{R}_{\mathrm{g}}+\mathrm{R}_{\mathrm{v} 2}}=0.56 \mathrm{~m} \cdot \mathrm{~A} \cdot \text { peak } \quad 6.3 .41
\]

In order to evaluate the current gain, the voltage gain, and the input impedanceof this stage, the complete small-signal circuit model is constructed as shown in Fig. 6.3.5. However, before proceeding further, considerable simplification for this model can be achieved since the working frequency range is relatively low (less than \(20 \mathrm{k} \cdot \mathrm{c}\).\() . The simplified model is shown in Fig. 6.3.6.\) From this model, the following expressions can easily be worked out
\[
\begin{aligned}
& A_{i 2}=\frac{g_{m} r^{r} r_{0}-R_{2}}{R_{4}+r_{0}+R_{L 2}}=80 \\
& A_{v 2}=\frac{A_{i 2} R_{I L 2}}{\left(r_{x}+r_{\pi}\right)+R_{9}\left(1+A_{i 2}\right)}=30.7
\end{aligned}
\]
and


FIG. 6.3.5
COMPLETE SMALL-SIGNAL CIRCUIT MODEL FOR THE STAGE 2 OF THE SERVO-AMPLIFIER


Fl G. 6.3.6
SIMPLIFIED LOW-FREQUENCY CIRCUIT MODEL FOR THE STAGE 2 OF THE SERVO-AMPLIFIER (VALID UP TO 20 KC )
\[
R_{i n 2}=r_{x}+r_{\pi}+R_{9}\left(1+A_{i 2}\right)=16.285 \mathrm{~K} .0 \mathrm{hms} \quad 6.3 .44
\]
where
\[
\frac{1}{R_{L 2}}=\frac{1}{\left(R_{8}+R_{v 2}\right)}+\frac{1}{R_{i n 3}} \quad 16 \mathrm{~m} \cdot \mathrm{Mr} \text { os } \quad 6.3 .45
\]
(The values of the parameters \(r_{x}, r_{\pi}, r_{0}\) and \(g_{m}\) are given in the published data of transistor OC 84.)

With the knowledge of the current and voltage gains, the calculation of the maximum base current and voltage excursions becomes easy, thus
\[
i_{b 2 \max }=\frac{i_{c 2 \max }}{A_{i 2}}=7 \mu \cdot \Lambda . \text { peak } \quad 6.3 .46
\]
and
\[
v_{b 2 \max }=\frac{v_{c 2 \max }}{A_{v 2}}=0.114 \text { volts peak } \quad 6.3 .47
\]

Now, the design of the potential divider \(R_{6}, R_{7}\) is to be considered. By allowing about 20 times the base bias current to flow through the potential divider to ensure dec. stability, thus
\[
R_{6}+R_{7} \simeq \frac{\mid E_{c}}{20} \frac{I_{b 2}}{I_{2}}
\]

Also, since the base bias voltage is
\[
v_{\mathrm{b} 2}=v_{\mathrm{e} 2}+v_{\mathrm{be} 2} \simeq-7 \text { volts }
\]
thus it will be useful in the following relation
\[
\frac{R_{7}}{E_{6}+R_{7}} \simeq \frac{V_{b 2}}{E_{c}}
\]

Solving the simultaneous Eqns. 6.3.48 and 6.3.50, it is possible to obtain values for \(R_{6}\) and \(R_{7}\) as given below
\[
\begin{array}{ll}
R_{6}=43 \mathrm{K.Ohms} & 6.3 .51
\end{array}
\]
and
\[
\mathrm{R}_{7}=18 \mathrm{~K} .0 \mathrm{hms} \quad 6.3 .52
\]

Pursuing a similar design procedure as above, it is possible to evaluate the various resistances and potential dividers, and to determine the biassing conditions required for the first stage \(N_{q}\). The various design values are given in Fig. 6.3.4. Therefore, only the current gain, voltage gain, and the input impedance are going to be calculted here because of their significance in the subsequent discussion.

The expressions given by Eqns. 6.3.42 to 6.3 .44 are applicable to this stage provided that the following modifications are made:
\begin{tabular}{llll}
\(R_{9}\) & is replaced by & \(R_{4}\) & 6.3 .53 \\
\(R_{L 2}\) & is replaced by & \(R_{L 1}\) & 6.3 .54
\end{tabular}
and subscript 2 is replaced by subscript 1 6.3.55

It therefore follows that
\[
\begin{array}{ll}
A_{i 1}=83 & 6.3 .56 \\
A_{v 1}=20.5 & 6.3 .57
\end{array}
\]
and
\[
R_{i n 1}=16.885 \mathrm{~K} .0 \mathrm{hms} \quad 6.3 .58
\]
where
\[
\frac{1}{R_{L 4}}=\frac{1}{R_{3}}+\frac{1}{R_{6}}+\frac{1}{R_{7}}+\frac{1}{R_{i n 2}}=0.24 \text { m.MHos }
\]

Neglecting the effect of the d.c. blocking capacitor \(c_{1}\), the amplifier input impedance before fitted with the gain control attenuator \(R_{v 1}\) is
which meets the specified requirement.

The maximum available overall voltage gain can be estimated from Eqns. \(6.3 .30,6.3 .43\) and 6.3 .57 , thus
\[
A_{v}=6350
\]
which is even higher than the specified figure.

\subsection*{6.3.3.5. Negative feedback loop}

After completing the design of the remaining stages of the amplifier, they were constructed. To simplify the wiring while keeping the compactness, the various stages of the amplifier were built on two veroboard sheets made as plug-in units to suit standard plugs. Plate E. 4.2 shows a photograph of the built servo-amplifier, together with electronic synchronous switches and their driving circuits to be incorporated in chopper network compensators.

By testing the completed amplifier over the frequency range 5 to \(1000 \mathrm{c} / \mathrm{s}\), and with different settings of the gain control, the performance was quite satisfactory so long as the amplifier output stage was not driven to saturation. However, when the input signal level was increased to cause saturation in the output stage, the amplifier started to oscillate at a high frequency (about \(5 \mathrm{k} . \mathrm{c}\). ). This is obviously undesirable in the present application.

To stabilize the amplifier under such operating condition, phase-lag negative feedback technique was employed. The negative feedback is taken over the last three stages; from the collector of \(\mathrm{N}_{5}\) to the base of \(N_{3}\) as shown in Fig. 6.3.4. As a result, the overall amplifier gain was reduced, but still satisfies the requirements.

The design procedure for determining the parameters of the phase-lag network in the feedback loop is extremely involved as explained in Ref. 138 Although the procedure was applied to the present problem, the intention was not to include it here since it is remotely concerned with the present work of this thesis. The results of the designed phase-lag network, however, are given in the figure.

\subsection*{6.3.4. Amplifier overall performance}

To check the overall performance characteristics of the constructed amplifier with respect to the design specifications, frequency response tests were carried out over the frequency range 5 to \(1000 \mathrm{c} / \mathrm{s}\) and at different settings of the gain control.

The T.F.A. oscillator was employed to excite the
amplifier by a variable frequency sinusoidal wave. The collectors of the output transistors \(N_{5}\) and \(N_{6}\) were then connected to the balanced input terminals of the T.F.A. Resolved Component Indicator with which, and in conjunction with the T.F.A. Reference Resolver, the amplitude and phase of the output voltage were measured. Because the output balanced signal is superimposed on a d.c. voltage due to the bias of the output transistors, the T.F.A. Resolved Component Indicator may yield inaccurate results in view of the saturation of its various amplifiers and electronic circuits. To overcome this problem, two floated (isolated) d.c. power supplies may be inserted, in the proper sense, between the collectors of \(N_{5}\) and \(N_{6}\) and the input terminals of the T.F.A. Resolved Component Indicator. By adjusting the voltages of these power supplies, it is possible to completely neutralise the effect of the d.c. voltage component. The internal impedances of these power supplies are considerably smaller in comparison with the input impedance of the T.F.A. Resolved Component Indicator, therefore they will introduce a negligible effect on the accuracy of the measurements. The interconnections between the various T. F.A. instruments have been described in detail in the previous Chapter.

Fig. 6.3.7 illustrates the amplifier frequency response obtained experimentally in terms of voltage gain and phase. To be able to check the linearity of the voltage gain, the frequency response test was repeated wi.th different settings of the gain control. Correspondingly a set of voltage gain response curves was plotted. While only the average phase response curve was plotted with vertical lines at the various test frequencies whose magnitudes indicate the limits of the phase variation with the gain control settings.

noticed that the gain rises by almost 3 db as the frequency changes from 20 to \(80 \mathrm{c} / \mathrm{s}\), but is virtually independent of the gain control setting. Also, the gain remains within \(\pm 2 \%\) up to full output voltage of 20 volts r.m.s. measured at a test frequency of \(50 \mathrm{c} / \mathrm{s}\). A study of the phase response reveals that the phase deviates from a mean value of 16.5 degrees by \(\pm 1.5\) degrees maximum as the frequency changes from 20 to \(80 \mathrm{c} / \mathrm{s}\). Further, by varying the gain control setting, a maximum phase deviation of 2 degrees occurs at frequency of \(20 \mathrm{c} / \mathrm{s}\).

At this point, it is important to mention that when this servo-amplifier is used in conjunction with the a.c. servomechanism breadboard model, a constant phase misalignment of 16.5 degrees between the carrier excitations of the servo-motor and the error-detector should be intentionally made in order to compensate for the mean phase response of the amplifier. In so doing, only small phase deviation of \(\pm 1.5\) degrees maximum still exists. It, however, may be considered of negligible effect on the overall response of the servo-system.

Although the above frequency response has yielded most of the amplifier performance characteristics, another test was conducted to reveal more performance information. In this test, the current response was measured instead of the voltage response. For this purpose, two identical resistors \(R_{14}\) and \(R_{15}\) of 5 Ohms each were inserted in series with the two branches of the motor control winding which are connected to the collectors of the output transistors \(N_{5}\) and \(N_{6}\). Therefore, by measuring the magnitude and phase of the voltage drops across these resistors, using the same measuring techniques as described bbove, it is possible to deduce from them the corresponding magnitude and phase
of the output current; being linearly related. On the other hand, since the amplifier input impedance is virtually resistive, the input voltage was measured rather than the input current which is difficult to measure with enough accuracy. By dividing the output current by the input voltage, the amplifier transfer adinittance characteristics were thus obtained. The magnitude and phase of this transfer admittance are plotted as functions of frequency for different settings of the gain control as shown in Fig. 6.3.8.

Inspecting the curves of this figure, it is observed that the transfer admittance drops by approximately \(8 \%\) as the frequency varies from 20 to \(80 \mathrm{c} / \mathrm{s}\), and this figure is virtually independent of the gain control setting. At the test frequency of \(50 \mathrm{c} / \mathrm{s}\), the magnitude of the transfer admittance remains within \(1 \%\) up to full output current.

By examining the phase of the transfer admittance, it can be seen that it deviates from a mean value of 4 degrees by \(\pm 3\) degrees meximum over the frequency range 20 to \(80 \mathrm{c} / \mathrm{s}\). Also, it varies with the gain control setting reaching a maximum deviation of one degree at frequency of \(70 \mathrm{c} / \mathrm{s}\).

By compering the overall performance characteristics obtained experimentally with those desired as specified in Sub-section 6.3 .2 , it may be concluded that the servoamplifier designed and constructed on the above basis is quite satisfactory.
6.4. \(\frac{\text { Practical Determination of the Relevant Parameters }}{\text { of the Transmitter-Coincidence Transmitter Magslip-System }}\)

In Chapter 2, a complete analysis of such system has been presented. An examination to the mathematical model

and the complex frequency block diagram representations developed in Sub-sections 2.3.3 and 2.3.4 shows that only two parameters are involved \(k_{s}\) and \(\mu_{s}\). Depending on the knowledge of the values of these parameters, the behaviour of the magslip-system can be completely defined. It is therefore necessary to evaluate these parameters.

The formulae for \(k_{s}\) and \(\mu_{s}\) given by Eqns. 2.3.36 and 2.3.34 respectively express these parameters in terms of the physical parameters of the magslip-system. Evaluation of such parameters is therefore possible by substituting the values of the various physical parameters in their respective formulae. An alternative method, however, is to measure these parameters directly by a simple static test. The following Sub-section is devoted to this test.

\subsection*{6.4.1. Static test}

The most appropriate way of introducing this test is first to discuss the various logical steps which have led to its formalisation.

The relationship between the output voltage of the coincidence-transmitter rotor and the angular misalignment between the rotor's positions of the transmitter and coincidence-transmitter has been derived in Sub-section 2.3.3, and its expression in the time domain is reproduced here below
\[
e_{b 2}=-k_{s} p\left[\sin \gamma_{s} \sin \left(\Omega t+\theta-\mu_{s}\right)\right] \quad 6.4 .1
\]
where \(\gamma_{s}\) is the angular difference between the rotor's positions \(\left(\gamma_{s 1}-\gamma_{s 2}\right)\) of the transmitter and coincidencetransmitter, which is in general a function of time under
normal operating conditions. However, by keeping the two rotors stationary, \(Y_{s}\) becomes a constant, and hence the above expression can be re-written as
\[
e_{b 2}=k_{s} s \sin \gamma_{s} \sin \left(\Omega t+\theta+\frac{\pi}{2}-\mu_{s}\right) \quad 6.4 .2
\]
which is a simple sinusoidel wave with
\(\operatorname{amplitude} \quad E_{b 2}=k_{s} \Omega \sin \gamma_{S} \quad 6.4 .3\)
and
phase
\[
\alpha=\theta+\frac{\pi}{2}-\mu_{s}
\]
which are easily measurable.

Therefore, under such static condition, by measuring the amplitude and phase of both the exciting input voltage to the transmitter rotor winding and the induced voltage in the coincidence-transmitter rotor winding for a certain value of the angular misalignment between their rotor's positions, it is possible to deduce the values of \(k_{s}\) and \(\mu_{s}\).

To measure the angular misalignment between the magslips shafts, the two rotors were first aligned. This was done in the Laboratory by energising the transmitter rotor winding by a \(50 \mathrm{c} / \mathrm{s}\) signal and the induced voltage in the coincidence-transmitter rotor winding was observed on the screen of an oscilloscope. Then, the transmitter rotor was slowly rotated manually, while the coincidence-transmitter rotor kept stationary, until a minimum induced voltage was observed (ideally or for zero resolution, the minimura induced voltage is expected to be zero). At this position, the two rotors are considered to be aligned, i.e., \(\gamma_{s}=0\), although
the windings in the two rotors are actually at 90 degrees apart. Throughout the experiment, the rotor position of the coincidence-transmitter was kept fixed while the required angular misalignment was obtained by rotating the transmitter rotor. This rotation was amplified by means of a gear system of ratio \(1: 5\) to a shaft on which a graduated protractor was mounted for measuring the angular displacement with ample sensitivity.

The amplitude and phase of the input and output signals were measured by means of a valve voltmeter and a phase angle meter respectively. A variable low pass filter is also used to eliminate any possible errors arising from saturation. The techniques of measurement are based on the method used in measuring the d.c. modulation transference of chopper networks outlined in Sub-section 5.2.2.

To be able to conduct tests at different carrier frequencies the variable frequency supply system shown in Fig. 5.2.3. (see description in Sub-section 5.2.3) was employed to energise the transmitter rotor winding. Such frequencies were measured by means of an electronic digital frequency meter.

On the basis of the static test described above, a number of tests were carried out under a variety of conditions not only to enable to study the dependence of the parameters \(k_{s}\) and \(\mu_{s}\) on these conditions, but also to assess the validity of the theoretical analysis derived in Section 2.3. The results of the various tests accompanied by discussions are outlined in the subsequent Sub-sections.

\title{
6.4.2. Dependence of the parameters \(k\) and \(\mu_{s}\) on the angular misalignment \(\gamma_{s}\) and the magnetic flux density in the transmitter.
}

The results were obtained by the static test described above. To study the influence of the magnetic flux density in the transmitter on the determined parameters, the test was repeated for three representative values of the energising voltage of the transmitter rotor winding, while the frequency was maintained constant at \(50 \mathrm{c} / \mathrm{s}\). If the resistive drop is negligible, the ratio \(e_{a 1} / f_{c}\) may be considered to be proportional to the flux density. On this basis, when the value of this ratio is 1 volts/cycles/sec., it corresponds to the full-Ioad (rated) flux density, as the voltage and frequency ratings of the transmitter under investigation are 50 volts and \(50 \mathrm{c} / \mathrm{s}\) respectively (see specifications in Appendix E.3.1).

The results obtained are plotted in Fig. 6.4.1. In studying the various curves, it is evident that the average curves for \(k_{s}\) and \(\mu_{s}\), are virtually horizontal lines which imply that they are independent of \(\gamma_{S}\). This supports the theoretical formulae of \(\mathrm{k}_{\mathrm{s}}\) and \(\mu_{\mathrm{s}}\), given by Eqns.2.3.36 and 2.3 .34 respectively, which predict the same property. It is observed, however, that some departure exists between the experimental results of \(\mathrm{k}_{\mathrm{s}}\) and the drawn mean curves. This.departure is particularly predoninant at small values of \(\gamma_{S}\) with a maximum offset of \(5 \%\). This may be attributed to the measuring error for \(\gamma_{S}\) which increases as \(\gamma_{S}\) decreases.

With the increase of the transmitter magnetic flux density from \(60 \%\) to \(100 \%\) of the full-load value, the average value of \(k_{s}\) drops by \(1.5 \%\), and the average value

of \(\mu_{s}\) drops by 3 degrees (or by \(5.2 \%\) ). The theoretical expressions of \(k_{s}\) and \(\mu_{s}\) do not show such dependence because their derivations have been based on idealised magnetic assumptions (see Section 2.1). However, since the percentage changes in the values of \(k_{s}\) and \(H_{S}\) are approximately of the same order as the errors thet may be obtained from the measuring instruments, the theoretical expressions can still be considered reliable and reasonably accurate.
6.4.3. \(\frac{\text { Effect of the carrier frequency variation on the }}{\text { average values of the parameters } k \text { and } \mu_{s}}\)

In some practical applications, a.c. servomechanisms are energised by a carrier source with poor frequency regulation. This can cause serious effects on the performance characteristics of the individual components as well as of the overall servo-systems. A study of the carrier frequency deviation on the parameters \(k_{s}\) and \(\mu_{s}\) is therefore considered very desirable, since it will enable to assess its effect on the magslip-system performance. As a secondary result of conducting such experimental studies under different carrier frequencies, it was possible to check the validity of the theoretical expressions of \(k_{s}\) and \(\mu_{s}\) as will be seen later in this Sub-section.

Fig. 6.4.2 shows the experimental results of the parameters \(k_{s}\) av and \(\mu_{s}\) av as functions of carrier frequency for two representative values of transmitter
 the average. values of \(k_{s}\) and \(\mu_{s}\) evaluated over different values of \(\gamma_{S}\) ).

Examination of the curves shows that \(k_{s}\) av drops with a decreasing rate as the carrier frequency increases. At


FIG. 6.4.2.
dependence of the parametes \(k_{s a v}\) and \(\mu_{s a v}\) ON THE
ENERGISATION CARRIER FREQUENCY FOR TWO VALUES OF
THE TRANSMITTER MAGNETIC FLUX DENSITY.
high carrier frequency, the twocurves of \(k_{s \text { av }}\) at \(50 \%\) and \(100 \%\) transmitter magnetic flux density coincide. However, they start to diverge from each other at approximately \(55 \mathrm{c} / \mathrm{s}\), and the divergence increases as the carrier frequency decreases to reach a percentage value of \(3 \%\) at \(20 \mathrm{c} / \mathrm{s}\). On the other hand, \(\mu_{\mathrm{s} \text { av }}\) increases with the carrier frequency with a decreasing rate. Its curves at \(50 \%\) and \(100 \%\) transmitter magnetic flux density depart from each other, and this departure ranges from 5 to 3 degrees as the carrier frequency changes from 20 to \(80 \mathrm{c} / \mathrm{s}\).

By comparing the experimental results given in Fig. 6.4.2 with the theoretical expressions of \(k_{s}\) and \(\mu_{s}\), two conclusions can be drawn:
i) For the same carrier frequency, the drop detected in \(\mu_{s \text { av }}\) suggests that the ratio \(L_{r s} / R_{r s}\) decreases with the increase of the transmitter magnetic flux density.
ii) For the same carrier frequency, the drop detected in \(k_{s}\) av suggests that the quantity
\[
R_{r s} 1+\Omega^{2} \frac{L_{r s}^{2}}{R_{r s}^{2}}
\]
increases with the increase of the transmitter magnetic flux density.

From the above two conclusions, it is easy to deduce that \(R_{r s}\) increases with the magnetic flux density of the transmitter.

The increase in the effective value of \(R_{r s}\) (may be denoted as \(R_{\text {eff }}\) ) may be explained in terms of the iron losses (eddy and hysteresis losses) which are usually represented
by an additional fictitious resistance. On this basis, the ratio \(L_{r s} / R_{r s}\) decreases, although there may be an additional contribution if magnetic saturation occurs at the high flux density resulting in a decrease in \(I_{r s}\).

By re-arranging Eqn. 6.4.2 in the vector form, with the help of Eqns. 2.3.12, 2.3.34 and 2.3 .36 , thus
\[
\begin{aligned}
\frac{e_{b 2}}{e_{a 1}} \cdot \frac{1}{\sin \sin \gamma_{s}} & =\frac{n_{I}}{n_{s}} \cdot \frac{M_{s}^{2}}{2 I_{D s}} \cdot \frac{1}{R_{r s}+j \Omega I_{r s}} \\
& =\bar{K}_{s} / E_{s}
\end{aligned}
\]
\[
6.4 .5
\]

It is clear from the above equation that as the carrier frequency \(\Omega\) varies, the head of the vector \(\bar{K}_{S} / E_{S}\) traces out a semi-circular locus in the fourth quadrant of the complex plane. To check this by the experimental results obtained above, three transfer loci, corresponding to transmitter magnetic flux density of \(50 \%, 80 \%\) and \(100 \%\), were plotted on the complex plane with \(k_{s \text { ad }} / E_{s}\) and \(H_{s}\) av representing the vector magnitude and phase for varying \(\Omega\). By fitting the best curves, semi-circular loci extending from the origin were obtained as shown in Figs. 6.4.3 to 6.4.5. This conforms with the result of Eqn. 6.4.5 which is derived from the theoretical anelysis given in Section 2.3. The validity of this analysis is therefore confirmed.

In this respect, although the theoretical analysis was based on idealised magnetic conditions, it is feasible to extend its application to practical magnetic conditions by introducing simple madifications to \(R_{r s}\) and \(L_{r s}\), such as



adding terms as functions of the magnetic flux density.

To obtain a quantitative idea about the change in \(\mathrm{Reff}_{\mathrm{ef}}\) corresponding to change in the transmitter magnetic flux density, the diameters of the semi-circular transfer loci of Figs. 6.4 .3 to 6.4 .5 can be taken as inversely proportional to Reff This is deduced from Eqn. 6.4 .5 by substituting \(\Omega=0\). On this basis, the percentage increase in \(R_{e f f}\) as the flux density increases from 50\% to 100\% is approximately \(10 \%\).

In this connection, it may be worthwhile pointing out that the present static test with different carrier frequency can provide a simple means of evaluating \(R_{e f f}\) and \(L_{\text {eff }}\). Evaluation of \(R_{e f f}\), as mentioned earlier, can be obtained from the diameter of the transfer locus \(\bar{k}_{S} / E_{S}\) which corresponds to frequency \(\Omega=0\) in the expression given by Eqn. 6.4.5. Then, on substituting the value of \(R_{\text {eff }}\) in Eqn. 2.3.34, \(L_{\text {eff }}\) can be determined, where the values of \(\mu_{\mathrm{s}}\) av and \(\Omega\) appearing in the equation may be chosen from the various experimental points.

\subsection*{6.4.4. Effect of the transmitter macnetic flux density on the average values of the parameters \(k_{s}\) and \(\mu_{s}\)}

Although such effect has been examined in the previous two Sub-sections, the examination was limited to only few representative values of the flux density. Therefore, to allow for wider investigations, the static test was repeated over a large range of the flux density. The measured parameters \(k_{s \text { av }}\) and \(\mu_{s \text { av }}\) were then plotted against the per unit magnetic flux density in the transmitter for different values of carrier frequency as illustrated in Fig. 6.4.6.


FIG. 6.4.6.
VARIATION OF THE PARAMETERS \(K_{s}\) av AND \(\mu_{\text {sav }}\) WITH
THE PER UNIT TRANSMITTER MAGNETIC FLUX DENSITY
FOR DIFFERENT VALUES OF THE ENERGISING CARRIER FREOUENCY.

A study of the \(k_{s}\) av curves shows that as the carrier frequency increases the curvature decreases and the curves become more straight and horizontal; indicating less dependence on the magnetic flux density.

In inspecting \(\mu_{s}\) av curves, it is noticed that their portions lying in the region below \(90 \%\) flux density can be considered reasonably linear with a slope decreasing with the carrier frequency increase. Again, this implies that \(\mu_{s \text { av }}\) becomes more independent of the flux density as the carrier frequency rises.

Furthermore, both the sets of curves pertaining to \(k_{s}\) av and \(\mu_{s}\) av are seen to become more crowded and parallel with the increase of the carrier frequency.

On the basis of Fig. 6.4.6, both \(k_{s}\) av and \(\mu_{s}\) av can be considered (for the magslip-system under consideration) independent of the flux density in the region lying above \(40 \mathrm{c} / \mathrm{s}\) carrier frequency and below \(90 \%\) flux density. In this region, therefore, the theoretical formulae of \(k_{s}\) and \(\mu_{s}\) given by Eqns. 2.3 .36 and 2.3 .34 respectively can give accurate predictions without a need of modification to include the effect of the magnetic flux density as suggested in the previous Sub-section.
6.4.5. \(\frac{\text { Input characteristics of the static transmitter- }}{\frac{\text { coincidence transmitter magslip-system for }}{\text { different values of the energising carrier frequency }}}\)

In the various investigations performed above, it has been found that an increase in the transmitter magnetic flux density resulted in an increase in the effective value of \(R_{r s}\) and a decrease in the ratio \(L_{r s} / R_{r s}\). A tentative
explanation has been also given in terms of the changes in the iron losses and possible magnetic saturation. To be able to study the variations of these quantities with the magnetic flux density, the present test was conducted.

In this test, the transmitter input voltage \(e_{a 1}\), current \(i_{a 1}\), and phase difference between their fundamental components \(\lambda_{\text {al }}\) were measured at different values of the carrier frequency. The power input to the stationary magslipsystem was then calculated from the measured quantities according to the well known relationship
\[
P_{a 1}=e_{a 1} \cdot i_{a 1} \cdot \cos \lambda_{a 1}
\]

The results of this test are plotted in Fig. 6.4.7 in terms of three sets of curves illustrating the relationships
\[
\begin{aligned}
& e_{a 1} / \hat{f}_{c} \text { (or per unit magnetic flux density) versus } \lambda_{a 1} \text {, }
\end{aligned}
\]
\[
\begin{aligned}
& P_{a 1} \\
& \text { " }
\end{aligned}
\]
and

It is noticed that the curves in each set become more closer to each other as the carrier frequency increases. The curves \(e_{a \eta} / f_{c}\) versus \(i_{a 1}\) start as straight lines then show slight saturation for values of \(e_{a 1} / f_{c}\) (also mey be considered as the per unit magnetic flux density if the resistive drop in the transmitter rotor winding is negligible) lying above 0.9 volts/cycles/sec. The slope of the linear portion decreases with the increase of the carrier frequency. Since the slope is a function of the inductance \(L_{r s}\), it may be concluded that \(I_{r s}\) decreases with the carrier frequency.


FIG. 6.4.7.
INPUT CHARACTERISTICS OF THE STATIC TRANSMITTER-COINCIDENCE TRANSMITTER MAGSLIP-SYSTEM FOR DIFFERENT VALUES OF THE ENERGISING CARRIER FREQUENCY.

In examining the curves relating the power input \(P_{a 1}\) and the input current \(i_{a 1}\), it is observed that for the same value of \(i_{a 1}, P_{a 1}\) increases with the carrier frequency. The power input \(P_{a 1}\) effectively represents the sum of the ir on and copper losses. But, since the latter is usually negligible in comparison with the former (under the present test conditions), \(P_{a 1}\) may be taken as the iron losses without committing a serious error. These iron losses may be represented by a copper loss in a fictitious resistance which may be added to the real resistance of the transmitter rotor winding resulting in an effective resistance \(R_{e f f}\). On this basis and in view of the above observations derived from \(P_{a 1}-i_{a 1}\) curves, it may be concluded that \(R_{\text {eff }}\) increases with the carrier frequency.

Finally, it may be added that the conclusions drawn from the present test are in conformity with those obtained in Sub-section 6.4.3 although derived by a different approach. This gives confidence in the work presented above.

\section*{CHAPTER 7}

\section*{POSITIONAL COHTROL A.C. BERVCMECTAINISM PRACTICAL INVESTIGATIOTVS}

\subsection*{7.1. General}

In this chapter, performence studies for the positional control a.c. servonechonism breadboard model, whose deteiled design and construction have been outlined in Chopter 6, are coing to be performed with the air of demonstrating the stabilizing effect of chopper networks when cascoded in the main transmisfion channel of a proctical a.c. servomechenisra.

The performence cheracteristics deta of the ace servomechenism werc experimentelly obtoined in the form of modulation frequency response and transiont response (since they augment each other) for both the uncompensoted and compensated system. Inspection of the open-loop and closedloop response plots would then determine much of the bosic required informition such as stability, modulation frequency, bandwidth, etc., whercas a study of records of the systen tine response to a step-function would still reveal nore performence informetion such as marimum overshoot, rise time, etc.

In performing the above verious tests, the effecte of two important factors on the overall system performance were also investigeted. These factors are:
i) Variotions in the carrier frequency. .
ii) lijsalignment between the phases of the noculation and denodulation reference excitations.

To increase the scope of the investigetions, the various
tests were repeated for the two types of error-sensing devices, vize potentiometer-bridge and transmittercoincinence transmitter magslip-system.

In practical servosystems, it is widely recognized thet the existencoof non-lineorities cen introcuce sisnificant effects on the over-all performance and the stability of the system. The most predominent sources of non-linearities associated with the procticel servomechanisras arevisisted below.
i) Coulomb friction.
ii) Gear-train backlash.
iii) Component saturotion (mainly in the servo-amplifier).

A study of the system performance under non-linear conditions produced by the above sources, although may be of profound importance for the desien purposes, has not been the object of the present investigetions. The prescnce of these non-linearities, however, may impair the accuracy of the intended investigotions. Ficans of minimisine the unovoideble coulomb friction and becklesh in the gear-troin, therefore, havo been applied while setting up the breadboard model by coreful olignment in instellation and by good gecr matching (there are special technicues to eliminete the effects of the backlesh, but tiey vere not eciopted however on the grounds that they would either reise the friction level or introduce undue complexity to the present model). Further reduction of their effecta on the accurecy of the experimentel results was obtained by choosing the level of the testing signel such that the enguler displacenents of the shafts of the servomotor, error-detector, and the mechenical load are sufficiently large. By properly adjusting the scrvo-amplifier gein, it was possible to ensure that the level of the testing signel oppearing at its input will not drive it to the seturetion zone.

The gain adjustment is, in oddition, roverned by two important factors wich set un an upper and a lower limit to its velue. The lower eein settine is such thet the resulting system loop-gein is sufficient to overcome the static friction and accelerate the syster with a ressonable acceleration to enable accurate measurements to be obtrined. The upper gain linit, on the other hand, depends on the systen stobility and the required modulation frequency bendwidth to be tested.

To perform the modulation frequency response test on the a.c. system under conaideration, a sinusoidal disturbence (representine the modulation signal reference) of known amplitude and frequency mey bo applied to the systen input. The reculting output signel is then either directly neasured (if it is of simple frequency form) or demodulated then moosured (if it is of moduleted wove form), and then compared with the input disturbence. In the present systen, both the input and output signals are of simple frequency nechoincal form since they represent the angular displocements of the shefts of the transmitter and coincidence-trensmitter megslips (or the shefts of the input and output potentioneters), respectively. To produce this kind of mechanicol disturbence is practically very difficult, ond an alternotive electrical method must be cmployed. Also, the output rechenical omyular position should first be transformed into an electrical signel before measured. These concideretions are dealt with in the next section.
7.2. Techniques of Measuring the Modulation Frequency Response of the A.C. System.
7.2.1. Error-detector in the form of e potentiometer-bridge

In Fie. 1.5.1, if the shaft aneulor position of the reference potentiometer 1 follows a simple sinusoidel
disturbence : s described methenticolly by
\[
\gamma_{p 1}=E_{1} \sin \omega t \quad \text { 7.2.1. }
\]
thus the volte ge picked up by jits slining contect is given by
\[
e_{p 1}=\frac{E_{p} 1}{\Gamma} \sin (\omega t) \sin (土 t+\theta) \quad 7 \cdot 2 \cdot 2
\]
where \({ }^{-}\), st and \(\theta\) are defined in sub-section 1.5.1.

This equetion represents a suppressed cerrior amplitude noduleted wave (S.C.A.lí) wich can be eesily generated electronically by means of an oscillator (to supply the roduletion sienel \(E_{1} \sin (\omega t)\) ) followed by a sinusojdel modulator (enercized by the carrier si.snal \(\frac{E_{p}}{} \sin (\Omega t+\theta)\) ) similer to the setup described in Sub-section 5.2.2. On this basis, the shat of the reference jotentioneter 1 may be kept stotionery, while a S.C.A.N. weve \(e_{i p}\) may be injected in the mamer shown in Fig. 7.2.1. to sianuate the effect of the reguired reference shaft rotation, such that
\[
e_{i p}=e_{p 1}
\]

The shaft an ulor position of the potentiometer 2 , being coupled to the servo-motor shaft, appears as the envelope of a modulated siencl picked up at its sliding contect
\[
e_{p 2}=\frac{E_{p}}{\Gamma} r_{p 2} \sin (\Omega t+\theta) \quad 7 \cdot 2 \cdot 4
\]

Thjs sienal therefore must be denodulated in order to recover the envelope, which is proportionel to the output shaft position. By measuring the ne nitude and phese of
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this envelope, and then comparing them with those pertinent to the reference modulation signal (taking into account the factor of proportionality), the closed-loop modulation frequency response \(G_{c p}(j \omega)\) is obtained. The demodulation process, and the magnitude and phase measurements have been obtained by a similar instruments set-up as that described in Sub-section 5.2.2. and illustrated in Fig. 5.2.1.

The summing amplifier shown in Fig. 7.2.1. was employed not only to subtract the signels \(e_{p 1}\) and \(e_{p 2}\) (which contain the reference and output informetion) to obtain the actuating signal (containing the error informetion), but also to introduce an earth point since the servo-amplifier was designed to accept an earthed signal. A check conducted on the frequency response of the summing amplifier showed that it is virtually flat over a wide frequency range covering the frequency bandwidth under investigation. Therefore, the effect introduced by this sumer on the system response was only an extra gain of \(\frac{R_{0}}{\frac{R_{i}}{}}\).

The output from the surmer can be easily worked out with the help of Eq .1 .5 .2 .
\[
\frac{R_{o}}{R_{i}} \varepsilon_{p}=\frac{R_{o}}{R_{i}} k_{p} \varepsilon \sin (\Omega t+e) \quad 7 \cdot 2 \cdot 5 \cdot
\]
where \(\varepsilon\) and \(k_{p}\) are as defined by Eqns. 1.5.3 and 1.5.4 respectively.

The above expression shows that the error appears as the envelope of a modulated signal. Therefore, by demodulating the summer output signal, a signal proportional to the error signal can be recovered. On comparing its magnitude and
phase with those of the reference modulation signal, the result is
\[
1-G_{c p}(j \omega)
\]
\[
7.2 .6
\]
from which the closed-loop modulation frequency response can be easily deduced. This may be used as a check on the value obtained earlier by comparing the output and reference signals.

The open-loop modulation frequency response \(G_{o p}(j \omega)\) can be deduced either by comparing the measured magnitudes and phases of the error and output signals, or from the closed-loop modulation frequency response according to the relationship
\[
G_{o p}(j \omega)=G_{c p}(j \omega) /\left[1-G_{c p}(j \omega)\right] 7.2 .7 .
\]
7.2.2. \(\frac{\text { Error-detector in the form of a transmitter }}{\text { coincidence transmitter magslip-system }}-\)

On the basis of the analysis of the synchrosystem outlined in Sub-section 2.3.2, the output of the coincidence-transmitter rotor winding as a time function can be deduced from \(\mathbb{Z q n} .2 .3 .32\) by making use of Eqn. 2.3.23, thus
\[
e_{b 2}=k_{s} \frac{n_{s}}{n_{L}} \quad p\left[\sin \left(\gamma_{s 1}-\gamma_{s 2}\right) \sin \left(\Omega t+\theta-\mu_{s}\right)\right] \quad 7.2 .8 .
\]
which on expansion gives
\[
\begin{aligned}
e_{b 2} & =k_{s} \frac{n_{s}}{n_{L}} p\left[\sin \gamma_{s 1} \cos \gamma_{s 2} \sin \left(\Omega_{t}+\theta-\mu_{s}\right)\right] \\
& -k_{s} \frac{n_{s}}{n_{L}} p\left[\sin \gamma_{s 2} \cos \gamma_{s 1} \sin \left(\Omega_{t}+\theta-\mu_{s}\right)\right] \quad 7.2 \cdot 9 .
\end{aligned}
\]

If the values of \(\gamma_{s 1}\) and \(\gamma_{s 2}\) are smell enough to permit the adoption of the approximations
\[
\begin{gather*}
\sin \gamma_{s 1} \simeq \gamma_{s 1}, \\
\sin \gamma_{s 2} \simeq \gamma_{s 2},
\end{gather*}
\]
and
\[
\cos \gamma_{s 1}=\cos \gamma_{s 2} \simeq 0
\]
then Bon. 7.2.9 is simplified to
\[
\begin{align*}
e_{b 2} & =k_{s} \frac{n_{s}}{n_{L}} p\left[\gamma_{s 1} \sin \left(\Omega t+\theta-\mu_{s}\right)\right] \\
& -k_{s} \frac{n_{S}}{n_{L}} p\left[\gamma_{s 2} \sin \left(\Omega t+\theta-\mu_{s}\right)\right]
\end{align*}
\]

Now, if the transmitter shaft is kept stationary at \(\gamma_{s 1}=0\), the output of the coincidence-transmitter rotor winding becomes
\[
e_{b 2}^{:}=-k_{s} \frac{n_{s}}{n_{L}} p\left[\gamma_{s 2}\left(\Omega t+\theta-\mu_{s}\right)\right] \quad 7 \cdot 2 \cdot 14
\]

In order to compensate for the effect of keeping the transmitter shaft stationary, a voltage \(e_{i s}\) may be injected in series with the output \(e_{b 2}\) in the manner shown in Fig. 7.2.2. The expression of this voltage can be deduced from Eqns. 7.2.13 and 7.2.14, and is given by
\[
e_{i s}=k_{s} \frac{n_{s}}{n_{L}} p\left[\gamma_{s 1} \sin \left(\Omega t+\theta-\mu_{s}\right)\right] \quad 7.2 .15
\]
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Adding \(e_{b 2}^{\prime}\) and \(e_{i s}\) results in the actuating signal \(\varepsilon_{s}\),
\[
\varepsilon_{s}=k_{s} \frac{n_{s}}{n_{L}} \quad p\left[\left(\gamma_{s 1}-\gamma_{s 2}\right) \sin \left(\Omega t+\theta-\mu_{s}\right)\right] \quad 7.2 .16
\]

Examination of Eqns. 7.2.14, 7.2.15 and 7.2.16 shows that the signals \(e_{b 2}^{\prime}, e_{i s}\) and \(\varepsilon_{s}\) contain the output, input, and the error informetions in the form of rotary modulation waves (R.M. if.). In generating the injected signal \(e_{i s}\), an oscillator was used to generate a sinusoidal wave to simulate the angular displacement disturbance of the transmitter shaft
\[
\gamma_{s 1}=E_{1} \sin (\omega t)
\]

This signal was then applied to a sinusoidal modulator to produce S.C.A.N. wave, and finally a differentiating circuit was employed to transform the S.C.A.f. into the required R.M.W. The details of these processes and the equipment used are described in Sub-section 5.3.7.

To enable the measurements of the magnituces and phases of the output and error signals, the signals \(e_{b 2}\) and \(\varepsilon_{s}\) may first be integrated and then demodulated before being applied to the T.F.A. Resolved Component Indicator and the Reference Resolver. An alternative method for obtaining the output informetion directly is to use a potentiometer with its shaft coupled to that of the coincidence-transmitter. By energising this additional potentiometer by a stabilized d.c. voltage, the voltage picked up by its sliding contact is thus proportional to the output, which again may be measured by the same T.F.A. instruments.

The closed-loop and open-loop modulation frequency response \(G_{c s}(j \omega), G_{o s}(j \omega)\) can be deduced from the
measured quantities by pursuing a similar procedure as in the previous Subsection. The corresponding relationships are
\[
G_{c s}(j \omega)=\gamma_{s 2}(j \omega) / \gamma_{s 1}(j \omega) \quad 7.2 .18
\]
and
\[
G_{o S}(j \omega)=G_{C S}(j \omega) /\left[1-G_{c s}(j \omega)\right] \quad 7.2 .19
\]

The major drawback of this method stems from the fact the it is only valid for smell values of \(\gamma_{s 1}\) and \(\gamma_{s 2}\) where the approximations expressed by Eqns. 7.2.10 to 7.2.12 hold. As a consequence, the effects of the nonlinearities, introduced by the coulomb friction and geartrain backlash, may therefore become predominant in the measured quantities leading to unrepresentative results for the system performance. For this reason, it is important to seek for an alternative method which may permit the use of large values of \(\gamma_{s 1}\) and \(\gamma_{s 2}\) without introducing errors. This is deferred to the next Subsection.

\subsection*{7.2.3. Simulation of the magslip-system by means of a potentioraeter-bridge in cascade with a differentiator.}

If the servomechanism under consideration is behaving satisfactorily, the error ( \(\gamma_{s 1}-\gamma_{s 2}\) ) is very small. On this basis, the following approximation
\[
\sin \left(\gamma_{s 1}-\gamma_{s 2}\right) \simeq\left(\gamma_{s 1}-\gamma_{s 2}\right) \quad 7.2 .20
\]
becomes valid irrespective of the separate values of \(Y_{s 1}\) and \(\gamma_{s 2}\) - With this approximation, Eqn. 7.2.8 reduces to
\[
e_{b 2}=k_{s} \frac{n_{s}}{n_{L}} p\left[\left(r_{s 1}-r_{s 2}\right) \sin \left(\Omega t+\theta-\mu_{s}\right)\right] \quad 7.2 .21
\]

In the potentiometer-bridge arrangement of Fig. 7.2.1, if the phase of the carrier excitations to the potentiometerbridge and the modulator is delayed by the angle \(\mu_{\mathrm{s}}\), i.e.,
\[
e_{p}=E_{p} \sin \left(\Omega t+\theta-\mu_{s}\right) \quad 7.2 .22
\]
and
\[
e_{i p}=\frac{E_{p}}{\Gamma} \gamma_{p 1} \sin \left(\Omega t+\theta-i_{s}^{\prime}\right) \quad 7.2 .23
\]
hence the output of the summer can be written as
\[
\frac{R_{o}}{R_{i}} \varepsilon_{p}=\frac{R_{o}}{R_{i}} \cdot \frac{E_{p}}{\Gamma}\left(\gamma_{p 1}-\gamma_{p 2}\right) \sin \left(\Omega t+\theta-\mu_{s}\right) \quad 7.2 .24
\]

By differentiating this signal with respect to time, the result is proportional to the expression of Eqn. 7.2.21. In practical terms, if the potentiometer-bridge and summer arrangement of FiE. 7.2.1 is cascaded by a differentiating circuit similar to the one shown in Fig. 5.3.16, the combination becomes equivalent to the magslip arrangement of Fig. 7.2.2, provided that the phase of the carrier excitations is shifted by \(\mu_{s}\) and the gain is adjusted to the value \(k_{s} \frac{n^{s}}{n_{L}}\).

In this equivalent arrangement, no restriction is imposed on the separate values of \(\gamma_{p 1}\) and \(\gamma_{p 2}\), though their difference (which depends on the overall performance of the servomechanism under test) should be adequately small to satisfy Eqn. 7.2.20. Therefore, the results obtained by this method is expected to be reliable and accurate in comparison with the results obtained by the method described in the previous Sub-section.

Setting up the present arrangement, however, depends on a knowledge of the values of the parameters \(\mu_{s}\) and \(k_{s}\).

These parameters can either be evaluated by substituting the values of the various physical parameters of the magslip system into Eqns. 2.3.34 and 2.3 .36 respectively, or be measured by means of a static test as described in Section 6.4.

Measurements of the magnitudes and phases of the output and error signals follow the same pattern of steps outlined in Sub-section 7.2 .1 , using the same T.F.A. instruments set-up. The results obtained may be substituted in Eqns. 7.2.18 and 7.2.19 to determine the closed-loop and open-loop modulation frequency responses of the servo-system under a condition similar to the case of employing a magslip-system as an error-detector.
7.3. \(\frac{\text { Experimental Results of the Uncompensated System }}{\text { Modulation Frequency Responses. }}\)
7.3.1. System with a potentiometer-bridge error-detector

With reduced amplifier gain of 48 db , a large number of modulation frequency response tests have been conducted on the positional control a.c. servomechanism breadboard model (whose details are outlined in Chapter 6) under different values of excitation carrier frequency and different phases of the 2 -phase servo-motor excitation reference. The techniques of measurements were based on Sub-section 7.2.1. Since it is very difficult to include all the results obtained in this thesis, only a representative selection is given.

Fig. 7.3.1. shows the open-loop modulation frequency response of the uncompensated system plotted on a Nicholschart in dashed line at three different values of carrier frequency, viz. 40,50 and \(60 \mathrm{c} / \mathrm{s}\). By inspection of the plots, it is apparant that the system is stable. However,
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the decrease in the phase margin and increase in the gain margin clearly show that the degree of this stability decreases significantly as the carrier frequency increases. Similarly, if the loop-gain is increased, the phase margin decreases and the gain margin increases. Consequently, a useful conclusion may be drawi that the effect of carrier frequency variations on the system performance, to some extent, is similar to that caused by loop-gain variations.

To check the modulation frequency bandwidth and the response peak, the closed-loop modulation frequency response curves may be constructed from the Nichols diagram since the system is unity feedback (see Sub-section 2.4.2.). This closed-loop modulation frequency response can be directly read from the intersections of the Nichols diagram with the \(M\) (constant magnitude ratio \(\frac{\gamma_{L}}{\gamma_{R}}\) ) and \(N\) (constant phase) contours. The results were
then plotted in Fig. 7.3.2.

In this figure, the curves show that the resonance frequency is approximately \(5.5 \mathrm{c} / \mathrm{s}\) and is almost independent of the carrier frequency variations (in the range of 40 to \(60 \mathrm{c} / \mathrm{s})\). The resonance peak, however, is markedly dependent on the carrier frequency. It takes the values 3, 5.5 and 11 db corresponding to the carrier frequencies 40,50 and \(60 \mathrm{c} / \mathrm{s}\) respectively.

In changing the phase of the excitation reference of the 2-phase servo-motor from 90 to 60 deg. lag, the phase margin reduces from 37 to 26 deg., while the gein margin maintains constant at -4 db as shown in solid line in Fig. 7.3.3. This implies that the system becomes less demped. The closedloop modulation frequency response of Fig. 7.3.4. confirms this in terms of an increase in the resonance peak from 5.5 to 10 db . This is accompanied by a reduction in the resonance frequency from 5.5 to \(5 \mathrm{c} / \mathrm{s}\).



FIG. 7.3.3
NICHOLS DIAGRAM FOR THE SYSTEM SHOWING THE EFFECT OF varying the phase of the 2-phase servomotor reference excitation (system with a potentiometer-bridge error detector)

7.3.2. System with a magslip-system error-detector

In this case, the system modulation frequency response tests were carried out on the basis of the techniques outlined in Sub-section 7.2 .3 due to the advantages mentioned. The magslips, although were not directly involved in the test measurements, have been kept mechanically coupled to the system in order to account for their mechanical loading. During the test, the amplifier gain was properly reduced to 54 db to avoid any possible instability of the system.

The dashed-line curves of Fis. 7.3 .5 illustrates the Nichols plots of the open-loop modulation frequency response for the uncompensated system for three values of the energization carrier frequency selected at \(80 \%, 100 \%\) and \(120 \%\) of the nominal carrier frequency ( \(50 \mathrm{c} / \mathrm{s}\) ). It is noted that the system is stable with the phase margin decreasing (with a decreasing rate) as the carrier frequency increases. This indicates that the damping of the system tends to decrease with the increase of the carrier frequency.

The closed-loop modulation frequency response for the uncompensated system is shown in Fig. 7.3.6, as computed from the Nichols diagram of Fig. 7.3.5. A study of the curves shows that the system is overdamped at carrier frequency \(80 \%\). At carrier frequencies of \(100 \%\) and \(120 \%\), the system exhibits small resonance peaks of 1.5 and 1 db occurring at the resonance frequencies of approximately 3.5 and \(4 \mathrm{c} / \mathrm{s}\) respectively.

Fig. 7.3.7 (dashed-line curves) shows the effect of varying the phase misalignment between the reference excitation of the error-detector and the 2 -phase servo-motor on the open-loop modulation freguency response of the system. Only two situations were considered:
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FIG. 7.3.7
NICHOLS DIAGRAM FOR THE SYSTEM SHOWING THE EFFECT OF the phase variations of the error-detector reference EXCITATION (system with a magslip-system error-detector)

\section*{(i) First case:}

Cero phase misolignment winich can be simulated, on the basis of the work in Sub-section 7.2.3, by delaying the phase of the excitation to the potentio-neter-bridge (which is used in conjunction with a differentiator to simulate the action of the magslip-system) by an angle equal to \(\mu_{s}\). Under the test conditions of excitation voltage and frequency intended for supplying the magslip-system, the value of \(\mu_{s}\) can be obtained from Fig. 6.4.6, and was found to be 58 deg.
(ii) Second case:

A misalicnment equivalent to complete compensation of the phase shift of the excitation reference effected in the magslip-system. On the basis of Sub-section 7.2.3, this is equivalent to zero phase misalignment between the reference excitations of the 2 -phase servo-motor and the potentiometer-bridge.

Examining the curves of Fig. 7.3 .7 shows that by compensating the phase shift of the excitation effected in the magslip-system, the phase margin decreases from 77 to 60 deg., and the gain margin increases from -9 to -5.5 db , which indicates a general decrease in the system damping. This is even further confirmed by the closed-loop modulation frequency response shown in Fig. 7.3.8. which indicates that the system condition changes from an over-damped to a slightly oscillatory with a small resonance peak of 1.5 db occurring at the resonance frequency of \(3.5 \mathrm{c} / \mathrm{s}\).

7.4. Experimental Results of the Compensated System Modulation Frequency Responses.
7.4.1. System with a potentiometer-bridge error-detector

From the open-loop and closed-loop modulation frecuency responses of the uncompensated system under different operating conditions (see Figs. 7.3.1 to 7.3.4), it may be concluded that, on the whole, the system is underdamped though stable. To increase the systea damping, a reduction in the loop-gain is required. Since the loop-gain was already reduced to enoble the tests to be conducted, the steady-state performance, the static accuracy, the rise time, and the settling time are expected to be unsatisfactory. This, on the other hand, requires an increase in the loopgain for improvement. It is therefore apparant that a compensation technique should be employed since the gain adjustment does not appear to offer the best possibility of meeting performance requirements.

On studying the open-loop and closed-loop modulation frequency responses of the uncompensated system, it was decided to employ a single-switch double-capacitor chopper network, operating as a phase-lead compensator (see Fig. 4.1.3), cascaded in the forward path of the system between the errordetector and the servo-amplifier. The selected passive electric elements and the fly-time of the synchronous switch incorporated into the chopper network are:
\[
\begin{aligned}
G_{1}= & G_{2}=0 \\
1 / G= & 20.9 \mathrm{~K} . \text { Ohms (it represents the input } \\
& \text { resistance of the servo-amplifier) } \\
c= & 1 \mu_{\bullet} . \\
a= & 0 .
\end{aligned}
\]

With this type of compensation and araplifier gain of 48 db , the system modulation frequency response tests were again performed under different energization carrier frequencies and different phases of the 2 -phase servo-motor excitation reference. Figs. 7.3.1 and 7.3 .3 show (in solid-line and dashed-line respectively) Nichols diagrams of the compensated system under various operating conditions. Inspection of these compensated plots reveals an effective increase in the phase margin and a decrease in the gein margin, indicating a decrease in the system damping.

As the carrier frequency varies from \(80 \%\) to \(120 \%\), the difference between the compensated and uncompensated openloop modulation frequency responses is observed to be virtually the same except in the very low modulation frequency region where a slight variation is noticed. This clearly suggests that the modulation transfer function of the chopper network, under such practical conditions, is rather insensitive to carrier firequency deviation of \(\pm 20 \%\). This agrees with the results given in Sub-section \(5.3 \cdot 3\) where the chopper network was tested under ideal conditions.

However, in changing the phase of the excitation reference of the 2 -phase servo-motor, the difference between the compensated and uncompensated open-loop modulation frequency responses varies particularly in the low modulation frequency region. This implies that the modulation transfer function of the chopper network is dependent on the phase of the servo-motor excitation reference, which is in conformance with the results of sub-section 5.3.4.

In constructing the compensated closed-loop modulation frequency response utilizing the Nichols diagrams of Figs. 7.3.1 and 7.3.3, the loop-gain was first adjusted such
that the compensated open-loop modulation frequency response at the nominal carrier frequency and with \(\theta=\varnothing=0\) becomes tangential to the M contour of 2.5 db , thereby setting the resonance peak amplitude to 2.5 db which is generally acceptable for good system performance. For this reason, an extra loop-gain of 2.5 db was required which may be supplied by the servo-amplifier as it offers the simplest means of accomplishing it. On this basis, the compensoted closed-loop modulation frequency response were deduced and plotted in Figs. 7.4.1 and 7.4.2, illustrating the effects of carrier frequency deviations and phase varistions of the excitation reference of the 2 -phase servo-motor respectively.

Examining the curves of Fig. 7.4.1 shows definite improvements to the dynamic performance of the compensated system in terms of reduction in the resonance peak. Where the amplitudes of these resonance peaks are \(0.5,2.5\) and 3.5 db corresponding to the carrier frequencies \(80 \%, 100 \%\) and \(120 \%\) respectively, though they occur approximately at the same resonance frequency of \(5.5 \mathrm{c} / \mathrm{s}\). In essence, such variation of the resonance peak with the carrier frequency reflects the change in the degree of the system damping•

Fig. 7.4.2 shows still another example of the chopper network compensating qualities. Despite the loop-gain increase of 2.5 db , the resonance peaks decrease by applying the chopper network compensation from 5.5 to 2.5 db and from 10 to 3 db for the phases of 90 and 60 deg . lag of the excitation reference of the servo-motor. It is also observed that for \(\varnothing=90 \mathrm{deg}\). lag, the resonance frequency remains approximately the same at \(5.5 \mathrm{c} / \mathrm{s}\) after applying the compensation, while for \(\varnothing=60 \mathrm{deg}\). lag, it increases from 5 to \(6 \mathrm{c} / \mathrm{s}\).


7.4.2. System with a magslip-system error-detector.

A study of the open-loop and closed-loop
modulation frequency responses of the uncompensated system under different operating conditions (see Figs. 7.3 .5 to 7.3.8) shows that despite the system is stable throughout, neither the static or the dynamic performances canbe considered satisfactory. A loop-gain increase seems to be capable of providing adequate improvements to the system performance without a need for compensation. However, to check the effectiveness of the chopper networks as suitable. compensators for carrier systems, it was decided to attempt one type as a representative exomple. Single-switch double-capacitor chopper network (see Fig. 4.1.3) operating as phase-lead was selected for this purpose. The passive electric elements and fly-time of the synchronous switch pertinent to the chopper network employed were suitably chosen as given below
\[
\begin{aligned}
G_{1}= & G_{2}=0 \\
1 / G= & 12.5 \mathrm{~K} \cdot \text { Ohms (which also represents the } \\
& \text { input resistance of the servomaplifier) } \\
c= & 0.9 \mu_{\cdot f} . \\
a= & 0 .
\end{aligned}
\]

The compensated system was then tested under different operating conditions, but with the same amplifier gain of 54 db . Figs. 7.3.5 and 7.3.7 show (in solid-line) Nichols diagrams of the compensated system for different energization carrier frequencies, and different phase misalignments between the reference excitations of the error-detector and the servo-motor, respectively. It is observed that there is a significant decrease in the gain margin, but only slight variation in the phase margin. The net effect of
compensation is, however, an increase in the system damping.

In examining the effects of the carrier frequency variations, it is noted that the difference between the compensated and uncompensated open-loop modulation frequency responses is independent of the carrier frequency deviation only in the low modulation frequency region. As the modulation frequency increases, however, this difference becomes more dependent on the carrier frequency deviation. This implies that the rotary modulation transfer function of the chopper network under such practical conditions varies with the carrier frequency. This result is in disagreement with that obtained in Sub-section 5.3 .7 when the chopper network was tested under ideal conditions. The reason of the discrepancy may, however, be explained by the phase shift of the excitation reference effected in the 2 -phase servo-motor. Such phase shift is obviously a function of carrier frequency. Since the rotary modulation transfer function of the chopper network is pronouncely sensitive to this phase shift (see Fig. 5.3.18), it becomes indirectly dependent on the carrier frequency variations. This, however, does not mean that, in the absence of the excitation phase shift, the rotary modulation transfer function of the chopper network is directly dependent on the carrier frequency deviations.

The compensated closed-loop modulation frequency responses are shown in Figs. 7.4.3 and 7.4.4. They were deduced from the Nichols diagrams of Figs. 7.3.5 and 7.3.7 after adjusting the loop-gain, such that the resonance peak of the compensated closed-loop modulation frequency response at the nominal carrier frequency and with \(\theta=\varnothing=0\) is 2.8 db .


Under the above conditions, it is seen from Fig. 7.4.3 that the resonance peaks are approximately \(7,2.8\) and 11 db corresponding to the carrier frequencies \(80 \%, 100 \%\) and \(120 \%\) respectively. The corresponding resonance frequencies are aproximetely \(3.5,4\) and \(4.5 \mathrm{c} / \mathrm{s}\). Although the compensated system at the nominal carrier frequency is expected to perform satisfactorily, it does not appear to be aderuately damped at both carrier frequencies \(80 \%\) and \(12 \%\). This does not only show that the chopper network parameters were not optinlly chosen, but also bring out to our notice the significant effects of the carrier frequency deviations on the uncompensated system performance characteristics. In particular, the effect on the phase shifts of the reference excitations effected in both the error-detector and the \(2-\) phase servo-motor which may be considered the mejor responsible factor in deteriorating the rotary modulation transfer furction of the compensating chopper network (see Fig. 5.3.18). In view of all these problems, an optimum design to the compensating chopper network seems to be extremely difficult and possibly unpractical. It is therefore very desirable to minimize the dependence of the uncompensated system performance on the carrier frequency variations.

To achieve this aim, a means of compensation for the loop-gain increase with the carrier frequency (refer to the studies performed in Section 7.3) should be added. Although there are many methods which can be adopted, the simplest means envisaged is to insert suitable phase-lag passive electric retworks in the paths of the reference carrier excitations to the error-detector and the servomotor. The simplest form of these phase-lag networks may be just series inductances whose impedances increase with the carrier frequency, thereby decreasing the excitation voltages applied to the error-detector and servo-motor.

This, in turn, brings the loop-gain down. Also, by carefully designing these phase-lag networks, it is possible to compensate for the effective phase shifts of these reference excitations, and thus avoiding any possible deteriorstion to the chopper network performance characteristics.

Fig. 7.4.4 shows the effect of varying the phase misalignment between the reference excitations of the errordetector and the servo-motor on the compensated closed-loop modulation frequency response. A study of the curves shows a significant effect on the resonance frequency, while the resonance peak is slightly affected. This result may suggest the use of a deliberete phase misalignment between the reference excitations as an effective means of controlling the modulation frequency bandwidth of the system provided that it does not introduce serious deterioration to the compensating chopper network performance characteristics.

\subsection*{7.5. Transient Response Test Considerations.}

In general, there are two types of transient tests in common use depending on the form of the command signal, whether as a step-displacement or a step-velocity (i.e., ramp-displacement). Different applicetions place emphasis on various aspects of the transient response. with regard to the present positional control a.c. system model, however, most of the significant transient characteristics information can be obtained by a step-angular displacement test.

In applying the step-angular displacement test, the closed-loop of the system was electrically interrupted by means of a switch inserted in the error signal path between the error-detector and the servo-amplifier. This has prevented the system from responding while adjusting the
input-angular displacement. By closing the switch instantly, the system will thus behave in a way as if a step-angular displacement has been applied.

The transient response of the system can be measured at the output of the error-detector. With a potentiometerbridge as error-sensor, the signal appearing just after the switch (see Fig. 7.5.1) carries the error information as the evelope of a modulated wave, and therefore was directly recorded by an Ultra-Violet Recorder. With a magslip-system as error-detector, however, the sicnal appearing at its output carries the error information in the form of a rotary modulated wave. It was therefore necessary to integrate this signal, thereby transforming it into S.C.A.M. weve, before applying it to the recorder. In order to obtain accurate records for the transient response, galvanometers with flat response over a wide frequency bandwidth ( \(5000 \mathrm{c} / \mathrm{s}\) ) were employed.

With a potentiometer-bridge as error-detector, it was undesirable to leave the summing amplifier in the system (see Fig. 7-2.1) under transient test, since it may introduce some distortion to the high frequencies. An alternative summing arrancement using two resistors was therefore employed as shown in Fig. 7.5.1. Where \(Z_{i}\) represents the input impedance of either the servo-amplifier or the compensating chopper network depending on whether the system is uncompensated or compensated. In this arrengement, the excitation \(e_{p}\) must be of balanced type. This was provided in the Laboratory by a transformer with a centre-tapped secondary winding. Hence, by earthing the centre-tap point, the central points of the potentiometers windings were automatically set to the earth potential.

The transfer function of the summing circuit can be


FIG. 7.5 .1
CIRCUIT ARRANGEMENT SUITABLE FOR THE TRANSIENT RESPONSE TEST OF THE SERVOMECHANISM WITH POTENTIOMETER-BRIDGE AS ERROR-DETECTOR
easily derived from the figure and is given by
\[
\frac{v_{i}}{\left(e_{p 1}+e_{p 2}\right)}=\left[R_{a}+\frac{R_{p 2} e_{p 1}+I_{p 1} e_{p 2}}{e_{p 1}+e_{p 2}}\right]\left(R_{a}+R_{p 1}\right)\left(R_{a}+R_{p 2}\right)+Z_{i}\left(2 R_{a}+R_{p 1}+R_{p 2}\right)
\]
where \(R_{p 1}\) and \(R_{p 2}\) are the internal resistances formed by the parts of the potentiometers windings 1 and 2 between their centre points and the sliding contacts.

To eliminate the variation of the transfer function with the electrical loading, the value of \(R_{a}\) should be chosen very high compered to the maximum expected values of \(R_{p 1}\) and \(R_{p 2}\). In mathematical terms, this condition may be written as
\[
R_{a} \gg R_{p 1 \max } \quad 7.5 .2 .
\]
and
\[
R_{a} \gg R_{p 2 \max } \quad 7 \cdot 5 \cdot 3
\]

If the above conditions are satisfied, Eqn. 7.5.1
becomes
\[
\left.\frac{v_{i}}{\left(e_{p 1}+e_{p 2}\right.}\right)=\frac{Z_{i}}{R_{a}+2 Z_{i}} \quad 7.5 .4
\]

On the basis of the above equation, if \(\mathbb{Z}_{i}\) represents the amplifier input impedance, then the transfer function of the summing circuit becomes a constant as \(Z_{i}\) in this case is virtually a constant resistance. If \(Z_{i}\) represents the input impedance of the compensating chopper network, however,
the transfer function becomes a function of the transmitted signal frequency. This is obviously undesirable because it will affect the overall system performance. Therefore, to minimise such frequency dependence to an acceptable level (depending on the required accuracy), the minimum expected value of \(Z_{i}\) should be very high compared to \(R_{a}\), i.e.,
\[
\mathrm{Z}_{i \min } \gg \mathrm{R}_{\mathrm{a}} \quad 7 \cdot 5 \cdot 5
\]

If this condition is satisfied, the transfer function of the summing circuit expressed by Eqn. \(7.5 \cdot 4\) becomes
\[
\left.\frac{v_{i}}{\left(e_{p 1}+e_{p 2}\right.}\right)=0.5
\]
i.e., independent of the transmitted signal frequency.

In the present work, \(Z_{i}\) min was expected to be approximately 12 K .Ohms, while \(R_{p 1}\) max and \(R_{p 2}\) max were calculated.from the expected maximum angular displacements \(r_{p 1}\) and \(r_{p 2}\) of 20 deg. each, which resulted in 27.8 Ohms each. To satisfy the conditions expressed by Eqns. 7.5.2, 7.5 .3 and 7.5 .5 , the value of \(R_{a}\) was suitably chosen as 500 Ohms.
7.6. Step-Function Response Test Results for the A.C. System with a Potentiometer-Bridge as Error-Detector.
7.6.1. System unc ompensated.

To study the transient response characteristics of the uncompensated system under different operating conditions, a large number of step-function response tests have
been performed. A representative record of one of these tests is shown in Fig. 7.6.1.

The transient performance characteristics of the system can be interpreted in terms of the following quantities:
i) Naximum overshoot,
ii) Response or rise time,
iii) Settling time (is taken approximately as equivalent to four times the time constent of the envelope of the damped oscillations),
iv) Damped oscillation frequency.

These quantities can be easily deduced from the step-function response test records similar to the one given in Fig. 7.6.1. The system transient characteristics obtained in terms of these quantities are given in tables 7.6 .1 to 7.6 .3 which enable the effects of the various factors given below to be studied.
i) Servo-amplifier saturation,
ii) Phase variations of the excitation reference of the 2 -phase servo-motor,
iii) Carrier frequency deviation.

Throughout the various transient tests performed, the following quantities were maintained constant
\[
\begin{aligned}
& \left.A=2022, v_{m}=30 \text { volts (r.m.s. }\right) \\
& \theta=0 \operatorname{deg} \cdot, v_{p}=20 \mathrm{n}
\end{aligned}
\]

In table 7.6.1, the servo-amplifier was operated under saturation condition with increasing degree as \(\gamma_{p 1}\) changes


FIG. 7.6.1

STEP-FUNCTION RESPONSE OF THE UNCOMPENSATED SYSTEM (SYSTEM WITH A POTENTIOMETER-BRIDGE AS ERROR-DETECTOR)

DATA:
\(\Omega=314\) RAD./SEC.
\(Y_{P_{1}}=4\) DEG.


SEE SU BSEC. 7.6.1 FOR FURTHER DATA
from 8 to 20 deg . In this region, the damped oscillation frequency was noticed to be a function of time (increasing with time) and its value is therefore not given in the table.

Table 7.6.1.
Effect of the servo-amplifier saturation on the transient response characteristics of the unc ompensated system

Data: \(\Omega=314 \mathrm{rad} \cdot / \mathrm{sec} \cdot, \varnothing=90 \mathrm{deg} \cdot \mathrm{lag}\).
\begin{tabular}{l|lllc}
\begin{tabular}{l} 
Step-input \\
angular \\
displacement \\
\(\gamma_{\text {p1 }}\), deg.
\end{tabular} & \begin{tabular}{l} 
Maximum \\
Overshoot,, \\
\(\%\)
\end{tabular} & \begin{tabular}{l} 
Response \\
time, \\
m.sec.
\end{tabular} & \begin{tabular}{l} 
Settling \\
time, \\
sec.
\end{tabular} & \begin{tabular}{l} 
Demped \\
oscillation \\
frequency,
\end{tabular} \\
\hline 4 & 33 & 48 & 0.324 & 10.4 \\
8 & 26.4 & 60 & 0.342 & - \\
12 & 17.2 & 63.8 & 0.352 & - \\
16 & 15.4 & 84 & 0.400 & - \\
20 & 11.5 & 108 & 0.433 & -
\end{tabular}

Table 7.6.2.
Effect of verying the phase of the excitation reference of the servo-motor on the transient response characteristics of the uncompensated system

Data: \(-2=314 \mathrm{rad} \cdot / \mathrm{sec} \cdot, \quad \gamma_{\mathrm{p} 1}=4 \mathrm{deg}\).
\begin{tabular}{r|cccc}
\begin{tabular}{c} 
毋 \\
deg.Iag \\
\%
\end{tabular} & \begin{tabular}{l} 
Maximum \\
vershoot,,
\end{tabular} & \begin{tabular}{l} 
Response \\
time, \\
m.sec.
\end{tabular} & \begin{tabular}{l} 
Settling \\
time, \\
sec.
\end{tabular} & \begin{tabular}{l} 
Damped oscillation \\
frequency, \\
\(\mathrm{c} / \mathrm{s}\)
\end{tabular} \\
\hline 90 & 33 & 48 & 0.324 & 10.4 \\
60 & 25.7 & 46.3 & 0.274 & 11.9 \\
30 & 23.9 & 57.5 & 0.304 & 8.8
\end{tabular}

Table 7.6 .3
Effect of carrier frequency deviation on the transient response characteristics of the uncompensated system
\[
\text { Data: } \quad r_{\mathrm{p} 1}=4 \mathrm{deg} \cdot, \neq=90 \mathrm{deg} \cdot \operatorname{lag}
\]
\begin{tabular}{l|llll}
\begin{tabular}{l} 
Carrier \\
frequency \(\Omega\), \\
\(c / s\)
\end{tabular} & \begin{tabular}{l} 
Maximum \\
overshoot,, \\
\(\%\)
\end{tabular} & \begin{tabular}{l} 
Response \\
time, \\
m.sec.
\end{tabular} & \begin{tabular}{l} 
Settling \\
time, \\
sec.
\end{tabular} & \begin{tabular}{l} 
Damped \\
oscillation, \\
frequency,
\end{tabular} \\
\hline 40 & 20.3 & 64.5 & 0.344 & 11.5 \\
50 & 33 & 48 & 0.324 & 10.4 \\
60 & 32.3 & 49 & 0.304 & 11.5
\end{tabular}

\subsection*{7.6.2. System compensated.}

A single-switch double-copacitor chopper network (see Fig. 4.1.3) was suitably selected as a pheselead compensator. The values of the various parameters of the chopper network are given below
\[
\begin{aligned}
G_{1}= & G_{2}=0 \\
1 / G & \text { (which is also the input resistance of the } \\
& \text { servo-amplifier) }=14.3 \mathrm{K.Ohms} \\
c= & 1.4 \mu . \mathrm{f} . \\
a= & 0
\end{aligned}
\]

Tables 7.6.4 and 7.6.5 give the transient performance characteristics of the compensated system under phase variations of the excitation reference of the 2 -phase servomotor, and carrier frequency deviation respectively. These transient characteristics were calculated from the records of step-function response tests similar to the representative records shown in Fig. 7.6.2.


FIG. 7.6. 2
STEP-FUNCTION RESPONSE OF THE COMPENSATED SYSTEM
(SYSTEM WITH A POTENTIOMETER - BRIDGE AS ERROR-DETECTOR)

DATA:
\(\Omega=314\) RAD./SEC.
\(\gamma_{P I}=4\) DEG.
\(\varphi \quad 390\) " LAG

SEE SUBSEC. 7.62 FOR FURTHER DATA

Throughout the transient tests performed on the compensated system, the values of the quantities \(v_{m}, v_{p}\) and \(\theta\) were kept the same as given in the previous Sub-section, while the gain of the amplifier A was raised to 2730.

Table 7.6 .4
Effect of varying the phase of the excitation reference of the 2 -phase servomotor on the transient response characteristics of the compensated system

Data: \(\quad \therefore=314 \mathrm{rad} . / \mathrm{sec} ., \gamma_{\mathrm{p} 1}=4 \mathrm{deg}\).
\begin{tabular}{c|cccc}
\(\varnothing\), \\
deg.Iag.
\end{tabular} \begin{tabular}{l}
\begin{tabular}{l} 
Maximum \\
overshoot,, \\
\(\%\)
\end{tabular} \\
\hline 90
\end{tabular}

Table 7.6.5
Effect of carrier frequency deviation on the transient response characteristics of the compensated system

Data: \(\quad \gamma_{\mathrm{p} 1}=4 \mathrm{deg}, \quad \varnothing=90 \mathrm{deg} \cdot \operatorname{lag}\)


\title{
7.7. Step-Function Response Test Results for the A.C. System with a Magslip-System as Error-detector.
}
7.7.1. System uncompensated.

Step-function response tests have been performed to study the effects of the servo-amplifier saturation, variations of the phase of the excitation reference of the servo-motor, and carrier frequency deviation on the transient performance characteristics of the uncompensated system. The results obtained are in the form of records of the timeintegral of the magslip-system output signal. Fig. 7.7.1 shows a representative record.

The system transient characteristics, in terms of maximum overshoot, response time, settling time, and damped oscillation frequency, were then deduced from the records obtained and tebulated in the tebles 7.7.1 to 7.7.3 for various operating conditions. It has been notices that operation under saturation condition of the servo-amplifier results in a damped oscillation frequency varying with time. For this reason, its value is not given in table 7.7.1 for values of \(\gamma_{s 1}\) above 6 deg.

In conducting the various transient tests, the following quantities were kept constant
\[
\begin{array}{lll}
A=72.6 & v_{m}=30 \text { volts (r.m.s.) } \\
\theta=0 \text { deg. } & \mathrm{v}_{\mathrm{s}}=33 \mathrm{l}
\end{array}
\]


FIG. 7.71
STEP-FUNCTION RESPONSE OF THE UNCOMPENSATED SYSTEM (SYSTEM WITH A SYNCHRO-SYSTEM AS ERROR-DETECTOR)

\section*{DATA:}
\begin{tabular}{lll}
\(\Omega=314\) & RAD./SEC. \\
\(Y_{51}=4\) & DEG. \\
\(\varphi=0\) &
\end{tabular}

SEE SUBSEC, 7.7.1 FOR FURTHER DATA

Table 7.7.1
Effect of the servo-amplifier saturation on the transient response characteristics of the uncompensated system

Data: \(\Omega=314 \mathrm{rad} \cdot / \mathrm{sec} \cdot, \phi=0 \mathrm{des}\).
\begin{tabular}{l|llll}
\begin{tabular}{l} 
Step input \\
angular \\
displacement \\
\(\gamma_{\text {s1 }}\) deg.
\end{tabular} & \begin{tabular}{l} 
Maximum \\
overshoot,, \\
\(\%\)
\end{tabular} & \begin{tabular}{l} 
Response \\
time, \\
m.sec.
\end{tabular} & \begin{tabular}{l} 
Settling \\
time, \\
sec.
\end{tabular} & \begin{tabular}{l} 
Damped oscillation \\
frequency, \\
\(\mathrm{c} / \mathrm{s}\).
\end{tabular} \\
\hline 4 & 25.8 & 42.5 & 0.328 & 11.5 \\
6 & 16.7 & 58.5 & 0.29 & 10.5 \\
8 & 14.2 & 77.5 & 0.387 & - \\
10 & 12.7 & 82.5 & 0.374 & -
\end{tabular}

Table 7.7.2
Effect of varying the phase of the excitation reference of the servo-motor on the transient response characteristics of the uncompensated system

Data: \(\Omega=314 \mathrm{rad} \cdot / \mathrm{sec}, \quad \gamma_{\mathrm{si}}=4\) deg.
\begin{tabular}{c|cccc}
\begin{tabular}{c}
\(\varnothing\), \\
deg.
\end{tabular} & \begin{tabular}{l} 
Maximum \\
overshoot,, \\
\(\%\)
\end{tabular} & \begin{tabular}{l} 
Response \\
time, \\
m.sec.
\end{tabular} & \begin{tabular}{l} 
Settling \\
time, \\
sec.
\end{tabular} & \begin{tabular}{l} 
Damped oscill- \\
ation frequency \\
\(\mathrm{c} / \mathrm{s}\).
\end{tabular} \\
\hline 0 & 25.8 & 42.5 & 0.328 & 11.5 \\
30 Iead & 2.1 & 63.8 & 0.319 & 10.5
\end{tabular}
\begin{tabular}{|c|c|c|c|c|}
\hline 60 " & \multicolumn{4}{|l|}{System is overdeuped with a time constant of} \\
\hline 30 lag. & 19.7 & 55 & 0.284 & 11.6 \\
\hline 60 " & \(17 \cdot 7\) & 64.5 & 0.311 & 9 \\
\hline
\end{tabular}

Table \(7 \cdot 7 \cdot 3\)
Effect of carrier frequency deviation on the transient response characteristics of the uncompensated system

Data: \(\quad r_{s 1}=4\) deg., \(\emptyset=0\) deg.
\begin{tabular}{l|llll}
\begin{tabular}{l} 
Carrier \\
frequency \(\Omega\), \\
\(c / s\)
\end{tabular} & \begin{tabular}{l} 
Maximum \\
overshoot, \\
\(\%\)
\end{tabular} & \begin{tabular}{l} 
Response Settling \\
time, \\
m.sec,
\end{tabular} & \begin{tabular}{l} 
time, \\
sec.
\end{tabular} & \begin{tabular}{l} 
Damped oscill- \\
ation frequency \\
c/s
\end{tabular} \\
\hline 40 & 17 & 65 & 0.326 & 10.2 \\
50 & 25.8 & 42.5 & 0.328 & 11.5 \\
60 & 31.3 & 41.5 & 0.285 & 10.5
\end{tabular}

\subsection*{7.7.2. System compensated.}

Phase-lead compensation using a single-switch double-capacitor chopper network was employed. The selected values of the various parameters of the chopper network are given below
\[
G_{1}=G_{2}=0
\]
\(1 / G\) (which also represents the input resistance of the servo-amplifier) \(=17.2 \mathrm{~K}\). Ohms
\(c=1.2 \mu . f\).
\(a=0\)

Step-function response tests have been conducted on the compensated systen with the excitations \(v_{m}\) and \(v_{s}\) kept at the same values as those given in the previous Sub-section, while the gain of the servomamplifier A raised to 110.

Fig. 7.7 .2 shows a representative record for one of these tests. Tables \(7 \cdot 7.4\) to 7.7 .6 give the results of the transient performance characteristics of the compensated system under phase variations of the excitation references of the servo-motor and the magslip-system, and finally under carrier frequency deviations.

\section*{Table 7.7.4}

Effect of the phase variations of the excitation reference of the servo-motor on the transient response characteristics of tho compensated system

Data: \(\Omega=314 \mathrm{rad} . / \mathrm{sec},, \gamma_{\mathrm{s} 1}=4 \mathrm{deg} \cdot, \theta=0 \mathrm{deg}\).
\begin{tabular}{|c|c|c|c|c|}
\hline \[
\begin{gathered}
\not \emptyset, \\
\operatorname{deg} .
\end{gathered}
\] & Maximum overshoot, \% & Response time, m.sec. & Settling time, sec. & Damped oscillation frequency, \(\mathrm{c} / \mathrm{s}\) \\
\hline 0 & 22.6 & 49.5 & 0.275 & 12.4 \\
\hline 30 Iead & 17.4 & 56.5 & 0.261 & 9.6 \\
\hline 60 " & 19.2 & 45.2 & 0.219 & 13.8 \\
\hline 30 lag & System is
\[
121.5 \mathrm{~m} . \mathrm{se}
\] & erdamped & ith a time & constant of \\
\hline \(60 \quad 1\) & 24.6 & 42 & 0.348 & 10.2 \\
\hline
\end{tabular}


FIG. 7.7.2
STEP-FUNCTION RESPONSE OF THE COMPENSATED SYSTEM
(SYSTEM WITH A SYNCHRO-SYSYEM AS ERROR-DETECTOR)

\section*{DATA:}
\begin{tabular}{llll}
\(\Omega\) & \(=314\) & RAD./SEC. & \(\varphi=0 \quad\) DEG. \\
\(\gamma_{S 1}=4\) & DEG. & \(\vartheta\) & \(=0\),
\end{tabular}

\section*{Table 7.7.5}

Effect of the phase variations of the excitation reference of the magslip-system on the transient response characteristics of the compensated system

Date \(: \Omega=314 \mathrm{rad} \cdot / \mathrm{sec} ., \gamma_{\mathrm{s} 1}=4 \mathrm{deg} \cdot, \varnothing=0 \mathrm{deg}\).


Table 7.7 .6

Effect of carrier frequency deviation on the transient response characteristics of the compensated system

Data: \(\quad \gamma_{s 1}=4\) deg.,\(\quad=\varnothing=0 \mathrm{deg}\).


\title{
SCHERE JCO PATENDIIG THE PRACTICAL RANGA OF OPERITION OF COMSRCIAL ELECTRONIC MODULATORS AND DEIODUL:TORS
}

\begin{abstract}
8.1 General

At some stage during the course of designing a.c. servomechanisms, it is generally required to have experimental information on the performence characteristics of the prototype model. This permits the designer to find out whether the performance meets the specified requirements, and helps to observe any anomalies in the performance so that the design may be modified. Furthermore, the need for gain refinement and for compensation may be checked, and quantitative data obtained. Where Bode-diagram and Michols-chart techniques of design are to be used, the design information has to be of a modulation frequency response nature.
\end{abstract}

In the previous practical investigations presented in Chapters 5 and 7, it has been shown that modulators and demodulators play a significant role in the process of reasuring modulation frequency responses of a.c. or carrier systems. The purpose of the modulator is essentially to produce a signal in the form of suppressed-carrier amplitude-rodulated wave to act as a test signal for the system under consideration. Whereas, the demodulator is employed to recover the low-frequency envelope of the output signal of the system. The phase and attenuation of the recovered envelope of the output may thus be compared with those pertinent to the reference modulating signal which determine a point location on the modulation frequency locus. Repeating this test for different modulating frequencies, which lie within the frequency band under study, would enable a portion of the modulation frequency response to be plotted.

The usefulness of the modulation frequency response test lies in the degree to which its results can be relied upon and in the extent of the frequency range over which the results can possibly be obtained. These basically depend upon the capability and practical limitations of the measuring instruments. The most serious limitations exist particularly in commercial electronic modulators and demodulators. Although these limitations have received a widespread recognition, it seems that there is still no successful attempt to overcome them. In this chapter, a scheme is developed whereby commercial electronic modulators and demodulators can extend their working range. Defore introducing the theory of that scheme, it would be appropriate to explain the possible causes of these practical limitations.

\subsection*{8.2 Practical Iimitations}

In general, the performance characteristics of commercial electronic modulators are satisfactory provided that they operate with modulating frequencies not exceeding the usually specified maximum limit of \(10 \%\) of carrier frequency. On this basis, experimental determination of the modulation frequency responses of carrier systems can be obtained over only a small range if accuracy is to be maintained. This may not give sufficient information for the design purposes, particularly for hich speed response a.c. servomechanisms where the modulating frequencies approach the same order of magnitude as the carrier frequency. Furthermore, with this limitation, investigations into carrier-systems which may operate with modulating frequencies greater than the carrier frequency are practically impossible. As a result, the scope of the development and expansion in the field of carrier-systems is seriously restricted.

The operational limitations of commercial electronic modulators and demodulators, mentioned above, may be explained in simple physical terms by considering problems which may arise due to the
transmission of suppressed-carrier amplitude modulated waves through them. In this regard, to melse the explanation more comprehensive, and consistent, a brief description of the principles of operation, demonstrated by blocir diagrams, of typical modulators and demodulators used in practice may be appropriate to be outlined, at the outset, as below.

\subsection*{8.2.1 A practical modulator}

The block diagram of a typical commercial electronic modulator is shown in Fig. 3.2.1 \({ }^{127}\) The double balanced modulator, basically, consists of four simple modulators arranged as two belenced modulators. The output from these two balenced modulators contain side bands and modulating signal frequencies, but with the carrier suppressed. These two outputs are combined in such a way that the modulating signal component is cancolled. The output then consists of lower side bands and higher side bands only in the ideal case.

In practice, however, complete suppression of the unwanted products of modulation is not achieved; the small amount of residual must then be removed by other means.

The output from the double balenced modulator, which is mainly side bands, is amplified by the first side band amplifier and passes through the modulator filter. The purpose of this filter is to transmit the two side bands with minimum phase shift, and to reject the unwanted rroducts of the modulation process. The output from the filter is amplificd by the second side band amplifier. From the second side band amplifier, the amplified side bands are fed into the power output stage via a potentiometer for level adjustments. The power output stage is a Class A push-pull amplifier with transformer output, employing negative feedback.


FIG. 8.2.1.
BLOCK DIAGRAM OF A PRACTICAL ELECTRONIC MODULATOR (REPRODUCTION FROM REF. 127 )


FIG. 8.2.2.
BLOCK DIAGRAM OF A PRACTICAL ELECTRONIC DEMODULATOR

In order to ensure minimum distortion to the suppressedcarrier amplitude-modulated wave, the two side bands should ideally undergo zero phase shift and constant attenuation over the whole range of frequency down to d.c. Such conditions require that various stages placed after the double balanced modulator, which are prinarily amplifiers should have frequency-independent transmission characteristics. In practice, however, amplifiers with output transformers and interstage capacitor or transformer couplings, which are frequency dependent, can be designed to give almost a flat response, but over only a limited range of frequency. To extend that frequency band, consiclerably complicated design would be required particularly if the extension is in the lower frecuency direction. Therefore tho lower side band may be considered as the decidinतु factor in seting up the maximum limit on the proportion of modulating frequency to carrier frequency.

\subsection*{8.2.2 A practical demodulator}

Fig. 8.2.2 \(2^{727}\) shows a blocic diagram of a typical commercial electronic demodulator. The drive and image amplifiers together produce a push-pull side band output, which is fed into the double belanced demodulator where the carrier is re-introduced and demodulation talres place. This action is the reverse of that described for the double balanced modulator.

The demodulator output is then passed through a combined amplifier and filter. This filter rejects the unwanted components of demodulation, and passes the signal frequency with minimum phase shift.

The return side bends or the output from the servo under test have to pass through the trensformer or capacitor input preamplifier, drivo amplifier and image amplifier before being demodulated. Thorefore, zero or very smell phase shift and constant attenuation over the working frequency range, are the
required cheracteristics for those amplifiers if accurate and reliable results are to be obtained. Again, in view of the design difficulties to meet these rocuirements specially in the low frequency region, a practical limit on the lower side band seems to be inevitable.

\subsection*{8.3 Principle of opcration of a proposed scheme for overcoming the practical Iimitations}

In the previous section, it has been shown that the operational limitation imposed on the maximum ratio of modulating frequency to carrier frequency in electronic modulators and demodulators used in practice may simply be explained in terms of the phase and magnitude distortions, which take place in transmitting modulated signals through the incorporated amplifiers. This explanation has erfectively paved the way to the development of the present scheme.

The principle of operation of the proposed scheme is primarily based on the idea of shifting the frequency of the side bands to a sufficiently high frequency level, so thet the non-flat portion of the frequoncy cheracteristics of the various incorporated circuits and anplifiers may be avoided. This can easily be realised using an auxiliary amplitude modulation process onto a second carrier whose frequency is higher than that of the principal carricr. The resulting doublemodulated siçnal after being transmitted through the various circuits and anplifiers, its high frequency level then hes to be shifted bacl to its original level to be ready for use. To accomplish this, an auxiliary demodulation process by the same high frequency carrier may be adopted.

Having established the broad line basis on which the proposed scheme should work, it would be appropriate to consider the details of operation and the governing criteria on thcoretical basis to provide the background for the physical realisation of such schene.

The subsequent Subsections, therefore, are devoted to the formulation of these theoretical basis.

\subsection*{8.3.1 Theory of the schemels operation}

In order to dinferentiate between the carrier used in the electronic modulators and democulators under consideration and the corrier employed in the auriliary modulation and demodulation involved in the oroposed scheme, subscripts \(\bar{p}\) and a, which signify the meanings princinel and auxiliary, are used respectively.

Considering the practicol modulator show in Fig. 8.2.1., the operation taking place in the double balonced modulator is essentially a multiplication of the simnal \(x_{1}(t)\) by a sinusoidal carrier. Idcally, this may be interpreted mathenatically as follows:
\[
y_{1}(t)=x_{1}(t) \cdot \sin \left(\Omega_{p} t+\theta\right) \quad 3.3 .1
\]
where \(y_{1}(t)\) is the output of the double bolanced modulator.

Now, suppose the modulated signal \(y_{l}(t)\) is operated upon twice by a function \(M(t)\) in the way described below,
\[
y_{1}^{\prime}(t)=y_{1}(t) \cdot M(t) \cdot H(t) \quad 8.3 .2
\]

Then, in order to obtain the same function after this double operation, i.e. \(y^{\prime}{ }_{I}(t)=y_{1}(t)\), the function \(M(t)\) must be of some form so as to fulfil the condition
\[
M^{2}(t)=1
\]

On this basis, square-weve can be considered as the simplest possible form of the function \(M(t)\), provided that the trivial solution \(M(t)=1\) is discarded. In the light of this, the double operation expressed by Equetion 8.3 .2 mey be described in simple
physical terms as a modulation and a demodulation processes carried out by a square-wave carrier. By splitting the applicution of the square-wave modulation and demodulation, so that the former process is applied first to form a double modulated signal,
\[
f_{1}(t)=y_{1}(t) \cdot M(t) \quad 8.3 .4
\]
passing the resulting signal through the various amplifiers existing after the double balanced modulator, then at last applying the square-wave demodulation to the output of the side-band output amplifier, will completely simulate the required operation of the proposed scheme.

Similarly, in regarding the practical demodulator shown in Fig. 8.2.2, the signal normally fed into its either input capacitor or isolated transformer is in the form of amplitude modulated wave, which may generally be written as '
\[
y_{2}(t)=x_{2}(t) \cdot \sin \left(\Omega{ }_{p} t+\varnothing\right) \quad 8.3 .5
\]

To avoid the transmission problems associated with the amplifiers existing before the double balenced demodulator, the signal \(y_{2}(t)\) may first be employed to modulate a square-wave carrier before being applied to the input terminals of the practical demodulator. The new input signal is thus in the form of doublemodulation as given below
\[
f_{2}(t)=x_{2}(t) \cdot \sin \left(\Omega_{p} t+\varnothing\right) \cdot M(t)
\]
nfter passing the above signal through the amplifiers, demodulation by the square-vave carrier has to be applied either just before or after the double balanced demodulator in order to neutralise the effect of the earlier square-wave modulation.

It is important to mention that the modulator filter can no longer be used when the present scheme is applied. This is because
the filter was originally intended for filtering out the byproducts of the principal modulation and thus tuned to the principal carrier frequency with symmetrical cheracteristics around it so that the two side bands will be treated identically. With the present scheme, however, the signal appears in the filter region as double modulation; once by the sinusoidal principal carricr, and the othor by the square-wave awxiliery carrier, which may be decomposed into infinite number of side bands. As a consequence, the tuned filter with its notch characteristics will give rise to distortion, and thus should be removed. On the other hand, the demodulator tuncd filter may still be used because it is placed in the region where the demodulated signol appears, and thus the above problem does not exist.

\subsection*{8.3.2 Criteria for the calculation of the auxiliary carrier frequency}

In reviewing the principle of operation of the proposed scheme described above, it can be observed that the auxiliary carrier only appears in the section where tho signal form has been transformed from simple amplitude modulation, by the principal carrier, to double amplitude modulation using the square-wave auxiliary carrier in the second modulation process. It is, therefore, important to examine closely the transmission characteristics of such signal when passing through the omplifiers existing in its path in oxder to determine the cifect of the verious factors on the choice of the auxiliary cerrier frequency. To do so, the double-modulated signal \(f_{1}(t)\) expressecl by Equation 8.3.4 may be rearranged in a more suitable form by expressing the function \(M(t)\) in toms of its Fourier series, thus
\[
\begin{gathered}
f_{1}(t)=x_{1}(t) \cdot \sin \left(\Omega_{p} t+\theta\right) \cdot \frac{4}{\pi} \sum_{n=0}^{n=\infty}\left[\left\{\sin (1+2 n) \Omega_{a t}\right] /\right. \\
(1+2 n)] \\
3.3 .6
\end{gathered}
\]
where \(n\) is an integer number.

If the signel \(x_{1}(t)\) is a simplo harmonic voltage with frecuency \(\omega\), thence the double modulated signal described by Equation 8.3 .6 can easily be expended in the form of a summation of infinite simple harmonic components. The frequency of the general term of these components may be written as
\[
(1+2 n) \Omega_{a} \pm \Omega_{p} \pm \omega \quad \text { 8.3.7 }
\]

To ensure that minimum or even no transmission distortion will take place to the double modulated signal, the frequency spectrum of its components should only lie in the region of the flat frequency cheracteristics of the pertinent amplifiers. This seems practically impossible for the frequency spectrum of these components, according to Jquation 8.3 .7 , is extended to infinity. Fortunately, hovever, the component's magnitude decreases rapidly (by the factor \(1 /(1+2 n)\) ) as the frequency increases. Therefore, with reasonably designed amplifiers, distortion would only occur to the very high frequency components which are negligible. In the low frequency region, however, a linit is set up by the amplifier: flat frequency characteristics which cennot further be extended without adoptine very complicated or improctical designs. Consequently, the lowest frequency comporent of the double modulated signel should be of higher frequency than that limit otherwise serious distortion would occur. This condition may be written in mothematical terms, after deducing the minimum value of the expression 8.3 .7 as follows
\[
\Omega_{a(\because)}-\Omega_{p}+\omega_{\text {max }} \geqslant \omega_{C l} \quad 8.3 .8
\]

Where \(\omega_{C}\) is the lover frequency Iimit of the flat frequency characteristics of the amplifiers \(\&{ }^{\left(\omega_{m o x}\right.}\) is the maximum modulating frequency.

By rearranging the above expression, a simple criterion for calculating the minimum value of the auxiliary carrier frequency can be deduced,
\[
\Omega_{a(\min )}=\Omega_{p}+\omega_{\max }+{ }^{\omega} \mathrm{C}_{1} \quad 8.3 .9
\]

From the criterion derived above, three factors establish the basis on which a suitable value of the auxiliary carrier frequency could be calculated, viz:
1) the principal carrier frequency,
2) the maximum modulating frequency, and
3) the lower frequency limit of the amplifiers flat frequency response.

\subsection*{3.4 Practical realization of the scincme}

On the basis of the theory of operation of the proposed scheme introduced above, a square-wave modulator and demodulator are essentially required to be used in conjunction vith either the electronic commercial modulator or demodulator to improve their working frequency range. The design of these square-wave modulators and demodulators depends on so many factors among which are the characteristics of the circuits just preceding and succeeding them. It is, therefore, appropriate to consicer their possible positions before attempting the detailed design.

\subsection*{8.4.1 Possible positions of the square-wave modulators and demodulators}

With regard to the practical noduletor show in Fig. 8.2.I the square-wave modulator can be inscrted somewhere before the lst sideband amplifier. By re-writing Zquation 8.3 .4 in the various possible arrancements
\[
\begin{array}{ll}
f_{1}(t)=\left[x_{1}(t) \cdot \sin \left(\Omega_{p} t+\theta\right)\right] \cdot H(t) & 8.4 .1 \\
f_{1}(t)=\left[x_{1}(t) \cdot H(t)\right] \cdot \sin \left(\Omega_{p} t+\theta\right) & 8.4 .2 \\
f_{1}(t)=\left[\sin \left(\Omega_{p} t+\theta\right) \cdot H(t)\right] \cdot x_{1}(t) & 8.4 .3
\end{array}
\]
three possible positions may be suggosted, viz:-
i) efter the double balenced modul tor so thet the signal input would first modulate the sinusoidal principel carrier, and then the resulting signal would modulate the squarewave auxiliery carrier.
ii) before the double balenced modulator and in the path of the signal input so that a square-wave modulation by the auxiliary carrier would first talse place and then a sinusoidal modulstion by the principal carrier would follow.
iii) before the double balanced modulator and in the path of the principal carrier so that the principal carrier would first modulate the square-veve auxiliary carrier and the resulting sionel would then be used as a complex carrier for the second modulation by the simple frequency input signal.

With regerd to the square-wave demodulator, however, there is only one position to be inserted in, which is that after the sidebend output amplifier.

In the case of the prectical demodulator, it looks in a way as if the reverse is talting place. Just before either the input isoleting transformer or input capacitor can bo considered as the only possible position for the square-wave modulator. For the square-wave demodulator, hovever, there are three possible positions which can bo deduced in a manner similer to that used in obtaining positions of the square-wave modul tor associated with the practical moduletor. These three positons are:
i) after the double balanced demodulator. In this way, the output signal from the demodulator deive and image amplifiers, which is in the form of double modulated signal as expressed by Equation 8.3.5, is first demodulated by the sinusoidal principal carrier, then demodulated by the square-wave auxiliary carrier.
ii) before the double balanced demodulator and in the path of the output signal from the demodulator drive and image amplifiers. In this way, the double modulated signal is first demodulated by the square-wave auxiliary carrier, then demodulated by the sinusoidal principal cerrier.
iii) before the double balanced demodulator and in the path of the principal carrier. In this way, the square-wave auxiliary carrier is first modulated by tre simusoidal principal carrier to form a complex carrier by which the double modulated signal is denodulated.

\subsection*{8.4.2 Design and construction of a transistor square-wave modulator and/or demodulator}

Because the square-vave modulation and demodulation are basically identical operations, the same circuit may be used for both the modulator and demodulator. It would henceforth be more convenient to confine the attontion to only one of them the modulator.

Instead of looking at the square-wave modulation as the operation of multiplying the signal by a square-wave carrier, an alternative look, as the action of reversing the polarity of the signal at carrier frequency, may be adopted to provide the basis of the practical realisation. With the later interpretation, it is feasible to realise the square-wave modulation by means of two 3 terminal switches operating in synchronism with the carrier under zero fly-time condition (see Section I. 2.0). The two fixed contacts of one switch are connected to the opposite ones of the other switch,
so that the cormon fixed contacts would form the input signal terminals, whereas the two novine contacts would form the output terminals of the built up modulator. Because of the symmetry of the modulator construction, the input and output terminals can be interchanged.

A transistor circuit for the square-wave modulator, based on the 3-terminal synchronous switch circuit of Fig. I.5, is shown in Fig. 8.4.1. The zero fly-time operation of the switches permits the use of one pulse-transformer, with four identical secondary windings. The primary winding of the pulse-transformer is fed with square-wave carrier by an appropriate drivine circuit similar to that shown in Fig. I.16. The four secondary windings of the pulsetransformer are connected in such a way that the net dircct current always remains zero provided that the transistors are matched. Because of this, and also of the symmetrical operation of the four Z-terminal switches, Zener diodes could be dispensed with.

The design procedure for the square-wave modulator shown in Fig. 8.4.1 basically depends on that developed for the transistor 3-teminal synchronous switch which is outlined in detail in Chapter I. As the modulator operates, the two 2-terminal switches a and \(b\) conducts for a half carrier cycle during which the switches \(c\) and \(d\) are under OFF condition, and the reverse takes place during the other half of the cycle. According to this, one pair of the windings of the pulse transformer secondary would carry identical currents flowing through their corresponding transistors bases of the conducting switches, while the other pair of the secondary windings would be carrying almost zero current (the leakage currents of the OFF transistors bases will be flowing which may be considered very negligible). Such action occurs during one half of carrier cycle and then the two pairs of windings interchange their operating conditions during the second half of the cycle. As a consequence, considerable simplifcation could be obtained by visualizing the pulse-transformer as if it only contains two of its secondary


FIG. 8.4.1.
A TRANSISTOR SQUARE-WAVE MODULATOR OR DEMODULATOR
windings connected in sories (as the some current would be flowing through them due to their assumed matched loads), and feeding a resistance of double the vilue of the base resistance. In this way, the same formulae and various design steps for calculating the principel parameturs of the pulse-transformer given in Subsection I. 4.3 .3 can bo adopted without any modification. One should, hovever, bear in mind that the parameters obtained by this method for the secondery side are pertinent to one pair of the secondary windings, and thercfore their values should be divided by two to render them per single secondery winding.

Square-wave modulators and demodulators have been congtructed in the Leboretory usin? the transistor circuit of Fig. 8.4.1, for the purpose of checking experimentally the valicity of the scheme theory, as will be ciscussed in Scetion 8.5. Decause the design procedure for the modulators and domodulators is essentially based on that presented in Chapter I, no details will be given here. Only the specified requirements and the values of the calculated parameters will be given below.

\subsection*{8.4.2.1 The specified requiements}
i) The auxiliary carrier frecuency \(=400 \mathrm{c} / \mathrm{s}\).
ii) The marimum current passing through the switches \(=5 \mathrm{~m} . \mathrm{A}\).
iii) The incorporated 3-terminal synchronous switches should operate with zero fly-time.
iv) The maximum tilt of the pulse flat top appearing in the output of the pulse-transformor \(=0.2\).
v) The maximum transformer primery current that can bo supplied by the driving circuit \(=10 \mathrm{~m} . \mathrm{A}\).
vi) The pulse heicht of the input voltage of the pulsetransformer \(=12\) volts.

\subsection*{8.4.2.2 Selected components and the values of the designed parameters}
i) The selected transistors are of the type 2 N 1302 , whose characteristics are given in Appendix I. 9.0 .
ii) The pulse-transformer calculated parameters:
a) Resistance of the primory winding \(=1 \mathrm{k}\)
b) Rosistance of a single secondary winding including the base resistance \(=1.2 \mathrm{k}\)
c) The effective shunt inductance referred to the primery side \(=2.1\) Henries.
d) The turns ratio \(=1 / 1-1-1-1\)
iii) The driving circuit for the pulse-transformer is similar to that show in Pig. I. 16 which is capable to provide simultancously adequate dive to two pulse-transformers. It is therefore suitable to be used as a common drive to the pulse-transformers incorporated in a modulator and a demodulator. In this way, the switching instances in both the modulator and demodulator can be adjusted to be aligned, thereby satisfying the operation requirements of the scheme.
8.4.3 General discussion

In general, the auxiliary modulation and demodulation processes included in tho proposed schome may bo carried out employing either a sinusoidal or a square-wave carrier. Choosing or rejecting cither method ontirely depends on their relative merits and demerits.

The following points outline the reasons for favouring the use of the square-wave modulation and domodulation for this particular type of application.
i) Square-weve acdulators and demodulators can be physically realised by very simplo circuits (see Fig. 8.4.1).
ii) Sinusoidal modulation followed by sinusoidal demoduletion will produce noise components at double the carrier frequency. Such noise does not appear when the corresponding square-wove processes are employed.
iii) The square-wave modulator or demodulator shown in Fig. 8.4.1. does not include frequency dependent elements, such as capacitors, inductors or transformers, in the signal path. Therefore, no signal distortion will take place.
iv) The square-wave modulation and demodulation do not cause signel attenuation and therefore no amplifying stages are needed to be employed after the modulators nor the demodulators.

\subsection*{8.5. Practical investigations into the performance of the scheme.}

On the basis of the above work, the feasibility of building up a scheme comprising a square-wave modulator and a demodulator, which can be incorporated into any commercial electronic modulator or demodulator to extend their working frequency rance has been established. However, to test the effectiveness of the scheme when applied in actual practice, the overall transmission characteristics of a system consisting of a standard electronic modulator and demodulator may experimentally be determined with and without the scheme, and the results obtained may then be compered. The several steps outlined below are designed for this purpose.

\subsection*{8.5.1. General test arrangement}

The T.F.A. Carrier Converter \({ }^{127}\) which consists of the electronic modulator and demodulator described in the

Sub-sections 8.2.1 and 8.2.2 above, and which is primarily designed to be used in conjunction with the Solartron Transfer Function Analyser for testing a.c. or carrier systems, was employed as a test-specimen for testing the performance of the proposed schene.

The first experiment was designed to obtain the transmission characteristics of the Carrier Converter alone 128 The test signal is obtained from the L.F. decade oscillator which feeds the modulator section of the Carrier Converter. The side-band output from the modulator is directly connected to the side-band input of the demodulator. The output from the demodulator is then fed to the Resolved Component Incicator which is capable of displaying the in-phase and quadrature components of only the fundamental with respect to the reference test signal. The Reference Resolver is inserted in the four-phase reference connection between the reference source and the Resolved Component Indicetor thereby givine an identical and controlled phase shift to each of the four reference phases. Thus, the reference phase can be shifted to give an output test signal indicstion in the in-phase quadrant of the reference meter only. The response information is then available in the form of a signal amplitude and a phase shift. By varying the frequency of the test signal and taking the readings from the Reference Resolver and the Resolved Component Indiciator, the response diagram can easily be plotted.

The second experiment was designed to obtain the transmission characteristics of the Carrier Converter when compensated by the proposed scheme. Fig. 8.5.1 shows the method of inter-connection of the instruments for measuring the overall response, under this condition of operation, in terms of the phase shift and attenuation of the modulating signal. It was observed that the incorporation of the scheme has
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TEST ARRANGEMENT FOR MEASURING THE CARRIER CONVERTOR RESPONSE WHEN COMPENSATED BY THE PROPOSED SCHEME
resulted in an increased noise level of the output signal. This has raised two problems:

> i) The excess noise of the output signal might cause overloading and subsequent damage of the delicate thermocouple elements associated with the meters of the Resolved Component Indicator.
> ii) The various signal amplifiers, preceding the bridge connected thermocouple meters of the Resolved Component Indicator, might be driven to saturation by the high noise components of the signal giving rise to distortion and inaccurate results.

To provide a solution to the above problems, it was necessary to insert a variable low-pass filter just before the Resolved Component Indicator. However, to compensate for the attenuation and phase shift of the signal fundamental introduced by the filter presence, identical filters should be incorporated in each reference channel. An alternative way, which was used in the laboratory, is to measure the effect of the filter at every test signal frequency by setting the switch on the "Calibrate" position so that the test signal may directly be applied to the filter and its attenuation and phase shift with respect to the reference are thus recorded. Setting the switch on the "Read" position will enable the overall attenuation and phase shift of the signal including those due to the filter to be measured. In this way, the phase shift and attenuation of only the work under test can be easily deduced from the results of the two successive tests by merely subtracting the phase shifts and calculating the relative magnitude.

According to the proposed scheme, each of the commercial electronic modulator and demodulator would require to incorporate a square-wave modulator and a demodulator. In
the above test, however, the square-wave demodulator associated with the commercial modulator and the square-wave modulator associated with the commercial demodulator would be directly connected in tandem. As the transference of the square-wave demodulator and modulator connected in this manner is unity, they have been dispensed with.

\subsection*{8.5.2 Comparison of the results.}

The above tests were carried out with a principal carrier frequency of \(50 \mathrm{c} / \mathrm{s}\) and an auxiliary carrier frequency of \(400 \mathrm{c} / \mathrm{s}\). The results obtained are so arranged to give normelised gain and phase shift. These are conveniently ploted versus normalised frequency, with \(\Omega p\) as the base frequency, as shown in Figs. 8.5 .2 and 8.5 .3 respectively.

From the normalised gain curves of Fig. 8.5.2, it is observed that when the componsating scheme is not incorporated amplitude attenuation occurs in the frequency band lying between the frequencies \(0.8 \Omega_{p}\) and \(1.2 \Omega \rho\). The attenuation curve is almost symmetrical around the principal carrier frequency and it changes in such a way that the closer the frequency to the principal carrier frequency the larger is the attenuation. To give a quantitative idea, the attenuations corresponding to the frequencies \(0.96 \Omega_{p}\) and \(1.04 \Omega_{p}\) are \(12 \%\) and \(33 \%\) respectively. By incorporating the compensating scheme, however, there is almost no change in the gain except in a very narrow frequency band of about \(0.1 \Omega \mathrm{p}\) width lying just below the principal carrier frequency where a slight attenuation has been detected. The maximum attenuation in this region is only \(3 \%\).

Referring to the carrier convertor phase response shown in Fig. 8.5.3, if the compensating scheme is not employed, phase shift would take place throughout the frequency range lying above the frequency \(0.15 \Omega_{p}\). In the frequency region


lying between \(0.15 \Omega_{p}\) and \(\Omega_{p}\), the phase shift first increases slowly with frequency to reach the value of 2 degrees lag at the frequency \(0.7 \Omega_{p}\), then it increases more rapidly to reach the value of 14 degrees lag at the frequency \(0.96 \Omega{ }_{p}\). In the frequency region lying immediately above the principal carrier, the phase shift starts with a very high value of 41 degrees lead at the frequency \(1.04 \Omega p\) and it drops sharply to about 3 degrees lead at the frequency \(1.5 \Omega_{\mathrm{p}}\) beyond which it remains almost constant.

On applying the compensating scheme, however, no phase shift is observed throughout the investigated frequency band of \(3 \Omega \mathrm{p}\) which has been chosen to be conveniently lower than the employed auxiliary carrier frequency.

Although the above results show \(c l e a r l y\) and decisively the practicability of the proposed scheme, it still remains the problem of reducing the excessive noise generated when such a scheme is incorporated into the carrier converter. A thorough study of this problem is therefore proposed as a further work. However, the following points are hoped to throw some light on the future lines of thought:
i) There is a possibility that the switching transistors employed in the square-wave modulators and demodulators are not fast enough giving rise to such noise. If this is the case, replacement of these transistors by a faster type would provide the required solution.
ii) The switching instances in the square-wave modulator and demodulator may be deliberately misaligned to counteract any possible phase shift which may take place in the various circuits incorporated in the comercial modulator (or demodulator). This misalignment can be easily adjusted by the driving circuit of the synchronous switches (see Section I.5).
iii) Although, according to Sub-section 8.4.1, there are several possible positions where the square-wave modulators and demodulators can be incorporated into the commercial modulators and demodulators, only one position was attempted during the above test due to lack of time. It is, therefore, worthwhile to attempt the other positions to see which one provides the minimum noise.

\subsection*{8.5.3 Oscillograms illustrating the principle of operation of the scheme}

In order to visualise even more the operation of the scheme, oscillograms of the signal at various points of a commercial modulator compensated by such a scheme have been obtained. These oscillograms are reproduced in Fig. 8.5.4 where:
i) oscillogram "a" shows a sinusoidal input signal at a frequency of \(5 \mathrm{c} / \mathrm{s}\).
ii) oscillogram "b" shows the signal after being modulated upon an auxiliary square-wave carrier whose frequency is \(400 \mathrm{c} / \mathrm{s}\).
iii) oscillogram "c" shows the signal after being modulated, for the second time, on to a sinusoidal principal. carrier of \(50 \mathrm{c} / \mathrm{s}\) to form a double modulated signal.
iv) oscillogram "d" shows, apart from the high noise components which may be attributed to the switching action in the squarewave modulator and demodulator, a suppressed carrier amplitude modulated wave with the \(5 \mathrm{c} / \mathrm{s}\) as the envelope of a \(50 \mathrm{c} / \mathrm{s}\) carrier.
a) SINUSOIDAL INPUT SIGNAL AT. 5 CIS
b) SIGNAL (a) MODULATED ONTO A SQUARE-WAVE CARRIER OF 400 CIS

c) SIGNAL (b) MODULATED ONTO A SINUSOIDAL CARRIER OF 50 CIS
d) SIGNAL (E) DEMODULATED EV THE SQUAREWAVE CARRIER (4OO. GIS), RESULTING INTO A SCAM. WAVE WITH ENVELOPE AT 5 CIS, CARRIED ON THE SINUSOIDAL CARRIER OF SOCIS
FIG.8.5.4. WAVE-FORM OSCILLOGRAMS OF SIGNALS APPEARING AT VARIOUS POINTS ALONG AN ELECTRONIC MODULATOR COMPENSATED BY THE PROPOSED SCHEME

\section*{CHAPTER 9}

\section*{CONCLUSIONS}

\subsection*{9.1. Review and summary of work done}
1. Despite the numerous advantages of a.c. servomechanisms over the d.c. servomechanisms, the scope of their development has been so far much limited in contrast with that of the d.c. systems. This has been mainly due to the presence of certain problems associated with the a.c. systems, which made the application of more refined and systematic methods to their design to retard behind similar applications to d.c. systems.

In Chapter 1, the various salient problems associated with the a.c. servomechanisms were formulated, which may be summarised in the following points:
i) The lack of accurate and simple description to the performance characteristics of the basic a.c. systems components,
ii) Difficulties associated with the realization of appropriate a.c. compensation designed to operate on the envelope of a modulated signal,
iii) The presence of practical limitations in some of the available equipment employed to test the modulation frequency response of a.c. control systems.

An historical review provided the background on which basis improved solutions to the aforementioned problems have been propounded in the present thesis. It has also helped.
in determining the areas where further development is demanded, to which the present work has contributed by exploiting new concepts, and by amplifying and expanding the application of well known principles. All these factors have provided sufficiently powerful incentives to the present studies underlying the modulation transfer functions of a.c. servomechanism components.
2. The behaviours of 2-phase servomotors and synchro systems have been analysed by a number of investigators in the past. Most of this previous work is based on so many simplifying assumptions, which resulted in approximate and unrealistic representations with very limited value to the servo designer.

In Chapter 2, rigorous analysis has been attempted for these basic components based on the application of the 2-axis general theory of machines with more realistic assumptions. Simple but accurate block diagram representations for both the 2 -phase servomotor and synchropair were then developed, the construction of which can be done easily and systematically without the need of going into the details of the elaborate mathematical operations. These block diagrams are particularly useful to the servo designer, not only because they provide accurate and simple descriptions to the behaviour of the basic a.c. system components, but also because they allow the available techniques of block diagram manipulation to be applied, and enable both the analogue and digital computers to be exploited in performing various studies.

It has been emphasised that the basic a.c. system components, in which either a modulation (as in the case of the synchro-pair error-detector) or a demodulation process
(as in the case of 2-phase motor) takes place, cannot be represented individually by explicit open-loop transfer functions because of the fact that the associated input and output signals are of different form. It has been shown, however, that by combining these components together to form the closed-loop system, it is possible to obtain an overall open-loop and closed-loop modulation transfer functions, in which the contributions of the various components are in implicit form, provided that the effect of the generated noise is neglected.

One of the major advantages of the system of equations derived and the block diagrams developed for representing the 2-phase servomotor and the synchro-pair error-detector stems from the fact that they are adaptable, such that, the effects of other associated components, such as compensating devices, can be easily included. Furthermore, they are presented in such form that permits investigation into the effects of variations in the carrier-frequency, carrierphase, electrical parameters, and mechanical parameters on the system performance to be easily carried out.

The analysis outlined is based on linearized conditions realised by generally accepted simplifying assumptions. However, it provides a basis on which extensions and modifications could be made to account for the non-linearities resulting from the gear backlash and coulomb friction, and to include the effects of the high harmonic components generated by the modulation-demodulation process.
3. Compensation techniques play an important role in the design of servomechanisms as a means of modifying the systems performance characteristics either for the stability purposes or for improvement of the overall static and
dynamic performances to meet specified requirements. Each of these techniques has its advantages as well as its limitations, which appear with different proportions depending on the type of application. It is necessary for the servo designer to acquire a thorough knowledge of all the available compensating methods in order to have a wider freedom of choice, and thus be able to apply the most suitable method to his particular application. The main object of the work presented in Chapter 3 was to eliminate or reduce the limitations associated with a.c. tachometers and tandem linear networks as two types of a.c. compensation.

The space and weight restrictions of a.c. tachometers are of profound importance particularly in air-borne applications, but are not the immediate concern of the present work. Even of comparable importance is the need of provision of accurate description to their behaviour particularly when they are employed to compensate instrument and analogue computers servos. A rigorous analysis has, therefore, been attempted using the 2-axis general theory of machines. From the analysis, comprehensive and accurate block diagram representation for the a.c. tachometer was deduced, which can be easily integrated with the corresponding block diagrams of the 2 -phase servomotor and sycnrhopair error-detector to form the overall block diagram representing the compensated a.c. system.

In some applications of the a.c. servomechanisms, such as instrument servos, where the carrier frequency is sufficiently stable, linear electrical networks can be considered the most superior type of compensation almost in every aspect. The available synthesis techniques \({ }^{46-62}\) for such networks, however, when operating on modulated signals, do not seem to form a systematic general approach, and still
depend largely on experience and intuition of the designer. This has led to a slow progress in this field. A novel synthesis method has, therefore, been developed in Chapter 3, based on the derivation of the transfer function from the specified modulation transfer function and then applying the conventional linear network synthesis techniques to the resulting transfer function. The processes of obtaining the transfer function from a specified modulation transfer function and vice versa have been explained in simple terms by neans of time-domain mathematical models and complex-frequency-domain block diagrams, and the two processes have been shown to be reversible if the high harmonic components were neglected. Similar processes have been developed for rotary modulated systems which enabled the synthesis method, with small modifications, to be applicable to such systems. The synthesis method presented is apparently more general and flexible than those previously attempted with no limitations more than those inherent in the conventional theories of linear network synthesis.
4. In some applications of a.c. servomechanisms, particularly common in air-borne control systems, where the need to keep the physical weight and size of the system to minimum prevents the use of suitable frequency regulating equipment; the carrier frequency fluctuates considerably. Under such condition of operation, chopper networks have recently emerged as most superior type of compensation. The author had a considerable interest in this type of network and a proportional part of this thesis was thus devoted to the promotion of previous ideas and propounding new developments in its various aspects with the object of securing a wider scope of application and new exploitations.

In this respect, Chopter I has established the feasibility of constructing widely controlled fly-time 3-terminal synchronous switches which form basic eleruents in chopper networks structures. It has been shown that switches capable of operation with positive fly-time and negative fly-time are physically realizable. A superior circuit employing switching transistors driven by pulse-transformer has been described and its dynamic behaviour has been analysed. Design criteria, which determine the limits of validity of various parameters, have been laid down. A simple design procedure for 3 -terminal synchronous switch and an appropriate driving circuit has been outlined and demonstrated by an illustrative example.

The physical realizability of synchronous switches with such wide operational capabilities can only lead to new developments. Some of these possibilities have been expounded in the conclusions of Chapter \(I\).
5. In Chapter II, it has been shown that, by breaking the 3 -terminal synchronous switch into its most elementary form of 2-terminal switch, applying the duality concept, then reconstructing into a new 3-terminal switch, the positive fly-time switch is the dual of the negative flytime switch. This result has led to the development of systematic techniques whereby the dual of chopper networks of complicated configurations can be easily constructed.

It has been shown that, by applying the duality concept, Thevenin's and Norton's theorems, derivation of physically dissimilar chopper networks with identical responses can be realized. This can result in substantial economy in computational effort since the analysis of only one chopper
network gives the behaviour of its equivalent ones. Freedom in selecting either voltage or current forms for excitation and response signals of various chopper networks is envisaged to lead to increased flexibility in many applications. Although the analysis presented was limited to chopper networks comprising only two electrical passive elements RC or RL, however, it lays down the foundation for further development of more elaborate configurations involving the three passive elements RLC.

It has also been shown that modified responses of various chopper networks can be realized not only by varying the values of the incorporated passive elements but also by:
i) modifying the structure of the chopper network by utilizing additional number of synchronous switches which may be connected in different ways.
ii) varying the fly-time of the incorporated synchronous switches over its positive range as well as its negative range.
iii) making use of operational amplifiers and transformers for adding or subtracting proportional quantities of the input and any particular output of the chopper network.

The work described in Chapter II was originally suggested by Professor D.G.O. Morris, D.Sc., F.I.E.E., to whom the author is deeply grateful.
6. All previous attempts \({ }^{88-111}\) to analyse chopper networks have virtually resulted into approximate methods. The application of these approximate analysis were usually
confined to a few number of chopper networks with very simple configurations which are, in turn, treated under restricted operating conditions. In some cases \(89,90,94,97,98,108,110\), few experimental results were given for very special cases which neither provide sufficient assessment to the approximations involved nor determine their limits of validity under various modes of operation.

A portion of Chapter 4, has, therefore, been devoted to reformulation of an approximate method of analysis developed in the past \({ }^{97-99}\) in order to extend its application to more general and complex configurations of chopper networks. The analysis is based on determining an equivalent time-invariant passive network whose transmission characteristics with respect to the unmodulated data is approximately similar to the transmission characteristics of the chopper network with respect to the carrier-modulated data. Consequently, the modulation transfer function of the chopper network can be obtained simply as the transfer function of the equivalent d.c. network.

In the same Chapter, an exact analytical approach has been also presented free from all the aforementioned limitations. The method makes use of the \(Z\)-transform and the modified Z-transform techniques in order to automatically compute the voltage appearing across the switched capacitors which, in turn, enables the initial conditions to be accounted for at each switching instant. The mathematical processes have been explained in simple terms and accompanied by comprehensive block diagrams. Although the expression obtained for the modulation transfer function is in the form of complicated infinite series, a mathematical method has been developed whereby a closed form expression
can be derived. It has been shown that this method of analysis provides the means for evaluating the noise components generated within the chopper network which cannot be done by the approximate method. Furthermore, by minor modifications, it has been shown feasible to extend the application of the exact analysis to cover the case of chopper networks subject to rotary modulation signals. No similar modifications seem to be possible to be applied to the approximate analysis.

The applications of both the exact and approximate analysis have been demonstrated on three types of RC chopper networks:
i) Single-switch double-capacitor,
ii) Double-dwitch single-capacitor,
iii) Cascaded inverted double-switch double-capacitor. where the analysis for networks (ii) and (iii) are given in Appendices \(B\) and \(C\) respectively.
7. In Chapter 5, extensive practical studies have been performed on a representative selection of chopper networks under various modes of operation, which helped in checking the validity of the theoretical methods of analysis, and in determining the limitations associated with the approximate analytical approach. The investigations performed have been primarily concerned with the determination of the effects of the various parameters and modes of operation on the modulation frequency responses of the chopper networks when excited: firstly, by a suppressedcarrier amplitude-modulated (S.C.A.M.) wave, and secondly, by a rotary modulated (R.M.) wave. The various studies carried out are enumerated below:-
a) Chopper network excited by S.C.A.M. wave
i) Variation of the passive electric elements
ii) Variation of the fly-time of the synchronous switches
iii) Deviation of carrier frequency
iv) Variation of the phase of the demodulation carrier reference
v) Variation of the phase of the modulation carrier reference
vi) Simultaneous change in the phases of modulation and demodulation carrier references.
b) Chopper network excited by R.M. wave
i) Variation of the phase of the derodulation carrier reference
ii) Change in carrier frequency.

Comparing the experimental results with the theoretical predictions calculated by both the exact and approximate methods has shown that, on the whole, the former method is more accurate and reliable than the latter method. The divergence of the results of the approximate method from those obtained experimentally has been found to become even more predominant under the modes of operation assigned above by (iv), (v), and (vi). Further limitations associated with the approximate analysis lie in the fact that it cannot be modified to calculate either the rotary modulation response or the noise components of the chopper networks as it is possible with the exact analysis. All these findings have led to the conclusjon that the numerous advantages of the propounded exact analysis over its approximate counterpart convincingly overweigh its relative complexity.
8. To enable the study of the stabilizing properties of chopper networks when cascaded in the forward path of a practical a.c. servomechanism employing 2 -phase servomotor under various modes of operation, a breadboard model of a positional control a.c. system was designed and constructed in the Laboratory. Chapter 6 outlines a brief account of the design details of the various components with greater emphasis placed on the description of a suitable servoamplifier employing transistors. In the same chapter, preliminary tests have been carried out on the transmittercoincidence transmitter magslip error-detector to determine the relevant parameters whose knowledge is necessary in conducting the various full-scale tests on the complete a.c. model. As a byproduct, the results from these tests have, within certain limits, verified the validity of the theoretical expressions derived earlier in Section 2.3.
9. Extensive studies have been carried out on the positional control a.c. system model to investigate its performance characteristics for both with and without chopper network compensation, and to study the effects on these characteristics brought out by the following factors:
a.) variations in the carrier frequency,
b.) misalignment between the phases of the modulation and demodulation reference carrier excitations.

The tests conducted are in the form of modulation frequency response and transient response, whose techniques have been discussed in detail in Chapter 7. Inferences based on the studies performed on the a.c. system model are summarised below.
i) The effects of carrier frequency variations on the
uncompensated system performance have been found to be, to a certain extent, similar to those which can be caused by loop-gain variations; since the increase of any of them would result in phase-margin reduction and in gainmmargin increase, and vice versa. Therefore, to compensate for such effects, it was proposed to insert a low-pass filter in the reference carrier excitation circuit of either the 2-phase servomotor or the error-detector. Such filter, being sensitive to the carrier frequency, will automatically reduce the exciting reference voltage as the carrier frequency increases, and vice versa.
ii) Deliberate adjustment of the phase misalignment between the reference carrier excitations to the 2-phase servomotor and the error-detector can be used to advantage.
iii) The effectiveness of the chopper networks as good stabilizers to practical a.c. systems has been assessed, and the charecteristics obtained are in conformance with the results presented in Chapter 5 where the chopper networks were tested under ideal conditions.
iv) Because of the phase shifts taking place in the reference windings of the 2 -phase servomotor and the error-detector, a phase misalignment may occur between the modulation and demodulation carrier references, even though the carrier excitations to the servomotor and error-detector were phase aligned. Such phase misalignment has a considerable influence on the chopper networks modulation characteristics, and can cause serious deterioration
to their stabilizing properties when it exceeds a certain value depending on many factors. If this phase miselignment is constant, it is possible to compensete for it by a fixed phase misalignment between the carrier excitations to the servomotor and error-detector. However, such phase misalignment is expected to be varying in the event of employing unstabilized carrier frequency source; since the phase shifts effected in the 2 -phase motor and the error-detector are frequency dependent. Under this condition, automatic control for the phase misalignment between the carrier excitations to the servomotor and error-detector is necessary in order to obtain continuous compensation. Auxiliary control systems may be employed for this purpose. However, the simplest means envisaged is to insert two low-pass filters in the carrier excitation circuits of the servomotor and errordetector. Designing these filters properly would provide automatic compensetion not only for the phase misalignment between the modulation and demodulation carrier references, but also for the chonge in the performance charecteristics of the uncompensated system (as mentioned in (i) above) due to fluctuations in the carrier frequency.
10. Electronic modulators and demodulators play a significant role in testing the modulation frequency responses of a.c. control systems. However, for practical reasons, accurate and reliable results obtained by the avoilable commercial types of these equipment are only guaranteed for modulating frequencies not exceeding \(10 \%\) of the carrier frequency. This limits the range of the modulation frequency
response obtainable experimentally to only a small value, which may, in some cases, provide insufficient information for the design purposes.

In Chapter 8, these operational limitations have been explained in terms of the distortions which may occur in transmitting modulated signals through the incorporated circuits and amplifiers with non-flat frequency characteristics. On this basis, a simple scheme has been developed to extend the modulating frequency range of conventional electronic modulators and demodulators, which can be easily integrated into them without any modification to their basic circuitry. The principle of operation of the proposed scheme is based on shifting the frequency of the sidebands of the modulated signal to a sufficiently high level to avoid the non-flat portion of the frequency characteristics of the various circuits and amplifiers. After passing through these circuits without distortion, the frequency lovel of the sidebands is then shifted back to its original value. Such operations have been accomplished by modulating the sidebands on to an auxiliary carrier (whose value is higher than the principal carrier), passing through the various circuits and amplifiers, then demodulation by the auxiliary carrier to recover the original sidebands. Useful criteria have been laid down whereby the suitable value of the auxiliary frequency can be determined.

Square-wave modulator and demodulator have been designed and constructed in the Laboratory in order to realize the required operations of the scheme. They were then incorporated into a Laboratory electronic modulator-demodulator unit to test the practicaility of the scheme. The results obtained have shown a marked improvement to the working range of the modulation frequency of the unit under
test. Oscillograms illustrating the principle of operation of the scheme have been also presented.

It was stressed, however, that the proposed scheme still suffers from the disadvantage of generating noise; and some proposals have been put iforward to reduce its level.
9.2. Suggestions for further work
1. The mathematical models and block diagrams representations describing the behaviour of the basic a.c. servonechanism components, developed in Chapter 2, should provide the servo designer with the basis upon which more refined and systematic design procedures could be applied to a.c. control systems in parallel with those already available for d.c. systems. Although the validity of the theoretical analysis presented is adequately convincing, some practical check is still demanded, and careful assessment of the involved simplifying assumptions is still lacking. Further work would, therefore, be mainly concerned with filling these two gaps.

A comparison could be made, in terms of the modulation frequency response and transient response of an a.c.control system, between results obtained from a breadboard model (as outlined in Chapter 7) and results obtained from either analogue or digital computer on which the mathematical models and block diagrams representetions are simulated. The various principal parameters associated with these mothematical models and block diagrams can be easily measured by appropriate laboratory tests on the breadbaord model components.
2. In the present work, the anelysis of only one
structure of synchros, arranged as transmitter-coincidence transmitter synchro-pair, based on the 2-axis general theory of machines, has been outlined. However, it lays down the foundation for similar analysis to be attempted, whereby the performance characteristics of other configurations and arrangements of synchro or magslip systems can be accurately described and easily represented. Some of the magslip systems where such analytical approach should be deployed are enumerated below:
i) Magslip hunter system: particularly suitable for hydraulic servo systems. Arranged in the form of transmitter, resetting transmitter, and hunter.
ii) Follow-through magslip system: suitable for summation of mechanical movements. Arranged in the form of transmitter, follow-through transmitter, and receiver.
3. A general synthesis procedure for realizing specified multiplicative and rotary modulation transfer functions by linear networks has been developed in Chapter 3. The practical application of this method, however, has not been attempted, and is thus suggested for future work. To systematize its application, realizability criteria should be first established. Also the practical limitations associated with the propounded synthesis method still remain to be determined.
4. By establishing the duality between positive and negative fly-time 3 -terminal synchronous switches, it was possible to extend the application of the duality concept to chopper networks as has been shown in Chapter II. Applying the duality concept in conjunction with Thevenin's
and Norton's theorems then enabled the derivation of physically dissimilar chopper networks but with equivalent response. The ideas involved should be suitable for developing general techniques for synthesising RLC chopper networks comprising a combination of positive fly-time and negative fly-time synchronous switches; thereby realizing a wide variety of modulation response which would considerably increase the scope of chopper networks applications.
5. The superiority of chopper networks over other types of a.c. compensation, in terms of insensitivity to carrier frequency, physical size, weight and cost, are now widely recognised. However, due to the switching mechanism involved, chopper networks generate noise which would cause undesirable heating to the control windings of the 2-phase servomotors. A thorough study of the noise content is therefore needed in order to find the ways of minimising it. In Section 4.2.7, suitable formulae have been derived for evaluating the noise content. Such an assessment of the noise is envisaged to be very useful in estoblishing one of the important criteria for selecting the suitable type of chopper network.
6. In the studies performed on the breadboard a.c. servomechanism model (Chapter 7), the effects of carrier frequency variations on the performance characteristics of the uncompensated system have been shown to be similar to those due to loop-gain variations. It has been proposed that by inserting a low-pass filter in the reference carrier excitation circuit of either the 2 -phase servomotor or the error-detector, automatic compensotion for such effects could be achieved. It would be worthwhile to pursue studies along these lines.

It has been also shown that fluctuations in carrier frequency would result in phase misalignment between the modulation and demodulation carrier references, which may lead to some detrimental effects on the stabilizing capabilities of chopper networks. Insertion of two lowpass filters in the carrier excitation circuits of the servomotor and the error-detector has been suggested as a possible means of automatic compensation not only for the phase misalignment but also for the change in the performance characteristics of the uncompensated system. The feasibility and practical limitations of such compensating scheme require further study.
7. Because of the practical limitations associated with the available electronic modulators and demodulators, a suitable scheme has been described in Chapter 8, which, on being incorporated into these electronic modulators and demodulators, are capable of extending their working range of the modulotion frequency. Although the practicability of the scheme has been established, more work is still needed to reduce the level of the noise introduced. Section 8.5 .2 outlines some possible modifications to the scheme which mey be considered as helpful guidance to future work in this field.
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\section*{APPENDIX}

\section*{Analytical Reduction of Various Expressions}

\section*{A.1. Approximate expression for matrix \(\Delta_{1}\)}

Based on the assumption described by Ign. 2.2.22, the various elements of the matrix \(\alpha_{12} \alpha_{22}{ }^{-1} \alpha_{21}\) expressed by Eq. 2.2.20 can be reduced as described below:
\[
\begin{align*}
& \cos \gamma_{m} \frac{p}{Z} \cos \gamma_{m}+\sin \gamma_{m} \frac{p}{Z_{d}} \sin \gamma_{m} \simeq \\
& \frac{1}{\bar{R}_{d}}\left[\cos ^{2} \gamma_{m} p-\cos \gamma_{m} \sin \left(\gamma_{m}\right) \gamma_{m}+\sin ^{2} \gamma_{m} p+\sin \gamma_{m} \cos \left(\gamma_{m}\right) \gamma_{m}^{\bullet}\right] \\
& =\frac{1}{R_{d}} p \\
& \text { Similarly, it is easy to prove that: } \\
& \quad \cos \left(\gamma_{m}\right) \frac{p}{Z_{d}} \sin \gamma_{m}-\sin \left(\gamma_{m}\right) \frac{p}{Z_{d}} \cos \gamma_{m} \simeq 0
\end{align*}
\]

Substituting Eqns. A.1.1 and A.1.2 in Eq. 2.2.20, yields
\[
\begin{aligned}
\Delta_{1} & =Z_{D} \begin{array}{|l|l|}
\hline 1 & \\
\hline & 1 \\
& =\left(Z_{D}-\frac{M^{2}}{R_{d}} p^{2} \begin{array}{|c|c|}
\hline R_{d} & \left.p^{2}\right) \\
\hline
\end{array}\right. \\
& \\
\hline & \\
\hline
\end{array}
\end{aligned}
\]
\[
\text { A. } 1.3
\]

\section*{A.2. Approximate expression for matrix \(\Delta_{2}\)}

Following a similar procedure as outlined above in A.1, the simple expression for \(\Delta_{2}\) can be directly written as below:
\[
\Delta_{2} \cong\left(z_{d}-\frac{M^{2}}{R_{D}} p^{2}\right) \begin{array}{|l|l|}
\hline & \\
\hline & 1 \\
\hline
\end{array}
\]
A.3. Approximate expression for e 21

Breaking Eqn. 2.3.35 into simple elements and then considering these elements separately, thus
\[
\begin{aligned}
\cos \left(\gamma_{s 1}\right) \cdot \frac{p}{Z_{D S}} \cdot \cos \left(\gamma_{s 1}\right) i_{a 1} & =\frac{1}{L_{D S}}\left[\cos ^{2} \gamma_{s 1}-\right. \\
& \left.\cos \left(\gamma_{s 1}\right) \frac{R_{D S}}{Z_{D S}} \operatorname{cos\gamma _{s1}}\right] i_{a 1}
\end{aligned}
\]

Similarly,
\(\sin \left(\gamma_{s 1}\right) \cdot \frac{p}{Z_{D S}} \cdot \sin \left(\gamma_{s 1}\right) i_{a 1}=\frac{1}{L_{D S}}\left[\sin ^{2} \gamma_{s 1}-\sin \left(\gamma_{s 1}\right)\right.\)
\[
\left.\frac{R_{D S}}{Z_{D S}} \sin \gamma_{S 1}\right] i_{\text {an }}
\]
..A. 3.2

Adding Ens. A. 3.1 and A.3.2 and then differentiating the result w.r.t time, gives
\[
\begin{gathered}
p\left[\cos \left(\gamma_{S 1}\right) \cdot \frac{p}{Z_{D S}} \cos \gamma_{S 1}+\sin \left(\gamma_{S 1}\right) \cdot \frac{p}{Z_{D S}} \operatorname{sin\gamma } \gamma_{S 1}\right] i_{a 1}= \\
\frac{1}{L_{D S}}\left[p-\frac{R_{D S}}{I_{D S}}\left\{1-R_{D S}\left(\cos \left(\gamma_{s 1}\right) \frac{1}{Z_{D S}} \cos \gamma_{S 1}+\sin \left(\gamma_{S 1}\right) \frac{1}{Z_{D S}} \operatorname{sin\gamma } \gamma_{S 1}\right)\right.\right. \\
\left.\left.+L_{D S} r_{S 1}^{*}\left(\cos \left(\gamma_{S 1}\right) \cdot \frac{1}{Z_{D S}} \sin \gamma_{S 1}-\sin \left(\gamma_{S 1}\right) \frac{1}{Z_{D S S}} \cos \gamma_{S 1}\right)\right\}\right] i_{a 1} \\
\ldots A \cdot 3.3
\end{gathered}
\]

With the assumption expressed by Eq n. 2.3.27, the first two terms in Eq. A. 3.3 predominate the rest of the terms. Substituting this result into Eq. 2.3.25, it simplifies to
\[
e_{a 1} \cong\left[z_{d s}-\frac{M_{S}^{2}}{2 L_{D S}} \cdot p+\frac{m_{S}^{2} R_{D S}}{2 I_{D S}^{2}}\right] i_{a 1} \quad A \cdot 3.4
\]

\section*{APPENDIX B}

Analysis of the double-switch single-capacitor chopper network
```

shown in Figure 4.1.3-b

```

Since the analysis and method of deriving various relations are rather similar to those outlined in Chapter 4 , the details of the analysis are omitted and only the final expressions and important relations are directly given.

\section*{B.1. Application of the exact analytical approach}
B.1.1. Derivation of the E -transform of the voltage appearing across the capacitor

With the help of the block diagram shown in Fig. 4.2.3, the following expressions can be easily deduced by setting up the signal relationships around the two samplers;
\[
\begin{aligned}
& \lambda_{2}^{*}(s)=e^{-(1-2 \delta) T / 2 \tau_{1}} \cdot Z_{2}^{-1} \cdot \lambda_{1}^{*}(s) \quad \text { B.1.1 } \\
& \frac{1-Z_{2}^{-1} r}{1-Z_{2}^{-1} e^{-T / 2 \tau_{e}} \cdot \lambda_{1}^{*}(s)}=\left[F(s) e^{\delta T S} G(s)\right]^{*} B \cdot 1.2
\end{aligned}
\]
and
\[
\begin{aligned}
& \lambda_{2}^{*}(s)=e^{-(1-\Sigma \delta) T / 2 \tau_{1}} \frac{Z_{2}^{-1}\left(1-Z_{2}^{-1} e^{-T / 2 \tau} 2\right)}{\left(1-Z_{2}^{-1} r\right)} \cdot \frac{2}{T} \sum_{I_{1}=-\infty}^{\sum_{2}=\infty}[F(s-j 2 \Omega L) \\
& \left.e^{\delta T(s-j 2 \Omega I)} \cdot G\left(s-j 2 \Omega I_{1}\right)\right] \\
& \text { B. } 1.3
\end{aligned}
\]
\[
\begin{aligned}
& \text { where } \begin{array}{l}
\text { the sampling period is } \frac{T}{2}, \\
Z_{2}^{-1}= \\
e^{-T S / 2}, \\
r=\exp \left\{-T\left(\frac{1}{2 \tau_{1}}-\frac{\delta}{\tau_{e 2}}\right)\right\}
\end{array} \begin{array}{ll}
\text { B. } 1.5
\end{array}
\end{aligned}
\]
and
\[
F(s)=\left\{x(t) \cdot E_{m d} \sin (\Omega t+\theta) \cdot M(t) \quad\right. \text { B.1.6 }
\]
wherein
\[
\begin{align*}
M(t)= & M_{1}(t)-M_{2}(t) \\
= & \sum_{n=-\infty}^{n=\infty}\left[U_{-1}\{t-n T\}-U_{-1}\{t-(n+\delta) T\}\right]-U_{-1}\left\{t-\left(n+\frac{1}{2}\right) T\right\} \\
& \left.-U_{-1}\left\{t-\left(n+\frac{1}{2}+\delta\right) T\right\}\right] \tag{B. 1.7}
\end{align*}
\]
which is illustrated in Fig. 4.2.1.
B.1.2. Determination of the output voltage

From Fig. 4.2.3, it is evident that \(y_{2}\) and \(y_{3}\) are the useful outputs. Determination of either can be obtained by considering the contribution of various signals during two periods as outlined below for the output \(y_{2}\).
B.1.2.1. Contribution during the periods \(n T \leqslant t<(n+\delta) T\) and \((n+1 / 2) T \leqslant t<(n+1 / 2+\delta) T\) :

This is given in the time-domain,
according to Fig. 4.2.3, by
\[
y_{21}(t)=S(t) \cdot M(t) \cdot E_{d e} \sin (\Omega t+\phi) \quad B \cdot 1.3
\]
where
\[
\xi(s)=[F(s)+\xi(s)] \cdot G(s) \quad \text { B. } 1.9
\]
wherein
\[
\xi(s)=\tau\left[\lambda_{2}^{*}(s)-e^{(1-2 \delta-\varepsilon) T s / 2} z_{2}^{-1} \lambda_{1}^{*}(s)\right]
\]

Transformation of En. B.1.8 into the complex frequency domain can be effected by using twice the complex convolution, in a similar manner as presented in Appendix D.1. This would yield
\[
y_{21}(s)=E_{\text {de }} \sum_{n=-\infty}^{n=\infty} R(\phi, n) \xi(s-j 2 \Omega n) \quad \text { E. } 1.11
\]
where \(R(\varnothing, n)\) con be obtained by using the result of Eqns. D.1.10 according to the relation
\[
R(\phi, n)=R_{2}(\phi, n)\left[1+e^{-j \pi m}\right] \quad B \cdot 1.12
\]
which reduces to
\[
\begin{gather*}
R(\phi, n)=\frac{-1}{\pi} \cdot \frac{1}{\left(4 n^{2}-1\right)}\left[\{\cos \phi+j 2 n \sin \phi\}-e^{-j 4 \pi \delta n}\right. \\
\{\cos (2 \pi \delta+\phi)+j 2 n \sin (2 \pi \delta+\phi)\}] \tag{B. 1.13}
\end{gather*}
\]
since the form of \(F(t)\) is similar to that of \(y_{12}(t)\), the transform of the former can thus be written as
\[
F(s)=E_{m d} \sum_{m=-\infty}^{m=\infty} R(\theta, m) x(s-j 2 \Omega m) \quad \text { B. } 1.14
\]
where \(R(\theta, m)\) can be directly deduced from Eq. B. 1.13 by simply replacing \(\varnothing\) by \(\theta\) and \(n\) by \(m\).

Substituting the results of Eq ns. B.1.1, B.1.3, B.1.9, B.1.10 and B.1.14 and rearranging the result, gives
\[
\begin{aligned}
& y_{21}(s)=E_{m d} E_{d e} \sum_{n=-\infty}^{n=\infty} \sum_{m=-\infty}^{m=\infty} R(\eta, n) R(\theta, m) G(s-j 2 n \Omega) \\
& x\{s-j 2 s(n+m)\} \\
& +I_{m d} E_{d e} \frac{2 \tau}{T} \frac{Z_{2}^{-1}\left(1-Z_{2}^{-1} e^{-T / 2 \tau} 2\right.}{\left(1-Z_{2}^{-1} r\right)} \sum_{n=-\infty}^{n=\infty} \sum_{L=-\infty}^{L=\infty} \sum_{m=-\infty}^{m=\infty} R(\phi, n) P(\theta, m) \\
& G\left(s-j 2 s_{n}\right)\left[e^{-(1-2 \delta) T / 2 \tau_{1}}-e^{(1-2 \delta)\left(s-j 2 \Omega_{n}\right) T / 2}\right] \\
& G\{s-j 2 \Omega(I+n)\} \quad e^{\delta T}\{s-j 2 \Omega(I+n)\} \quad x\{s-j 2 \Omega(n+m+I)\} \quad B \cdot 1.15
\end{aligned}
\]
B.1.2.2. Contribution during the periods \((n+\delta) T \leqslant t<(n+1 / 2) T\) and \((n+1 / 2+\delta) T \leqslant t<(n+1) T:\)

According to Sub-section 4.2.3.2, the contribution can be directly given in the complex frequency domain by Eqn. 4.2.64. Combining this and the above contribution, the output \(y_{2}(s)\) can thus be obtained as written below
\[
\begin{equation*}
y_{2}(s)=y_{21}(s)+y_{22}(s) \tag{B. 1.16}
\end{equation*}
\]

Pursuing similar steps as outlined above, the output \(y_{3}(s)\) can be easily determined as given below
\[
y_{3}(s)=y_{31}(s)+y_{32}(s) \quad \text { B.1.17 }
\]
where
\[
\begin{array}{r}
y_{31}(s)=E_{m d} E_{d e} \sum_{n=-\infty}^{n=\infty} \sum_{m=-\infty}^{m=\infty}[R(\not \varnothing, n) R(\theta, m) \times\{s-j 2 \Omega(n+m)\}] \\
-y_{21}(s)
\end{array}
\]
and
\[
\begin{equation*}
y_{32}(s)=\frac{\tau}{\tau_{2}} y_{31}(s) \tag{B. 1.19}
\end{equation*}
\]
B.1.3. Derivation of the multiplicative modulation transfer function

On the basis of the definition given in Subsection 4.2 .4 , the modulation transfer functions \(G_{m m 2}(s)\) and \(G_{m m}(s)\) can be deduced from Eqns. B. 1.16 and B. 1.17 respectively. This would yield the following expressions
\[
\begin{aligned}
& G_{m m 2}(s)=2 \sum_{n=-\infty}^{n=\infty} R(\phi, n) R(\theta, n) G(s-j 2 \Omega n) \\
&+\frac{4 \tau}{T} z_{2}^{-1} \frac{\left(1-Z_{2}^{-1} e^{-T / 2 \tau} 2\right.}{\left(1-Z_{2}^{-1} r\right)}\left[\sum_{n=-\infty}^{n=\infty} R(\phi, n) G(s-j 2 \Omega n)\right. \\
&\left\{e^{-(1-2 \delta) T / 2 \tau_{1}}-e^{(1-2 \delta)(s-j 2 \Omega n)} T / 2\right) \\
&\left.G(s+j 2 \Omega m) e^{\delta t(s+j 2 \Omega m)}\right]\left[\sum_{m=-\infty}^{m=\infty} R(\theta, m)\right. \\
&+\frac{\tau_{2}}{\tau+\tau}\left[(1-2 \delta) \cos (\phi-\theta)+\frac{1}{\pi} \sin (2 \pi \delta) \cos (2 \pi \delta+\phi+\theta)\right]
\end{aligned}
\]
a nd
\[
\begin{align*}
& G_{m m 3}(s)=2 \sum_{n=-\infty}^{n=\infty} R(\phi, n) R(\theta, n) \\
& \quad+(1-2 \delta) \cos (\phi-\theta)+\frac{1}{\pi} \sin (2 \pi \delta) \cos (2 \pi \delta+\phi+\theta) \\
& \quad-G_{m m 2}(s)
\end{align*}
\]

\section*{B.1.4. Closed form for the multiplicative modulation tronsfer function}

On the basis of the method adopted in Sub-section 4.2 .5 , each infinite series appearing in Eqns. B. 1.20 and B. 1.21 may first be attempted to be replaced by a convolution of two functions of the complew frequency \(s\) with at least one of these functions should obviously be possessing infinite poles, then the evaluation of the convolution integral may be effected by choosing the contour which encloses these limited number of poles. In doing so, a closed form may be obtained for each infinite series. Since this process has been explained in detail in Sub-section 4.2.5, only the results of the mathemstical manipulations are given below
\[
\begin{aligned}
B \cdot 1 \cdot 4 \cdot 1 \cdot I_{1} & =2 \sum_{n=-\infty}^{n=\infty} R(\not, n) R(\theta, n) \\
& =2 \delta \cos (\phi-\theta)-\frac{1}{\pi} \sin (2 \pi \delta) \cos (2 \pi \delta+\varnothing+\theta)
\end{aligned}
\]
B.1.4.2.
\[
\begin{aligned}
& I_{2}=\sum_{n=-\infty}^{n=\infty} R(\notin, n) G(s-j 2 \Omega n)\left\{e^{-(1-2 \delta) T / 2 \tau_{1}}\right. \\
& \left.-e^{(1-2 \delta)(s-j 2 \Omega n) T / 2}\right\} \\
& =\frac{1}{\tau}\left[\left\{e^{-(1-2 \delta) T / 2 \tau_{1}}-e^{-(1-2 \delta) T / 2 \tau_{e}} \in\right\} /\left\{1-e^{-\left(s+1 / \tau_{e}\right) T / 2}\right\}\right. \\
& {\left[\left\{\Omega \cos \phi+\left(s+1 / \tau_{e}\right) \sin \phi\right\}-e^{-\delta T\left(s+1 / \tau_{e}\right)}\{\Omega \cos (2 \pi \delta+\phi)\right.} \\
& \left.\left.+\left(s+1 / \tau_{e}\right) \sin (2 \pi \delta+\varnothing)\right\}\right] \\
& \text {..B.7.23 } \\
& \text { B.1.4.3. } I_{3}=\sum_{m=-\infty}^{m=\infty} R(\theta,-n) G(s+j 2 \Omega m) e^{\delta T / s+j 2 \Omega m)} \\
& =\frac{e^{-\delta T / \tau} \mathrm{e}}{\tau}\left[\left\{\Omega \cos \theta-\left(s+1 / \tau_{e}\right) \sin \theta\right\}-e^{\delta T\left(s+1 / \tau_{e}\right)}\right. \\
& \frac{\left\{\Omega \cos (2 \pi \delta+\theta)-\left(s+1 / \tau_{\mathrm{e}}\right) \sin (2 \pi \delta+\theta)\right\}}{1 / \tau)} \\
& {\left[1-e^{-\left(s+/ \tau_{e}\right) T / 2}\right]\left[\left(s+1 / \tau_{e}\right)^{2}+s^{2}\right]} \\
& \text {..B. } 1.24
\end{aligned}
\]
\[
\left.\begin{array}{rl}
B .1 .4 .4 \cdot I_{4} & =\sum_{n=-\infty}^{n=\infty} \operatorname{Pi}(\emptyset, n) R(\theta,-n) G(s-j 2 \Omega n) \\
& =2 \frac{\tau}{T}-\frac{\left[1-e^{-\left(s+1 / \tau_{\epsilon}\right) T / 2}\right]}{e^{-\delta T / \tau} e\left[e^{-(1-2 \delta) T / 2 \tau} 1\right.}-e^{-(1-2 \delta) T / 2 \tau} e
\end{array} I_{2} \cdot I_{3}\right]
\]
.. B. 1.25

Substituting the results of Eq ns. B. 1.22 to B. 1.25 into Eqns. B. 1.20 and B.1.21, closed forms for the multiplicative modulation transfer functions can be obtained as given below
\[
\begin{aligned}
G_{\operatorname{mm2}}(s)= & \frac{\tau_{2}}{\tau+\tau_{2}}\left[(1-2 \delta) \cos (\phi-\theta)+\frac{1}{\pi} \sin (2 \pi \delta) \cos (2 \pi \delta+\phi+\theta)\right] \\
& +2 I_{4} \frac{1-Z_{2}^{-1} e^{-T / 2 \tau} e}{1-Z_{2}^{-1} \mathrm{r}}
\end{aligned}
\]
and
\[
G_{m m 3}(s)=\cos (\not \varnothing-\theta)-G_{m m 2}(s) \quad B .1 .27
\]
E.2. Application of the approximate analytical approach
E.2.1. Derivation of the voltage appearing across the capacitor at the switching instants.

This voltage has already been obtained in the \(Z\)-domain as \(\lambda_{2}^{*}(s)\) in Subsection P .1 .1 . If the input modulating signal \(x(t)\) is a unit step function, then
\[
\left[F(s) e^{\delta T S_{G}(s)}\right]^{*}=E_{m d} \cdot \frac{\tau_{e}}{\tau} \cdot \frac{1}{1+\tau_{e}^{2} \Omega^{2}} \frac{\left[\alpha e^{-\delta T / \tau} e\right.}{} \frac{[\beta]}{\left(1-Z_{2}^{-1}\right)\left(1-Z_{2}^{-1} e^{-T / 2 \tau} e\right)}
\]
where \(\alpha\) and \(\beta\) are as defined by Iqns. 4.3.4 and 4.3.5 respectively.

Substituting the result of Eqn. B.2.1 into Eqn. B.1.3, yields
\[
\begin{equation*}
\lambda_{2}^{*}(s)=E_{m d} \cdot \Delta \cdot \frac{z_{2}^{-1}}{\left(1-z_{2}^{-1}\right)\left(1-z_{2}^{-1} r\right)} \tag{B. 2.2}
\end{equation*}
\]
where
\[
\Delta=\frac{\tau_{2}}{\tau} \cdot \frac{e^{-(1-2 \delta) T / 2 \tau_{1}}}{1+\tau_{e}^{2} \Omega^{2}}\left[\alpha e^{-\delta T / \tau_{e}}-\beta\right]
\]
..B.2.3

Expanding Eq. B.2.2 in partial fractions,
\[
\lambda_{2}^{*}(s)=E_{m d} \cdot \frac{\Delta}{1-r}\left[\frac{1}{1-z_{2}^{-1}}-\frac{1}{1-z_{2}^{-1} r}\right] \quad \text { B. } 2.4
\]

On taking its inverse Z-transform, gives
\[
\lambda_{2}^{*}(t)=E_{m d} \cdot \frac{\Delta}{1-r} \sum_{m=0}^{m=00}\left(1-r^{m}\right) U_{0}\left(t-m \frac{T}{2}\right) \quad \text { B. } 2.5
\]
B.2.2. Derivation of the chopper network response

Table II. 4.3 gives the response in Laplacian form applicable during the various intervals of the carrier cycle.

Rewriting the response \(v_{2}(s)\) during the period \(n T \leqslant t<(n+\delta) T\)
\[
\left.\mathrm{v}_{2}(\mathrm{~s})=\left[\mathrm{n}_{1}(\mathrm{~s})+\tau \cdot{ }_{\mathrm{n}} \mathrm{~V}\right)\right] \cdot \mathrm{G}(\mathrm{~s}) \quad \mathrm{B} \cdot 2.6
\]
where
\[
\mathrm{n}_{1}(\mathrm{~s}) \text { is as defined by Eqn. 4.3.15, }
\]
and
\[
\begin{equation*}
{ }_{n}{ }^{V}=\lambda_{2}(n T) \tag{E. 2.7}
\end{equation*}
\]
which on substitution in Eqn. B.2.5, gives
\[
{ }_{n} V=E_{m d} \cdot \Delta \cdot \frac{1-r^{2 n}}{1-r} \quad \text { B. } 2.8
\]

Substituting Eqns. 4.3.15 and B.2.8 into Eq. B. 2.6 and then applying the inverse Laplace transform to the result, gives
\[
\begin{array}{r}
v_{2}\{(n+\mu) T\}= \\
\quad E_{m d} \cdot \Delta \cdot \frac{1-r^{2 n}}{1-r} e^{-\mu T / \tau} e \\
\quad E_{m d} \cdot \frac{\tau e}{\tau} \cdot \frac{1}{1+\tau e^{2} \Omega^{2}}\left[\alpha e^{-\mu T / \tau e}-\left\{\tau e^{\Omega \cos (2 \pi \mu+\theta)}\right.\right. \\
-\sin (2 \pi \mu+\theta)\}]
\end{array}
\]
where
\[
\begin{equation*}
0 \leqslant \mu<\varepsilon \tag{B. 2.10}
\end{equation*}
\]

During the periods \((n+\delta) T \leqslant t<\left(n+\frac{1}{2}\right) T\) and \(\left(n+\frac{1}{2}+\delta\right) T \leqslant t<(n+1) T\), the response, again, can be obtained from Table II. 4.3 and may be expressed in the time domain by Eqns. 4.3.19 and 4.3.22 respectively.

Also, during the period \(\left(n+\frac{1}{2}\right) T \leqslant t<\left(n+\frac{1}{2}+\delta\right) T\), the corresponding response may be deduced in a similar manner as above and is given by
\(v_{2}\left\{\left(n+\frac{1}{2}+\mu\right) T\right\}=-E_{m d} \cdot \Delta \cdot \frac{1-r^{(2 n+1)}}{1-r} e^{-T / \tau} e\)
\[
\begin{array}{r}
-E_{m d} \cdot \frac{\tau}{\tau} \cdot \frac{1}{1+\tau_{e}^{2} \Omega^{2}}\left[\alpha e^{-\mu \mathrm{T} / \tau} \mathrm{e}-\left\{\tau e^{\Omega \cos (2 \pi \mu+\theta)}\right.\right. \\
-\sin (2 \pi \mu+\theta)\}] \quad B .2 .11
\end{array}
\]

By applying the simple relation expressed by Eqn. 4.3 .33 . the response \(v_{3}(t)\) can be obtained durin \(n_{S}\) the various intervals of the carrier cycle.
B.2.3. \(\frac{\text { Determination of equivalent time-invariant }}{\text { passive electric network }}\)
B.2.3.1. Phase-lag aspect

On the basis of the assumption
expressed by Eqn. 4.3 .34 , the output voltare envelope will vary slowly as compared to the carrier frequency. Under this condition, the approximate amplitude of the fundamental component, in phase with the demodulation reference, during the \(n^{\text {th }}\) switching can be found by quasi-stationary Fourier analysis and is given for the output, \({ }^{*} 2\) as
\[
\begin{aligned}
\mathrm{V}_{2} & =\frac{1}{\pi} \int_{0}^{2 \pi \delta} v_{2}\left\{\left(n+\frac{h}{2 \pi}\right) T\right\} \cdot \sin (h+\phi) d h \\
& +\frac{1}{\pi} \int_{0}^{2 \pi \delta} v_{2}\left\{\left(n+\frac{1}{2}+\frac{h}{2 \pi}\right) T\right\} \cdot \sin (h+\pi+\emptyset) d h \\
& +\frac{2}{\pi} \int_{2 \pi \delta}^{\pi} v_{2}\left\{\left(n+\delta+\frac{h}{2 \pi}\right) T\right\} \cdot \sin (h+\phi) d h \quad B \cdot 2 \cdot 12
\end{aligned}
\]
where \(h\) is as defined by Jqn. 4.3.36.

Solving the integrations, gives
\[
\begin{equation*}
\mathrm{V}_{2}=\mathrm{E}_{\mathrm{md}} \cdot \mathbb{M}\left[A_{1}+B_{1}\left\{1+\frac{(r+1)}{2} r^{2 n}\right\}\right] \tag{B. 2.13}
\end{equation*}
\]
where \(M, A_{1}\) and \(B_{1}\) are as defined by Eqns. 4.3.38, 4.3 .39 and 4.3 .40 respectively.

If a step function of magnitude \(E_{m d}\) is applied at \(t=0\) to the input terminals of both the phase-lag d.c. networks \(a\) and \(b\) illustrated in solid line in Fig. 4.3.1, their responses can be shown, as given by Iqns. 4.3 .45 and 4.3.46 respectively, to have a similar form as the R.H.S. of Eqn. B.2.13. This is only valid if the initial charges on their respective capacitors are zero. Under this condition, these d.c. networks can therefore be considered as equivalent to the system shown in Fig. 4.1.1 in its phaselag aspect. In order to obtain the parameters of the equivalent d.c. networks in terms of those pertinent to the chopper network under consideration, Eqns. 4.3.45 and 4.3.46 may be compared, in turn, with Eqn. B. 2.13 at the instants at which the peaks of the demodulation reference carrier occur (see Fig. 4.3.3). The results of the comparison are given below
i) For d.c. network a (Fig. 4.3.1)
\[
\frac{1}{\tau_{a}}=\frac{1}{\tau_{1}}+\frac{2 \delta}{\tau_{e 2}} \quad B \cdot 2 \cdot 14
\]
\[
\mathrm{K}_{\mathrm{a}} \text { is as defined by Egn. 4.3.54 B.2.15 }
\]
and
\[
K_{a}^{\prime}=1-\left(\frac{1+r}{2}\right) \quad \frac{B_{1}}{A_{1}+B_{1}} H \quad \text { B. } 2.16
\]
where
\[
\begin{align*}
& \mathrm{H}=\mathrm{e}^{\left\{(\pi-2 \phi)\left(\frac{1}{\tau_{1}}+\frac{2 \delta}{\tau_{\mathrm{e} 2}}\right) / 2 \Omega\right\}} \tag{B. 2.17}
\end{align*}
\]
ii) For dec. network b (Fig. 4.3.1)
\[
\begin{align*}
& \frac{1}{\tau_{b} K_{b}}=\frac{1}{\tau_{1}}+\frac{2 \delta}{T_{e 2}}  \tag{B. 2.18}\\
& K_{b}^{\prime}=\left[M A_{1}+B_{1}-\frac{(1+r)}{2} B_{1} H\right] \tag{B. 2.19}
\end{align*}
\]
and
\[
\begin{equation*}
K_{b}=\frac{1-M\left(A_{1}+B_{1}\right)}{\left.1-M\left[A_{1}+B_{1}-\frac{(1+r}{2}\right)_{B_{1}} H\right]} \tag{B. 2.20}
\end{equation*}
\]

\section*{B.2.3.2. Phase-lead aspect}

Following similar pattern of steps as above, the fundamental component of \(v_{3}(t)\), in phase with the demodulation reference, during the \({ }^{\text {th }}\) switching period can be obtained and is given by
\[
{ }_{n} V_{3}=E_{m d} \cdot M\left[A_{2}-B_{1}\left\{1-\frac{(1+r)}{2} r^{2 n}\right\}\right]
\]

\section*{B. 2.21}
where \(A_{2}\) is as defined by En. 4.3.60.

The responses of the dec. networks \(a\) and \(b\) illustrated in Fig. 4.3 .2 to a step input of magnitude \(E_{m d}\) are given by Eqns. 4.3.61 and 4.3.62 respectively. It is evident that the form of each of these responses is similar to the R.H.S. of Eq. B.2.2.1. Consequently, they can be considered equivalent to the system of Fig. 4.1.1 in its
phase-lead aspect. Therefore, by comparing Eqns. 4.3.61 and 4.3 .62 , in turn, with Eqn. B. 2.21 at the instants at Which the peaks of the demodulation reference carrier occur, it is possible to determine the d.c. network parameters in terms of those pertinent to the chopper network under consideration. The following relations are deduced from the comparison
i) For d.c. network a (Fig. 4.3.2)
\[
\begin{align*}
\frac{1}{\tau_{c}^{1} K_{c}} & =\frac{1}{\tau_{1}}+\frac{2 \delta}{\tau_{e 2}}  \tag{B. 2.22}\\
K_{c}^{\prime} & =\frac{A_{2}-B_{1}}{A_{2}-B_{1}\left[1-\frac{(1+r}{2}\right)} H \tag{B. 2.23}
\end{align*}
\]
a nd
\[
K_{c}=M\left[A_{2}-B_{1}\left\{1-\frac{(1+r)}{2} H\right\}\right] \quad \text { B. } 2 \cdot 24
\]
ii) For d.c. network b (Fig. 4.3.2)

Eqns. B.2.22 to B.2.24 are also applicable here provided that the subscript \(c\) is replaced by \(d\).
B.2.4. Derivation of the multiplicative modulation transfer function

From the equivalence established in the previous sub-section, the multiplicative modulation transfer function of the chopper network under consideration may be obtained as the transfer function of its equivalent d.c. networks. On this basis, the expressions given by Eqns. 4.3 .70 and 4.3 .79 can be considered as the phase-lag and phase-lead multiplicative modulation transfer functions provided that the various parameters are substituted in terms of those obtained in this Appendix.

\section*{APPENDIX C}

Analysis of the cascaded inverted double-switch
double-capacitor chopper network shown in Fig. 4.1.3-c.

Since the analysis and techniques of deriving various relations are analogous to those outlined in Chapter 4 , the details of the analysis ane omitted and only the final expressions and useful relations are directly given.
C.1. Application of the exact analytical approach

\section*{C.1.1. Derivation of the Z-transform of the voltage appearing across the capacitor}

Formulating the signal relationships around the samplers with the help of Fig. 4.2 .4 would lead to the following results
i) For branch:
\[
\begin{aligned}
& \lambda_{a 4}^{*}(s)=e^{-\left(\frac{1}{2}-\delta\right) T / \tau_{1}} \cdot Z_{1}^{-1} \lambda_{a 3}^{*}(s) \text { C.1.1. } \\
& \lambda_{a 3}^{*}(s)=e^{-6 T / \tau_{e 12}} \cdot \lambda_{a 2}^{*}(s) \\
& 0.1 .2 \\
& \lambda_{a 2}^{*}(s)=e^{-\left(\frac{1}{2}-\delta\right) T / \tau_{1}} \cdot \lambda_{a 1}^{*}(s) \\
& 0.1 .3
\end{aligned}
\]
and
\[
\lambda_{a 1}^{*}(s)=\frac{1-Z_{1}^{-1} e^{-T / \tau} e 1}{1-Z_{1}^{-1} r}\left[F_{a}(s) e^{\delta T s} G_{e 1}(s)\right]^{*}
\]
where \(\tau_{e 12}, \tau_{e 1}, G_{e 1}(s)\) are defined by Egns. 4.2.24, 4.2.27 and 4.2.26 respectively
and
\[
r=\exp \left\{-T\left(\frac{1}{\tau_{1}}+\frac{\delta}{\tau_{e 2}}\right)\right\}
\]
wherein
\[
\tau_{e 2}=c /\left(G+G_{2}\right)
\]

\section*{ii) For branch b:}

By comparison with branch a Eqns. C.1.1 to 0.1 .6 are also applicable here provided that the following changes are made
subscript \(a\) is replaced by \(b \quad 0.1 .7\)
function \(F_{a}(s)\) is replaced by function \(F_{b}^{\prime}(s)\)
C. 1.8

\section*{C.1.2. Determination of the output voltage}

Fig. 4.2 .4 shows that four output voltages are possible. Because the output \(y_{5}\) does not appear to be of much use, only the other three outputs are going to be considered. Again, the procedure of obtaining the output expressions depends on thet outlined in Sub-section 4.2 .3 and which is given below without much detail.

Focu sing the attention to the output \(y_{2}\), then

\section*{C.1.2.1. Contribution during the periods \(\mathrm{nT} \leqslant \mathrm{t}<(\mathrm{n}+\delta) \mathrm{T}\)}

This is given in the time domain,
according to Fig. 4.2 .4 , by Eqn. 4.2 .43 where
\[
\xi_{a}(t)=\mathcal{L}^{-1}\left[F_{a}(s)+Z_{a}(s)\right] \quad G_{e 1}(s) \quad 0.1 .9
\]
wherein
\[
\xi_{a}(s)=\tau\left[\lambda_{a 4}^{*}(s)-e^{(1-\delta-\varepsilon) T 5} \cdot Z_{1}^{-1} \cdot \lambda_{a 1}^{*}(s)\right]
\]
\[
\text { ..C. } 1.10
\]

Transforming \(y_{21}(s)\) into the complex frequency domain, using the coraplex convolution method twice as explained in Appendix D.1, thus
\[
y_{21}(s)=E_{d e} \sum_{n=-\infty}^{n=\infty} R_{2}(\varnothing, n) \zeta_{a}(s-j \Omega n) \quad \text { c.1.11 }
\]
where \(R_{2}(\varnothing, n)\) may be deduced from Eq. D. 1.10 by replacing \(\theta\) by \(\varnothing\) and \(m\) by \(n\).

Substituting the results of Eg ns. C.1.1 to C.1.4, C.1.9 and C.1.10 into Eq. C.1.11 and rearranging gives
\[
\begin{aligned}
& y_{21}(s)=E_{m d} E_{d e} \sum_{n=-\infty}^{n=\infty} \sum_{m=-\infty}^{m=\infty} R_{2}(\phi, n) R_{2}(\theta, m) G_{e 1}(s-j \Omega n) x\{s-j \Omega(n+i \ldots . \\
& +E_{m d} E_{d e} \frac{\tau}{T} Z_{1}{ }^{-1} \frac{\left(1-Z_{1}{ }^{-1} e^{-T / \tau} e^{1}\right)}{\left(1-Z_{\eta}{ }^{-1} r\right)} \sum_{n=-\infty}^{n=\infty} \sum_{L=-\infty}^{L=\infty} \sum_{m=-\infty}^{m=\infty} R_{2}(\neq n) \\
& G_{e 1}(s-j \Omega n)\left[e^{-\delta T / \tau_{2}} e^{-(1-\delta) T / \tau_{1}}-e^{(1-\delta) T(s-j n \Omega)}\right] R_{2}(\theta, m) \\
& G_{e 1}\{s-j \Omega(L+n)\} e^{\delta T\{s-j \Omega(L+n)\}} \quad x\{s-j \Omega(n+m+I)\} \quad C .1 \cdot 12
\end{aligned}
\]
C.1.2.2. Contribution during the period \((n+1 / 2) T \leqslant t<(n+1 / 2+\delta) T\)

By comparison with C.1.2.1 above and with the guidance of Subsection 4.2.3.2, the contribution can be written directly as
\[
\begin{aligned}
& y_{22}(s)=E_{m d} E_{d e} \sum_{n=-\infty}^{n=\infty} \sum_{m=-\infty}^{m=\infty} R_{2}(\varnothing, n) R_{2}(\theta, m) G_{e 1}(s-j \Omega n) \\
& x\{s-j \Omega(n+m)\} e^{-j \pi(n+m)} \\
& +E_{m d} E_{d e} \frac{\tau}{T} Z_{\eta}^{-1} \frac{\left(1-Z_{1}^{-1} e^{-T / \tau} e^{1}\right)}{\left(1-Z_{1}^{-1} r\right)} \sum_{n=-\infty}^{n=\infty} \sum_{L=-\infty}^{L=\infty} \sum_{m=-\infty}^{m=\infty} R_{2}(\varnothing, n) \\
& R_{2}(\theta, m) G_{e 1}(s-j \Omega n)\left[e^{-\delta T / \tau_{2}} e^{-(1-\delta) T / \tau_{1}}-e^{(1-\delta) T(s-j \Omega n)}\right] e^{-j \pi(n+m+L)} \\
& G_{e 1}\{s-j \Omega(L+n)\} e^{\delta T\{s-j \Omega(L+n)\}} \times\{s-j \Omega(n+m+L)\} \quad 0.1 \cdot 13 \\
& \text { C.1.2.3. Contribution during the periods } \\
& (n+\delta) T \leqslant t<(n+1 / 2) T \text { and }(n+1 / 2+\delta) T \leqslant t<(n+1) T \\
& \text { According to Subsection 4.2.3.3, the } \\
& \text { contribution is given by Eq. 4.2.64. }
\end{aligned}
\]

Combining the three contributions
\[
y_{2}(s)=y_{21}(s)+y_{22}(s)+y_{23}(s) \quad \text { c. } 1.14
\]

Following similar steps as presented above, the output \(y_{3}(s)\) can be easily obtained and is
\[
y_{3}(s)=y_{31}(s)+y_{32}(s)+y_{33}(s)
\]
where \(y_{31}(s), y_{32}(s)\) and \(y_{33}(s)\) are defined by Eqns. \(4.2 .67,4.2 .68\) and 4.2 .69 respectively.

For the output \(y_{4}\), one may proceed as follows.
\[
\begin{aligned}
\text { C.1.2.4. } & \frac{\text { Contribution during the periods }}{n T \leqslant t<(n+\delta) T} \\
& \text { With the help of Fig. 4.2.4, the }
\end{aligned}
\]
contribution in the time domain is
\[
V_{41}(t)=q_{a}(t) \cdot M_{1}(t) \cdot E_{d e} \sin (\Omega t+\not \subset) \quad C .1 .16
\]
which on transformation, using similar techniques as those presented in Appendix D.1, yields
\[
y_{41}(s)=E_{d e} \sum_{n=-\infty}^{n=\infty} R_{2}(\not \varnothing, n) q_{a}(s-j \Omega n) \quad C .1 .17
\]
where
\[
q_{a}(s)=\left[e^{-T s / 2} \cdot \lambda_{a 2}^{*}(s)-e^{\left(\frac{1}{2}-\delta-\varepsilon\right) T s} \cdot z_{1}^{-1} \lambda_{a 3}^{*}(s)\right] G_{2}(s)
\]

Substituting the results of Ens. C.1.3, C.1.4 and C.1.18 into Eqn. C.1.17, gives
\[
\begin{aligned}
& y_{4-1}(s)=E_{m d^{2}} E_{d e} \frac{e^{-\left(\frac{1}{2}-\delta\right) T / \tau_{1}}}{T} \cdot \frac{Z_{1}^{-1}\left(1-Z_{1}^{-1} e^{-T / \tau} e^{-1}\right)}{\left(1-Z_{1}^{-1} r\right)} \\
& \sum_{n=-\infty}^{n=\infty} \sum_{L=-\infty}^{L=\infty} \sum_{m=-\infty}^{m=\infty} R_{2}^{(\not D, n)} \\
& R_{2}(\theta, m) G_{2}(s-j \Omega n) e^{(s-j \Omega n) T / 2}\left[1-Z_{1}^{-1} e^{(1-\delta) T(s-j \Omega n)} e^{-\delta T / \tau} e 12\right] \\
& G_{e 1}\{s-j \Omega(L+n)\} e^{\delta T\{s-j \Omega(L+n)\}} x\{s-j \Omega(n+m+L)\}
\end{aligned}
\]

\section*{C.1.2.5. Contribution during the periods} \((n+1 / 2) T \leqslant t<(n+1 / 2+\delta) T\)

By comparison with C.1.2.4 above and with the Guidance of Sub-section 4.2.3.2, the contribution during this period can be directly written as
\[
\begin{equation*}
y_{42}(s)=y_{41}(s) \quad e^{-j \pi\left(n+m+J_{1}\right)} \tag{C. 1.19}
\end{equation*}
\]

Since the contribution during the remaining periods is zero, the output \(\mathrm{y}_{4}\) may thus be written
\[
\begin{equation*}
y_{4}(s)=y_{41}(s)+y_{42}(s) \tag{C. 1.20}
\end{equation*}
\]
C.1.3. \(\frac{\text { Derivation of the multiplicative modulation }}{\text { transfer function }}\)

On the basis of the definition given in Sub-section 4.2.4, the modulation transfer functions \(G_{m m 2}(s)\) :
\(G_{m m 3}(s)\) and \(G_{m m 4}(s)\) can be deduced from Eqns. C.1.14, C.1.15 and C.1.20 respectively. Their expressions are
\[
\begin{aligned}
& G_{\operatorname{mm2}}(s)=4 \sum_{n=-\infty}^{n=\infty} R_{2}(\not \varnothing, n) R_{2}(\hat{0},-n) G_{e 1}(s-j \Omega n) \\
& +\frac{4 \tau}{T} Z_{1}^{-1} \frac{\left(1-z_{1}^{-1} e^{-T / \tau} e 1\right)}{\left(1-Z_{1}^{-1} r\right)}\left[\sum_{n=-\infty}^{n=\infty} R_{2}(\phi, n) G_{e 1}(s-j \Omega n)\right. \\
& \left.\left\{e^{-\delta T / \tau_{2}} e^{-(1-\delta) T / \tau_{1}}-e^{(1-\delta) T(s-j \Omega n)}\right\}\right]\left[\sum_{m=-\infty}^{m=\infty} R_{2}(\theta, m)\right. \\
& G_{e 1}(s+j \Omega m) e^{\delta T(s+j \Omega m)} \\
& +\frac{\tau_{2}}{\tau+\tau_{2}}\left[(1-2 \delta) \cos (\phi-\theta)+\frac{1}{\pi} \sin (2 \pi \delta) \cos (2 \pi \delta+\phi+\theta)\right] \\
& \text {..C.1. } 21 \\
& G_{m m 3}(s)=4 \sum_{n=-\infty}^{n=\infty} R_{2}(\phi, n) r_{2}(\theta, \cdots n) \\
& +(1-2 \delta) \cos (\phi-\theta)+\frac{1}{\pi} \sin (2 \pi \delta) \cos (2 \pi \delta+\phi+\theta) \\
& -G_{\mathrm{rmm}}(\mathrm{~s}) \\
& \text {..C. } 1.22
\end{aligned}
\]
\[
\begin{aligned}
& \text { and } \\
& G_{m m 4}(4)=\frac{4}{T} e^{-\left(\frac{1}{2}-\delta\right) T / \tau} \tau_{Z_{1}}^{-1} \frac{\left(1-Z_{1}^{-1} e^{-T / \tau} e 1\right)}{1-Z_{1}^{-1} r}\left[\sum_{n=-\infty}^{n=\infty} R_{2}(\phi, n)\right. \\
& \left.G_{2}(s-j \Omega n) e^{(s-j \Omega n) T / 2}\left\{1-e^{-\delta T(s-j \Omega n)} e^{-\delta T / \tau} e 12\right\}\right] \\
& {\left[\sum_{m=-\infty}^{m=\infty} R_{2}(\theta, m) G_{e 1}(s+j \Omega m) e^{\delta T / s+j \Omega m)}\right]}
\end{aligned}
\]
C.1.4. Closed form for the multiplicative modulation transfer function

In Subsection 4.2 .5 bounded forms for the various infinite series associated with the multiplicative modulation transfer functions were derived. Because the forms of these infinite series are similar to those associated with Eqns. C.1.21 to C.1.23, the closed forms of the latter can thus be directly deduced from the corresponding ones pertinent to the former. In this way, the closed forms for \(G_{m m 2}(s)\), \(G_{m m 3}(s)\) and \(G_{m m 4}(s)\) may be written as below
\[
\begin{array}{rlr}
G_{\operatorname{ma2} 2}(s) & =\frac{\tau_{2}}{\tau+\tau_{2}}\left[(1-2 \delta) \cos (\phi-\theta)+\frac{1}{\pi} \sin (2 \pi \delta) \cos (2 \pi \delta+\phi+\theta)\right] \\
& +\frac{4}{\tau T} I_{1} \frac{1-Z_{1}^{-1} e^{-T / \tau} e 1}{1-Z_{1}^{-1} \mathrm{r}} & 0.1 .24 \\
G_{\operatorname{mra} 3}(s)=\cos (\phi-\theta)-G_{\operatorname{mm2}}(s) & C .1 .2 .5
\end{array}
\]
\(G_{m m 4}(s)=\frac{4}{\tau T} \cdot e^{-\left(\frac{1}{2}-\delta\right) T / \tau_{1}} Z_{1} \frac{\left(1-Z_{1}^{-1} e^{-T / \tau} e^{1}\right)}{1-Z_{1}^{-1} r} I_{2} \cdot I_{3}\)
where
\[
\begin{aligned}
& I_{1}=\frac{1}{\{1-e} \frac{\left.-T\left(s+1 / \tau_{e 1}\right)\right\}\{(s+1 / \tau}{\left.e 1)^{2}+\Omega^{2}\right\}^{2}}\left[\left\{\Omega \cos \rho_{+(s+1 / \tau}\right) \sin \rho\right\} \\
& \left.-e^{-\delta T\left(s+1 / \tau_{e 1}\right)}\left\{-\Omega \cos (2 \pi \delta+\varnothing)+\left(s+1 / \tau_{e 1}\right) \sin (2 \pi \delta+\phi)\right\}\right] \\
& {\left[\left\{\Omega \cos \theta-\left(s+1 / \tau_{e 1}\right) \sin \theta\right\}-e^{\delta T\left(s+1 / \tau_{e 1}\right)}\{\Omega \cos (2 \pi \delta+\theta)\right.} \\
& -\sin (2 \pi \delta+\theta)\}] \\
& \text { C. } 1.27 \\
& I_{2}=\frac{e^{-T / 2 \tau} \mathrm{e} 12}{\left\{\left(\mathrm{~s}+1 / \tau_{\mathrm{e} 12}\right)^{2}+\Omega^{2}\right\}}\left\{\left(\Omega \cos \phi+\left(s+1 / \tau_{e 12}\right) \sin \phi\right\}-e^{-\delta T\left(s+1 / \tau_{e}\right.} \mathrm{e} 12\right) \\
& \left.\left\{\Omega \cos (2 \pi \delta+\emptyset)+\left(s+1 / \tau_{\mathrm{e} 12}\right) \sin (2 \pi \delta+\varnothing)\right\}\right] \quad \text { c.1.28 }
\end{aligned}
\]
and
\[
\begin{aligned}
& I_{3}=\frac{e^{-\delta T / \tau} e 1}{\left\{1-Z_{1} 1^{-1} e^{-T / \tau} e 1\right\}\left\{\left(s+1 / \tau_{e 1}\right)^{2}+\Omega 2\right\}}\left[\left\{\left(\Omega_{\cos \theta}-\left(s+1 / \tau_{e 1}\right)\right.\right.\right. \\
& \left.\sin \theta\}-e^{\delta T /\left(s+1 / \tau_{e 1}\right)}\left\{\Omega \cos (2 \pi \delta+\theta)-\left(s+1 / \tau_{e 1}\right) \sin (2 \pi \delta+\theta)\right\}\right] \\
& \text {..C. } 1.29
\end{aligned}
\]

\section*{C.2. Application of the Approximate Analytical Approach}
C.2.1. Derivation of the voltage appearing across the capacitor at the switching instanter.

This voltage has already been obtained in the Z-domain in Sub-section C.1.1 as \(\lambda_{a}^{*}(s)\) and \(\lambda_{b 4}^{*}(s)\) for the capacitors in branches \(a\) and \(b\) respectively. If the input modulating signal \(x(t)\) is a unit step function, thus
\[
\left[F_{a}(s) e^{\delta T S} G_{e 1}(s)\right]^{*}=E_{m d} \cdot \frac{e_{e 1}}{\tau} \cdot \frac{1}{1+\tau{ }_{e 1} \Omega^{2}{ }^{2}} \frac{\left[\alpha e^{-\delta T / \tau} e 1-\beta\right]}{\left(1-Z_{1}{ }^{-1}\right)\left(1-Z_{1}{ }^{-1} e^{-T / \tau} \tau_{e} 1\right.}
\]
.. C.2.1.
where \(\alpha\) and \(\beta\) are as defined by Eqns. 4.3 .4 and 4.3 .5 respectively provided that \(\tau_{e}\) is replaced by \(\tau_{e 1}\).

Substituting the results of Eqns. C.1. to C.1.4 and C.2.1 into Eqn. C.1.1, results in
\[
\lambda_{a 4}^{*}(s)=E_{m d} \cdot \Delta \cdot \frac{Z_{1}^{-1}}{\left(1-Z_{1}^{-1}\right)\left(1-Z_{1}^{-1} r\right)} \quad \text { e.2.2 }
\]
where
\[
\begin{array}{r}
\Delta=\frac{\tau_{e 1}}{\tau} \cdot \frac{e^{-\delta T / \tau}{ }_{2} e^{-(1-\delta) T / \tau} 1}{1+\tau_{e 1}^{2} \Omega^{2}}\left[\alpha e^{-\delta T / \tau} e 1-\beta\right] \\
\ldots c .2 .3
\end{array}
\]

Expanding Eq. C.2.2 in partial fractions and then applying the inverse \(Z\)-transform to the result, gives
\[
\lambda_{a 4}^{*}(t)=E_{m d} \cdot \frac{\Delta}{1-r} \sum_{n=0}^{n=\infty}\left(1-r^{n}\right) U_{0}(t-n T) \quad \text { C. } 2.4
\]

Zither by following a similar procedure as above or by simple deduction from the symmetry of the chopper network, it can be shown that
\[
\lambda_{b 4}(n T)=-\lambda_{a 4}(n T) \quad 0.2 .5
\]
C.2.2. Derivation of the chopper network response

Table II. 5.2 gives the response in Laplacian form applicable during the various intervals of the carrier cycle. Rewriting the response \(v_{2}(s)\) during the interval \(n T \leqslant t<(n+\delta) T\)
\[
\mathrm{v}_{2}(\mathrm{~s})=\left[\mathrm{n}_{1}(\mathrm{~s})+\tau \cdot \mathrm{V}_{\mathrm{a}}\right] \cdot \mathrm{G}_{\mathrm{e} 1}(\mathrm{~s}) \quad \mathrm{c} \cdot 2.6
\]
where \(n^{v}{ }^{\prime}(s)\) is as defined by Eqn. 4.3.15
and \(\quad \mathrm{V}_{a}=\lambda_{a 4}(n T)\)
which on substitution into Eq. C. 2.4 , gives
\[
V_{a}=E_{m d} \cdot \Delta \cdot \frac{1-r^{n}}{1-r} \quad C .2 .8
\]

Substituting Eqns. 4.3 .15 and C.2.8 into Eqn. C.2.6 and then applying the inverse Laplace transform to the result, gives
\[
\begin{aligned}
& v_{2}\{(n+\mu) T\}=F_{m d} \cdot \Delta \cdot \frac{1-r^{n}}{1-r} e^{-\mu T / \tau} e \uparrow \\
& +E_{m d} \cdot \frac{\tau_{e 1}}{\tau} \cdot \frac{1}{1+\tau_{e 1}{ }^{2} \Omega^{2}}\left[\alpha e^{-\mu T / \tau} e 1-\left\{\tau_{e 1} \Omega \cos (2 \pi \mu+\theta)\right.\right. \\
& -\sin (2 \pi \mu+\theta)\}] \quad \operatorname{c.2} .9
\end{aligned}
\]

During the interval \((n+\delta) T \leqslant t<\left(n+\frac{1}{2}\right) T\), the response, again, can be obtained from Table II.5.2 and may be expressed in the time domain by Eqn. 4.3.19.

From the symmetry of the branches \(a\) and \(b\) of the chopper network, Eqns. 4.3 .21 and 4.3 .22 can be proved to be valid.

By applying the simple relationship expressed by Egn. \(4 \cdot 3 \cdot 33\), the response \(v_{3}(t)\) can be obtained during the various intervals of the carrier cycle. To obtain the response \(v_{4}(t)\), however, one has to adopt a similar procedure as the one used in obtaining the response \(v_{2}(t)\) above. This response, in the S-domain, can be obtained from Table II. 5.2 as rewritten below for the interval \(n T \leqslant t<(n+\delta)\) I
\[
\begin{equation*}
v_{4}(s)={ }_{n} V_{b} G_{2}(s) \tag{C. 2.11}
\end{equation*}
\]

But
\[
{ }_{n} V_{b}=\lambda_{b 2}(n T)
\]
which gives due to the symmetry
\[
\begin{equation*}
{ }_{n} V_{b}=-\lambda_{a 2}(n T) \tag{C. 2.13}
\end{equation*}
\]
which gives on using the results of Eqns. C.1.3, C.1.4 and C.2.1 and by applying the inverse Z-trarsform
\[
{ }_{n} V_{b}=-E_{m d} e^{\delta T / \tau} e 12 e^{(1-2 \delta) T / 2 \tau_{1}} \cdot \Delta \cdot \frac{1-r^{(n-1)}}{1-r}
\]
\[
\text { ..C. } 2.14
\]

Substituting this into Eqn. C.2.11 and transforming the result into the time domain, gives
\[
\nabla_{4}\{(n+\mu) T\}=-E_{m d} \cdot e^{\delta T / \tau} e 12 e^{(1-2 \delta) T 2 \tau_{1}} \cdot \Delta \frac{1-r^{(n-1)}}{1-r} e^{-\mu T / \tau} e 12
\]

Similarly, it is possible to obtain the response during the interval \(\left(n+\frac{1}{2}\right) \leqslant t<\left(n+\frac{1}{2}+\delta\right) T\) which is found to be related to the above as
\[
v_{4}\left\{\left(n+\frac{1}{2}+\mu\right) T\right\}=-v_{4}\{(n+\mu) T\} \quad 0.2 \cdot 16
\]

Finally, as it is evident from the synchronous switches positions, the response remains zero during the remaining parts of the carrier cycle. In regarding the response \(v_{5}(t)\), its expressions during the various intervals can be easily deduced from the following relation provided that the proper time is substituted
\[
\begin{equation*}
v_{5}(t)=v_{1}(t)-v_{4}(t) \tag{C. 2.17}
\end{equation*}
\]
C.2.3. \(\frac{\text { Determination of equivalent time-invariant passive }}{\text { electric network }}\)
C.2.3.1. Phase-lag aspect

Under the condition expressed by
Ign. 4.3.34, the output voltage envelope will vary slowly as compared to the carrier frequency. Consequently, the approximate amplitude of the fundamental component, in phase with the demodulation reference, during the \(n^{\text {th }}\) switching can be found by quasi-stationary Fourier analysis and is given for the outputs \(v_{2}\) and \(v_{4}\) as
\[
\mathrm{n}_{2}=\mathbb{E}_{\mathrm{md}} \cdot M_{1}\left[\Lambda_{1}+B_{1}\left(1-r^{n}\right)\right]
\]
and
\[
\begin{equation*}
-V_{4}=E_{m d} \cdot M_{2}\left[1-r^{(n-1)}\right] \tag{C. 2.19}
\end{equation*}
\]
where \(M_{1}, A_{1}\) and \(B_{1}\) are as defined by Eqns. 4.3.38, 4.3 .39 and 4.3 .40 respectively provided that \(\tau_{e}\) is replaced by \(\tau_{e 1}\), and
\[
M_{2}=\frac{2}{\pi} \cdot \Delta \cdot e^{T\left\{\frac{1}{2 \tau_{1}}+\frac{\delta}{\tau_{2}}\right\}} \cdot \frac{K_{5}}{1-r} \quad C .2 .20
\]
wherein \(K_{5}\) can be defined by Eqn. \(4 \cdot 3 \cdot 43\) provided that \({ }^{\tau}{ }_{e}\) is replaced by \({ }_{e}{ }_{e 12}\).

Both the expressions of \(\mathrm{n}_{2}\) and \(\mathrm{K}_{\mathrm{n}} \mathrm{V}_{4}\) obtained above have a similar form to the responses of the initially quiescent phase-lag d.c. networks a and \(b\), illustrated in solid line in Fig. 4.3.1, to a step function of magnitude \(E_{m d}\) - Therefore, they con be considered as equivalent to the system of Fis. 4.1 .1 in its phase-lag aspect. In order to obtain the parameters of the equivalent d.c. netrorks in terms of those pertinent to the chopper network under consideration, Eqns. 4.3 .45 and 4.3 .46 may be compared, in turn, with Eqns. C. 2.18 and \(\mathbf{C} .2 .19\) respectively, at the instants at which the peaks of the demodulation reference carrier occur (see Fig. 4.3.3). The results of the comparison are given below
a) For the output \(\mathrm{v}_{2}\)
i) d.c. network a (Fig. 4.3.1)

Eqns. \(4.3 .52,4.3 .54\) to 4.3 .56 are also applicable here provided that \(M\) is replaced by \(M_{1}\).
ii) dec. network b (Fig. 4.3.1)

Eqns. \(4.3 .53,4.3 .57\) and 4.3 .58 are also
applicable here provided that \(M\) is replaced by \(M_{1}\).
b) For the output \(-v_{4}\)
i) dec. network a (Fig. 4.3.1)
\(\frac{1}{\tau}\) is as defined by Eq. 4.3.52
\(k_{a}=M_{2}\)
and
\[
k_{a}^{\prime}=1-\frac{H}{r}
\]
where \(H\) is as defined by En. 4.3.56.
ii) dec. network b (rig. 4.3.1)
\(\frac{1}{\tau_{b} k_{b}}\) is as defined by Eqn. 4.3.53
\(k_{b}^{\prime}=M_{2}\left[1-\frac{H}{r}\right]\)
\(k_{b}=\frac{1-M_{2}}{1-M_{2}\left\{1-\frac{H}{r}\right\}}\)
C. 2.23
and
\[
k_{b}=\frac{1-M_{2}}{1-M_{2}\left\{1-\frac{H}{r}\right\}}
\]
\[
\text { C. } 2.24
\]

\section*{C.2.3.2. Phase-lead aspect}

Pursuing similar pattern of steps as above,
the fundamental component of \(v_{3}(t)\), in phase with the demodulation reference, during the \(n^{\text {th }}\) switching period can be obtained and is given by
\[
{ }_{n} V_{3}=E_{m d} \cdot M_{1}\left[A_{2}-B_{1}\left(1-r^{n}\right)\right]
\]

The responses of the dec. phase-leas networks a and b illustrated in Fig. 4.3 .2 to a step input of magnitude
\(\mathrm{E}_{\text {md }}\) are given by Eqns. 4.3 .61 and 4.3 .62 respectively. It is obvious that the form of these responses is similar to that of \({ }_{n} V_{3}\) expressed above. As a result these dec. networks can be considered as equivalent to the system of Fig. 4.1.1 in its phase-leas aspect. Therefore, by comparing Tins. 4.3.61 and 4.3.62 in turn with Eq. C.2.25 at the instants at which the peaks of the demodulation reference carrier occur, it is possible to determine the parameters of the equivalent doc. networks in terms of those pertinent to the chopper network under consideration. The following relations result from the comparison
i) For dec. network a (Fig. 4.3.2)

Eqns. 4.3 .65 to 4.3 .67 are also applicable here provided that \(M\) is replaced by \(M_{1}\).
ii) For dec. network b (Fig. 4.3.2)

Ens. 4.3 .65 to 4.3 .67 are also applicable here provided that \(M\) is replaced by \(H_{1}\) and subscript c is replaced by \(d\).

With regard to the output \(\mathrm{v}_{5}(\mathrm{t})\), following a similar steps as above, thus
\[
\mathrm{V}_{5}=\mathrm{E}_{\text {md }} \cdot \mathrm{M}_{2}\left[A_{3}-1-\mathrm{r}^{(\mathrm{n}-1)}\right] \quad \mathrm{C} .2 .26
\]
where
\[
A_{3}=\frac{2}{n} \cdot \frac{1}{M_{2}}\left[k_{1}+k_{4}\right]
\]
wherein \(k_{1}\) and \(k_{4}\) are as defined by Eqns. 4.3.41 and 4.3.44 respectively.
\(\mathrm{n}_{5}\) can be shown to be similar to the responses \(\mathrm{y}_{5 \mathrm{a}}\)
and \(y_{5 b}\) of the d.c. phase-lag networks \(a\) and \(b\) illustrated in Fig. 4.3.1 in solid and dotted lines. It is apparent that such response is not of much practical use and therefore further derivations for this particular case will not be carried out.

\section*{C.2.4. Derivation of the multiplicative modulation transfer function}

From the equivalence established in the previous Sub-section, the multiplicative modulation transfer function of the chopper network under consideration may be obtained as the transfer function of its equivalent d.c. networks. On this basis, the expressions given by Eqns. 4.3 .70 and 4.3 .79 can be considered as the phase-lag and phase-lead multiplicative modulation transfer functions provided that the various paraneters are substituted in terms of those obtained in this Appendix.

\section*{APPENDIX D}

Solution of equations associated with the
analysis of chopper networks

\section*{D.1. Solution for function \(F_{a}(s)\)}

According to Ens. 4.2.4 and 4.2.12, the function \(F a\) may be expressed in the time domain as the multiplication of three functions of time,
\[
F_{a}(t)=x(t) \cdot\left[E_{m d} \sin (\Omega t+\theta) \cdot M_{1}(t)\right] \quad D .1 .1
\]
and hence its transform would involve two successive complex convolution \(124-126\) as given below
\[
F_{a}(s)=E_{m d} x(s) *\left[\frac{1}{2 j}\left\{\frac{e^{j \theta}}{(s-j \Omega)}-\frac{e^{-j \theta}}{(s+j \Omega)}\right\} * M_{1}(s)\right]
\]
..D.1.2
where \(M_{1}(s)\) can be easily obtained with the help of the translated time function's theorem 125,126 which may be written as
\[
M_{1}(s)=\frac{1}{s} \cdot \frac{1-e^{-\delta T S}}{1-e^{-T S}}
\]

Consequently, the first complex convolution of Eqn. D.1.2 may be rewritten as
\[
F_{2.1}(s)=\frac{1}{2 \pi j} \int_{c_{1}-j \infty}^{c_{1}+j \infty} \frac{1}{2 j}\left\{\frac{e^{j \theta}}{p-j \Omega}-\frac{e^{-j \theta}}{p+j \Omega}\right\} \cdot M_{1}(s-p) d p
\]
where \(c_{1}<[\mathbb{R}(s)]\) is greater than the abscissa of the absolute convergence of
\[
\frac{1}{2 j}\left\{\frac{e^{j \theta}}{p-j \Omega}-\frac{e^{-j \theta}}{P+j \Omega}\right\}
\]

This convolution integral may be evaluated by the method of residues, and thus the poles of the first function lie at the solution
\[
\begin{equation*}
p= \pm j \Omega \tag{D. 1.5}
\end{equation*}
\]
with the corresponding residues of
\[
R_{1}= \pm \frac{e^{ \pm j \theta}}{2 j}
\]
D.1.6

Hence, the convolution integral expressed by Eq. D.1.4 may be rewritten as
\[
\begin{aligned}
F_{a 1}(s) & =\frac{1}{2} j\left[e^{j \theta} M_{1}(s-j \Omega)-e^{-j \theta} M_{1}(s+j \Omega)\right] \\
& =\frac{1}{2 j} \cdot \frac{1}{1-e^{-T S}}\left[e^{j \theta}\left\{\frac{1-e^{-\delta T(s-j \Omega)}}{s-j \Omega}\right\}\right. \\
& \left.-e^{-j \theta}\left\{\frac{1-e^{-\delta T(s+j \Omega)}}{s+j \Omega}\right\}\right]
\end{aligned}
\]

Substituting Eq. D.1.7 into Eq. D.1.2, results into one convolution integral
\[
F_{a}(s)=\frac{I_{m d}}{2 \pi j} \int_{c-\infty}^{c+\infty} F_{a 1}(p) \cdot x(s-p) d p \quad D .1 .8
\]

Applying again the method of residues, the poles of \(F_{a 1}(p)\) can be proved to lie at the solution
\[
\mathrm{p}=j \Omega_{\mathrm{m}}
\]
where \(m\) is an integer that can take any value between - \(\infty\) and \(+\infty\). The corresponding residues can be evaluated from \(F_{a 1}(p)\) as follows
\[
\begin{aligned}
R_{2}(\theta, m)= & \frac{1}{2 j} \frac{1}{\frac{d}{d p}\left(1-e^{-T p}\right)}\left[e^{j \theta}\left\{\frac{1-e^{-\delta T(p-j \Omega)}}{p-j \Omega}\right\}\right. \\
& \left.\left.-e^{-j \theta\left\{\frac{1-e^{-\delta T(p+j \Omega)}}{p+j \Omega}\right.}\right\}\right]\left.\right|_{a t p=j \Omega m} \\
= & \frac{-1}{2 \pi\left(m^{2}-1\right)}\left[\{\cos \theta+j m \sin \theta\}-e^{-j 2 \pi \delta m}\right. \\
& \{\cos (2 \pi \delta+\theta)+j m \sin (2 \pi \delta+\theta)\}]
\end{aligned}
\]
where the values at the particular roots \(p= \pm j \Omega\) may be obtained in the following manner
\[
\begin{aligned}
& R_{2}(\theta, \pm 1)=\operatorname{Lim}_{m \rightarrow \pm 1}\left\{\mathrm{R}_{2}(\theta, \pm m)\right\} \\
& =\quad \mp \frac{j}{4 \pi}\left[2 \pi \delta e^{ \pm j \theta}+\sin \theta-e^{i j 2 \pi \delta} \sin (2 \pi \delta+\theta)\right]
\end{aligned}
\]

With the help of Ecus. D.1. 8 to D.1.10, the function \(F_{a}(s)\) may be expressed as
\[
F_{a}(s)=R_{m d} \sum_{m=-\infty}^{m=\infty} R_{2}(\theta, m) x(s-j \Omega m) \quad D .1 .12
\]

\section*{D.2. Solution for function \(F_{b}(s)\)}

On the basis of Eqns. 4.2.12 and 4.2.19, the function \(F_{b}\) may be expressed in the time domain as the multiplicati a of three functions of time
\[
F_{b}(t)=x(t) \cdot\left[E_{m d} \sin (\Omega t+\theta) \cdot H_{2}(t)\right] \quad D \cdot 2 \cdot 1
\]
and its transform would therefore involve two successive complex convolution as given below
\[
F_{b}(s)=E_{m d} x(s) *\left[\frac{1}{2 j}\left\{\frac{e^{j \theta}}{s-j \Omega}-\frac{e^{-j \theta}}{s+j \Omega}\right\} * M_{2}(s)\right]
\]
..D.2.2
where \(M_{2}(s)\) can be obtained in the same way as \(M_{1}(s)\), thus it may be directly written as
\[
M_{2}(s)=\frac{e^{-T S / 2}}{s} \cdot \frac{1-e^{-\delta T s}}{1-e^{-T S}} \quad \text { D.2.3 }
\]

The method of the evaluation of the function \(F_{b}(s)\) is basically similar to that used in Appendix D. 1 with which one can easily arrive at the following expression:
\[
F_{b}(s)=-E_{m d} \sum_{m=-\infty}^{m=\infty} R_{2}(\theta, m) e^{-j \pi m} \quad x(s-j \Omega m) \quad \text { D. } 2.4
\]

\section*{D.3. Z-Transform of function \(Q_{1}(s)\)}

The function \(Q_{1}(s)\) expressed by Eq. 4.2 .76 may be rearranged into the suitable form
\[
\begin{aligned}
& Q_{1}(s)=\frac{1}{4 T} \cdot \frac{1}{1-Z_{1}^{-1}}\left[\frac{e^{j\left(\not \theta_{+} \theta\right)\left\{1-Z_{q}^{-1} e^{(1-\delta) T S}{ }_{c}^{j \delta T \Omega}\right\} \frac{\left\{1-e^{\delta T(s+j \Omega)}\right.}{(s+j \Omega)}}}{(s-j \Omega)}\right. \\
& +\frac{\left.e^{-j(\phi+\theta)}\left\{1-z_{1}^{-1} e^{(1-\delta) T s} e^{-j \delta T \Omega}\right\} \frac{\left\{1-e^{\delta T(s-j \Omega)}\right.}{(s-j \Omega)}\right\}}{(s+j \Omega)} \\
& \frac{\left.-e^{j(\phi-\theta)}\left\{1-z_{1}^{-1} e^{(1-\delta) T s} e^{j \delta T s}\right\} \frac{\left\{1-e^{\delta T(s-j \Omega)}\right.}{(s-j \Omega)}\right\}}{s-j \Omega} \\
& \left.-\frac{e^{\left.-j(\phi-\theta)\left\{1-Z_{1}^{-1} e^{(i-\delta) T s} e^{-j \delta T s}\right\} \frac{\left\{1-e^{\delta T(s+j \Omega)}\right.}{(s+j \Omega)}\right\}}}{(s+j \Omega)}\right]
\end{aligned}
\]
. D. 3.1

Applying the Z-transform to each term separately, thus
\[
\begin{aligned}
Q_{1}^{*}(s)=\frac{1}{4 T} \cdot & \frac{1}{1-z_{1}^{-1}}\left[e^{j(\phi+\theta)}\left(\frac{1-e^{j 4 \pi \delta}}{2 j \Omega}\right)-e^{-j(\phi+\theta)}\left(\frac{1-e^{-j 4 \pi \delta}}{2 j \Omega}\right)\right. \\
& \left.+\delta T\left\{e^{j(\phi-\theta)}+e^{-j(\phi-\theta)}\right\}\right]
\end{aligned}
\]

This may be rearranged to yield
\[
\varepsilon_{1}^{*}(s)=\frac{1}{4} \cdot \frac{1}{1-z_{1}-1}\left[2 \delta \cos (\phi-\theta)-\frac{1}{\pi} \sin (2 \pi \delta) \cos (2 \pi \delta+\theta+\phi)\right]
\]

\section*{APPENDIK E}
```

Data of the breadboard model components

```

\section*{E.1. Mechanical load}

Simulated by an unenergised \(3^{\prime \prime}\) magslip whose relevant data is given below
\begin{tabular}{|c|c|c|}
\hline Quantities & & Units \\
\hline Rotor inertia & \(=970\) & \(\mathrm{gm} \cdot \mathrm{cm}^{2}\) \\
\hline Bearing friction & \(=43\) & \(\mathrm{gm} . \mathrm{cm}\) \\
\hline Brush friction & \(=86\) & gtar cm \\
\hline
\end{tabular}

\section*{E.2. Servomotor}

Size 11 a.c. motor, type 11 MG72, number 420586.F.

Characteristics
\begin{tabular}{|c|c|}
\hline Frequency & \(=50 \mathrm{c} / \mathrm{s}\) \\
\hline No. of phases & \(=2\) \\
\hline No-load speed & \(=2500 \mathrm{r} \cdot \mathrm{p} \cdot \mathrm{m} \cdot \mathrm{min}\). \\
\hline Stall torque & \(=40 \mathrm{gm} . \mathrm{cm}^{2}\) \\
\hline Moment of inertia & \(=1 \mathrm{grocm}{ }^{2}\) \\
\hline Stall input power & \(=3.5\) watts/phase \\
\hline Standard Voltage & \(=35\) volts/phase \\
\hline Impedance \(Z\) & \(=425 \pm 10 \%\) ohms \\
\hline R & \(=403 \pm 10 \%\) ohms \\
\hline X & \(=136 \pm 10 \%\) ohms \\
\hline Weight & \(=110\) grams. \\
\hline
\end{tabular}

Fig. E. 2.1 shows average performance curves.
For description, mounting facilities and further performance details, see the Technical Deta, Vactric Control Equipment Limited.

FIG. E.21. Average performance curve for \(35 v\) winding


\section*{E.3. Error-detector}
\[
\begin{aligned}
& \text { E.3.1. Transmitter and coincidence-transmitter magslips } \\
& 2^{\prime \prime} \text { control magslips working at } 50 \mathrm{c} / \mathrm{s} \text {. }
\end{aligned}
\]

\section*{Characteristics}
\begin{tabular}{|c|c|c|}
\hline Element & Transmitter & \(\frac{\text { Coincidence }}{\text { transmitter }}\) \\
\hline \multirow[t]{2}{*}{British services Nos.} & 6550 & 10582 \\
\hline & 614 A & 1677A \\
\hline Primary winding & Rotor & Stator \\
\hline Number of phases & 1 & 3 \\
\hline Voltage, Volts & 50 & 50 \\
\hline Current, Amps & 0.25 & 0.11 \\
\hline Power, Vlatts & 3.5 & 2.1 \\
\hline Resistance A.C., Ohms & 55 & 170 \\
\hline Reactance, Ohms & 200 & 450 \\
\hline Impedance, Ohms & 208 & 480 \\
\hline Resistance, D.C., Ohms & 35 & 80 \\
\hline Secondary Windins & Stator & Rotor \\
\hline Number of phases & 3 & 1 \\
\hline Voltage at maximum coupling, volts & 60 & 30 \\
\hline Voltage gradient, volts per Deg. & - & 0.5 \\
\hline Output impedance, Ohms & 115 & 79 \\
\hline Resistence D.C., Chms & 80 & 50 \\
\hline \multicolumn{3}{|l|}{Mechanical Data} \\
\hline Weight , kg & 0.9 & 0.9 \\
\hline Rotor inertia, gm. \(\mathrm{cm}^{2}\) & 220 & 220 \\
\hline Bearing friction, gracm & 29 & 29 \\
\hline Brush friction, gm. cm & 79 & 79 \\
\hline
\end{tabular}


Drawing and other details see Muirhead Magslip Data Sheet, Muirhead \& Company, Limited.
E.3.2. Potentiometer-bridge

Use two identical miniature precision helical potentiometers with international synchro frame size 11 fixing dimensions.

Type C M T. 11

\section*{Specifications}

\section*{Quantities}
\begin{tabular}{lcc} 
Temperature range & \(-40^{\circ}\) to \(70^{\circ}\) & C \\
Rating at \(40^{\circ} \mathrm{C}\) & 2 & watts \\
Resistance & 5 & k .0 hms
\end{tabular}

Resistance tolerance-standard \(\pm 5 \%\)
" " -best
practical \(\pm 2 \%\)
Terminal linearity - standard \(\pm 0.5 \%\)
" \("\) - best
practical \(\pm 0.2 \%\)
Maximum workine volts spindle/track 750 volts d.c.
Iffective resistance angle \(\quad 3600^{\circ} \pm 2^{\circ}\)
Meximum starting torque \(\quad 1 \quad \mathrm{C} /\) in

Number of turns
10 turn

For further mechanical details, see Technical Data on Colvern Helical Potentiometers, Colvern Limited.
E.4. Photographs for the breadboard model components assembly and the measuring instruments.


POTENTIOMETER bRIDGE

\section*{PLATE E.4.1}

BREADBOARD MODEL ASSEMBLY OF THE POSITIONAL CONTROL AC SERVOMECHANISM


PLATE E.4.2
a) SERVO-AMPLIFIER TRANSISTOR CIRCUIT
b) 3-terminal synchronous switch (to be incorporated in the compensating CHOPPER NETWORK)
c) DRIVING CIRCUIT FOR THE SYNCHRONOUS SWITCH


PLATE E. 4.3
EQUIPMENT SET-UP FOR MEASURING THE MODULATION FREQUENCY RESPONSE OF CHOPPER NETWORK
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\section*{SYNOPSIS}

The paper estoblishes the practical feasibility of constructing a 3 -terminol synchronous switch which is capable of operating with positive and negative fly-time. The 3-terminal switch consists of two symmetrical 2-terminal switches, operating in synchronism with carrier signal. ON-OFF periods of these 2terminal switches are correlated in such a way as to give the desired overall response.

Design criteria have been developed for a high quality switch employing transistors driven by pulse-transformer. Formulae are given to help in the estimation of different parameters under various operating conditions. An illustrative example, on the use of the developed design procedure, has been presented.

An appropriate driving circuit, capable of controlling the switch fly-time over its positive and negative ranges, has been described and its practical design has been briefly outlined.
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\section*{LIST OF PRINCIPAL SYMBOLS}
\begin{tabular}{|c|c|}
\hline t & : time (independent variable) \\
\hline S & : Laplace complex frequency variable \\
\hline T & : period of carrier wave, in seconds \\
\hline \(\Omega\) & : carrier freguency, in radians/second \\
\hline \(\delta\) & : proportion of conducting period of a switch to carrier period \\
\hline a & : proportion of fly-time of a switch to carrier period \\
\hline m & : mark/space ratio of square-wave \\
\hline - & : infinitesimal quantity \\
\hline \% & : tilt of pulse flat-top \\
\hline n & : turns ratio of pulse-transformer \\
\hline \(\alpha_{n}\) & : common-base emitter-to-collector current transfer ratio, or normal alpha of trensistor \\
\hline \(\alpha_{i}\) & ```
: common-base collector-to-emitter current tronsfer
    ratio (for a trensistor working on the reverse mode),
    or inverted alphe
``` \\
\hline \(\mathrm{V}_{\mathrm{p}}\) & : pulse height \\
\hline \(\mathrm{v}_{s}\) & : transformer sec ondary open-circuit voltoge \\
\hline I & : curront required to be switched \\
\hline \[
\begin{gathered}
I_{b}, I_{c}, I_{e} \\
i_{p}
\end{gathered}
\] & \begin{tabular}{l}
: base, collector and emitter currents of a transistor \\
: primary current of pulse tronsformer
\end{tabular} \\
\hline \(I_{d \cdot c}\) & : dircct current in the primary winding of puisetransformer \\
\hline r & : base resistor \\
\hline \(\mathrm{R}_{1}\) & : sum of source and transformer primary winding resistances \\
\hline \(\mathrm{R}_{2}\) & : sum of base and transformer secondary winding resistances \\
\hline \(\mathrm{R}_{\mathrm{c}}\) & : equivalent core-loss (shunt) resistance roferred to primary \\
\hline L & : effective shunt inductance referred to primary \\
\hline
\end{tabular}
\(\ell \quad: \quad\) leakage inductance referred to primary
\(c_{e} \quad: \quad\) effective interwinding (shunt) capacitance referred

\(\quad\) to primery

\subsection*{1.0 INTRODUCTION}

Syochronous switches have significant applications in many fields such as instrumentstion, computers and control systems. They form basic units in various chopper-stabilization schemes used to minimize d.c. amplifier drift. They are also employed in constructing choppers suitable for analog-to-digital conversion, for sampled-data-type d.c. measurements, and for electronic analog multiplier-divider required for use in process-control schemes. Chopper networks, comprising passive elements interconnected by one or more 3-terminal synchronous switches, have recently been used as superior type of compensators to carrier control systems. (1) Physical realization of a 3-terminal synchronous switch, capable of operating with positive and negative fly-time, was required for use in constructing and developing modified types of chopper networks. (1) This establishes the fundamental motive of this paper.

Construction of simple synchronous switches has been physically realized either electromechanically or electronically (employing thermionic valves or solid-state devices. (2-8) In view of the numerous advantages of faster response, negligible phase shift (up to about \(10 \mathrm{kc} / \mathrm{s}\) ), higher efficiency, more reliability, longer life, Iess weight and size, and freedom of problems such as wear, fatigue and contact pitting, electronic switches are much preferred to the electromechanical. In addition, it is simpler, as will be shown in this peper, to control the fly-time of electronic switches over a wide renge including zero fly-time which cannot be achieved with electromechanical switches.

On the other hand, solid-state switches are superior, in comparison with the thermjonic valve switches, in terms of size, weight, efficiency, reliability and capability of operating under sever conditions of shock and vibration. However, not even a solid-state device acts as a perfect switch due to the reason thet
during ON period the resistance between its terminals is not zero, and during OFF period it is not infinity. In addition, the perfect switch has no spurious current or voltage offsets and opens and closes instentaneously. Nevertheless, these imperfections are usually tolerated in mony applications and there are some circuit arrangements and additions useful in minimizing ther. \((4,5,6)\)

On the basis of the above survey, synchronous switches employing solid-state devices are going to be discussed.

\subsection*{2.0 PRINCIPLE OF OPERATION.}

Principle of operetion of 3 -terminal synchronous switch is besically to connect point 3, successively and periodically, to points 1 and 2, as shown in Fig. (1), each for a period of \(\delta T\). Where the value of \(\delta\) may be adjusted to lie between the limits
\[
\begin{equation*}
0<\delta<1 \tag{2.1}
\end{equation*}
\]

Fig. (1) illustrates a simple representation which describes the switch operction, in terms of points 1 and 2 as fixed contacts and a moving contact represented as head of link hinged to point 3. The hinged link swings around point 3 with a fixed angle of travel at carrier frequency \(\sim\), where
\[
\begin{equation*}
\Omega=\frac{2 \pi}{T} \tag{2.2}
\end{equation*}
\]

The time required for the moving contect to bridge the distance between the two fixed contacts 1 and 2 may conveniently be termed as "Fly-Time". This fly-time can be expressed by the simple relation
\[
\begin{equation*}
a T=\left(\frac{I}{2}-\delta\right) T \tag{2.3}
\end{equation*}
\]


Fig. 1
Representation of a 3-terminal synchronous switch

On the basis of Eqns. (2.1) and (2.3), two modes of switch operation may be possible; operation with positive fly-time (P.F.T), and operation with negative fly-time (N.F.T.). Where P.F.T. and N.F.T. correspond to positive and negative values of a respectively. It is evident that operation with zero fly-time (Z.F.T.) can be considered as a common limiting case of P.F.T. and N.F.T. The range of values of a and 6 , corresponding to different switch modes of operation, may be written as follows
\[
\begin{array}{lll}
\text { For P.F.T. }, \frac{1}{2}>a \geqslant 0, & 0<\delta \leqslant \frac{1}{2} \quad \text { (2.4a) }  \tag{2.4}\\
\text { For N.F.T. }, \quad 0 \geqslant a>-\frac{1}{2}, & \frac{1}{2} \leqslant \delta<1 & (2.4 b)
\end{array}
\]

Due to the fact that most electronic switches are essentially seingle-throw (ON ur OPS) switches, it is appropriate to seek for an alternative arrangement, employing only 2 -terminal switches, as an equivalent to that shown in Fig. (1). This can be easily achieved by splitting point 3 into two connected ones, as shown in Fig. (2.a). However, in order to obtain the same overall switch response, it is necessary to introduce a delay period of \(\mathrm{T} / 2\) between identical operating conditions of the 2 -terminal switches.

In this case, it is evident that operation with P.F.T. and N.F.T. is feasible provided the the ratio ON/OFF (m), which is related to \(\delta\) and a as given below,
\[
\begin{array}{rlr}
m & =\frac{\delta}{1-8} & (2.5 a)  \tag{2.5}\\
& =\frac{1-2 a}{1+2 a} & (2.5 b)
\end{array}
\]
can possibly be adjusted to any value within the ranges specified below
\begin{tabular}{lll} 
For P.F.T., & \(0<m \leqslant 1\) & \((2.6 a)\) \\
For N.F.T., & \(1 \leqslant m<\infty\) & \((2.6 b)\)
\end{tabular}


\section*{2}

(a) Equivalent arrangement of 2-terminal switches


Fig. 2
Alternative representation of 3-terminal synchronous switch and its state/time relationship

Figs. (2.b) and (2.c) illustrate state/time relationship of the 2-terminal switches \(A\) and \(B\) for P.F.T., and N.F.T. modes of operation.
3.0. PRACTICAL CIRCUITS.

There are many practical circuits which can possibly fulfil the 3 -terminal synchronous switch operational requirements outlined in the previous section. Only three circuits, employing either diodes or tranfistors, are going to be described. Emphasis is placed on minimizing various imperfections associated with semiconductor switches by selecting proper designs. For fast switching and minimum interference between control and signal voltages, control voltages for diode and transistor switches are best obtained from low-impedance sources floating with respect to signal ground, such as pulse-transformer windings.

\subsection*{3.1. Single Diode-Bridge}

Fig. (3) illustrates a single diode-bridge circuit which simulates the operation of a 3-terminal synchronous switch in a manner similar to that of the arrangement shown in Fig. (1). This type of switch is intended only for operating with Z.F.T. and the control signal is therefore a square-wave carrier with \(1 / 1\) markspace ratio, fed in through a coupling transformer with centretepped secondary winding. Two equal resistors are symmetrically inserted in series with the transformer secondary winding to stenderdize the \(O N\) control current flowing through the diodes. The presence of these current limiting resistors combined with that of the transformer secondary resistance and leakage inductance, in the sigral path, establishes a major drawback.

\subsection*{3.2. Double Dicde-Bridge.}

Another possible circuit, using two symmetrical diode-bridges,


Fig. 3
Single diode-bridge circuit operating as a Z.F.T. 3-terminal synchronous switch
is shown in Fig. (4), Sech diodo-bridge operates as a 2-terminal switch and the combination operates on the same principle as that of the arrangement shown in Fig. (2.a).

To provide 0 delay period of \(1 / 2\) between the identical operating conditions of the two diode-bridges, the carrier signal is split into two square -wave control voltage signals, \(v_{p l}\) and \(\mathrm{v}_{\mathrm{p} 2}\), at \(180^{\circ}\) phase difference. The two control signals are fed in through two coupling transformers. This type of switch is capable of operating with almost full range of P.F.T. and N.F.T. by means of proper adjustment of the mark/space ratio of the control signals.

Substantial improvement of switching performance is expected due to the removal of the current limiting resistors and the transformer secondary winding from the signed path.

\subsection*{3.3. Transistor Switch}

Fig. (5) illustrates o transistor switch circuit whose principle of operation and control signal requirements are exactly the same as those of the double diode-bridge switch. This type is alsocapable of operating with almost full range of P.F.T. and N. FAT.

The circuit comprises two symmetrical 2-terminel switches, each employs a notched pair of inverted transistor switches for partial offset cancellation. \((3,5,6,7)\) The matched transistors have a common collector-bese structure which accounts for improved thermal matching, reduction in number of thermoelectric junctions, and minimization of interference between control and signal currents. (7) For all these reasons, this circuit provides high quality switching of low-level signals.

Due to the superiority of this circuit, its detailed design is going to be discussed in the next section.


Fig. 4
Double diode-bridge circuit capable of operating as a P.F.T. and/or N.F.T. 3-terminal synchronous switch


Fig. 5
Transistor switch circuil capable of operating as a P.F.T. and/or N.F.T. 3-terminal synchronous switch

\subsection*{4.1. Description.}

Due to the symmetry of the circuit, shown in Fig. (5), description, analysis, and design can be considerably simplified by confining attention to only one half of the circuit., i.e., a 2-terminal synchronous switch as redrawn in Fig. (6).

Square-wave carrier, with adjustable mark/space ratio, is used as a base drive. For proper operation, isolated driving voltage is required. This can be achieved using a pulsetransformer \(T_{I}\). The square-wave control signal is derived from the carrier by means of an appropriate circuit which is designed to provide, in addition, adequate drive to the pulse-transformers, and mark/space ratio control facility, as will be discussed in Section 5.0.
\(r\) is base resistor necessary for standardizing the \(O N\) control currents flowing through the transistor bases. It also Iimits the current flowing through the Zener diode \(Z\) during the OFF period. Due to the possibility of high voltage spikes being generated at the front and trailing edges of the transformer output wave-form, an appropriate Zener diode limiter may be used to protect both transistors and pulse-transformer. It also, in conjunction with \(r\), protects the base-collector common junction of transistors against excessive reverse bias during the OFF period. Furthermore, without the Zener diode, current will flow through the transformer secondary winding during only such periods as the control voltage polarity is as shown in Fig. (6). Negligible current will flow during the reverse polarity, thereby resulting in a net direct current in the transformer secondary winding. Depending on the magnitude of this current, the transformer may become saturated, which imposes further constraint on its design. Whereas, by inserting the Zener diode, in the sense shown in the figure, current will flow through the transformer

Fig. 6
\[
\underbrace{}_{0}
\]

Transistor 2-terminal synchronous switch

(a) Maximum ON/OFF period ratio ( \(m_{\max }\) )

(b) Minimum ON/OFF period ratio \(\left(m_{\min }\right)\)

Fig. 7
Steady-state response of pulse-transforner to rectangular waves for the conditions of maximum and minimum ON/OF period ratios
secondary winding in both directions with negligible net direct current. Any such current results only from the possible mismatch between the cheracteristics of the Zener diode and the parallel combination of the base-collector junction of the transistors.
4.2. Switch Analysis
4.2.1. Requirements and specifications.

The basic requirement is that a current \(I\), which is a general function of time, can be switched in either direction. The maximum value of that current may be specified according to the given application, knowing the source signal and type of load. In general, the current \(I\) may be conveniently expressed as
\[
\begin{equation*}
I_{\max } \geqslant I \geqslant-I_{\max } \tag{4.1}
\end{equation*}
\]

The carrier freguency \(\Omega\) and the required range of fly-time (or ON/OFF ratio \(m\) ), must be specified. The magnitude of the square-wave input voltage \(V_{p}\) and the maximum driving current \(i_{p m a x}\), which are applied to the pulse-transformer primary, and can be determined according to the driving circuit design, should be given.

Other data needed include specifications such as size, weight, power-supply requiremonts, and design limits on temperature, humidity, shock, .. etc.

\subsection*{4.2.2. Derivation of switch formulae.}

Current and voltage polarities, for the switch ON condition, are shown in Fig. (6). Applying Kirchhoff's current law, at each transistor, the following relations can be easily formulated
\[
\begin{equation*}
I=I_{e I}=I_{c I}-I_{b I}=\frac{I_{b I}}{\left(I / \alpha_{i}-1\right)} \tag{4.2}
\end{equation*}
\]
and
\[
\begin{equation*}
I=I_{e 2}=I_{c 2}+I_{b 2}=\frac{I_{b 2}}{1-\alpha_{n}} \tag{4.3}
\end{equation*}
\]

Where \(I_{b l}, I_{c l}, I_{e l}\) and \(I_{b 2}, I_{c 2}, I_{e 2}\) are base, collector, and emitter currents of transistors \(N_{1}\) and \(N_{2}\), respectively. Neglecting the voltage drop across the transformer secondary leakage inductance (justification of this assumption will be explained in subsection 4.2 .3.\()\), and applying Kirchhoff's voltage law, it can be easily shown that
\[
\begin{equation*}
\left.v_{s}-v_{c b(O N}\right)=R_{2}\left(I_{b 1}+I_{b 2}\right) \tag{4.4}
\end{equation*}
\]

Where
\(\nabla_{s}\) is the transformer secondary open-circuit voltage,
\(\mathrm{V}_{\mathrm{cb}}(\mathrm{ON})\) is the common forward base-collector voltage drop. and \(R_{2}\) is the series combination of \(r\) and the transformer secondory resistance.

Substituting the values of \(I_{b 1}\) and \(I_{b 2}\) from Eqns. (4.2) and (4.3), respectively, and rearranging, Eqn. (4.4) reduces to
\[
\begin{equation*}
R_{2}=\frac{\left.v_{s}-{ }_{c b(O N}\right)}{I\left(\frac{v_{c b}-\alpha_{i} \alpha_{n}}{\alpha_{i}}\right)} \tag{4.5}
\end{equation*}
\]

The voltage \(v_{s}\) is a periodic time function of the form as shown in Fig. (7), for the conditions of maximum and minimum ON/OFF period ratios. In addition, the values of \(\alpha_{n}, \alpha_{i}\), and \(v_{c b(O N)}\) vary according to their limits of tolerance. Consequently, \(R_{2}\), which is expressed by Eqn. (4.5), has a range of values whose limits vary periodically with time. The proper overall limiting values of \(R_{2}\) should, then, be calculated to fulfil the requirements under thewonst conditions. Expression for the maximun value of \(R_{2}\) may be obtained from Eccn. (4.5) by substituting the proper
limiting values of various parameters, as
\[
\begin{equation*}
R_{2 \cdot \max }=\frac{\left.v_{\operatorname{simin}}-v_{c b(0 N}\right)_{\max }}{I_{\max }\left\{\frac{1-\alpha_{i \cdot \min } n_{n \cdot \min }}{\alpha_{i \cdot \min }}\right\}} \tag{4.6}
\end{equation*}
\]

Where \(v_{\text {s.min }}\) occurs at the end of the ON period for condition of maximum ON/OFF ratio, ie. when \(\delta=\delta_{\text {max }}\).

The minimum value of \(R_{2}\) may be determined from eq. (4.4) such that the resulting value of the sum ( \(I_{b 1}+I_{b 2}\) ) must not exceed roughly twice the maximum rated base -current of the transistor used, under the worst condition. Accordingly, eqn. (4.4) may be rewritten as
\[
\begin{equation*}
R_{2 \cdot \min } \cong \frac{V_{s \cdot \max }-v^{c} \operatorname{co}(O N) \min }{2 I_{b \cdot \max }} \tag{4.7}
\end{equation*}
\]

Where \(V_{\text {s.max }}\) occurs at the beginning of the on period for the condition of minimum ON/OFF ratio, i. \(\epsilon\). when \(\delta=\delta_{\text {min }}\). Considering \(v_{c b}(O N)_{\text {mini }}\) to be equal to zero for the worst condition, eqn. (4.7) may be rewritten as
\[
\begin{equation*}
R_{2 \cdot \min }=\frac{v_{s \cdot \max }}{2 I_{b \cdot \max }} \tag{4.8}
\end{equation*}
\]

For a successful design, the ratio \(R_{2 \cdot \max } / R_{2 \text {.min }}\) must be equal to or greater then unity. This constraint of realizability may be written as
\[
\begin{gather*}
\Delta=R_{2 \cdot \max } / R_{2 \cdot \min } \\
=\frac{2 \alpha_{i \cdot \min }}{I-\alpha_{i \cdot \min ^{\alpha} n \cdot \min }} \cdot \frac{I_{b} \cdot \max }{I_{\max }} \cdot\left\{\frac{v_{s} \min }{v_{s \cdot \max }}-\frac{\mathrm{v}_{\mathrm{cb}(\mathrm{CN}) \max }}{v_{s \cdot \max }}\right\} \geqslant I \tag{4.9}
\end{gather*}
\]

It is convenient to introduce the dimensionless parameters
\[
\beta=\frac{2 \alpha_{i \cdot \min }}{1-\alpha_{i \cdot \min }{ }_{n \cdot \min }} \quad 4 \cdot 10 a
\]
\[
\begin{equation*}
\gamma=I_{b \cdot \max } / I_{\max } \quad 4.10 b \tag{4.10}
\end{equation*}
\]
\[
e=v_{s . \min } / v_{s . \max } \quad 4.10 \mathrm{c}
\]

Eq. (4.9) may then be rewritten as
\[
\begin{equation*}
\Delta=\beta \gamma\left\{C^{\prime}-v_{c b} / v_{s \cdot \max }\right\} \tag{4.11}
\end{equation*}
\]
where
\[
\begin{equation*}
v_{c b}=v_{c b}(O N)_{\max } \tag{4.12}
\end{equation*}
\]

The proper value of \(R_{2}\) may be conveniently taken as the average value of \(R_{2 . \max }\) and \(R_{2 \text {.min }}\), thus
\[
\begin{equation*}
R_{2}=\frac{1}{2}\left(R_{2 \cdot \max }+R_{2 \cdot \min }\right)=\frac{1}{2} R_{2 \cdot \min }(1+\Delta) \tag{4.13}
\end{equation*}
\]

Substituting the results of ens. (4.8) and (4.11) in eq. (4.13), it is easy to obtain
\[
\begin{equation*}
R_{2}=\frac{\mathbf{r}_{1} \beta \gamma}{4} \quad \frac{(1+\Delta)}{(\beta \gamma--\Delta)} \tag{4.14}
\end{equation*}
\]
\[
\begin{equation*}
\text { where } \quad r_{1}=V_{c b} / I_{b . \max } \tag{4.15}
\end{equation*}
\]

\subsection*{4.2.3. Principal and Sec ondary Parameters of Pulse-Transformer.}

In the process of designing a pulse-transformer, a large number of factors are involved. Initially, specifications shouid be put forward according to the requirements. For this particular application, the specifications may be sumarized as: the pulse input voltage \(V_{p}\), maximum primary current \(i_{p . \max }\), carrier frequency \(\Omega\), range of fly-time \(a\) or ON/OFF ratio \(m\), the allowable rise-time and overshoot on the leading edge of the pulse, the allowable tilt \(\Omega\) of the pulse-top, the allowable bock swing at the pulse termination, the generator impedance, and the load impedance.

On the basis of the above specifications, it is possible to determine the value of some transformer parameters such as \(R_{1}, R_{2}, L, n\), and \(I_{d . c . m a x}\), as will be shown in subsection (4.3.3). Since the knowledge of value of these parameters is essential for constructing the transformer, it is therefore convenient to give them the term "Principal Parameters".

After selectinc the core materisl, computing the transformer geometry and number of turns of each coil, the leakege inductance \(\ell\) and the core loss, which may be represented by a shunting resistance \(R_{c}\), can be colculsted. (9-13) Also, interturn and interwinding cepacitences can be calculated from the knowledge of the dielectric constont of the insulation and transformer structure \({ }^{(13)}\). These capacitances can be approximeted by on equivalent shunt lumped capacitance \(C\). Since, determination of values of the three porameters \(\ell, R_{C}\), and \(C\) dopends entirely on a prior knowledge of the tronsformer structure, in which they have not participated es o direct means, the term "Secondary Parameters" may conveniently be given to them. However, the calculated secondary parameters help in checking as to whether the predicted dynemic response of the tentative transformer design
will meet the specified requirements, and according to tho results. design alterations my be suggested.
4.2.4. Pulse-Transformer Response Equetions.

A clenrer picture of the pulse-tronsformer lood mey be visunlized from the simple representation shown in Fig. (8). Where diode \(D\) is introduced to reprosent the bcheviour of the parellel combinetion of base-collector junctions of transistors \(N_{1}\) and \(N_{2}\), as vicwed by the tronsformer.

According to Appendix (9.1), threc sets of differentiol equetions mey be formuloted whose solution describes the transformer behoviour, under conditions of squere-weve input signel, at the three regions; front edgc, flot top, and terminotion of the input pulses. Figs. (9.2) to (9.4) show threc approximeto equivalent circuits which moy be used to obtain responses at the three regions. It is evident thet risc-time and decay-time responses involve the secondery paremeters \(\ell\) and \(C\). However, the rise and foll times moy, in generel, be neglected with respect to the fint-top time and remeining pert of the decey-time without imposing serious errors. Therefore, trensformer response, corresponding to only these portions, is going to be obtained.

Derivetion of verious equations is based on the following reasonoble assumptions:
i) Lerkage inductence \(\ell\) and shunt copacitance \(C\) are neglected.
ii) Inductence \(L\) is assumed constrnt which is valid os long as the iron is not soturnted.
iii) Negligible core loss.
iv) Negligible voltoge drop across the porallel combinstion of diodes \(Z\) nd \(D\), shown in Fig. (8).
v) Negligible generetor impedence.


Fig. 8
Representation of the 2-terminal synchronous switch shown in Fig. 6


Fig. 9
Circuit used to set up the pulse-transformer response equations during \(O N\) period of the switch


Fig. 10
Circuit used to set up the pulse-transformer response equations during OFF period of the switch

\subsection*{4.2.4.1. During ON Period.}

On the basis of the discussion and assumptions presented above, Fig. (9) may be derived from Figs. (8) and (9.2) to represent the transformer equivalent circuit and its load during the \(O N\) condition of the switch. Assuming that time origin is coinciding with the starting instant of the \(O N\) period, and taking into account the proper initial value of the inductor current, the input voltage can then be considered as a step function of magnitude \(V_{P}\) which is applied at \(t=0\). Consequently, current \(i_{p}\) can be easily obtained, by help of Fig. (9), and be expressed in the Laplacian form as follows
\[
\begin{equation*}
i_{p}(s)=\frac{V_{p}}{s} \frac{I}{R_{1}+R_{2}^{\prime}}\left(\frac{s+1 / \tau_{2}}{s+1 / \tau_{1}}\right)+I_{1} \frac{R_{2}^{\prime}}{R_{1}+R_{2}^{\prime}}\left(\frac{I}{s+1 / \tau_{1}}\right) \tag{4.26}
\end{equation*}
\]

Where
\[
\begin{align*}
& \tau_{2}= L / R_{2}^{\prime}, \\
& \tau_{1}= L /\left(\frac{R_{1}-R_{2}^{\prime}}{R_{1}+R_{2}^{\prime}}\right), \quad(4.17 \mathrm{~b}) \\
& \text { and } \quad I_{1} \quad \begin{array}{l}
\text { is the initial condition value of the } \\
\\
\end{array} \quad \begin{array}{l}
\text { current in the inductor at time } t=0
\end{array} \tag{4.17b}
\end{align*}
\]

Applying Kirchhoff voltage and current laws for the circuit shown in Fig. (9), the following relations can be easily derived
\[
\begin{equation*}
\frac{v_{s}(s)}{n}=R_{2}^{\prime} i_{2}(s)=s L i_{1}(s)-L I_{1} \tag{4.19}
\end{equation*}
\]
and
\[
\begin{equation*}
i_{p}(s)=i_{1}(s)+i_{2}(s) \tag{4.20}
\end{equation*}
\]

Solving for \(i_{1}(s)\) and \(v_{s}(s)\) using the simultaneous eqns. (4.19) and (4.20), hence
\[
\begin{equation*}
i_{1}(s)=\frac{i_{p}(s)+\tau_{2} I_{1}}{1+\tau_{2} s} \tag{4.21}
\end{equation*}
\]
and
\[
\begin{equation*}
\frac{v_{s}(s)}{n}=L \quad \frac{s i_{p}(s)-I_{1}}{1+\tau_{2} s} \tag{4.22}
\end{equation*}
\]

In order to obtain time -domain solution for \(i_{p}, i_{I}\), and \(v_{s}\), the inverse Laplace has to be taken for edna. (4.16), (4.21) and (4.22), respectively. This yields the following expressions
\[
\begin{align*}
& i_{p}(t)=\frac{V_{p}}{R_{I}}\left\{I-\frac{R_{2}^{\prime}}{R_{I}+R_{2}^{\prime}} e^{-t / \tau_{I}}\right\}+I_{I} \frac{R_{2}^{\prime}}{R_{I}+R_{2}^{\prime}} e^{-t / \tau_{I}}  \tag{4.23}\\
& i_{I}(t)=\frac{V_{p}}{R_{I}}\left\{1-e^{-t / \tau_{I}}\right\}+I_{I} e^{-t / \tau_{I}} \tag{4.24}
\end{align*}
\]
and
\[
\frac{v_{s}(t)}{n}=V_{p} \frac{R_{2}^{\prime}}{R_{I}+R_{2}^{\prime}} e^{-t / \tau_{I}}-I_{I} \frac{R_{I} R_{2}^{\prime}}{R_{I}+R_{2}^{\prime}} e^{-t / \tau_{I}} \text { (4.25) }
\]
4.2.4.2. During OFF Period.

Using Figs. (8) and (9.4b), it is possible to derive the circuit shown in Fig. (10) to represent the transformer equivalent circuit and its load during the OFF condition of the switch. Under this condition it is evident that both the circuit diagram and various expressions can be easily derived from their corresponding ones obtained under the CN condition, provided that the following modifications are made


On the basis of the above modifications, time -domain expressions for \(i_{p}^{\prime}, i_{i}^{\prime}\) and \(\frac{v_{S}^{\prime}}{n}\) can be directly written from eqns. (4.23) to (4.25), as
\[
\begin{align*}
& i_{p}^{\prime}(t)=I_{1} \frac{R_{2}^{\prime}}{R_{1}+R_{2}^{\prime}} e^{-t / \tau_{1}}  \tag{4.27}\\
& i_{1}^{\prime}(t)=I_{1}^{\prime} e^{-t / \tau_{1}}
\end{align*}
\]
and
\[
\begin{equation*}
\frac{v_{s}^{\prime}(t)}{n}=-I_{1}^{\prime} \frac{R_{1} R_{2}^{\prime}}{R_{1}+R_{2}^{\prime}} e^{-t / \tau_{1}} \tag{4.29}
\end{equation*}
\]

\subsection*{4.2.4.3. Steady-State Boundary Conditions.}

As the synchronous switch starts to function, two different types of transients are encountered; "Initial Transient", which occurs as a result of the initial sudden application of electric signal to start the switching mechanism, and "Cyclic Transient", which occurs twice per carrier cycle corresponding to the infinitesimal transitional periods \(\alpha u r i n g\) which the switch changes its state from ON to OFF or vice versa, which coincide with the input square -wave discontinuities.

In order to avoid unnecessary complications, the boundary conditions are going to be examined after a sufficiently long period to justify the assumption that initial transient has reached its steady state. On this basis, the average transformer secondary voltage, during a complete carrier cycle, must be zero. This may be expressed as
\[
\begin{equation*}
\int_{0}^{(\delta T-\varepsilon)} v_{s \rightarrow 0} v_{s}(t) d t+\int_{\varepsilon \rightarrow 0}^{\{(1-\delta) T-\xi\}} v_{s}^{\prime}(t) d t=0 \tag{4.30}
\end{equation*}
\]

But, \(v_{s}(t)\) and \(v_{s}^{\prime}(t)\) can be expressed in terms of \(i_{1}(t)\) and \(i_{i}(t)\), respectively, as follows
\[
v_{s}(t)=n L \frac{d i_{1}(t)}{d t} \quad(4.31 a)
\]
and
\[
\begin{equation*}
v_{S}^{\prime}(t)=n I \quad \frac{d i_{1}^{\prime}(t)}{d t} \tag{4.31}
\end{equation*}
\]

Substituting the results of eq. (4.31) in eqn. (4.30) and solving the integration, the following can be easily obtained
\[
\begin{gather*}
i_{1}(\delta T-\xi)-I_{1}=I_{1}-i_{1}\{(1-\delta) T-\varepsilon\}  \tag{4.32}\\
\varepsilon \rightarrow 0 \quad \varepsilon \rightarrow 0
\end{gather*}
\]

It is conceivable that under any transient condition, the current in the inductor does not undergo abrupt change. Consequently, an equation can be set up to relate the inductor currents before and after the infinitesimal transitional period starting at the instant \(t=\delta T\), thus
\[
\begin{align*}
& i_{I}(\delta T-\varepsilon)=I_{I}^{\prime}  \tag{4.33}\\
& \varepsilon \rightarrow 0
\end{align*}
\]

From eqns. (4.32) and (4.33), the following may be deduced
\[
\begin{aligned}
& i_{1}^{\prime}\{(1-\delta) T-\varepsilon\}=I_{1} \\
& \varepsilon \rightarrow 0
\end{aligned}
\]

Using the solutions expressed by eqns. (4.24) and (4.28), eqns. (4.33) and (4.34) may be rewritten as
\[
\begin{equation*}
I_{I}=\frac{V_{p}}{R_{I}}\left\{I-e^{-\delta T / \tau_{I}}\right\}+I_{I} e^{-\delta T / \tau_{I}} \tag{4.35}
\end{equation*}
\]
and
\[
\begin{equation*}
I_{1}=I_{I} e^{-(I-\delta) T / \tau_{I}} \tag{4.36}
\end{equation*}
\]

Solving the two simultaneous eqns. (4.35) and (4.36), \(I_{I}\) and If may be expressed as
\[
\begin{equation*}
I_{I}=\frac{V_{p}}{R_{I}} \frac{I-e^{-\delta T / \tau_{I}}}{I-e^{-T / \tau_{I}}} e^{-(I-\delta) T / \tau_{I}} \tag{4.37}
\end{equation*}
\]
and
\[
\begin{equation*}
I_{I}=\frac{V_{p}}{R_{I}} \frac{I-e^{-\delta T / \tau_{I}}}{I-e^{-T / \tau} I} \tag{4.38}
\end{equation*}
\]

\subsection*{4.2.5. Transformer Formulae Directly Involved in the Design}

In this subsection, it is intended to relate various transformer principal parameters and design constraints in a condensed number of formulae which are arranged in such a form to be useful for the design procedure.
i) The tilt of the transformer output voltage \(v_{s}\), for a particular value of \(\delta\), may be defined as
\[
\begin{equation*}
\sigma=I-v_{s \cdot \min } / v_{s \cdot \max } \tag{4.39}
\end{equation*}
\]

Where \(v_{s . m i n}\) and \(v_{s . m a x}\) may be deduced from en. (4.25), as
and
\[
\begin{aligned}
\mathrm{v}_{\text {s. max }}= & \mathrm{v}_{\mathrm{s}}(\varepsilon \mathrm{t}) \\
& \varepsilon \rightarrow 0 \\
\mathrm{v}_{\text {s. mix }}= & \mathrm{v}_{\mathrm{s}}(\delta T-\varepsilon) \\
& \varepsilon \rightarrow r
\end{aligned}
\]
\[
(4.40 a)
\]
\[
(4.40)
\]
\[
(4.40 \mathrm{~b})
\]

Substituting eq. (4.40) into eq. (4.39), and using the
result of eq. (4.25), then
\[
\begin{equation*}
\sigma=I-e^{-\delta T / \tau I} \tag{4.41}
\end{equation*}
\]

Since, the maximum allowable tilt plays a predominant part in the design, therefore an expression for it may be directly deduced from eqn. (4.41) and written as
\[
\begin{equation*}
\sigma_{\max }=1-e^{-\delta_{\max }} \mathrm{T/} \mathrm{\tau}_{1} \tag{4.42}
\end{equation*}
\]
ii) Another important constraint is the maximum transformer primary current \(i_{p . \max }\), whose value may be specified according to the driving circuit capability. An expression for \(i_{p, \max }\) can be easily obtained from eqns. (4.23) and (4.37), as given below
\[
\begin{aligned}
i_{p \cdot \max }= & i_{p}\left(\delta_{\max } T-\varepsilon\right) \\
& \varepsilon^{T} 0^{T} \\
= & \frac{V_{p}}{R_{I}}\left\{I-\frac{R_{2}^{\prime}}{R_{I}+R_{2}^{\prime}} \frac{I-e^{-\left(I-\delta_{\max }\right) T / \tau_{I}}}{I-e^{-T / \tau_{I}}} e^{-\delta_{\max }^{T / \tau_{I}}}\right\}
\end{aligned}
\]
iii) Since, \(R_{2}\) depends on the maximum and minimum value of the transformer output voltage \(v_{s . m a x}, v_{s . m i n}\), it will be convenient to derive expressions for them. This is given below using results of eqns. (4.25) and (4.37)
\(\frac{v_{S \cdot \max }}{n}=\left.\frac{v_{S}(\varepsilon t)}{n}\right|_{l} ^{\varepsilon \rightarrow 0} \begin{aligned} & \delta=\delta_{\min }\end{aligned}\)
\[
\begin{equation*}
=V_{p} \frac{R_{2}^{\prime}}{R_{I}+R_{2}^{\prime}} \frac{I-e^{-\left(I-\delta_{\min }\right) T / \tau} I}{I-e^{-T / \tau_{I}}} \tag{4.44}
\end{equation*}
\]
and
\[
\begin{align*}
\frac{v_{s . \min }}{n}= & \left.\frac{v_{S}\left(\delta_{\max }^{T}-\varepsilon\right)}{n}\right|_{i-0}=\delta_{\max } \\
= & V_{p} \frac{R_{2}^{\prime}}{R_{I}+R_{2}^{\prime}}\left\{\frac{1-e^{-\left(1-\delta_{\max }\right) T / \tau_{I}}}{I-e^{-T / \tau} I}\right\} e^{-\delta_{\max }^{T / \tau} I} \\
= & V_{p}-R_{I} i_{p . \max } \tag{4.45}
\end{align*}
\]

The ratio \(v_{\text {s.min }} / v_{\text {s. max }}\) can then be written as
\[
\theta=\frac{1-e^{-\left(1-\delta_{\max }\right) T / \tau_{1}} 1}{1-e^{-\left(1-\delta_{\min }\right) \mathrm{T} / \tau_{1}}} e^{-\delta_{\max } T / \tau_{1}} \quad \text { (4.46) }
\]
iv) The knowledce of the maximum direct current \(I_{d . c \cdot m a x}\), flowing through the transformer primary winding, is essential to check the degree of iran saturation and to compute the proper air-gap dimensions if required. \(I_{d . c}\). can be calculated as the average of \(i_{p}\) over one carrier cycle, thus
\[
I_{d \cdot c}=\frac{1}{T}\left\{\begin{array}{l}
\int_{\hat{\varepsilon} \rightarrow 0}^{(\delta T-\varepsilon)} i_{p}(t) d t+\int_{0}^{\{(1-\delta) T-\varepsilon\}} \\
i_{p \rightarrow 0}^{\prime}(t) d t
\end{array} \ldots(4.47)\right.
\]

From ens. (4.23), (4.37) and (4.27), (4.38), \(i_{p}(t)\) and \(i_{p}^{\prime}(t)\) may be rewritten, respectively as
\[
\begin{equation*}
i_{p}(t)=\frac{V_{p}}{R_{1}}\left\{1-\frac{R_{2}^{\prime}}{R_{1}+R_{2}^{\prime}} \frac{1-e^{-(1-\delta) T / \tau_{1}}}{1-e^{-T / \tau_{1}}} e^{-t / \tau_{1}}\right\} \tag{4.48}
\end{equation*}
\]
and \(i_{p}^{\prime}(t)=\frac{V_{p}}{R_{I}}\left\{\frac{R_{2}^{\prime}}{R_{1}+R_{2}^{\prime}} \frac{1-e^{-\delta I / \tau_{I}}}{1-e^{-T / \tau_{1}}} \quad e^{-t / \tau_{1}}\right\}\)

Substituting the expressions of \(i_{p}(t)\) and \(i_{p}^{\prime}(t)\) in eq. (4.47), and solving the integration, then
\[
\begin{equation*}
I_{\text {dec. }}=\frac{V_{p}}{R_{1}} \delta \tag{4.50}
\end{equation*}
\]

Eau. (4.50) shows that \(I_{d . c . ~ i s ~ d i r e c t l y ~ p r o p o r t i o n a l ~ t o ~}^{\text {. }}\). \(\delta\), therefore
\[
\begin{equation*}
I_{d \cdot c \cdot \max }=\frac{V_{p}}{R_{I}} \delta_{\max } \tag{4.51}
\end{equation*}
\]

\subsection*{4.3. Survey of Design Procedure}
4.3.1. Criteria for Selecting the Switching Transistors.

Having specified the parameters \(\sigma_{\text {max }}, \delta_{\text {max }}\) and \(T\), the value of \(\tau_{1}\) can then be calculated from eq. (4.42). As a result, the value of \(Q\) can be determined since it is a function of \(\tau_{1}\), as given by eq. (4.46) where \(\hat{o}_{\min }\) is again a specified quantity.

For any particular transistor, \(I_{b, \max }, V_{c b}, \alpha_{n, m i n}\), and \(\alpha_{i . \min }\) may be regarded. os specified parameters. It is possible then, to evaluate \(\beta, \gamma\), and \(r_{1}\) using eqns. (4.10a), (4.10b) and (4.15).

On this besis, \(R_{2}\) varies only with \(\Delta\) in a manner as described by eqn. (4.14). This function can be easily plotted whose form is as shown in Fig. (11). Since \(R_{2}\) represents a positive real physical quantity, only the portion of the curve lying above \(\Delta\)-axis should be considered for practical solution. A vertical line, passing throuch the lower limit value of \(\Delta\) ( \(\Delta=1\) ), is drawn to represent a boundary for the zone of feasible solution. Another boundary may be set up at \(\Delta=\beta \gamma\) e. Therefore, a feasible solution for \(R_{2}\) exists only when
\[
\begin{equation*}
\beta \gamma e \geqslant 1 \tag{4.52}
\end{equation*}
\]

Substituting back various parameters, eqn. (4.52) may be conveniently rewritten os
\[
\frac{2 \alpha_{i, \min }}{1-\alpha_{i \cdot \min } n_{n \cdot \min }} \quad I_{b, \max } \geqslant \frac{1-e^{-\left(1-\delta_{\min }\right) T / \tau_{I}}}{1-e^{-\left(1-\delta_{\max }\right) T / \tau_{1}}} \frac{I_{\max }}{e^{-\delta_{\max }^{T / \tau} \tau_{I}}}
\]

Where
\[
\begin{equation*}
{ }^{\tau} I=\delta_{\max } T / \log \left(\frac{1}{1-\max }\right) \tag{4.54}
\end{equation*}
\]

Eqn. (4.53) establishes a simple realization criterie, relating transistor parameters to the required switch specifications, which must be satisfied by the selected transistor.

Other factors, which govern the choice of transistor, may be summorized in the following points:
i) The total transistor switching time \(t_{t}\) (see Appendix (9.2)) must be very small compared to the minimum switch conducting period \(\delta_{\min } T\).


Fig. 11
Variation of \(R_{2}\) with \(\Delta\), as given by Eq. 4.14


Fig. 12
Variation of \(R_{2}^{\prime}\) with \(R_{1}\), as given by Eq. 4.55
ii) \(I_{\text {max }}\) must not exceed the maximum rated collector current.
iii) The maximum signal voltage, required to be switched oN and OFF with either polarity, must be less than the transistor breakdown voltage.

In general, alloy-junction or epitaxial-planer type of transistors may be employed for they combine low saturation resistance with relatively small junctions for high switching speed.

\subsection*{4.3.2. Limits of Validity of Pulse-Transformer Principal Parameters.}

Having selected the proper switching transistor, values of its various parameters \(\alpha_{n}, \alpha_{i}, I_{b . \max }\), and \(V_{c b}\) may be obtained either from supplied data or by simple test and thus will be considered constant throughout subsequent treatment. Other parameters, which will also be treated as constants, are those which are specified such as \(\sigma_{\max }, \delta_{\max }, \delta_{\min }, T, V_{p}, I_{\max }\), and \(i_{p, m a x}\). As a result, it is easy to prove that \(\beta, \gamma\), \(r_{I}, \tau_{I}\), and \(e_{\text {can }}\) be evaluated and hence will be considered fixed quantities.

En. (4.43) expresses the relationship between \(R_{1}\) and \(R_{2}^{\prime}\) in an implicit form. Solving for \(R_{2}^{\prime}\) in terms of \(R_{1}\), thus
\[
\begin{equation*}
R_{2}^{\prime}=R_{I}\left(\frac{K_{1}-R_{1}}{R_{I}-K_{2}}\right) \tag{4.55}
\end{equation*}
\]

Where
and
\[
\begin{equation*}
K_{1}=V_{p} / i_{p \cdot \max } \tag{4.56}
\end{equation*}
\]
\[
\begin{equation*}
K_{2}=\frac{{ }_{p}}{i_{p \cdot \max }}\left\{I-\frac{I-e^{-\left(1-\delta_{\max }\right) T / \tau_{I}}}{1-e^{-T / \tau_{I}}} e^{-\delta_{\max } \Gamma / \tau_{I}}\right\} \tag{4.57}
\end{equation*}
\]

This function can be easily plotted whose form is as shown in Fig. (12) . Since both \(R_{1}\) and \(R_{2}^{\prime}\) represent positive real physical quantities, then the practical solution exists only in the zone lying between the limits
\[
\begin{equation*}
\mathrm{K}_{2}<\mathrm{R}_{1}<\mathrm{K}_{1} \tag{4.58}
\end{equation*}
\]

Solving the simultaneous eqns. (4.45) end (4.55), and using the relations \(\frac{R_{2}}{2}=R_{2}^{1}\), it is easy to deduce an expression for \(R_{1}\) in terms \(n^{2}-R_{2} \quad\) of \(\Delta\) as given below
\[
\begin{equation*}
R_{1}^{2}-\left(K_{1}+K_{2}-Q_{1}\right) R_{1}+K_{1} K_{2}=0 \tag{4.59}
\end{equation*}
\]
where
\[
\begin{align*}
\varepsilon_{1} & =\left(\frac{v_{\text {S. min }}}{i_{p \cdot \max }}\right)^{2} \frac{1}{R_{2}} \\
& =\frac{\left(2 r_{2} \rho\right)^{2} \beta \gamma}{r_{1}} \frac{1}{(\beta \gamma e-\Delta)(1+\Delta)} \tag{4.60}
\end{align*}
\]

Wherein
\[
\begin{equation*}
r_{2}=V_{c b} / i_{p, \max } \tag{4.61}
\end{equation*}
\]

This implies that for every value of \(\Delta\), there are two corresponding values for \(R_{1}\), which are the roots of eq. (4.59). Assuming that these roots are \(R_{11}\) and \(R_{12}\), then
\[
\begin{align*}
& \mathrm{R}_{11} \cdot \mathrm{R}_{12}=\mathrm{K}_{1} K_{2}  \tag{4.62}\\
& \mathrm{R}_{11}+R_{12}=K_{1}+K_{2}-Q_{1} \tag{4.63}
\end{align*}
\]

From eqn. (4.62), it follows that \(R_{11} \cdot R_{12}\) is a positive
constant quantity \(K_{1} K_{2}\), from which the extreme values of the roots.
\[
\begin{equation*}
K_{11}=K_{2} \text { and } R_{12}=K_{1} \tag{4.64}
\end{equation*}
\]
may be set up to comply with condition (4.58).

In general, the roots may be written as
\[
\begin{align*}
& R_{11}=q-x  \tag{4.65}\\
& R_{12}=q+y \tag{4.66}
\end{align*}
\]

Where
\[
\begin{array}{r}
q=\sqrt{\mathrm{K}_{1} \mathrm{~K}_{2}} \\
q-\mathrm{K}_{2} \geqslant x \geqslant 0 \tag{4.67}
\end{array}
\]
and
\[
K_{1}-q \geqslant y \geqslant 0 \quad(4.67 e)
\]

Substituting eqns. (4.65) and (4.66) into ens. (4.62) and (4.63), the following relations can be deduced
\[
\begin{align*}
& y=\frac{q x}{q-x}  \tag{4.68}\\
& Q_{2}=K_{1}+K_{2}-2 q-\frac{x^{2}}{q-x} \tag{4.69}
\end{align*}
\]

Where
\[
\begin{equation*}
Q_{2}=Q_{1} \tag{4.70}
\end{equation*}
\]

Plotting \(Q_{2}\) as a function of \(x\) and \(Q_{1}\) as a function of \(\Delta\), whose form are as shown in Figs. (13) and (14), respectively, it is easy to derive conditions for existence of feasible solution according to the relative position of the minimum value of \(Q_{1}\) (which occurs at \(\Delta=\frac{B \gamma-1}{2}\) ) with respect to the lower limiting


Fig. 13
Variation of \(Q_{2}\) with \(X\), as given by Eq.4.69


Fig. 14
Variation of \(Q_{1}\) with \(\Delta\), as given by Eq.4.60
value of \(\Delta(\Delta=1)\). Consequently, one of the two following situations may arise:
\[
\begin{equation*}
\text { i) If } \frac{\beta \gamma-1}{2}>1 \tag{4.7I}
\end{equation*}
\]

Then, to obtain feasible solution, the following condition must be satisfied
\[
Q_{1 . \min } \leqslant Q_{2 . \max }
\]
ie.
\[
\begin{equation*}
\frac{\left(2 r_{2} \varepsilon\right)^{2} \beta \gamma}{r_{1}}\left\{\frac{1}{\left(\frac{\beta \gamma-1}{2}\right)^{2}}\right\} \leqslant K_{1}+K_{2}-2 q \tag{4.72}
\end{equation*}
\]
which may be rewritten as
\[
\begin{align*}
& \quad \beta \gamma Q+1 \geqslant \frac{4 r_{2} Q}{\left(\sqrt{K_{1}}-\sqrt{K_{2}}\right)} \sqrt{\frac{\beta \gamma}{r_{1}}}  \tag{4.73}\\
& \text { (ii) If } \quad \frac{\beta \gamma_{1} \in-1}{2} \leqslant I
\end{align*}
\]
\[
(4 \cdot 74)
\]

Then, to obtain feasible solution, the following condition must be satisifed
\[
\left.Q_{1}\right|_{\text {at } \Delta=1} \leqslant Q_{2}
\]
ie.
\[
\begin{equation*}
\frac{\left(2 r_{2} \rho\right)^{2} \beta \gamma}{r_{1}} \frac{1}{2(\beta \gamma Q-I)} \leqslant K_{1}+K_{2}-2 q \tag{4.75}
\end{equation*}
\]
which may be rewritten as
\[
\begin{equation*}
\beta \gamma e-I \geqslant\left\{\frac{2 r_{2} e}{\sqrt{\mathrm{~K}_{1}}-\sqrt{\mathrm{K}_{2}}}\right\}^{2} \quad \frac{\beta_{Y}}{2 r_{1}} \tag{4.76}
\end{equation*}
\]

Checking the validity of either condition (4.73) or (4.76), is very useful in predicting as to whether practical solution exists, before attempting any design calculation for various transformer parameters. In case these conditions are not satisfied, either the switching transistors may be changed or slight modification to the various specified parameters may be ad opted.

Eqn. (4.51) shows that the maximurn direct current \(I_{\text {d.c.max }}\) is inversely proportional to \(R_{I}\). Therefore, in order to reduce \(I_{\text {d.c. }}\) max , which is desirable to obtain better transformer design, the maximum possible value of \(R_{I}\) may be adopted.

\subsection*{4.3.3. Method of Calculating the Principal Parameters of the Pulse-Transiormer.}
(i) Calculate the quantity \(\frac{\beta \gamma-1}{2}\) and according to whether its value is greater, equal or less than unity, either condition (4.73) or (4.76) may be checked.
(ii) Assuming that the above condition is satisifed, select. a set of values for \(\Delta\) that lies between the limits \(l\) and \(\beta \gamma \in\). Substitute these values in eqns. (4.9), (4.ICc) and (4.14) to obtain the corresponding values for \(v_{s . m i n}\) and \(R_{2}\). \(Q_{1}\) may be also calculated from eq. (4.60).
(iii) For each value of \(\Delta\), inspect the condition for real roots of eq. (4.59), that is
\[
\begin{equation*}
\left(K_{1}+K_{2}-Q_{1}\right)^{2} \geqslant 4 K_{1} K_{2} \tag{4.77}
\end{equation*}
\]
then calculate the roots \(R_{11}\) and \(R_{12}\) of eq. (4.59) only for the range of values of \(\Delta\) which satisfy eq. (4.77).
(iv) From eqns. (4.45) and (4.55), calculate the values of \(n_{1}, n_{2}\) and \(R_{21}^{\prime}, R_{22}^{\prime}\), which correspond to the two roots \(R_{11}\) and \(R_{l 2}\), respectively. \(n_{1}\) and \(n_{2}\) may also be calculated from the relation \(n^{2}=R_{2} / R_{2}^{\prime}\) which may be used as a check for the calculation.
(v) \(L_{1}, I_{2}\) and \(I_{d . c \cdot \max _{1}}, I_{d . c \cdot \max _{2}}\) may be calculated from eqns. ( 4.17 b ) and \((4.51)\), respectively, where the subscripts correspond to the use of calculated parameters having the same subscripts.
(vi) Plot the various calculated parameters against \(\Delta\).

Due to various conflicting factors, it is hardly possible to attain simultaneous optimum value for all these parameters.

Nevertheless, a good compromise which may depend on experience, can be easily judged from that plot, as will be shown in the illustrative example.

\subsection*{4.3.4. Refinements to the Prototype Design of the \\ Eulse-Transformer.}

Knowledge of values of principal parameters, together with weight and size requirements, will enable one to select the core material and compute the geometry of the prototype transformer. These, in turn, will enable one to evaluate the secondary parameters \(\ell\) and \(c\). Consequently, the rise and fall-time responses can be easily determined, using Figs. (9.2) and (9.4a), respectively, which is beyond the scope of the present paper.

Inspection of these responses determines whether modification to the prototype design is required. However, with the aid of various criteria developed and with the establishment of limits of validity of principal parameters, it is possible to decide which parameter may be altered and in which direction.

\subsection*{4.3.5. Factors Influencing Zener Diode Selection.}
(i) In order to minimize the net direct current in the transformer secondary winding, the Zener diode forward characteristics should match, closely as possible, those of the parallel combination of the base-collector junctions of the switching transistors.
(ii) The average forward current, flowing through the Zener diode, may be written for a particular value of \(\delta\) as
\[
i_{f . a v}=\frac{1}{T} \int_{0}^{(I-\delta) T} \frac{v_{s}^{\prime}(t)}{R_{2}} d t
\]

Using results of eqns. (4.29) and (4.38), and neglecting the negative sign, eq. (4.78) may be reduced to
\[
\begin{equation*}
i_{f_{a v}}=\frac{n V_{p}}{T} \frac{I}{R_{1} R_{2}}\left(1-e^{-\delta T / \tau_{1}}\right)\left(1-e^{-(1-\delta) T / \tau_{I}}\right) \tag{4.79}
\end{equation*}
\]

In order to obtain the maximum value of \(\mathrm{i}_{\mathrm{f}_{\mathrm{av}}}\), one may proceed
by putting by putting
\[
\begin{equation*}
\frac{d i_{f a v}}{d \delta}=0 \tag{4.80}
\end{equation*}
\]
which results in
\[
\begin{equation*}
\delta=\frac{1}{2} \tag{4.81}
\end{equation*}
\]
then
\[
\begin{equation*}
\left(i_{f_{a v}}\right)_{\max }=\frac{n V_{p}}{T} \frac{L}{R_{1} R_{2}} \frac{\left(1-e^{-T / 2 \tau} I\right.}{\left(1+e^{-T / 2 \tau} I\right)} \tag{4.82}
\end{equation*}
\]

The calculated value of ( \(\left.i_{f}\right)_{\max }\) must not exceed the rated average forward current of the selected Zener diode.
(iii) The peak forward current may be calculated from the falltime response of the pulse-transformer. However, if the fulltime response is critical or over-damped, that current may be easily calculated from the flat-top response, as follows
\[
\begin{align*}
\left(i_{f}\right)_{\text {peak }}= & \left.\frac{v_{s}^{\prime}(0)}{R_{2}}\right|_{\text {when }} \delta=\delta_{\max } \\
& =-n V_{p} \frac{1}{n^{2} R_{1}+R_{2}} \frac{\left(1-e^{-\delta_{\max }^{T / \tau} I}\right)}{\left(1-e^{-T / \tau} I\right)} \tag{4.83}
\end{align*}
\]
where the negative sign is immaterial as it merely indicates the flowing direction of the current.

The calculated value of ( \(i_{f}\) ) peak must not exceed the corresponding rated value of the selected Zener diode.
(iv) The Zener voltage must be well below the break-down voltage of base-collector junction of the switching transistor.
(v) The maximum Zener current, which may be calculated from the rise-time response of the pulse-transformer, must not exceed the corresponding rated value.
4.4. Illustrative Example.

The use of the design procedure is ullstrated in the following example.

Given required switch specifications are:
\[
\begin{aligned}
& T=20 \mathrm{~m} \cdot \text { sec., } \quad \delta_{\max }=0.9, \delta_{\min }=0.1, \quad I_{\max }=2 \mathrm{~mA}, \\
& i_{p \cdot \max }=20 \mathrm{~m} \cdot \mathrm{~A} \cdot, V_{p}=12 \text { volts, } \sigma=0.2 .
\end{aligned}
\]
\(\tau_{I}\) and \(e\) can then be calculated from ens. (4.42) and (4.46), respectively,
\[
\tau_{I}=80.6 \mathrm{~m} . \mathrm{sec} ., Q=0.098
\]

Transistor type 2N1302, whose characteristics are given in Appendix (9.2), was selected according to subsection (4.3.1). Consequently, the following parameters can be calculated
\[
\begin{aligned}
& \beta=12.4, \gamma=10, r_{1}=10 \Omega, r_{2}=10 \Omega, \\
& K_{I}=600 \Omega, K_{2}=.546 \Omega
\end{aligned}
\]
from which
\(\beta \gamma \rho=12.15>1 ;\) hence, condition (4.52) is satisfied.
As \(\left.\frac{\beta \gamma-1}{2}=5.575\right\rangle 1\), then, validity of condition (4.73)
should be investigeted for existence of practical solution,
I. i. S. of eqn. (4.73) is \(\beta \gamma(+1=13.15\)
R.H.S. " " " " \(\frac{4 r_{2} \rho}{\left(\sqrt{K_{1}}-\sqrt{K_{2}}\right)} \sqrt{\frac{\beta_{y}}{r_{1}}}=12\)

Therefore, condition (4.73) is satisfied.

Table (4.1) indicates the results of calculation of the transformer principal parameters following the steps outlined in subsection (4.3.3.). These results are plotted in Fig. (15) to illustrate the variation of various parameters, within their limits of validity, corresponding to change in \(\Delta\).

A reasonable choice of parametersvalues, for the prototype transformer, may be taken at \(\Delta=5.575\), where
\[
\begin{array}{ll}
\mathrm{R}_{2} & =310 \text { ohms } \\
\mathrm{R}_{1} & =R_{12}=583.51 \text { ohms } \\
\mathrm{n}_{1} & =\mathrm{n}_{2}=1.121 \\
\mathrm{~L} & =\mathrm{I}_{2}=14.35 \text { henries } \\
I_{d \cdot c \cdot \max } & =I_{d \cdot c \cdot m a x 2}=18.5 \mathrm{~m} \cdot \mathrm{~A} .
\end{array}
\]

The subsequent design steps may then be casily applied to complete the switch design following similar steps as those outlined in subsections (4.3.4) and (4.3.5).



Fig. 15
Plot of the calculated values of various pulse-transformer parameters with respect to \(\Delta\)

\subsection*{5.0. SNITCH DRIVING CIRCUIT}

\subsection*{5.1. Requirements.}

The driving circuit's main purpose is to provide an adequate drive to the pulse-transformer in the form of two similar squarewaves carrier at \(180^{\circ}\) phase difference. It should also include a means of control for the mark/space ratio (m), such that, its value may be adjusted to any magnitude that lies within specified limits \(m_{\min } \leqslant m \leqslant m_{\max }\).

\subsection*{5.2. Description.}

A possible practical circuit is shown in Fig. (16). It consists of two symmetrical channels fed from a centre-tapped transformer \(T_{1}\), which provides \(180^{\circ}\) phase-shift between their inputs. The transformer primary winding is excited by a sinusoidal carrier-signal.

Bach channel consists of four tronsistors. Transistors \(N_{1}\) and \(N_{2}\) are limiting amplifiers operating as square-wave generators. Transistor \(\mathbb{N}_{3}\) is an emitter-follower stage which operates the last amplifier stage \(N_{4}\). This last stage transmits the necessary square-wave drive to the pulse-transformer \(T_{2}\) whose secondary winding is connected to the common base-collector junction of the switch trensistors.

The mark/space ratio can be varied by applying a d.c. bias to the centre-tapped point of transformer \(\mathbb{T}_{1}\). This ceuses a variation in the instanteneous input voltage level at which the input transistors \(N_{l}\) end \({ }^{N} i\) commence conducting.

A model, based on Fig. (16), has been constructed which is capable of controlling the mark/space ratio between the limits \(1 / 20\) and \(20 / 1\). A brief account of the components employed and design values of various elements are given in the diagram.


Fig. 16
A transistor driving circuit for 3 -terminal synchronous switch
\(R_{v}\) : Miniature helical poteniometer, 10 K .10 turns, type CLR \(2402 / 22\)
\(\mathrm{N}_{1}, \mathrm{~N}_{2}, \mathrm{~N}_{3}, \mathrm{~N}_{4}\) : Alloy-junction Germanium transistors, N.P.N. , type 2N 1302
\(Z\) : Zener diode, type OAZ 213

Fig. (17) illustrates weve-forms at verious points of the driving circuit for conditions of \(\delta<1, \delta=1\) and \(\delta>1\), which correspond to negative, zero, and positive d.c. bias, respectively. Potentiometer \(R_{v}\), fed from +12 and -12 volt supply, is adjustoble to give the required d.c. birs. The input transistor \(N_{1}\) is unbiased and does not conduct when its input voltege is negative. It conducts and its collector voltoge fells almost to zero if its bose current exceeds 50 uA., which occurs if its base voltege becomes more positive then 0.3 volts. Resistor \(R_{I}\) is designed to sotisfy the two extreme conditions :
(i) To limit the base current to a safe value in case of applying maximum input voltage, which occurs when maximum positive d.c. bias is applied to the trensformer centre-tapped point.
(ii) To allow the flow of adequete base current to saturate the trensistor in cese of applying minimum input voltoge, which occurs when maximum negative d.c. bies is applied.

The Zener diode \(Z\) is employed to protect trensistor \(\mathbb{N}_{I}\) by diverting excessive positive base current, and limiting excessive negative base voltage.

The output of tronsistor \(N_{1}\) consists of pulses, the risetime of which is determined by the frequency and smplitude of the input voltage. The pulses ore amplified and inverted by transistor \(\mathrm{N}_{2}\), which is overdriven by tronsistor \(N_{I}\) so thet pulse risetime is considerebly diminished. Resistors \(R_{2}, R_{3}\) and \(R_{4}\) are designed to provide proper biesing for transistor \(N_{2}\).

The signol at tho collector of tronsistor \(N_{2}\) consists of sqare-waves which are applied to the base of transistor \(N_{3}\). Transistor \(N_{3}\), which is properly biased by resistors \(R_{5}, R_{6}\) and \(R_{7}\), operates as a buffer stage. The last stage \(N_{4}\) operates as on amplifier whose lood is the pulsentronsiormer \(T_{2}\). The signol


Fig. 17
Wave-forms at various points of the driving circuit, shown in Fig. 16 , for positive, zero, and negative d.c. bias
at its collector is a square-wave of magnitude slightly less than 12 volts with rise-time of about \(2 \mathrm{u} . \mathrm{sec}\). for carrier frequency of \(50 \mathrm{c} / \mathrm{s}\).

In order to cancel the effect of the net direct current flowing through the primary winding of \(\mathrm{T}_{2}\), a large capacitor \(c\), inserted in series with it, may be used. Resistor \(R_{9}\), is thus, employed to provide a discharging path for the capacitor during OFF period of transistor \(N_{4}\). An alternative way is to use a third winding on the transformer \(T_{2}\). This winding is energized by a direct voltage whose polarity is such that the resulting direct current effect opposes that of the primary winding. A variable resistance may be inserted in series to control that direct current to the required magnitude.

In deriving the transformer response equations in subsection (4.2.4), \(R_{9}\) and \(c\) were neglected just to avoid unnecessary complications at that stage. However, various equations can be easily modified to account for their presence according to the following points :
(i) If the capacitor value is high enough, the voltage built across it may be assumed negligible withovt causing serious errors. Consequently, all the expressions desired during on period (subsection (4.2.4.1)) may be regarded as valid provided that the zeromaxis of \(i_{p}(t)\) is shifted to coincide with the mean value of \(i_{p}(t)\) and \(i_{p}^{\prime}(t)\) during a complete carrier cycle.
(ii) The effect of \(\mathrm{R}_{9}\) only occurs during off period of the switch. This may be accounted for by replacing \(R_{1}\) by \(R_{1}+R_{9}\), in all the expressions of subsection (4.2.4.2). Again, to account for \(c\), the zero axis of \(i_{p}^{\prime}(t)\) should be considered as coinciding with the mean value of \(i_{p}^{\prime}(t)\) and \(i_{p}(t)\) during a complete carrier cycle.

\subsection*{6.0. CONCLUSIONS.}

It has been shown that 3 -terminal synchronous switches, capable of operating with P.F.T. and N.F.T., are physically realizable. A superior circuit, employing switching transistors driven by pulse-transformer, has been described and its dynamic behaviour has been analyzed. Design criteria, which determine the Iimits of validity of various parameters, have been developed. A simple procedure for a comprehensive design of 3-terminal synchronous switch and an appropriate driving circuit, has been outlined with an illustrative mample.

The feasibility of constructing widely controlled fly-time synchronous switches, immensely increases the scope of their application. It has led to the development of physically dissimilar chopper networks with identical responses by establishing the duality between P.F.T. and N.F.T. circuits. (I) It has also resulted in establishing the realizability of obtaining modified dynamic characteristics from various chopper networks by controlling the fly-time of the incorporated synchronous switches.

The flexibility and simpIicity, with which the presented synchronous switch can be operated and its fly-time be controlled and measured, suggests the possibility of its use to simulate mechanical switch operation with its unavoidable physical fly-time. Thus, this enables one to perform various studies which may explain the experimental anomalies, associated with mechanical switches, which cause actual results to differ from those predicted. Furthermore it mey guide future work in which mechanical switches, despite their physical fly-time, be preferred, in some applications, to electronic switches.
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\subsection*{9.1. Equivalent Circuits of Pulse-Transformer}

Fig. (9.1) shows the complete equivalent circuit of a pulsetransformer taking into account the effective interwinding capacitance \(c\), and the core loss which is represented by a shunt resistance \(R_{c}\) (9-13). The resistance \(R_{I}\) is the sum of the source impedance (assumed resistive) and the primary winding resistance. \(R_{2}\) is the sum of the lood and the secondery winding resistances.

Then the input signal is in the form of pulses, the differential equations describing the transformer beheviour can be appreciably simplified by dividing the solution into three parts: the first gives the response to the discontinuity near the front edge of the pulse, the second gives the response during the flat-top, and the third gives the response after the tormination of the pulse. The complete response can thus be obtained by combining the three responses taking into account the proper boundary conditions.

In this way of analysis, the pulse-transformer is reduced to a number of approximate equivalent circuits corresponding to the different portions of the pulse. These equivalent circuits may be easily obtained from Fig. (9.1) by removing elements which have negligible effect. As a consequence, the rise-time response may be determined from the ligh-frequency equivalent circuit of Fig. (9.2), the response during the flat top of the pulse is obtained from the Low-frequency equivalent circuit of Fig. (9.3). During the decaytime, the response mey be celculated from the two equivalent circuits shown in Fig. (9.4). Where Fig. (9.4a) is only valid for the infinitesimal period in the immediate neighbourhood of the end of the pulse, and Fig. (9.4b), is applicable for the rest of the decay-time. If the source is disconnected at the end of the pulse, this can be represented by switches \(A\) and \(B\) being open-circuited. However, in some applications the source remains in the circuit but short-


Fig. 9.1
Approximate equivalent circuit of a pulse-transformer including capacitances and resistances


Fig. 9.2
Approximate equivalent circuit for the calculation of the rise-time response


Fig. 9.3
Approximate equivalent circuit for the calculation of the flat-top response


Fig. 9.4
Approximate equivalent circuits used to calculate the decay-time response
circuited in which case it can be represented by switch \(B\) being closed.
9.2. Characteristics of Alloy-Junction Germanium Transistor Type \(2 \mathrm{~N} 1302(\mathrm{~N}-\mathrm{P}-\mathrm{N})^{(14)}\).
(i) Absolute maximum ratings at \(25^{\circ} \mathrm{C}\) ambient temperature
\begin{tabular}{|c|c|c|}
\hline Collector-Base Voltage & (25) 30 & V \\
\hline Emitter-Base Voltage & 25 & V \\
\hline Collector Current & 300 & ma \\
\hline Total Device Dissipation & 150 & mw \\
\hline Storage Temperature Range & -65 to +100 & \({ }^{\circ} \mathrm{C}\) \\
\hline
\end{tabular}
(ii) Electrical Characteristics at \(25^{\circ} \mathrm{C}\) Ambient Temperature
\begin{tabular}{|c|c|c|c|c|}
\hline Parameter and test conditions & Min. & Typ. & Max. & Unit \\
\hline \[
\begin{array}{cl}
I_{\text {CBO }} & \text { Collector Reverse Current } \\
& V_{C B}=+25 \mathrm{v} ; \mathrm{I}_{\mathrm{E}}=0 \\
\hline
\end{array}
\] & - & +3 & \(+6\) & ua \\
\hline \[
\begin{array}{ll}
\hline I_{\text {EBO }} & \text { Emitter Reverse Current } \\
& V_{E B}=+25 \mathrm{v} ; I_{C}=0
\end{array}
\] & - & +2 & +6 & ua \\
\hline \(\mathrm{BV}_{\text {CBO }}\) Collector-Base Breakdown Voltage
\(I_{C}=100\) ua & \(+25\) & - & - & V \\
\hline \[
\begin{array}{cl}
\mathrm{BV}_{\mathrm{EBO}} & \text { Emitter-Base Breakdown Voltage } \\
& \mathrm{I}_{\mathrm{E}}=100 \mathrm{ua} \\
\hline
\end{array}
\] & +25 & - & - & v \\
\hline \[
\begin{array}{ll}
\mathrm{h}_{\mathrm{FE}} \quad \mathrm{DC} \text { Forward Current Transfer Ratio } \\
& \mathrm{I}_{\mathrm{C}}=10 \mathrm{ma} ; \quad \mathrm{V}_{\mathrm{CE}}=1 \mathrm{v}
\end{array}
\] & 20 & 50 & - & \\
\hline \[
\begin{array}{ll}
\mathrm{h}_{\mathrm{FE}} \quad \mathrm{DC} \text { Forward Current Transfer Ratio } \\
& \mathrm{I}_{\mathrm{C}}=200 \mathrm{ma} ; \quad \mathrm{V}_{\mathrm{CE}}=0.35 \mathrm{v} \\
\hline
\end{array}
\] & 10 & - & - & \\
\hline \[
\begin{array}{ll}
\mathrm{V}_{\mathrm{BE}} \quad \text { Base-Emitter Voltage } \\
& \mathrm{I}_{\mathrm{C}}=10 \mathrm{ma} ; \quad \mathrm{I}_{\mathrm{B}}=0.5 \mathrm{ma}
\end{array}
\] & +0.15 & +0.30 & +0.40 & v \\
\hline \[
\begin{aligned}
& \text { V }_{\mathrm{CE}(\text { sat. }) \text { Collector-Emitter }} \\
& \text { Saturation Voltage } \\
& I_{C}=10 \mathrm{ma} ; \quad I_{B}=0.5 \mathrm{ma}
\end{aligned}
\] & - & +0.10 & +0.20 & v \\
\hline \(\mathrm{V}_{\mathrm{pt}}\) Punch-Through Voltage & +25 & - & - & v \\
\hline \begin{tabular}{ll} 
Cob & Common-Bese Output Capacitance \\
& \(\mathrm{V}_{\mathrm{CB}}=+5 \mathrm{v} ; \quad \mathrm{I}_{\mathrm{E}}=0 ; \quad \mathrm{f}=1 \mathrm{mc}\)
\end{tabular} & - & - & 20 & uuf \\
\hline \begin{tabular}{ll}
\(\mathrm{C}_{\text {ib }}\) & Common-Base Reverse-Bias Input \\
& Capacitonce \\
& \(\mathrm{V}_{\mathrm{EB}}=+5 \mathrm{v} ; \quad \mathrm{I}_{\mathrm{C}}=0 ; \mathrm{f}=1 \mathrm{mc}\)
\end{tabular} & - & 10 & - & uuf \\
\hline \begin{tabular}{ll}
\(\mathrm{f}_{\alpha \mathrm{b}} \quad\) Common-Bese Alpha \\
& Cut-off Frequency \\
& \(\mathrm{V}_{\mathrm{CB}}=+5 \mathrm{v} ; \mathrm{I}_{\mathrm{E}}=\mathrm{ime}\)
\end{tabular} & 3 & 4.5 & - & me \\
\hline
\end{tabular}
(iii) Switching Characteristics.
\begin{tabular}{|c|c|c|}
\hline \begin{tabular}{l} 
Switching Speeds \\
(See Fig (9.5)
\end{tabular} & \\
\hline \(\mathrm{t}_{\mathrm{d}} \quad\) Delay Time & Unit \\
\hline \(\mathrm{t}_{\mathrm{r}} \quad\) Rise Time & 0.12 & u.Sec. \\
\hline \(\mathrm{t}_{\mathrm{s}} \quad\) Storage Time & 0.70 & u.Sec. \\
\hline \(\mathrm{t}_{\mathrm{f}} \quad\) Fall Time & 0.50 & u.Sec. \\
\hline \(\mathrm{t}_{\mathrm{t}} \quad\) Total Switching Time & 2.00 & u.Sec. \\
\hline \(\mathrm{Q}_{\mathrm{s}}\) & Stored Base Charge & 1000 \\
\hline
\end{tabular}



Fig.9.5
(14)

Switching-speed test circuit

\section*{CHAPTER II}

\title{
IMPERIAL COLLEGE OF SCIENCE AND TECHNOLOGY
}
---Department of Electrical Engineering---

Power Systems Laboratory Report No. 67

DERIVED CHOPPTR NETWORKS AND METHODS OF MODIFYING


THEIR RESPONSES
***************
F.B. Khalafalla

\section*{SYNOPSIS}

A synthesis technique is developed to realize 3terminal chopper networks whose trensfer functions are equivalent to those of two general types of RC chopper networks. The method adopted is based on systematic application of the duality concept. The major contribution to the technique was gained by establishing the duality between positive and negative fly-time 3-terminal synchronous switches which form simplest units in the chopper network structure. To verify the equivalence between various dcrived chopper networks, their response equations have been derived and given in tables.

The paper also outlines unconventional methods to obtain modified responses of various chopper networks, by exploiting the synchronous switch potentialities, using 4 terminal structures of chopper networks, and by adding operational amplifiers and transformers.
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\subsection*{1.0 INTRODUCTION}

In the field of carrier control systems, chopper networks have been found to be most adventageous type of compensetors compared to other types when carrier frequency deviation is excessive. (1 to 8). Chopper Networks are mainly composed of electric passive elements interconnected by onc or more carricrdriven 3-terminal synchronous switches. In previous papors, various configurations of chopper networks presented heve been limited to:-
(i) RC electric passive eloments connected in simple structures.
(ii) Synchronous switches operating with zero or positive fly-timc.

The main purpose of this paper is to seek for differont methods whereby configurations and responses of chopper networks may be devoloped and expanded. The practical feasibility of constructing 3-terminal synchronous switches, which can operate with positive and negativo fly-time (9), has established the essential background upon which basis, extension of the principle of duality to chopper networks is made possible. Heuristic development of chopper network equivalence is greatly assisted by attaining the dual of the synchronous switch. However, chopper networks dealt with in this paper are limited to two types of electric passive element; RC or RL.

\subsection*{2.0 SYNCHRONOUS SUITCH AND TRITCIPLIE OF DUAJTTY}

\subsection*{2.1. 3-Terminal Synchronous Switch Representation}

A simple represcntation may be achieved in the form of single-pole double-throw arrangement as shown in Fig. (1-a). In this,points 1 and 2 represent fixed contacts. \(\Lambda\) hinged link swings around point 3 with a fixed angle of travel at carrier frequency \(\Omega\). The head of the swinging link represents the moving contact which comes in contact with the fixed ones \(\mathbf{l}\) and 2, successively, each for a period of \(\delta \mathrm{T}\).

\subsection*{2.2 Fly-Time and its Representation}

The switch representation illustrated in Fig. (I-a) does not only describe its function but also symbolises its timing operation. Supposing that the size of the moving contact can possibly be changed, two modes of switch operation can be simulatec:
(i) If the width of the moving contact \(d\) is smaller thon the distance between the fixcd contacts \(D\), a positivo physical time will be required to bridge that distance. The term "Positive FlyTimei (P.F.T.) may therefore be introduced to define this mode of operation. Fig. (I-b) shows the moving contact position as a function of time, under P.T.T. mode of operation. In this case, the following expressions apply
\begin{tabular}{ll}
\(0<d \leqslant D\) & 2.1.a) \\
\(0<\delta \leqslant \frac{1}{2}\) & \(2.1 . b)\) \\
0.1 \\
\(\frac{1}{2}>a \geqslant 0\) & 2.1.c
\end{tabular}
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(a) Single-pole double-throw switch

(c) Position of the moving contact related to time for N.F.T. mode of operation \((0.5 \leqslant \delta<1)\)

Fig. 1
Representation of a 3 -terminal synchronous switch and its state/ time relationship
\[
\text { Where aT }=\text { fly-time } \quad 2.2
\]
(ii) If the wicth of the moving contact \(d\) is larger than the distance between the fixed contacts \(D\), an overlapping period of \(a \cdot T\) will result in during which the moving contact is comnecting both points 1 and 2 to point 3. The overlapping period may be defined as "Tregative Fly-Time" (N.F.T.). Under this mode of operation, Fig. (I-C) shows the moving contact position as a function of time. In this case, the following expressions apply


In this connection, it is evident that the mode of operation with Zero Fly-Time (Z.F. T.) is a common limiting condition for both P.F.T. and N.F.T. nodes described above in which case only the equalities given by both expressions (2.1) and (2.3) hold.

\subsection*{2.3 Equivalent Arrongement of 2-Terminal Switches}

By splitting point 3 into two conrected ones, an alternative represcntation can be achieved, as shown in Fig. (2), in the form of double-pole single-throw arrangement. In this case, a delay period of \(T / 2\) between idontical operating conditions of the 2 -terminal switches must be introduced. This implies that the two poles should swing in parallel. A link joining the middle points of the two poles may thus be used to satisfy that condition.
P.F.T. and N.F.T. modes of operation may also be representod in a similar maner as described in the preceding subsection.


2


Fig.
Double-pole single-throw switch

(a)
(b)

Fig. 3
(a) 2-terminal synchronous switch and its dual
(b) State/time relationship of the 2-terminal synchronous switch and its dual shown in (a)

\subsection*{2.4 Dual of 2-Terminal Synchronous Switch}

A review of circuit theory ( 10 to 16 ) shows that the same sequence of ideas and procedures characterizes both the loop and node methods of analysis, but with an inter-change in pairs of principal quantities and concepts involved. List of quantities and concepts, which play dual role, is given in the Appendix (9).

Since a zero current implies on open circuit and a zero voltage a short circuit, these two physical constraints are seen to be dual. Applying this simple criterion on the 2terminal switch (ON-OFir), shown in solid lines l-2 in Fig. ( \(3-2\) ), it is easy to prove that its dual is an OFF-ON switch as shown in the same figure in dashed line \(\mathbf{1 ' ~}^{\prime}-\mathbf{2}^{\prime}\). One may proceed by cutting the switch l-2 orthogonally by several parallel lines. Since points l-2 are solidly shorted during the \(O N\) period of the switch, then the dual according to the above criterion, may be represented as unconnected two points \(1^{\prime}\) and \(2^{\prime}\). With similar reasoning, the dual corresponding to the OFF period, during which points 1 and 2 are unconnected, may be readily shown to be the two points \(l^{\prime}\) and \(2^{\prime}\) solidly connected. Combing the state of the joint between points I' and \(2^{\prime}\) during ON and OFF periods, an OFP-ON 2-terminal switch may result. Figs. (3-b) and (3-c) show the state/ time relationships of the 2 -terminal synchronous switch end its dual respectively.

\subsection*{2.5 Dual of 3-Terminal Synchronous Switch}

Fig. (4-a) shows a 3-terminal synchronous switch operating with a fly-time aT, such that
\[
a T=\left(\frac{1}{2}-8\right) T \quad 2.4
\]


(a) Prototype

FLY-TIME \(=a T\)

\(\& 2^{\prime}\)
(b) Prototype and dual


\(i^{\circ} \&\)
(c) Dual FLY-TIME \(=-a T\)

Fig. 4
Illustration of the process of dual constuction of a P.F.T. 3-terminal synchronous switch

Construction of its ducl will bo considerably simplified if its 2-terminal switch arrangement is used. This is drawn with solid line in Fig. ( \(4-\mathrm{b}\) ). Applying similar technique to that described in subscotion (2.4), it cein readily be shown that the dual is as that shown in the same figure wi.th dashed line. The 2-terminal suitches associated with the dual can be recomposed into a 3-terminal synchronous switch, operating with a fly-time cqual to - a T , as shown in lig. ( \(4-\mathrm{c}\) ).

On this basis, F.T.T. and N.F.T. J-terminal synchronous switches aro show to be dual.

\section*{3.0 \\ 3-Terminal RC Chopper Networks and Their Equivelents}

In dealins with various networks, it has been found appropriate to adopt symbols for voltage and current generators similar to thosc given in Ref. (17). Dot notation is smployed to define the polarities of various voltages and currents for its consistency ond simplicity \({ }^{(18)}\). For the purpose of convenience, the input driving force, whether of voltage or current form, will be denoted by the proper symbol with post-subscript 1 . The resulting responses, which accordingly are of voltage or current form, will have postsubscripts 2 and 3, the proper response of which may be selected accorcingly to type of application; e.g. as to whether the chopper network is requirod as a phase-lag or phesc-lead demodulating compensator for carrier control systems \((7,8)\).

\subsection*{3.2 Prototype Chopper Networks}

Prototype chopper networks are arbitrarily chosen to contain RC electric passive elcments and to be energised by a voltage source. For reasons that will be clarified in Subsection (5.2) only 2.F.T. synchronous switches are going to
be used at the presont stage.

Frototype networks may be conveniontly classified according to number of 3-terminal synchronous switches and capacitors employed, as given below:
(i) Single-switch double-capacitor type as shown in Fig. (5-a).
(ii) Double-skitch singlencapacitor type as shown in Fig. (7-a).

In order to preserve the generality, each of \(G\) and \(G_{2}\) is considered to represent the parallel combination of load conductance and a general conductance, and \(G_{1}\) to represent the capacitor leakage conductance in parallel with a general conductance.

The response or behaviour of these prototype chopper networks may be described by establishing the relationship between the output voltages \(v_{2}\) and \(v_{3}\) and the known input voltage \(v_{1}\). These relations are given, in Laplacian form, in table (4a3) for the interval
\[
n T \leqslant t<(n+1) T \quad 3.1
\]
where the initial values of voltages appearing across the capacitors still have to be expressed in terms of the input voltage in order to obtain complete response description. This is beyond the scope of the present paper and it is hoper that the complete anolysis will be dcalt with in a future paper.

Voltage energisation

\section*{Current}
energisation

(a) Prototype

(c) Complement of prototype

(b) Dual of prototype

(d) Dual-complement of prototype

Fig. 5
Single-switch double-capacitor chopper network and its derived networks

\subsection*{3.2 Derived Notworks}

In network theory, one is concerned with three aspects; an excitation, a response and a network. As a consequence, three problems have boen evolved \(a . s\) to find out one aspect when the other two are spocified. Out of these problams the network synthesis, in which case an excitation and a rosponse are specified while tho network is to be found, plays a significant role in the modern network theory.

Depending on whether the given functions are specified in the time or in the frequency domain, different synthesis procedures have been developed ( 10 to 16). However, if a finite network is to be expected, the transfer function, formed from the ratio of the frequency comain functions of the response and the excitation, must fulfil the roclizability conditions. Those conditions, essentially, impose various constraints on the form of the transfer function which have lod to the establishment of well known criteria of existence of solution for the case of linear networks ( 10 to 16 ).

With regare to choppor networks, it is extremely difficult to formulate their trensfor functions in a rational form (quotient of polynomials in tho complex frequency variable) for the following reasons:
(i) The excitation signal is in the form of suppressedcarrier amplitudo modulated wave.
(ii) Prosence of synchronous switches which do not behave as linear elements (but behave as timevarying elements).
(iii) The output is not a linear function of the input.

In the light of the above factors, it is evident that equivalent chopper networks can hardly be obtained by synthesis procedure. In this connection, however, the principle of duality can be very useful in avoiding the necessity of formulating the transfer function and the need of a synthesis procedure. It is therefore apropriate to discuss techniques of constructing the dual of chopper networks.

\subsection*{3.2.1 Dual fetworlss}

Considering the RC prototype chopper networks shown in Figs. (5-a) and (7-a), it would appear, at the first sight, that construction of their duals is extrenely complicated due to the presence of the 3 -terminal synchronous switches. Yet, by decomposing the 3 -terminal switch into its 2-terminal switch arrangement, the problem reduces to a simple straightforvard one as the results of the techniques outlined in Subsections (2.4) and (2.5) can be readily used. To illustrate the usefulness of this method, dual construction of a part of the network of Fig. (5-a), :hich consists of branches a and \(b\) (where each branch consists of a capacitance \(c\) in parallel with a conductance \(G_{1}\) ), conductance \(G\) and a . . .I. 3-terminal switch, is - going to be discussed in more cetail.

The part of the network of Fig. ( 5 ma ) in which we are interested is redrawn in Pic. ( \(6-a\) ). Fig. (6-b) illustrates the steps to beirch taken in constructing the dual. In this respect, the ?.T. is decomposed into CH-OIF and OrT-OH switches using analogous procedure as that described in subsection (2.5); consequently the original network assumes the conveaiont configuration as shown in solid line. Having constructed the dual graph orthogonal to that of the prototype as shown in dashed line, it is easy to assign to its branches the dual of the elements in the rospective branches of the original networr provided that the folloring quantities

- (a) Prototype network

(b) Prototype and dual networks


Fig. 6
Illustration of the process of dual construction of a part of the chopper network shown in Fig.(5-a)

Voltage

\section*{energisation}

Current
energisation

(a) Prototype

(c) Complement of prototype

(d) Dual-complement of prototype

Fig. 7
Double-switch single-capacitor chopper network and its derived networks
and concopts aro intorchenged:


Accorling to Subsection (2.5), the resulting 2-tominal switches associatec with the dual networle can be recomposed into N.F.T. switch as shown in Fig. (6-c).

In the light of the simple technque ciescribed above, a systematic process of constructing the cucls of chopper networks has been merged. Bearing in mind that the dual of a voltage source is a current source, and also with the help of the above developed procedure, it is easy to construct the duals of the prototypo chopper networks of Figs. (5-a) and (7-a) as show in Figs. (5-b) and (7-b), respectively. As a verification, their current response functions are outlined in subsection (4.1.2) whose expressions are found to be identicel in form to the respective voltage response functions of their corresponcinc prototype net:/orls.

In this connection, it may be pointed out that the inductance \(I\), appooring in tho dual networks, is connected in scries with resistonce \(R_{I}\) which, in practice, may represent the inevitable incuctor resistance in series with a general resistance. Another feature which may be worthwile mentioning is the feet that if the duel networlss werc selected to be prototypes, their corresponcine \(\hat{\beta}\) duels could be easily proved, following similor lines as thoso outlined above, to be exactly the originally selected prototypes.

\section*{3.2 .2 Croploment Notworls}

Turning the attention to the dual networks shown in Figs. (5-b) and (7-b), it is observed that the line passing through points I and II divides conveniently the network into two parts; the left hand part consists of a current source \(i_{1}\) shunted by a resistence \(R\), while the right hand part cossists of a time varying impedance. It is thercfore evident that Thevenin's theorem can be applied to convert the left hand part into an equivalent voltage source \(v_{1}\) in series with the same resistance \(R\) such that
\[
v_{1}=i_{1} R \quad 3.3
\]

The resulting networks are illustratod in Figs. (5-c) and (7-c) for the two respective cluals under consideration. Expressions for the voltage response functions \(v_{2} / v_{1}\) and \(v_{3} / v_{1}\) have been established in Subsection (4.1.1.), are found to be identical, ir form, with the compement of those pertinent to their respective prototype networks. On this basis, it is found appropriate to refer to these networks as "Complement Networiss'.

In this respect, it is obvious that the dual network can be derived beck from its respective comploment by aplying Norton's theorem to its linear left hand part winch contains the voltage source \(v_{1}\) in series with the resistance ?

\subsection*{3.2.3 Dual-Conplorent Network}

Pursuing similar technique as that cutlined in Subsection (3.2.1) it is possible to construct the dual of the complement network. Figs. (5-d) and (7-d) show the dual complement networks for the two chopper networks under consideration where the
associated 3-teminal switches are of the P.P.T. type. Again, expressions for the current response functions have been derived in Subsection (4.l. 2 ), and are found to be identical in form, with the respective voltage response functions pertinent to the complement networks.

It may be worth noting thet the dual complement network can be directly derived from its prototype by aplying Thevenin's theorem to the portion containing the voltage source \(v_{1}\) and series resistance \(1 / G\). The inverse process is also true in which case Norton's theorem should be applied to the part of the duel-complemert networls containing the current source \(i_{1}\) and the shunt conductance \(G\) in orcer to obtain the prototype network.

\subsection*{4.0 Derivation of Response Equetions}

Response equations of a network are expressions relating the desired output to the lnown input. In gencral, they may be specified either in the time or in the complex frequency donain. For linear networks, such relations can be directly derived fron the mode and mesh equations by solvine them simultaneously, taking into account the initiel conditions.

In dealing with choper net:rorlss, the node and mosh equations have to be set up four times per carrior cyle. These correspond to intervals during which the incorporated synchronous switches assume a particular state and hence the chopper network can be treated as a linear network. The various equations applicable during a particular interval of carrier cycle are also valid during the corrosponding intervels, as the tine progresses, proviced that the proper initial conditions are sccounted for. To obtain these initial concitions as a. discrete function of time requires a

Iong and complicsted analysis which is not the immediate intontion of this paper. However, to provide an adequate basis of comparison between various equivelent chopper networls, it is sufficient to derive the response equations for one complete carrier cycle in which the initiel conditions can be left as constant parameters.

In order to illustrate the nethod of deriving the response equations, single-siritch double-capacitor chopper network and its derived networks, show in Fiç. (5), are going to be considered as an example.

\subsection*{4.1 Single-Switch Double-capacitor chopper network and its Derived Hetworks}

\subsection*{4.1.1 Voliage Inergised Notworks}

During all intorvals of carrier cycle the following mosh equation aplies
\[
v_{1}=v_{2}+v_{3} \quad 4.1
\]
(i) Prototype Network

This notwork is shown in Fig. (5-a) in which it is assumed that the switch is in contect with point 1 during the interval.
\[
n T \leqslant t<(n+\delta) T \quad, \quad 0.5 \leqslant \delta<0 \quad 4.2
\]

Setting up the node ancl mesh ecuations and rearranging, the following expressions can be casily obtained
\[
\begin{align*}
v_{2} & =v_{a} \\
v_{3} & =\frac{\left(G_{1}+G_{2}\right)}{G} v_{a}+\frac{c}{G} \frac{d}{d_{t}}\left(v_{a}\right) \\
& =\tau\left\{\frac{1}{\tau_{e_{12}}}+\frac{d}{a_{t}}\right\} v_{a} \\
0 & =\left\{1+\tau_{1} \frac{d}{d_{t}}\right\} v_{b}
\end{align*}
\]

Where \(v_{a}\) and \(v_{b}\) are voltages which appear across the capacitors in branches \(a\) and \(b\) respectively.

And \(\tau_{1}, \tau_{e_{12}}\) are time constants defined os in the notes under table \({ }^{12}(4.2)\).

During the interval
\[
(n+\delta) \leqslant t<\left(n+\frac{1}{2}\right) T \quad 4.6
\]
the switch is in the middle position. The corresponding relations can then be formulated as given below
\[
\begin{array}{ll}
v_{2}=\frac{G}{G+G_{2}} & v_{1} \\
v_{3}=\frac{G .7}{G+G_{2}} & v_{1} \\
0 & =\left\{1+\tau_{1}\right. \\
0 & \left.\frac{d}{a_{t}}\right\} v_{a} \\
0 & 4.8 \\
1+\tau_{1} & \left.\frac{d}{d_{t}}\right\} v_{b}
\end{array}
\]

During the interval
\[
\left(n+\frac{1}{2}\right) \mathrm{T} \leqslant \mathrm{t}<\left(\mathrm{n}+\frac{1}{2} \div \delta\right) \mathrm{T} \quad 4.11
\]
the switch is in contact with point 2. Consequently, node and mesh equations can be derived which may be written as
\[
\begin{array}{ll}
v_{2}=v_{b} & 4.12 \\
v_{3}=\tau\left\{\frac{1}{\tau_{e_{12}}}+\frac{d}{d_{t}}\right\} v_{b} & 4.13 \\
0=\left\{1+\tau_{1} \frac{d}{d_{t}}\right\} v_{a} & 4.14
\end{array}
\]

During the interval
\[
\left.\left(n+\frac{1}{2}+\delta\right) T t \quad 4+1\right) T
\]
the switch is again in the middle position. The corrosponcing relations are thus similar to those expressed by Equations (4.7) to (4.10).
(ii) Complement Network

The network is shown in Fig. (5-c) in which the associated switch is of N.T.I. type (dual to the P.F.T. switch associated with the prototype network). Node and mesh equations are going to be sect up curing the same intervals assigned to the prototype network, and rewritten in the convenient forms similar to those formulated above.

During the interval specified by Equation (4.2), the switch is in contact with only point 1. Hence, the corresponding relation c can be cattily derived which may bo written a
\[
\begin{aligned}
& \mathrm{v}_{3}=\mathrm{R} \mathrm{i}_{\mathrm{a}} \quad 4.16 \\
& v_{2}=\frac{R_{1}+R_{2}}{R} \quad R i_{a}+\frac{I}{R} \frac{d}{d_{t}}\left(R i_{a}\right) \\
& =\tau\left\{\frac{1}{\tau_{e_{12}}}+\frac{d}{d_{t}}\right\} R i_{a} \quad 4.17 \\
& 0=\left\{\begin{array}{ll}
1+\tau_{1} & \frac{d}{d_{t}}
\end{array}\right\} \begin{array}{ll}
i_{b} & 4.18
\end{array}
\end{aligned}
\]

Where \(i_{a}\) and \(i_{b}\) are currents flowing through the inductors in branches \(a\) and \(b\) respectively.

During the intervals specified by Equations (4.6) and (4.15) the switch is in contact with both points 1 encl 2. Accordingly, the corresponding equations may be derived and expressed as below:
\[
\begin{array}{ll}
v_{3}=\frac{R}{R+R_{2}} v_{1} & 4.19 \\
v_{2}=\frac{R_{2}}{R+R_{2}} v_{1} & 4.20 \\
0 & =\left\{1+\tau_{1}-\frac{d}{a_{t}}\right\} i_{a} \\
o & =\left\{1+\tau_{1} \frac{d}{d_{t}}\right\} i_{b}
\end{array}
\]

During the interval specified by Fquation (4.11), the switch is in contact with only point 2. Fence,
\[
\begin{align*}
v_{3} & =R i_{b} \\
v_{2} & =\frac{R_{1}+R_{2}}{R} R i_{b}+\frac{I}{R} \frac{d}{d_{t}}\left(R i_{b}\right) \\
& =\tau\left\{\begin{array}{ll}
1 \\
\tau_{e_{12}} & \left.\frac{d}{d_{t}}\right\}
\end{array}\right\} \begin{array}{ll}
R i_{b} & 4.24
\end{array} \\
0 & =\left\{1+\tau_{1} \frac{c_{1}}{d_{t}}\right\} i_{a}
\end{align*}
\]

Solving tho sets of equations pertinent to various intervals in terms of the voltace excitation \(v_{1}\) and then transforming the results into the complex frequency domain by applying Laplace transform; it is easy to obtain formulae for the voltages \(v_{2}, v_{3}, v_{a}, v_{b}\) (for the prototype network) and \(v_{2}, v_{3}, R i_{a}, R i_{b}\) (for tho complement network) expressad in Laplacian form as given in table (4.2).

\subsection*{4.1.2 Current Jnergised Networks}

Being dual to the voltage energised networks, the following node equation is found applicablo during all intervals of the corrior cycle
\[
i_{1}=i_{2}+i_{3} \quad 4.26
\]

Fursuing an analogous procodure to that adopted in Subsection (4.11), it is possible to derive sets of equetions corresponding to various intervals of one carrier cycle for the dual and dual complement networks as given in table (4.1).

If those sets of equations are solved in tems of the current excitation \(i_{1}\) and then Ieplace transform is aplied to the results; exprossionis for tho currente \(i_{2}, i_{3}, i_{n}, i_{b}\) (for the dual networlc) and \(i_{2}\) : \(i_{3}, G v_{a}, G v_{b}\), (for the dual complemont network) can bo obtaned in Laplacian form as given in table (4.2).

\section*{TALS (4.1)}

Difforontial ocuations of the Dual and Dual-Complement of Sjurle-Switch Double-Capacitor Chopper Notwork


\section*{IISII ( 4 . 1 ) conta}


\section*{TABLDE ( 4.2 )}

Pesponso Equations of Single-Switch Doublo-Copacitor Chopper Notwork and its Dorivod Networis, in Ioplacion form.


PABIE (4.2) conti.


Table 4.2 continued
\begin{tabular}{|c|c|c|}
\hline \multirow[t]{4}{*}{} & & Complement of Prototype
\[
\text { Fig. }(5-c)
\] \\
\hline & \(\mathrm{i}_{\mathrm{a}}(\mathrm{s}) \mathrm{R}\) & \(\left\{\mathrm{n} \frac{v_{1}(s)}{\tau^{\prime}} /\left(s+\frac{I}{\tau_{e}}\right)\right\}+\left\{\mathrm{I}_{\mathrm{a}} \mathrm{R} /\left(\mathrm{s}+\frac{1}{\tau_{e}}\right)\right\}\) \\
\hline & \(\mathrm{v}_{3}(\mathrm{~s})\) & \(\mathrm{i}_{\mathrm{a}}(\mathrm{s}) \mathrm{R}\) \\
\hline & \(\mathrm{v}_{2}(\mathrm{~s})\) & \(\left\{\mathrm{n} \mathrm{v}_{1}(s)\left(s+\frac{I}{\tau_{e l 2}}\right) /\left(s+\frac{1}{\tau_{e}}\right)\right\}-\left\{\mathrm{n}_{\mathrm{a}} \mathrm{R} /\left(\mathrm{s}+\frac{1}{\tau_{e}}\right)\right\}\) \\
\hline \multirow[t]{3}{*}{} & \(i_{a}(s) R\) & \((n+\delta) a^{I} R /\left(s+\frac{l}{U_{I}}\right)\) for \((n+\delta) T \leqslant t<(n+1) T\) \\
\hline & \(\mathrm{v}_{3}(\mathrm{~s})\) & \((n+\delta) v_{1}(s) \zeta_{2} /\left(\bar{z}+\tau_{2}\right)\) \\
\hline & \(\mathrm{v}_{2}(\mathrm{~s})\) & \((\mathrm{n}+\delta) \mathrm{v}_{1}(\mathrm{~s})^{\tau} /\left(\tau+\tau_{2}\right)\) \\
\hline \multirow[b]{3}{*}{\begin{tabular}{l}
\(V\) \\
\(+\) \\
\(V \frac{E-1}{\infty}\) \\
E F＋ \\
か学 \\
\(\stackrel{+}{\text { 点 }}\)
\end{tabular}} & \(i_{b}(s) R\) & \(\left\{\left(n+\frac{1}{2}\right) \frac{v_{1}(s)}{\tau^{\prime}} /\left(s+\frac{I}{\tau_{e}}\right)\right\}+\left\{\left(n+\frac{1}{2}\right)^{I_{b}} R /\left(s+\frac{I}{\tau_{e}}\right)\right\}\) \\
\hline & \(v_{3}(s)\) & \(i_{b}(s) R\) \\
\hline & \(\mathrm{v}_{2}(\mathrm{~s})\) & \(\left\{\left(\mathrm{n}+\frac{1}{2}\right) \mathrm{v}_{1}(\mathrm{~s})\left(\mathrm{s}+\frac{1}{\tau_{c_{12}}}\right) /\left(\mathrm{s}+\frac{1}{\tau_{c}}\right)\right\}-\left\{\left(\mathrm{n}+\frac{1}{2}\right)_{I_{b}} R /\left(\mathrm{s}+\frac{1}{\tau_{0}}\right)\right\}\) \\
\hline \multirow[b]{3}{*}{} & \(i_{b}(s) R\) &  \\
\hline & \(\mathrm{v}_{3}(\mathrm{~s})\) & \(\left(n+\frac{1}{2}+\delta\right) v_{1}(s) \tau_{2} /\left(\tau+\tau_{2}\right)\) \\
\hline & \(\mathrm{v}_{2}(\mathrm{~s})\) & \(\left(n+\frac{1}{2}+\delta\right) v_{1}(s) \tau /\left(\tau+\tau_{2}\right)\) \\
\hline
\end{tabular}

Table 4.2 continued


\section*{N.B.:}
(i) Prosubscript whon multiplied by the carrier period I ; the rosult defines the instent at wich the Laplace transform is taken.
(iii) \(V_{a}\) and \(V_{b}\) are the initiel values of vollages appearins across the capacitors in branches \(a\) and \(b\), rospectivcly, at the instant indicated by their prosubscripts.
(iii) \(I_{a}\) and \(I_{b}\) are the initial values of currents in the inductors in brenchos a and b , respectively, at the instant indicatod by thoir prosubscripts.
(iv) The constants associated with various chopper networks in torms of their parancters.

Time
Constant

Frototype and
its dual-complonont chomper inctworls

Dual and complemont of prototype choppor networls
\(\tau\)
\(\tau_{1}\)
\(\tau_{2}\)
\({ }^{\tau} e_{12}\)
\(\tau_{e}\)
\(\tau^{e_{2}}\)
\(\frac{C}{a+G_{2}}\)
\(\frac{C}{G+G_{1}+G_{2}}\)

Response equations, in Laplacian form, of R.C. prototype chopper networks.

M.3: for explanations of symbole, see notes under table (4.2).

\subsection*{4.2 Respense Equationg of RC Prototype Chomper Networks}

On similar lines as those provided in Subsection (4.1), it is possible to derive the response equations of double-switoh single-cepacitor chopper notwork and its derived networks show in Fig. (7). In order to avoic repetition, the response equations of only the prototype network are given, in Laplacian form, in table (4.3).

\subsection*{5.0 Modified Chopper Networks}

In the preceding sections, synchronous switches have been analysed and viewed from various ongles rosultins in a sisnificant increase in their inplenentations which lond themselves to further exploitation. Also, with the establishment of the dual of synchronous switch and the developmont of systematic techniques of deriving equivalent choper networks, coordineted basic knowledge is evolved which may be adopted to help in developing modified chopper network configurations and responses. In this respect, various possible exploitations are going to be discussed.

\subsection*{5.14 Torminel Chopper Networks}

By omployinf; an additional synchronous switch in the chopper networks of Figs. (5) and (7), three modified circuit arrangements can be easily derived. Those modified notworks are characterized by having an extra torminal which allows two new responses to be extracted. Besides, a slight modification tabes place in the form of the ronaining two rosponses due to the insertion of the additional switch.

\subsection*{5.1.1 Parallcl Double-Wwitch Double-Capacitor Chopper Network and its Dorived Networks}

This network is a modification to the one of Pig. (5-a) in which an additional switch is insertod in cascede with \(G_{2}\) as shown in Fig. ( \(8-a\) ). The two associated switches are of similar typo (T.F.T.) and operato in parallel (Varallelism refors, in this context, to the sequentiol movonent of their moving contacts mot not their comoction). Without the additional switch; voltages equal to \(\frac{G}{G+G_{2}} \quad v_{1}\) and \(\frac{G_{2}}{G+G_{2}} V_{1}\) would appear across \(G_{2}\) and \(G\), respoctively, during the flytime. The magnitude of cither one of these voltages or both could be quite high to damage the corrosponding conductances which may bo representing load conductance. Thorefore, the additional switch is shown to provide on adequato protection against such a possibility as it discomocts \(G_{2}\) and \(G\) from the rost of the networls durine the fly-tine. This may also lead to minimization of the noise content in the useful output voltrges.

With regard to the dual network, its construction can be achicved as shown in Pis. ( \(8-6\) ) with tho holp of the techniques outlined in Subsection (3.2.1). The i.F.T. switch, whose moving contact is unconnocted, corresponds to tho adritional \(\because\).F.T. switch in the prototype networl. During the fly-time its fixed contects arc short circuited wich results in diverting the flow of the currents in \(R\) and \(\Gamma_{2}\) by bypassing them; thus protecting thom against demaging current values.

With the prosent technique it is very difficult to derive complemont and dual-complement networks which could simultaneously demonstrate the four outputs. However, by considering only threo terminals at a time, the problen reduces

(a) Prototype

Fig. 8
Parallel double-switch double-capacitor chopper network and its dual
to a standerd onc which can be casily tack?cl. Adopting this approach, the 4 terminal network of Fis. (8-a) may be viewed cither as tho 3 -terminel notwork \(I\), II, III (comprising \(V_{1}\), \(v_{2}\) and \(v_{3}\) ) or as the 3-torminal networt \(I\), IV, III (comprising \(\mathrm{v}_{1}, \mathrm{v}_{4}\) and \(\mathrm{v}_{5}\) ). These two 3 -teminal networks coincice (i.e. \(v_{2}=v_{4}\) and \(v_{3}=v_{5}\) ) and their responses become identical to those of Fig. \((5-\mathrm{e}\) ) if the associated synchronous switches operate with either zoro or negative fly-time.

Considering the prototype network in terms of the three terminals I, II, III, it is easy to construct the dual, complement and dual-complement networks followine similar pattom of treatment as before. The resulting networks are show in Fig. (9).

In the case the prototype notworls is considered in torms of the three terminals I, IV, III; it would be much conveniont to rearrenge its configuration in the way as illustrated in Fin. ( \(10-\mathrm{s}\) ). In this, tho additional suitch is moved past the original switch to becomo connected in cascado without affecting the orisinal behaviour of the networl. The advantage gainecl from this rearrangenent is to provide the simplicity with which clerived networks cen bo decluced. These networks are shown in Fig. (IO).

It is ovident that the dual networis of Figs. (9-b) and (10-b) cen also be directly dorived from tho goneral dual of Fig. (8-b) without referring to the prototype. The guiding thought behind this lios in the fact that by moving the M. \(\mathrm{F}_{\mathrm{H}}\). switch, whose moving contact is uncomectec, to becone in perallel with oithor \(R_{2}\) or \(R\) is immatorial as far as tho network behaviour is concomer. It is also noticed that the corresponding networis in Pigs. (9) and (10) become identical

\section*{Voltage \\ energisation}

\section*{Current}
energisation

(a )Prototype

(b) Dual of prototype

(c) Complement of prototype

(d) Dual-complement of prototype

Fig. 9
Parallel double-switch double-capacitor chopper network and its derived networks (circuit is treated as a 3-terminal network 1, 11, III)
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(a)Prototype

(c) Complement of prototyp:

(d)Dual-complement of protolype

Fig. 10
Parallel double-switch douple-capacitor chopper network and its derived networks (circuit is treated as a 3-teminat network I,IV, iII)
when the synchronous switches, incorporated in the prototype, operate with either zoro or nogative fly-time.

The response cquations of the prototype are given in Laplacian form in toble (5.1). Detailod derivation of these equations as well as the corrosponding ones of various derived chopper networks has been omittod as it is identical to that given in Section (4.0).

\subsection*{5.1.2 Cascaded Invertor Double-Switch Double-Camacitor Chopper Networls end its Dorived Notworks}

This networt is show in Fig. (1l) in which same number of electric passive clonents and synchronous switches, as those used in the network of Pig. (8), aro employed. However, the switchos are connected in a different way which may bo described as cascadod inverted connection.

Directing the attention to the prototype network, it is found to be a nomplanar type cue to the presence of crossover brenches. Consoquently, the principle of euality cennot directly be applied. Howovor, by neglecting the bronch wich connects the voltmeter \(\mathrm{V}_{5}\); the rest of the network becomes planar. Having done so, the dual network can then be constructed as show in Fig. (1l-b) where tho current \(i_{g}\) corresponding to the voltage \(v_{5}\) in the prototype, cennot possibly be obtaincd. Fig. (12) illustrates the dotails of constructing the dual of the most complicated pert of tho network under consiceration.

In the previous treatmont, to prescrve the circuit topology, the complement and ducl-complement networis were considered instead of the equivalent and dual equivalent networks. The lattor notworiss are cxactly similar to the former ones provided that their corresponding output postsubscripts

\section*{TABLI (5.1)}

Responso equations, in Laplacisu form, of parallol double-switch couble-copacitor arototype choppor notworls


MBLI (5.1) conta.

N.E.:

For cxplenations of symbols, aco notes uncer table (4.2).

Voltage
energisation

Current
energisation

(a)Prototype

(c) Equivalent of prototype

Fig. 11

(b)Dual of prototype

(d)Dual-equivalent of prototype

Cascaded inverted double-switch double-capacitor chopper network and its derived networks


Fig. 12
Illustration of the process of dual construction of a part of the chopper network shown in Fig.(11-a)

2 and 3 are intorchenged. Rogarding the present netvorl, it is found rether conveniont to derive its oquivalent and dualoquivelent networls for thoy yield, in addition, proportionel outputs which are equivalent and dual-cquivalent, in form, to the output \(v_{4}\) of the prototype. The factors of proportionality ann bo casily determine to be \(R_{2} / R\) and \(G / G\), respoctively. Table (5.2) ives tho response cquations of the prototype in Laplacian form.

\subsection*{5.1.3 Triplo-Switch Single-Capacitor Chopper Wetwork and its Derivod Notworks}

This network results when an additional P. F. .T. switch is inserted in cascade with \(G_{2}\) as shown in Fig. (13-a). Derived networks con be oasily obtained by pursuing a parallcl pattern of troatment as that adoptod in Subsection (5.1.1). Fis. (13-b) shows the gencral cual network which corresponds to Pig. ( \(8-b\) ) in the casc of parallel doubleswitch double-copecitor notworls. Figs. (13-c) and (13-d) illustrate the complomont and eual-complemont notworks, respectively, which would yield the outputs corresponding to \(v_{2}\) and \(v_{3}\) if the rashod Iines are neglocted, and would yicld the outputs corrosponding to \(v_{4}\) and \(v_{5}\) if the networks are modified according to the dashod Iines. Again, table (5.3) gives the responso equations of the prototype in Leplacian form.

\subsection*{5.2 Uso of Pull-Ronge of Fly-Time Oporation of Synchronous Switches}

In the previous discussions, synchronous switches incorporated into various cepacitor prototype chopper netvorks were limited to oporate with cither zero or positive fly-timo.

\section*{TABLIR (5.2)}

Rosponso cquations, in Leplacian form, of cascaded invortod double-switch doublo-cepacitor arototype chopper netrork


TABIE (5.2.) contd.

N.B.:

For explenations of symbols, soc notes uncer table (4.2).

\section*{Voltage}

\section*{energisation}

\section*{Current}
energisation

(a) Prototype

(c) Complement of prototype

(b)Dual of protstype

(d) Dual-complement of

Fig. 13
Triple-switch single-capacitor chopper network and its derived networks

\section*{TADE (5.3)}

Rosponse aquations, in Laplacian form, of triple-suitch single-canacitor prototype chopper retwork


TABLE ( 5.3 contd.)

N.D.:

For explanations of symbols, see notes under table (4.2).

This is fundamontally becruso nocetive fly-time oporotion of the synchronous suitchos allows short circuitims of the capacitors, wich may possoss wiffornt finito chargos, to tele place. As a rosult, Vory high curronts (thooretically infinity) would flow throug the switches and danage them.

Thurefore, in ordor to oxtonc the proctical operation of various synchronous switchos in the I.F.T. region, it is nocussory to ade a curront limitime rosistor in serios with oach capacitor. Significent modificatson in verious chopor networ, responses are axpected as a consequonce of inserting these limiting rosistions os woll as of tho offect of H . ir . A . oporition of the synchronous switches. Nopine this in mind it is obvious that oll previously discussed chopper notworls prototypes cen be modifice to allow full-raige of fly-time operation of the synchronous switchos. Gorrosponding nodificetions in various dorived choppor notworks heve to bo also made to prevent eithor opon circuitine iniuctors, through which finite curront aro flowinc, or short circuiting capacitors possessing finite charges, to take place.

For the purpose of more clarification, the prototype and dual of single-switch (loule-copecitor networl, chow in Figs. (5-a) and (5-b), are tolso as ancople. Aftor the modifications thesc networks are ro-illustruted in Figs. (14-a) and (14-b), ruspoctivoly.

\subsection*{5.3 Use of Oporationol inplifiors and Transformors}

In the provious two subsections, it has been shown that realizetion of modified rosponses is feasible by mens of cither modifying the structure of various chopror networls or by meking use of the full-range of fly-tine variation of tho incorporated

(a) Prototype

(b) Dual of prototype

Fig. 14
Modified single-switch double-capacitor chopper network and its dual, practicable for full range of fly-time operation of synchronous switch
synchronous switches. A difforent technique of obtainine modified responses, based on the principle of adding or subtracting proportional quantitios of the input and ay priticular output of the chopper nutworl, is also possible (19). The addition (or subtraction) operation of the two signals may be porformed by means of a summing amplifier.

To demonstrate this technique, the singlo-svitch doublecepacitor chopper notwork of \(\operatorname{Pig}\). ( 5 -a) is selected as an example. This is illustrated in Fig. (15) whore the output expressions of \(v^{\prime}{ }_{2}\) and \(v^{\prime}{ }_{3}\) can bo easily formulated as given below:
\[
\begin{aligned}
& v_{2}^{\prime}=-\frac{I}{G_{f}}\left\{G_{a} v_{1}-A G_{b} v_{2}\right\} \\
& v_{3}^{\prime}=-\frac{I}{G_{f}}\left\{G_{a} v_{1}-A G_{c} v_{3}\right\}
\end{aligned}
\]

Where
\(G_{f}\) is concuctance of the foudbacle resistor
\(G_{a}\) is conductance in tho perallel adding channel
\(G_{b}, G_{c}\) are conductences of the adding resistors in sorios with chopper network
\(A\) is the gain of the anplifior feeding the chopper network

From the expressions of \(\mathrm{v}^{\prime} 2\) and \(\mathrm{v}^{\prime}{ }_{3}\), it is evident that a wide ronge of modification is fucsiblo not only by varying the ratios \(G_{b} / G_{f}\) and \(G_{c} / G_{f}\) but also by varying the amplifier gain \(A\) which may possess a positive or a nogative sign (accorring to employed number of amplifior stagos).

A less flexible arrongerent is possiblo by utilizing centre-tapped transformer as show in Fig. (16). Jxpressions

for \(\begin{array}{rlr}\mathrm{v}_{\mathrm{o}_{1}} & \text { and } \mathrm{v}_{\mathrm{o}_{2}} \text { may bo writton as } \\ \mathrm{v}_{\mathrm{o}_{1}} & =-\mathrm{R}_{\mathrm{f}}\left\{\frac{n_{1}}{R_{a}} \mathrm{v}_{1}-\frac{n_{2}}{R_{0}} v_{2}\right\} & 5.3 \\ \mathrm{v}_{\mathrm{o}_{2}} & =-\mathrm{R}_{\mathrm{f}}\left\{\frac{n_{1}}{R_{0}} v_{1}+\frac{n_{2}}{R_{c}} v_{2}\right\} & 5.4\end{array}\) which imply that subtraction and addition of signals in the two parallel channels corrospond to the arrengoments (a) and (b) of pig. (16), respoctively.

In the case when only signal addition is required, it is possible to dispense with tho amplifiur A as woll as with the troneformer and the input signol is thus fed directly to the two parallel channels.

\subsection*{6.0 Conclusions}

Special attention has been given to 3-tominal synchronous switch as an ossontial port of chopur notworks. An increased insight into its functioning and timine operation has boen derived from tho simple mechenical roprosontation doscribue above. This reprosentation les unbled the concept of fly-time in its positive and negotive sense to be explained comprohonsively in simple physical terms.

It has beon ghow that breaine 3-torminal switch into its most clomentary form of 2-temminal witch is foasible. With 2-terminal switch, it was possibie to apply tho principle of duality rosulting in anothor 2 -tominal switch whose sequential operation is intimately related to that of the prototype. The actievement of these two steps hes led to the extension of application of duality concept to 3-terminal switches which, in turn, parod the way for the devolopmont of systomatic techniques

(a)

(b)

Fig. 16
Circuits illustrating the use of transformers for obtaining modified responses
for constructing the duel of chopper networks of complicatod configurations.

Malsing use of tho duality concopt, Thevonin's and Norton's thooroms, dorivation of physically dissimilar chopper notworks with iduntical responses have been realized. Substantial oconomy in computational offort is evidont sinco the analysis of only one choppor retwork yiclds the behaviour of its analogous onos. Froedom in solucting oither voltage or current forms for oxcitation and rosponse signals of various chopper notworks may result in an increased flexibility in mony applications. Athough tho study in this papor hos beon linited to choppor notvorks comprisine only two cloctrical passive eloments RC or RL, however, it lays down the foundation for any further devolopment of more elaborate configurations involving the threo passive elonents RLC.

It has been also shom thet modified responsos of various chopper networks can bo realized not only by varying the values of passive olements but also by:
(i) Modifying the chopper network structure with the use of additional nubor of synchronous suitchos which may bo comected in dirforent weys.
(ii) Varying tho fly-time oporation of synchronous suitchos over its pocitive range as well as its nogative range.
(iii) Faking use of opurationel anplificrs and tronsformors for adine or subtracting proportional quantitios of the input and any particular output of the chopper network.

Finally, it is bolieved thet the above treatment of the synchronous switches would considerably increase their potential
which could find a wider scope of application in many fields. With regard to the techniques developed concorning the realization of now configurations anc rosponses of choppor notworks, furthor exploitation is sugester. Batensive studios are also suggested to be directod towards the noise content and network economy on which basis various chopper notworks may bc comperod.
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\subsection*{9.0 Appondix}

\section*{Curront}
brench curront
mosh or loop number of loop (1)
loop current
mesh current
link
link current
troc-branch curront
tie set
short circuit
parallol paths
voltage
branch voltage
node or mode pair
number of node pairs ( \(m\) )
node-pair voltage
node potontial
trec branch
troe-branch voltage
link voltage
cut set
open circuit
scries paths```

