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ABSTRACT

Because a radiotelegraph signal detector makes
decisions in the face of uncertain evidence, its
operation may be viewed in the context of statisti-
cal decision theory. An important determinant of
a detector's structure and performance is its fidel-
ity criterionm. Although a unit-cost (minimum-error)
criterion is most common, the serious effects of tele-
printer-control-symbol errors on message legibility
suggest a more complicatedcost function to be appro-
priate.

A telegraph system has been simulated on a digi-
tal computer in order to demonstrate the character of
messages produced by four detectors. The outputs of
the three symbol detectors are clearly more legible
than those of the binary-element detector. Among
the symbol detectors, the one whose cost matrix takes
into account the effects of control-symbol errors
generates the most useful messages but its extensive
computational requirements do mnot, for most practical
purposes, appear to be justified by the improvements
offered.

From a practical point of view, the most promis-

ing symbol detector is the one which operates accord-



ing to the maximum-lilkelihood decision rule. It has
a particularly simple configuration when symbols are
represented by the four-out-of-seven code and its
performance characteristics have been calculated under
eight propagation conditions. A comparison with the
performance of a conventional binary detector shows
the introduction of a maximum-likelihood detector to
be justified and the effects of different fading
conditions indicate the merits of certain modifica-
tions of message-multiplex arrangements.

In two-way feedback systems, the use of maximum-
likelihood detectors would admit the introduction of
a predecision feedback scheme which promises to con-
trol the error rate over a wider range of channel

conditions than the method of ARQ signalling.
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CHAPTER 1: THE SCOPE OF THE THESIS

The introduction of improved detection techniques
would serve the international high-frequency radio-
telegraph networl in two respects. Not only would the
quality of messages received over presently-used channels
be enhanced, but additional channels whose transmission
conditions are too severe to permit reliable detection
by existing methods, could bhe added to the network.
Channel congestion in the hf spectrum (25) would there-
by be reduced.

Although it is generally appreciated that better
results cduld be achieved if telegraph symbols were
detected directly, conventional detectors are designed
to operate independently on the binary code elements
which represent the symbols. (The nomenclature is
illustrated in Figure 1.1.) A principal obstacle to
the implementation of symbol—detection{techniques has
been the complexity of the equiﬁment required.for the
storage and processing of information. In recent years,
however, the cost of computational equipment Has'been
reduced and in many cases extensive céﬁputational faci~
lities have been installed in telegraph networks for

message-~switching purposes. It is thus becoming more

* Numbers in parentheses refer to bibliography entries.
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feasible to implement COmpliéated data processing oper-
ations at a telegraph étatiou, which suggests that an
investigation of sophisticated detection methods would
now be of practical value to the design engineer.

This thesis offers an operational description of var-
ious detectors of telegraph symbols and investigates
the performance improvements which would accrue from

their introduction to existing telegraph systems.

1.1 The role of decision theory

The purpose of a telegraph detector is to produce
printed messages which are as similar as possible to

the messages introduced at the transmitting end of a
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telegraph link. On the basis of the uncertain evidence
contained in a randomly perturbed waveform, the detector
must decide which symbois to include in an output mes-
sage. The principles of decision making in the face
of uncertain evidence about an objective phenomenon con-
stitute the subject matter of the mathematical theory of
statistical decision functions. A decision function is
a rule for making decisions which, on the average, re-
sult in minimum cost to the decigion maker. The cost
&qu«o—. &} '
of a decigion is a numeric§;-measure O?Lits correctness;
in telegraphy the cost oﬁLgenesaténg an output symbol
depends on the identity of the transmitted symbol.
If the two are identical, the cost is zero. The set
of costs for all possible transmitted and detected sym-
bolts comprises a measure of the dissimilarity of trans-
mitted and received messages. Minimizing the average
cost of g'gction coincides with maximizing the simi-
1arityLof the two messages.
The design objective of conventional telegraph
detectors is the maximization of the probability that
a detected symbol is identical to the transmitted sym-
bol. This minimum-error fidelity criterion corres-
ponds in decision-theory terminology to a unit-cost
matrix, a cost function which assigns identical costs

to all incorrect decisions. Although this criterion

facilitates detector design, it does not properly



reflect the effects upon message gquality of the various
possible decisions. The electromechanical teleprinter,
which is the terminal instrument of much of the world's
telegraphy, generates two different types of symbols:
printed characters and control symbols. Errors which
involve control symbols have, in general, a much more
serious effect upon the legibility of a received message
than errors-which cause one printed character to be gen-
erated in place of another. The non-uniform effects

of the various detection errors imply a more complicated
cost function than the unit-cost matrix. Statistical
decision theory may be applied to the problem of design-
ing a detector which operates under the constraint of

any cost function.

1.2 Measurement and computation in detection.

A decision rule specifies the information process-
ing operations of a telegraph detector. At a receiv-
ing station, there are two types of information avail-
able relevant to the identity of transmitted symbols.
There is prior information relating to the telegraph
code and statistical constraints upon a source message;
there is the statistical information contained in the
received signal. In order to apply the decision rule,
the detector must extract from the received signal a

represehtation Of this latter type OF inférmatidh’
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This representation tokes the form of a set of data
which comprise the uncertain evidence of the decision
problem. The signal-processing operations involved
in acquiring this data constitute the measurement as-
pect of detection. The computational aspect includes
the information processing operations on the extracted
data and the prior information. The computational
role of a detector is defined by its decision rule.

The decision rules of practical detectors relate
primarily to the binary code elements which represent
the telegraph symbols. The detectors are designed
to make an independent decision about the likely iden-
tity of each of the transmitted code elements. Al-
though the computations performed at a binary detector
are of an elementary nature, the signal measurements
are often achieved by means of sophisticated techniqgues
which apply many of the principles of statistical com-
munication theory (74). The problems of aerial design,
diversity reception and optimum filtering are the tra-
ditional subject matter of analytic and design studies
in the field of telegraph detection (4, 24, 36).

The principal contribution of this thesis is an in-
vestigation of the advantages of augmenting highly
refined measurement techniques with the relatively com-
plex computational procedures demanded by detectors of

telegraph symbols.
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1.3 The telegraph system.

Although certain of the detection principles intro-
duced in subsequent chapters are,relevant to digital
communication systems in general, they are presented
from the point of view of their applicability to the
world's high frequency radiotelegraph network, Except
for the variable-speed systerm discussed in Chapter 7,
the detectors formulated in this thesis are assuned to
operate on signals emanating from the typical trans-
mitting station whose configuration is specified in
Chapter 3.

Thé telegraph messages to be communicated are pro-
duced by means of a teleprinter with 27 printed char-
acters and 4 control symbols. Each symbol is repre-
sented by a fixed number of binary code elements which
are transformed into a segquence of sinusoidal signal
elements of limited duration. The telegraph code
assumed in most of the numerical calculations is the
synchronous seven-unit fixed-ratio code in which ceach
symbol is represented by a sequence of binary elements
consisting of four "ones!" and three "zeros". For pur-
poses of comparison, performance measures of a system
using the five-element start/stop code are given in a
few instances. In many systems, several messages are
transmitted simultaneously by means of frequency-divi-

sion and time-division multiplex arrangements. In



Chapter 3, the concept of a generalized multiplex
organization is introduced and the advantages of specific
configurations are investigated in Chapter 6.

The transmitted signals are subjected, in the
channel, to the additive perturbation of white gaussian
noise. The multiplicative effects which are investiga-
ted are constant attenuation and four types of Rayleigh-
distributed amplitude fading. A specific fading con-
dition is characterized by the correlations among the
amplitudes of the seven elements of each symbol and by
the correlation between the amplitudes of the two sinu-
soids assigned to a single element. 7ith respect to a
conventional multiplex arrangement these two character-
istics of the fading may be identified with time and
frequency correclations of the amplitude stochastic pro-

CCSSe.

1.4 The detectors.

Various telegraph detectors are considered in this
thesiswith the aim of comparing their decision rules,
i.e., computational procedures. To ensure that only
the computational aspects of the detectors account for
their performance differences, all of the detectors are
designed to operate on the same set of signal measure-
ments. Two data relevant to each signal element are

extracted from a received waveform by means of a pair
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of matched filters. It is assumed that these filters
operate with precise information regarding the freguen-
cies and time spans of the signal elements but no know-
ledge of their individual amplitudes. The conditions
et the receiver of precise information of the phase

of each element, i.e., coherent reception, and complete
uncertainty regarding the phase, i.e., non-coherent re-
ception, are both considered.

An output symbol of a given detector depends upon
the 14 measurements (in the case of the seven-unit code
representation) extracted by the matched filters and
upon the detector's decisiomn rule. In Chapter 5,
three symbol detectors with varying computational re-
guirements arc formulated. The most complex is the
minimum-risk detector, designed under the constraint
of a cost function representing the different conse-
guences of the various types of detection orrors.

This detector operates with prior information of the
statistical constraints upon source messages. This
information is also required by the minimum-error de-
tector whose fidelity criterign is the unit-cost matrix.
The simplest of the symbol detectors, the maximum-
likelihood detector, operates under a unit-cost matrix
and with no prior information relating to message
statistics. When symbols are represented by the seven~

unit fixed-ratio code, this device has a particularly
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simple structure. It is thus the most practical of

the symbol detectors and its properties are investigated
in detail. In order to provide a basis for comparing
the symbol-detection techniques with conventional methods,
a corresponding characteristic of a binary detector

using the same signal measurements accompanies each

characterization of a symbol detector.

1.5 Fecdback communication systems

If a feedback channel from the receiving station to
the transmitter of telegraph messages exists, the attain-
able performance of the link is better than that of a
strictly one-~way system. In two-way telegraph sys-
tems, message information transmitted in each direction
may be accompanied by control information related to
the signals transmitted in the opposite direction. In
this event each of the two one-way channcels acts as a
feedback link for the other. A practical mechanism for
using this feedback facility is the technique of ARQ
signalling which is based upon the redundancy of the
seven-unit code. The ARQ system ugses the control in-
formation transmitted over a return path to instigate
the retransmission of symbols which are detected as
erasures, i.e., redundant code sequences, by a binary
detector. When a symbol detector is employed, no

erasures are generated and information transmitted over
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a feedback path may be used to céntrol the behaviour

of the transmitter in a manner which does not necessarily
involve retransmissions. In particular, the feedback
information may modify the time duration of the signal
elements and thus the system transmission speed. This
variable-speed operation offers zsrror-control opportu-
nities which in some conditions are superior to fhose
provided by the ARQ mechanism. The two types of feed-
back system are compared and the possibility of implement-

ing a variable-speed mechanism is discussed.

1.6 Organization of the thesis.

The results presented in this thesis derive from
two methods of investigating the effects of introduciﬁg
symbol-detection techniques to a practical telegraph
system. Thé first investigation is the computer simu—.
lation of Chapter 5 which demonstrétes the messages pro-
duced by four detecfors when a specific text is trans-
mitted. Of the, simulated detectors, the most pro-
mising from a practical viewpoint is the maximum-
likelihood detector. The possibility of implementing
this device is investigated in Chapter 6 by means of
a presentation and critical discussion of the detector's
performance characteristics. While Chapter 6 is con-
fined to a consideration of one-way telegraph systems,

Chapter 7 discusses the applicability of a haximum-
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likelihood detector to a two-way system incorporating
feedback signalling facilities. In Chapters 5, 6,and
7, the performance of each symbol detector is compared
with that of a conventional binary detector. The maxi-
mam-likelihood error probabilities presented in Chapter
6 have been calculated from formulas derived in Chapter
8, which contains a mathematical analysis of the error
immunity of fixed=ratio codes.

The earlier chapters of the thesis review the
estéblished theory and practice which serve as the
basis of the original material. Chapter 2 surveys
the principles of statistical decision theory and pre-
sents the Bayes decision rule as a computational al-
gorithim. The detectors of the later chapters oper-
ate according to this rule. The nature of the signals
available to the detectors and their relation to the
transmitted messages depend on the specification of
the elements of a transmitting station and the model
of the channel presented in Chapter 3. The establish-
ed methods of signal measurement and binary detection

are described in Chapter 4.
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CHAPTER 2: STATISTICAL DECISION THEORY.

Kotel 'nikov, in presenting his doctoral dissertation
in Moscow in 1947 was the earliest writer to recognise the
relevance of a statistical-decision -<theory approach to
signal detection, He propsosed a minimim—-error fidelity
criterion for digital communications and on the basis of a
mathematical analysis of random noise (hO) calculated the
optiimum performance characteristics of wvarious systems,
Kotel'nikov's work was not generally available in the West
until 1960, when an.English translation of his dissertation
was published (27).

The development of detection theory in Britain and
the United States in the 1950's was largely based on the
statistical formulation of Woodward and Davies (72, 73)
vhose approach to the problem was suggested by Shannon's
mathematical theory of communication (hB, h9), Woodward in
his book (73), describes the essential function of a
detector as the extraction of wanted and the rejection of
unwvanted information from a received signal. He equates
this procedure with the derivation of a statistically
sufficient (71) representation of the signal. The procedure
of information extraction is identified in Section 1.3 of
this thesis as the measurement aspect of detection;
Woodward and Davies demonstrate that the measurements re-
quired by their theory may be bbtained by means of a

correlation operation. In the case of binary signalling,
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this operation is performed on a received signal by a
pair of filters matched (59,56) to the binary waveforms.
Helstrom (23) extended the theory of binary detection by
deriving the optimum performance characteristics
associated with certain classes of modulation waveforms.
Performance characteristics of binary detectors of
fading radio signals wereﬁpresented by Law (28) and
Turin (55).

Concurrent with these developments in binary-
detection theory was the formulation by Middleton and
Van Meter (58,33) of a general reception problem as an
application of Wald's theory of statistical decision
functions (69). This formulation merged the current
trends in statistical inference and communication theory.
In their general expositions, Middleton and Van Meter
considered two classes of reception problem which they
call detection and extraction. In the context of
decision theory these problems come under the headings
of null-hypothesis testing and parameter estimation,
respectively; d4in communication theory they are referred
to as detection of a signal in noise and optimum filter-
ing. A third category, which includes telegraph-symbol
~detection, is multiple~alternative detection (or multiple~
hypothesis testing [66]). It is treated. in a..separate
paper (Bh) by Middleton as a special case of the general

formulation.
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This chapter presents the aspects of decision
theory which pertain directly to the telegraph-
detection problem solved in Chapter 5. In the intexr-
vening two chapters, the elements of a telegraph
system and the measurement aspect of detection are
formulated in order to demonstrate the quantitative .
relationships used in applying decision theory to
telegraphy. In first presenting the principles of
decision theory and then demonstrating their relevance
to a communication problem, this thesis follows a plan
similar to that adopted in the papers of Middleton and
Van Meter. The present work differs from these papers
by being primarily concerned with practical aspects of -
a specific system; the formulation of decision theory
is more restricted but the practical applications are
presented in more detail.

In the following section, the development of
decision theory from a generalized problem in statis-
tical inference and the theory's important elements
are discussed heuristically. The relevant concepts are

defined rigorously in Section 2,2,
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2.1 Background of the theory.

The mathematical theory of statistical decision
functions was developed by Wald between 1939 (66) and
1950 (69). His contribution to the subject began with
a formulation of a generalized statistical-inference
problem. This formulation included as special cases the
three traditional problems of statistical inference
which had previously been considered separately: ﬁypo-
thesis testing, point parameter estimation and confidence-
interval estimation. In each of these problems, the
statistician seeks to test the data generated under the
constraint of a probability distribution in order to
classify the parameters of the distribution. An hypo-
thesis test assigns the parameters to one of . .two pre-
specified categories; (i.e.; it makes a binary decision);
a point estimate is a numerical value assigned to a
continuously variable parameter; and a confidenbe~
interval estimate consists of two numbers defining an
interval which is likely to include the unknown para-
meter. The success of a particular inflerence depends.
on the true values of the parameters being classified.
Average success is measured by two error probabilities
in the case of hypothesis testing, by the mean square
error of a point estimate, or by thiz length of a confidence

interval together with its associated probability of



error, *

Wald's formulation broadened the scope of statis-
cal inference in two respects! it admitted more types
of parameter classification and it admitted terminal
statements which do not refer directly to the parameters
of a distribution (for example » a statement relating
to the independence of two marginal distributions).

The formulation unified the subject by introducing a
single measure of success -~ the cost function; which
depends on the decision (i.e., the final statemenf about
the distribution) and the true state of the distribution:
The average cost is the risk, a function of the true
distribution and the rule for selecting a decision.

The solution to the generalized inference problemn is

the specification of a decision rule, a method of
examining data generated by the distribution in order

to come to a decision,

The cost functiofn.may be defined dn any manter
whatsoever prior to the solution of the problem, It is
the fidelity criterion of the problem expressing the
relative importance of the various possible outcomes.
The cost fanction rmmy v consideired.a contreint
imposed on the statistician by his client, the party

that bears the consequences of correct or incorrect

*A brief but wvaluable introduction to the principles
of inference is given by Wald in the published version
of a series of tutorial lectures given in 1942 (67).

A more rigorous treatment is found in (71).
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decisions. The statistician must find a decision rule
consistent with the client's set of values. Given a
cost function, a set of possible distribution functions
and a set of decisions, the statistician first seelks to
determine the set of admissible decision rules. 4 rule
is admissible if there is no other rule with lower
risks for all possible distributicns. The final rule
is selected from the set of admissible ones according
to the configurations of the admissible risk functions.

Figure 2.1 shows three such functions plotted against
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the possible distributions which are represented as
points on the abscissa line segment. If only these
three rules are admissible, rule &4 is desirable if the
distribution is likely to be in interval 4 (where rule
A has the lowest risk), and similarly rule B is pre-
ferable if the distribution is likely to fall in
interval 3. If, however, the true distribution is
equally likely to have any one of its possible forms,
rule C may well be the most desirable of the three. If
the prior probability function of the possible distri-
butions is known, a rigorous procedure exists for
selecting one from the set of admissible decision
rules. If the prior probabilities are unknown the
statistician often refers to the beliefs or temperament
of his client. The beliefs may lead to the formmlation
of a "subjective" prior probability function; the
temperament may suggest the choice of a more or less
conservative rule. Rule C is the most comservative of
the three shown in that its risk is minimal if it is
assumed that for any decision rule, the least favourable
distribution will prevail. Rule C is the minimax rule.
Its maximum risk is minimal.

The foregoing discussion suggests that a wide range
of situations may be encompassed by Wald's formulation.
By identifying both the objective aspects of a problem

and the role of a person's set of values, his temperament



and beliefs, decision theory has served as a vehicle
for the application of mathematical logic to processes
which were previously considered to be entirely sub-
jective. Examples of two important but diverse areas
of application of decision theory are business decisions
(46) and theories of human perception (53). 4Llthough
expositions of communication applications have concen-~
trated on analysis of physical phenomena, the opportunity
exXxists to incorporate into the cost function a con-
sideration of the effects of detected symbols on the
legibility of a message by its human recipient. This
opportunity is investigated in Chapter 5.

The prescent treatment of the inference problem
has thus far stated the iuportance of finding admissible
decision rules and indicated the factors which enter
into a choice among these rules. VWald's 1950 treatise
solves the probhlem he formmlated in 1939 bv demon-—
stfating the princinles governing the existence and
character of adnissible decision rules, In particular,
he proved in the complete class theorem that the class
of admissible decision rules is identical to the class
of Bayes decision rules, In developing his proof of
this ddentity, VWald recognised the similarity of the
inference problem to the mathematical model of a zero-
sum two-person gale (9)..Ho was then able to apply
theorems of game theory to the proof of the complete

class theorem.
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In addition to solving the problems posed by the
1939 formulation, the decision thecory presented by
Wald in 1950 incorporates another statistical discipline,
that of sequential analysis (68). In a sequential
problem, an examination of the measured data leads to
onc of two types of decision: a termineal decision or
a decision to continue experimentation: The decision
procedure ends with a terminal decision, the type
treated in the non-sequential problem; each terminal
decision carries a cost which depends on the true state
of the distribution function of the data. The sequential
problem offers the opportunity to extend the decision
procedure through the acquisition of additional data.
When this data is analysed, the procedure may be further
iteratedt@y a decision to continue experimentation) or
terminated with a terminal decision. The additional
data is observed at a cost which must be added to the
eventual cost of the terminal decision. Wald presents
the prineiples of choosing a decision procedure which
minimizes the average total cost. The telegraph detec-
tors formulated in Chapter 5 are based on a non-
sequential decision model. The signal relating to each
symbol of a souree message 1is transmitted only once.
The scope of this work may be extended, by means of an
application of sequential decision theory, to the design

of detectors for a feedback system based on repetitions.
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In many trcatments of decision theory, the pheno-
mcnon which determines tﬁe cost of a particular ter-
minal decision is referred to as the Ystatc of nature”
rather than the truc distribution of thc data.
Although thec newer term has a more gencral connota-
tion, thec two arc indistinguishable opcrationally.
Besides incorporating scquential analysis, docision
theory has a broader scope than the generalized in-
ference problem in that it admits terminal decisions
which are not cxplicit statcments about the state of
naturc. The cost function cxpresscs the only csscn-
tial relationship between the states of naturc and
the possible decisions. Dcvelopmcnts in decision
theory sincc 1950 have been mainly concerncd with
methodologics rclated to specific applications (29,
30’. All of thc ncwer work lcans hcavilx on Wald

A

for its mathcmatical content.

2.2 The formal deccision problem

The rcmainder of this chapter consists of a for-
mal prcscntatign of thc decision thecory problem
applicd in Chapter 5 to teclegraph detection. In an-
ticipation of this application, the scopc of thc pro-
blem is limitced to a mon-sequential situation in
which the sct of decisions and the set of statcs of

nature arc both finite.



28

2.2.1 Elements of the problem

Statistical decision theory trecats the problem of
decision making in the face of uncertain cvidence about
a state of nature. Application of the thcory lcads to
a rule for choosing decisions which, on the average,
result in minimum costs. These statcments suggest
six clements of a decision problcm:

1)\,A set of possible gtates of nature
X = Xi, Xz, c ooy XM
2) A sct of possible decisions

Y=Y Y Y.

1’ T2 "t N

3) The decisions and the states of naturc are
related by the MxN cost matrix [c]. The elements of
[ec], cjjr CXPress the desirability of various deci-
sions; the lower the value of cij’ the more desirablce
the choice of Yj when Xi is the state of nature.

4) A set of data

a = 0.1, CLZ, cso O!,m
which comprises the uncertain evidence about Xi, the
true state of nature. Q may be considered a poiﬂt in
the multidimensional data spéce A.

5) The relation of o to cach possible statc of
naturc is given by the set of conditional probability

density functions defined on the data space A:

fX(E) = fi('o?), fz(&'), ene fM(E).
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E@éh of thesc functions is conditional on a member of
X.: For a given set of data, the sct of numbers fxfa).
may be considered as a function defined on X, known as
the likelihood function.

6) A class of decision functions, 4, with
necmbers & representing all possible solutions to the
problem. Each decision function congists of the N
Humber s

6(Y, ,a), 8(Y,,a), ..., B(Yg,a)
where 6(Yj;a) is the probability of deciding Yj when
the data a are observed. In telegraphy it is gen-
erally the case thatvfor cach o

1

6(Yj* , Q)

and 6(Yj,'c'x') 0 for all j # j* (2.1)

Each sct of data is thus associated with a unigque
datision. A decision function which conforms to
Equation 2.1 is called a purc decision rule. A
miked rule is one for which 6(Yj;a) > 0 for morc than
~oné,value of j and a given Q. Under such a rule cach
occurrence of @ results in a decision gencrated at
random undcr the constraint of 6(Yj;a), When mixed
rules arc inéluded in a mathcematical analysis of
decision theory, the set of all admissible decision
rules is found to have propertics essential to the

proof of important thcorems. A mixed rule is an
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important statcgy in a game where it is imperative

that an opponent be unable to predict a player's action

in cvery possible situation.

The solution to a specific problem is the adop-

tion of a decision function governing the choice of a

decision for cvery possible set of data Q. Table 2.1

lists the elements of the decision problem and asso-

ciates them with the corresponding elements of a telc-

graph system.

Table 2.1
Decisgion thecory term Notation
1) State of nature X5
2) Deccision Yj
3) Cost matrix [c]
4) Data o
5) Set of conditional fx(E)

probability functions

6) Decision rule 6(ija)

Telecgraphy term

Symbol of source

message

Symbol of detected

message
Fidclity criterion
Signal measuremcnts

Symbol likelihood

function

Set of computa-
tions which result

in choice of Y.
J*
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2.2.2 The risk functiom

The average cost of decision making is the risk,
a function of the true state of nature and the rule
which governs the choice of a decision. If § is the
adopted decision rule and Xi the state of nature the

average cost of all trials in which « appears is

N
5(Y.,adec, . » 2.
Z ( 7 )clJ (2.2)
Jj=1
The risk of X; is defined as the average of 2.2 taken

over all possible data points:

N
r(X;,8) = fA £, (a) -Zlb(YJ"E)C” da (2.3)
J'.:

This function plays a central role in an evaluation
of possible decision rules. The concept of admissi-

bility is defined in the following system of comparison:

1) 5, is cquivalent to 5, if

r(xi,ﬁi) = r(xi,ﬁz) for all X..

2) &, is uniformly better than 62 if they are

1

not equivalent and
r(X;,6,) < r(X;,8,) for all X,.

3) 61 is admissible if therc is no member of

A which is uniformly better than 61.
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4) 6, is the best decision rule if it is the
only admissible member of A.
In general there is no best decision rule and the

statistician scelks the set of admissible rules and a

rationalc for adopting one of its members,

2.2.3 Prior probabilities and expected risk

If the decision procedure is to be repeated many
times, the expected risk of the selected decisions
depends on

P = p(xi), P(X2)1 o6y P(X—M)

the relative frequencies with which the states of
nature occur. For a given decision problem defined
by X, Y, [c], fX(a) and A, the expected risk is a
function of § and p:
M
R(p,6) = ) p(X,)r(X,,6) (2.4)
i=1

For any p a decision rule 6p in 4 exists such that

R(p,ap)g R(p,8) for all & im A. (2.5)

This decision rule which has minimal expected risk
when p is the set of relative frequencies is defined
as a "Bayes decision rulec relative to p'".
The significance of the set p in a practical situa-

tion is a controversial aspect of many applications of
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decision theory. The validity of 2.4 as a formula for
average risk does not depend on any 'randomness!'" of the
mechanism which generates the states of nature. From
the point of view of game theory, this mechanism is any-
thing but random. It is influenced by an opponent's
jJudgment of a player's decision rule and if the opponent
is astute, the states of nature will be distributed in
a manner which favors the higher-risk states. For
this reason a game-theory oriented statistician does
not concern himself with the relative frequencies and
their expected risk in choosing a decision rule. He
considers instead the maximum risks of admissible rules
and seeks a minimax rule (defined in Section 2.2.4) --
which is an admissible rule with minimal maximum risk.
In many applications, including telegraphy, the
prior probabilities do not depend on the decision rule
and the minimax rule is likely to be inappropriately
consecrvative. In such cases it is usually desirable
to apply the Bayes rule relative to a set of prior
probabilities which reflect the available information
about howAthe states of nature are generated. In only
a minority of cases is it possible to specify the M-1
independent constraint; necessary to completely deter-
mine a prior probability function. Often (in business
situations, cspecially) the prior information exists

as the well-founded beliefs of a person cxperienced in
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dealing with the phenomena involved.  These belicfs
may be elicited by the statistician in a manner which
admits the specification of a set of relative freguen-
cies.

It may also be the case that the prior information
takes the form of a limited set of constraints which
impose restrictions on the prior probability function
without completely determining it. For this situation,
the principle of maximum entropy provides a ratiomale
for choosing a set of prior probabilities. The en-
tropy of the function p is defined as

M

- ) B(X,)1log p(X,) . | (2.6)

i=1 | '
It has becen demonstrated that a prior probability
function for which 2.6 is minimal subject to the con-
straints of the problem summarizes the available in-
formation about the states of mature in a "least-
prejudiced" (a concept explained in (54)) manner.
The maximum entropy principle is a generalization of

Bayes' axiom.

2.2.4 Bayes decision rules, minimax rules

The importance of the set of all Bayes decision
rules is demonstrated by the complete class theorem

which states that all admissible rules are members of
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this set. Furthermore if p(xi) > 0 for all i, (which
means that only the states of naturce that occur with
non-zero probability are included im X), all Bayes
rules are admissible. The decision problem thus re-
duces to the problem of choosing a prior probability
function which in turn determines a Baycs rule. The
Preceding section describes two approaches to the
choice of this function.

In one approach a prior probability function is
sought which reflccts the available information about
how the states of nature are genecrated. This function
determines a '"representative Bayes rule" whosec imple-~
mentation completes the solution.

The other approach to the problem seeks maximum

protection against the generation of unfavourable

states of mature. This approach leads to the follow-
ing definition: 6U is a minimax rule if
max r (Xi, 6“)‘5 max r (Xi,é) (2.7)
i i
for all & in A. The maximum risk of 6“ is minimal.

A minimx rule is clearly admissible and there-
fore a Baycs decision rule relative to a prior pro-

bability function

Moo= u(Xl), u(Xz), ey u(XM) .



6
Wald demonstrates that the expected risk of the 3

minimax rule is maximal over the set of Bayes decision

rules. That is,

R(“’au) > R(p,ép) (2.8)

for any Bayes rule, 6p, and for this reason, | is
known as the least favorable prior probability func-
tiomn. If a function | is derived which satisfies
2.8, the minimax rule may be rcadily implemonted
according to the procedure presented in the next two
sections. Another guide to the implementation of a
minimax rule is the theorem which states that if &

is a Bayes rule, it is a minimax rule if and only if
its risk, r(Xi,éu) is‘constant over all Xi (for which
u(Xi) > 0). On the basis of this property, Weiss (70)
presents a linear programming method for finding

6“.

2.2.5 Practical implementation

For the.selection of an individual decision, the
quantities available to the statistician are a spec-
ific set of data a, the cost matrix, [c], and a set
of prior probabilitiecs p, obtained in a manner des-
cribed in the preceding scections. Mathematical
analysis demonstrates that a Bayes rule relative to p
should dictate the choice of a decision. The problem
will be solved, fherefore, by a method of processing

the available quantities in order to find a decision
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which conforms torzuch & Bayes.rule.

The derivation of a computational procedure begins
with the calculation of the posterior probability
function reclative to p. The conditional probabili-
ties fi(a) are used in this calculgtion which is per-
formed according to Bayes' theorem. (It is due to
this fact that the decision rule has been given Bayes'
name. ) For a given set of data, the posterior pro-
bability of Xi is:

p(x.)f. ()
P'a (Xl) = ¥ r 2 (2.9)

(x, )£, (@)
kZ;p k' k

PE(Xi) is the relative frequency of X, measured over
repeated occurrences of q. If Yj is decided every

time o occurs, the average cost of observing a is

the "posterior risk of Yj given a",

M

r-a-(YJ.) = Z P—OL-(Xi)ciJ. (2.10)
i=1

The significance of this function is expressed by

the following theorem:

A decision rule 6P(YJ'E) is a Bayes rule
relative to p if and only if it generates
decisions Yj* such that ra(Yj*) < ra(Yj)

for all Yj in Y.
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The theorem states, in effect, that minimization of
the posterior risk for each a results in minimal
expccted risk of decision making. The validity of

this statement may be demonstrated by defining

M
t(YJ.) = Z p(xi)fi(?i)cij (2.11)
i=1
a function proportional to ra(Yj) because the denomina-
tor of 2.9 is a constant for a given Q. If Equations
2.3, 2.4 and 2.11 are combined, the expected risk may

be expressed in terms of t(Yj) as:
N

R(p,8) = [ ) 6(¥))8(Y,,@)aq . (2.12)

AT

In order to minimize 2.12 a decision rule 6p must
be specified with the property that it admits only
minimal values of t(Yj) to the integrand. The appro-

priatc specification is, therefore
6 (Y.,a) = 0 for all Y, such that
] J

t(Yj) >» m;n t(Yk)
26 (Y.,a) = 1 for all Y, such that
- P ] J
J

t(Yj) = min t(Yk).

Becausec t(Yj) and r— (Yj) are proportional, either of

these functions may be used in this specification or
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in the above theorem. The specification and the

theorem arc identical statements.

2.2.6 Computational algorithm

X Bayes decigion rule relative to p thus dictates
the choice of a decision Yj* for which t(Yj) is mini-
mal. Since t(Yj) may be computed for each sct of
measurcments, the solution to the decision problem may
be expressed as the following procedure:

Having measurcd a, |

1) Calculate the M numbers p(x; )£, (o),

2) Multiply this 1xM matrix by the MxN cost

matrix to derive the N numbers
M

t(Yj) = Zp(xi)fi(a’)cij j=1,2,¢.+«, N

i=1

3) Choose Yj* where j* is the subscript of a
minimal t(YJ).

If the.minimax Bayes rule ds adopted, p is iden-
tical to the least favorable prior probability function
e If a represcentative Bayes rule is adopted p is
a prior probability function which expresses the
available information about the mechanism which gen-

erates the states of naturc.
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' CHAPTER 3. THE TRANSMITTING STATION AND THE CHAWNEL,

Before the Bayes decision procedure can be aﬁplied
to telegraph detection the relationship between the
received signals and the source message must be known.
In the present chapter the two determinants of this
relationship - the confiéuration of the trensmitting
station and the nature of the channei - are discussed.
The elements of a typical telegraph system are described

according to the following plan:

Section 3,2 Section 3,3  Section 3.4

Section 3,1

TELEw . i
T ™I - MODU - - }117!

I

1 I

~ MESSAGE MULTIPLEXING
— -

Section 3,5

The remainder of the thesis investigates the detection
of messages transmitted by this system. In the next
chapter, the measurement of signals appearing at the
output of the channel is considered and the conditional
probability functions which relate the measurements to

transmitted symbols are presented.

3.1 Ionospheric signal propagation.,

The fundamental constraint upon the performance

of a high frequency radiotelegraph system is the



ionospheric propagation medium. While the electro-
static properties of the ionosphere make the reflection
of radio signals, and hence 1ong?distance transmissions
possible, its magnetic properties and the variability

of ionospheric phenomena severely limit the capabilities
of practical systems. Although the existence of the
ionosphere and its basic physical characteristics were
discovered in the early decades of thi present century,
its fine structure and the mechanisms which cause

certain propagation phenomena remain controversial

topics in the subject of ionosphere physics.

3.1.1 Physical phenomena (35).

The ionosphecre consists of several regions or
"layers" of ionized gases at heights ranging from 60 to
450 km aﬁove the earth. The presence there of charged
particles (free electrons have the greatest effect)
causes a decrease in dielectric constant relative to
an uncharged region so that an electroﬁagnetic wave
incident on one of the layers is refracted aﬁay from
the vertical direction. If the density of free electrons
increases with height to some critical wvalue, the wave
is progressively bent toward the horizontal and is
finally redirected toward the earth. This process is

illustrated by'the ray diagram of a single "hop" shown



Lo
in Figure 3.1.
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PIZURE 3,1 Single-hop transmisaion

It suggests that the wave is "virtually reflected"
from point A in the ionosphere. The critical electron
density, is directly proportional to (f cosé}z where f
is the frequency of the radiation and § Z1:s zngle of
incidence.,

The geometry of a propagation path and the electron
density at a given time and place in the ionosphere
determine a '"maximum usable frequency" (MUF) of the
path., Radiation at frequencies greater than the MUF. pene-~
trates the inosphere and does not return to the earth's
surface. The MUF does not in general exceed 30 Mhzm
which is usally considered to be the upper limit of
the high frequency spectrum. Although signals at all
frequencies below the MUF are reflected from the ionos-
phere, attenuation due to the absorption of energy by
particle collision is an increasing function of wave
length and thus imposes a "lowest usable'frequency"

(LUF) upon each possible route,



L3

Because the ionization of atmospheric gases is
caused by solar radiation, the electron densities and
therefore the MUT', LUF and most other ionospheric
phenomena vary with geographical position and, at =a
given point, with time of day, season and with the
eleven-~year cycle of solar activity. These variations
are significant to the operators of high frequency
communication systems and in order to chart them,
several ionospheric observatories publish, from month
to month, measurements and predictions of propagation
conditions over most regions of the earth. These
publications provide the data most often used by system
planners and operators in selecting carrier frequencies
and times of transmission. In recent yvears, equipment
and techniques for "oblique ionospheric sounding" have
been developed(lS) in order to provide accurate and
timely propagation data relevant to a specific route.

Because the span of an ionospheric hop is no
longer than a few hundred miles, intercontinental
radio communication depends on reflection of down-
coming radiation from the surface of the earth and
propagation of signals from transmitter to receiver
by way of several hops between earth and sky. This

multihop transmission is usually characterized by the
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pPhenomenon of multipath propagation illustrated in

Figure 3.2.
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FIGURE 3,2 Double-path propagation

The transmitter emits radiation in a cone containing
rays Rl and R2 which are reflected from different
points in the inosphere.

The rays are propagate@ over different paths but,
due to the overall geometry, finally converge at the
receiver, Their different path lengths cause the two
combonents of the received signal to be offset in time
with respect to one another. If they reach the receiver
with similar amﬁlitudes, their resultant exhibits a
fluctuating interference pattern which depends upon
the relative delay of the two paths. In practice the
multipath phenomenon is far more complicated than the
one, illustrated in Figure 3.2. Several paths usually
exist and their delays and attenuatiéns vary in time
so that the amplitude of the resultant exhibits an

apparently random pattern of fluctuation,
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The earth's magnetic field produces a phenomenon
similar in effect to multipath propagation., Magnetic
forces cause each reflected ray to be resoived;into
"ordinary" and "extraordinary" magneto-ionic compomnents
chiaracterized by different neth-propagetion delays.

In general the strength of one of these components is
negligible compared with that of thevother but there are
also circumstances in which they are attenuated to
approximately the same extent and themselves produce
interference patterns over a single ionosphefic hop.

In addition to the ‘interference effects which result
from multimode and multipath propagation, there are
usually rapid fluctuations in the strength of radio
signals received over a single path and associated with
only one magneto-ionic mode (38,39). In order to explain
this phenomenon, various hypotheses regarding the fine
structure of the ionosphere have been proposed, These
hypotheses are influenced by the additional observation
of spatial interference pzitterns, measurable by receiving
the same signal at various points on the ground, One
model suggests a moving, "corrugated" ionosphere
characterized by ionospheric winds and an inhomogeneous
distribution of electrons in a horizontal plane., This
stfucture would produce, in addition to the reflection

of energy from the ionosphere, a diffraction effect
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through which a single incident ray is returned in a
cone of radiation containing component waves with
various Doppler shifts relative to the incident signal.
The effect observable on the earth is an amplitude
fluctuation at a single point and a diffraction pattern
distributed over a region. Other explanations of this
variation in the strength of a single-ray received
signal are based on models of the ionosphere which
postulate the existence of discrete scattering centres
from which signals are returned to earth., If these
centres were to form and decay at various times or
else move about in the ionosphere the observed diffraction

phenomena would occur.

3.1, 2 Characterization of signal fading.

Although the physical causes of the wvarious ionos-
pheric propagation phenomena are of general scientific
interest, the communication engineer is primarily con-
cerned with their effects on specific classes of radio
signals. One effect of multipath propagation on digital
comminications is intersymbol interference which occurs
when two signal paths of appreciable strength have sig-
nificantly different propagation times. At a given
instant, the received signal contains path components
associated with different signal elements. This inter-

ference between signal elements has the same effect as a
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decrease in the system signal-to-noise ratio. This

overlapping of successive signal elements is a principal

factor in the limitation of signalling speeds of hf

digital systems to the order of 100 bauds (signal

eléments/second).

At this transmission speed, the

difference in path delays may approach 5 milliseconds

before the telegraph distortion reaches the level of

50%, a condition illustrated schematically in Figure 3. 3.

no distortion

v

single~-path reception

25% distortion “double-path reception
relative delay 2,5 ms
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AR
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FIGURE 3,3 Distortion effects of multipath propagation

This level is often considered to be the maximum

tolerable by practical signal measuring equipment (20).

Signal fading is another effect of both multiray

propagafion and diffraction-type phenomena. These

propagation conditions, when they produce signal com-

ponents with relative delays of the order of the period
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of the radio frequency carrier, cause spurious ampli-
tude and phase modulations of the transmitted signal.

If a steady sinusoid of frequency /2x is transmitted
through an hf system, the received signal has a waveform.
A cos (wt + 8)
wvhere 4 and § are the amplitude and phase modulations
respectively. Owing to the complex mechanism8 which pro-
duce the fading, these variables must be treated statis-
tically - as random time functions of a stochastic
process, Their magnitude variations are characteriged
by probability density functions and their time structures
by correlation functions or power density spectra.
Because ionqspheric propagation conditions exhibit
extremely wide variability even with respect to a
specific route and carrier frequency (11), it is
impossible to precisely specify représentative stochastic
processes for the.purpose'of computing measures of
system performance under all possible circumstances.
There are, nevertheless, many instances in the design
and analysis of an hf system when it is desirable to
make some assumptions about the statistical properties
of A and 6 if only as first approximations to be
verified in the field. It is this epproach which iis
edopted in Chapters 6, 7, and 8 in which two detection
methods are compared. For this purpose eight propa-

gation conditions are considered and although none is
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strictly typical of a physical situation, they have
been chosen to cover broadly the range of conditions
under which most radiotelegraph systems operate.

In each of the eight cases, A and § are assumed
to be constant over the time duration of an individual
signal element., There are two different conditions
imposed upon the phase angle. At a coherent receiver
the value of § associated with each signal element is
a constant, or if it varies, it does so in a manner
which permits its measurement for each signal element,
At a non-coherent receiver, the value of 8§ is uni-
formly distributed over a range of 2n radians and
statistically independent from element to element., In
this case the phase angle contains no information
relevant to the identity of the transmitted signals.
These conditions of complete coherence and non-coherence
are the extremes of possible phase angle conditions. It
is often the case that a receiver may operate in a state
of partial coherence (55, 63) such that the phase angle
is not known precisely but has a probability distribution
which shows some values to be more likely than others.
For both of the phase angle conditions, a non-fading
amplitude(constant A) and four types of amplitude fading
are considered.

In each case, the amplitude of a fading signal is

assumed to be Rayleigh-distributed with probability
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density function

2
p(A) = %é exp (—-% ) for A > 0 , (3.1)

where 8 is the mean value of AZ. This distribution
conforms to the model of a received signal as the re-
sultant of a large number of randomly scattered compo-
nents. A more general model includes a steady non-
fading signal of amplitude Al added to the scattered
components so that the probability density function‘

becomes

A® + A® 2AA

1 1
3 )IO(S ) (3.2)

r(A) = -g-é‘- exp(-

the Rice probability density function in.which Io(x)
is the modified Bessel function of zero order, Equation
3.2 may be considered a family of density functions
with parameter u = Al/S% the ratio of steady component
to rms fading component, When u = 0, 3f2 reduces to
the Rayleigh density function of 3.1 ds u = w. | A
approaches the constant Al, corresponding to the non-
fading case. The analyses in the later chapters will
therefore treat the two extremes of the Rice distri-
bution of signal amplitude.

Owing to the temporal variation of ionospheric
phenomena, the mean square level, S, of a fading

" signal is a function of time and the amplitude

stochastic process is, therefore, inherently non-
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stationary. TFor practical purposes, however, the
value of S may be considered a constant over a period
of 15 minutes to one hour, the transmission time of
several thousand symbols. & condition of short-term
stationarity thus exists and a 15-minute time average
of A2 may be used as the value of S in Equation 3.1.
The other important characteristic of the time structure
of the amplitude fading is the manner in which the
random variable, 4, assumes new values over a sequence
of signal elements, Like the amplitude and phase con-
ditions, the time structures considered in this thesis
are simplifications of theoretically (39) and empiri-
cally (32) derived characterizations. Although a
gaussian autocorrelation function has been derived
from physical assumptions and also been fitted to
measured data, it is assumed in the present study
either that the signal amplitude is constant over all
the elements of a symbol (slow fading) or that it has a
new, statistically independent value for each signal
element (fast fading) (64). Whether the fading is
slow or fast, the amplitudes associated with different
symbols are assumed to be statistically independent.
The autocorrelation function implied by each of these
conditions is, therefore, rectangular in shape.

With respect to a particular message, the applicable

time structure depends not only on the nature of the
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physical variation of the signal amplitude but also

on the organization of the transmitting terminal. If
several messages are time-division .multipléced, . the
adaption of an element-multiplex arrangement (see
Section 3.5) separates in time the elements of each
symbol and thus causes their amplitudes to be less
correlated than they would be in a symbol-multiplex
arrangement. For a given channel therefore, it may be
that the fast-fading model is applicable to element-
miltiplexed messages and the slow-fading model to
symbol~-multiplexed messages.

In addition to the amplitude and time structures
of the fading an important characteristic is its
frequency selectivity. The nature of the inter-
ference mechanisms which produce the fading suggest
that when two sinusoids at different frequencies are
transmitted over the same path they will be received
with amplitudes which differ at a given instant, even
though the patterns of amplitude fluctuation are
identical, The telegraph system studied in this
thesis conveys binary coded information hy meanzs of sinu-
soidal signal elements which are distinguished by their
frequencies., The correlation between amplitudes of
signals received simultaneously at the two frequencies,
a decreasing function of the frequency difference, is
a measure of the frequency selectivity of the system.

In this case, too, two extremes are considered. For
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"flat fading" the amplitudes are identical while for
"frequency selective fading" they are statistically
independent.

The additive noise is assumed to be white and .,
gaussian, a reasonable representation of atmospheric
effects and of thermal sources. It fails, however, to
characterize "man-made"noise -~ in particular, noise
which results from reception of extraneous signals,
sometimes a limiting constraint on system quality.

Table 3.1 is a summary of the amplitude and phase
characteristics whose effects are discussed in later
chapters; The two phase angle conditions are denoted
coherent reception and non-coherent reception and in
addition to steady signals, four types of amplitude
fading are considered. Two of them, however, fast flat
fading and fast selective fading will be seen. to have
thé "sane el fect Uponi.rmessasé detectability so that .there

are eight &ffectively different transmission conditwpns.

-

TABL% 3.1

SUMMARY OF PROPAGATION CONDITIONS
Coherent recsovtion Non-coherent reception
No fading Case 1 Case 5
Slow fading Case 2 Case 3 Case 6 Case 7
Fast fading Cade L Cade 8
Flat fading Selective fading Flat fading
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3.2 The message source,

The basic terminal instrument of much of the
world's telegraphy is an electromechanical tele-
printer with an alphabet of 31 symbols. Twenty-
seven are printed characters and four are control
symbols, namely:?

l) "carriage return" which resets the printer to

the beginning of its line of print,

2) "line feed" which advances the paper roller

so that printing continues on a new line,

3) "letter shift" which sets the printer to

operate in one of its two printing modes and

4) "figure shift" which sets the printer to its

other mode.

Except for the space symbol which is a printing
symbol common to both modes of operation, the character
printed at any time is determined by the identity of
the most recent shift symbol. The characters in the
letters mode are the 26 letters of the English language
while the figures mode contains numeralg, punctuation
marks and special characters. Fig. 3.4 illustrates
the:keyéégfduof the }eiétype Moéei 32 Pagé Pfinfer
et e
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FIGURE 3.4 Teleprinter keyboard

Although the meaning of a telegraph message is
conveyed by the pattern of characters appearing on a
printed page, the ability of a machine to produce a
legible message depends to a very great extent upon
. its reception of the correct control symbols, This is
demonstrated in Chapter 5 which shows how entire lines
of print may be lost if a carriage return or line feed
is erroneously inserted in or deleted from a message
and that if a printer is set to the wrong mode of
operation, a sequence of several characters becomes
illegible. A4n important aspect of a decision-~theory
approach to detection is the specification of a cost
matrix which properly reflects the effects of the

various types of symbol errors upon message quality.
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In addition to its printing alphabet, the tele-
printer has an electrical alphabet which is used for
communication with other teleprinters. Fach telegraph
symbol is associated with a sequence of binary code
elements which appear as d.c, currents in the machine.
Although a d.c. telegraph signal may be transmitted
directly from one teleprinter to another, telegraph
networks usually convey information by means of voice-
frequency or radio-frequency carriers. In the case of
radiotelegraphy, in particular, there is likely to be a
binary code conversion between teleprinter and modu-
lator and also an alteration in the timing of the
symbol sequence. To facilitate these transformations
and for reasons of network organization, the electrical
representation of a telegraph message is usually
recorded prior to modulation and radio transmission and
again after detection. The most common storage medium
is perforated paper tape, but with the current trend
toward computer-controlled message-switching centres,
magnetic media are finding wider application. 4 stored
message serves as a buffer between the teleprinters and
the remainder of the system. In a system with a
message storage facility, the telegraph message may be
considered with respect to its symbolic content alone,
irrespective of the rate and rhythm of teleprinter

operation, Although recording often takes place at a
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centralized telegraph station, the feeder link between
teleprinter and recorder is ignored in this thesis
and only radio transmission of a pre-recorded tele-

graph message is considered.

3.3 Telegraph codes.

Of the codes which have been devised to meet the
requirements of various transmission media and tele-
graph equipnment (l9,h5),there are two which are
especially relevant to modern radiotelegraphy. Both
are fixed-~length binary codes which differ in the number
of code elements representing each telegraph symbol and
in the manner in which the elements of successive
symbols are framed.

The five-unit start/stop code is the electrical
alphabet of the teleprinter. Each symbol is represented
by five binary elements and thus the electrical alphabet
consists "of 32 symbols, Thirty-one correspond to the
printed characters and control symbols and the other
one is associated with an idle state of the mechanical
parts of the teleprinter. In a signal sequence which.
conveys information by means of the five-unit code, the
elements of each symbol are preceded by a start element
ﬁhose electrical waveform resembles a "one" and followed
by a stop element which resembles a “"zero". In some

systems, the stop element has the duration of 1%
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information elements while in other cases the durations
of the two types of element are the same, In either
event the five-unit code is uneconomical in terms of
signalling speed and power since energy is transmitted
during 7 or 7% time units per symbol of which only

five time units are used for the conveyance of telegraph
information. The five-unit code is generally used in
feeder links and in some cases throughout an entire
radio system because of its direct relationship with

the mechanical operation of a teleprinter.

A more efficient code is the widely used seven-
unit synchronous code. It was first proposed for
application in "error-correcting" systems with a
return path signalling facility (see Section 4.4),
but it also holds distinct advantages for strictly one-
way telegraph links. The most important characteristic
of the seven-~unit code is its fixed~ratio property:
four elements of the code word for each symbol are
"ones" and the other three are "zeros". Thirty-five
code combinations meet this specification; thirty-two
correspond to teleprinter symbols and three are avail-
able for special signalling roles within the system,

The fixed-ratio constraint provides symbol-framing
information so that start and stop elements are unneces-
sary. All seven elements of each symbol convey telegraph

information and the signalling speed of one telegraph
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symbol per seven time units is at least as high as

that of a five-~unit code system. The principal
advantage of the seven-~unit code is the considerable
information redundancy it offers. There are 93 combin-
ations of seven binary elements which fail to satisfy
the four-out-of-seven requirement. These include all
those which are caused by a single inversion of a code .
element within a symbol and many which result from
multiple inversions.,

Conversion to seven-unit from five-unit code
format and the inverse transformation are examples of
operations normally performed at a network's centralized
transmitting and receiving terminalg.Information is
often represented in a radio link by the seven-unit
code and by the five-unit code in the cables linking
terminals and teleprinters. Specific codes recomménded
‘(by thelCCITT) for use in international telegraphy are
shown in.Table 3.2. The principles of radie-signal
detection introduced later in this thesis are illus-
trated by reference to telegraph systems which use this

seven-unit code over their radio links.

3.4 Modulation.

The'design of the modulator for a radiotelegraph
system is influenced by the anticipated character of

the hf transmission channel, a quality objective for



Table 3.2

TELEGRAPH CODES

FIVE-UNIT SYMBOLS SEVEN-UNIT
TELEPRINTER LETTERS FIGURES FIXED-RATIO
CODE MODZE MODE CODE
00011 A - 1100101
11001 B ? 1100110
01110 C : 0110011
01001 D + 1100011
00001 E 3 1000111
01101 F o 1101100
11010 G B 0011110
10100 H @ 0101101
00110 I 8 0001111
01011 J bell : 1011100
01111 K { 1110100
10010 L ) 0011101
11100 M . 0101110
01100 N , 0101011
11000 0] 9 0111001
10110 P 0] 0110101
10111 Q 1 1110010
01010 R 4 0011011
00101 S ' 1010101
10000 T 5 0111010
00111 U 7 1001101
11110 A = 0110110
10011 v 2 1011010
11101 X / 1101001
10101 Y 6 1101010
10001 Z + 1001110
00100 space 0010111
01000 car. ret, 0111100
00010 line feed. 0100111
11011 figures 1011001
11111 letters 1110001
00000 idle 1111000
RQ symbol 1001011
symbol ¢ 1010110

symbol B 1010011
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the received messages and economic considerations
reflected in contraints upon bandwidth, signalling
speed and radiated power. dlthough any two disjoint
waveform classes may be specified as the modulation,
of a binary-coded system, it 1is generally the case
that telegraph information is conveyed by keyiﬁg
between two sinusoidal waveforms distinguished by
amplitude, frequency or phase.

In a communication system which conveys binary-
coded information over a channel perturbed by white
gaussian noise, the quality of received messages de-
pends upon the energies of the two signal elements
and their cross correlation (23) rather than their
detailed waveforms. If X, (t) and xq (t) are the
binary signal elements, the quality increases with

SO + Sl - 2 SOl where
T

S, = Io [xn(t)]2 dt; n = 0,1 (3.3)

defines the energy of a signal element,T is the element

duration and T

S9q = fo xo(t)xi(t)dt (3.4)

is. a measure of the correlation of Xq (t) and Xq (t)
Since transmitters are power limited, it follows that
So o+ Sl is maximized if peak power is radiated over

the T seconds duration of both signal elements. This
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implies Sp= S, = 5 and precludes a system of ampli-

tude modulation such as on/off keying in which Zxo(t)
= 0 and xi(t) is a sine wave of maximum power.

For modulations with equal-energy signal elements,
the most negative cross-correlation, SOi= -8, is
achieved when xo(t)= -xi(t) as is the case in a
system of 180° phase~shift keying. This modulation
offers the best possible noise immunity and also has
very modest bandwidth requirements. Its weakness is
its susceptibility to detection errors caused by the
spurious phase modulation associated with hf signal
fading (65). Because of these properties, phase shift
keying is often used in cable telegraphy but is iarfve-
quently adopted in radiotelegraph systems, The binary
signal elements of most radiotelegraph systems are sinu-
soids at two different frequencies, There are two
means of achieving this type of modulation. One
method involves frequency modulation of a single
oscillator by a d.c.telegraph signal (this is frequency
shift keying or FSK) and the other method involves
switching the modulator output between two indepen-
dent hf oscillators (two-tone keying). In the case of
FSK, the output phase angle is continuous at signal-~
element transitions while for two-tone keying, there
is a phase discontinuity when the output is switched

from one frequency to the other. In both cases 501=o
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so that the degradations due to gaussian noise are
identical. The systems differ in their bandwidth re-
gquirements (10) and FSK is generally used with narrow
frequency shifts while systems of two tone keying have
relatively wide spearations between the two signal
frequencies., In this latter case, any fading tends to
be frequency selective and the received signal may be
treated as the reciprocal on/off transmissions offering
a frequency-diversity advantage (3). (See Section 4.2).
The bhinary error rates of practicalwsystems em=

ploying several types of modulation are presented by

Ridout and Wheeler (41).

3.5 Multiplex arrangements.

The organization of the international hf telegraph
network is greatly influenced by the constraints imposed
.by the ionospheric propagation medium, the properties of
the electromechanical teleprinter and the practice of
allocating transmission channels in 3 kHZ independent
sideband units. The signal fading characteristics impose

an upper limit of around 100 bauds on the signalling
speed which implies an approximately commensurate band-
width per telegraph channel. In practice, the fre-
quency difference in a 100-baud FSK system is often

85 H~ and the allocated signal bandwidth is 170 H:.
The figures for typical two-tone systems are 170 Hz and

340 Hz respectively. With these bandwidths twelve FSK
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signals or six two tone signals are frequency-division
multiplexed (FDM) in a 3 kHz transmission channel.
The methods of frequency allocation are illustrated
in Figure 3.5 which shows that in two-tone systems the
frequency pairs associated with individual messages are
interleaved within the 3 kHz channel in an attempt to
ensure that the fading is frequency selective with
respect to each message. Because iteleprinters are
usually built to operate at 50 bauds, the practice has
grown of time-division multiplexing (TDM) two "full-
speed" or four "half-speed" messages to form a 100
baud signal. A practical time-division scheme con-
gists of either a symbol multiplex, an element multi-
Plex, or sometimes in the case of four messages, a
hybrid arrangement. Three schemes are illustrated
in Figure 3.6, which shows the time slot allocations
for four TDM messages represented by the seven-unit code.
Incorporating various FDM and TDM arrangements,
the international telegraph network contains many
3 kHz channels carrying 12 to 48 messages simultan-
eously. A typical organization of a 12-message
multiplex package is shown in Figure 3.7. Each mes-
sage is assigned to seven time: slots. anditwo freguencies
which together may be considered as 14 rectangles in
a time-~frequency planec. All "ones" in a specific

message cause the transmission at the appropriate times
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sul{Brjci|pr|a2|B2fca|D2}| A3 B7 | ¢7| D7

1 2 3 4 s5 6 7T 8 9 26 27 28

Element multiplex

Al | A2 A7 | B1 | B2 B7 | C1 D5 | D6 | DT

1 2 T 8 9 1L 15 26 27 28

Symbol multiplex

Al | B1| A2 | B2 A7 | B7 | CL |DL|C2 C7 | D7

1 2 3 4 13 14 15 16 17 27 28

Hybrid multiplex

FIZURE 3,5 Three time division multiplex arrangements
for messages 4,3,C0,D, represented by seven-
1mit code,

of a sine wave at the frequency assigned to 'one" for
that message. The same telegraph information may be
conveyed, however, by means of any arbitrary assignment
of 14 time-frequency rectangles to eaéh of the twelve
messages. For each message, the rectangles are grouped
in seven pairs and one member of each pair is associated
with a value "one" of a specific code element and the
other member with the value ''zero".

A new multiplex system may be implemented by simply

rewiring parts of conventional transmitting and re-



12 | Fi/A|11/1|F2/1 | L2/ /1 L7/
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. .
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g
g 5 |cr/o}11/0 ) c2/0 | 12/0 ¢c7/0 1 17/0
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2 |BL/0 {H1/0 | B2/0 | H2/0 B7/0 | H7/0
1 lA1/oiGcr/01 A2/0 1 G2/0 A7/0 | G7/0
1 2 3 n 13 1L
Time slots

Combined FDM=-TDM arrangement, Ak/0O
and Ak/1 denote rectangles assigned

to kth element of symbols of message

A
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ceiving terminesls. 4s in the conventional modulation-
multiplex arrangements, each code element is communi-
cated by means of a sinusoidal signal element with
characteristic time and frequency co-ordinate so that
for the entire multiplex package the signal measure-
ment requirements are identical to those presented in
Section 4.1. The recognitionof this flexibility
permits, however, the design of multiplex arrangements
with the aim éf ensuring the best fading speed and
selectivity for each message. Principles of time

and frequency assignment are discussed in Chapter 6

on the basis of the performance characteristics

associated with the various propagation conditions.
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CHAPTER 4 : SIGNAL MZIASUREMENT AND BINARY DETECTION

The material presented in Chapter 3 implies a for-
mal model of the treonsmitting end of the telegraph
system and the radio channel. The transmitted signals
are related to the symbols of the source message accord-
ing to the specified properties of the teleprinter, the
code and the modulator. The assumption of white
gaussian noise and one of the eight propagation condi-
tions determines the statistical relationship between

the transmitted signal and the received signal.

4,4 Signal measurement

The decision procedure of Section 2.2.6 requires
the calculation, for each i, of fi(E), the probability
density that the uncertain evidence results when Xi is
the state of nature. In telegraphy the evidence is
a received waveform, y(t), from which the data o must
be extracted. y(t) consists of the fading, noisy
versions of the seven signal clements and because there
is no intersymbol interference and the noise is white
and gaussian, the additive perturbations of all of the
signal elements are statistically independent. The

received signal may be separated, therefore, into seven



waveform components:

v (), y(8), ety o (8),

cach of which carries the information relevant to one
code element. For a given y(t), the 31 numbers fi(E)
comprise the symbol likelihood function which may be

calculated from the 14 element likelihoods,

(1) (1) (2) (2) (7) (7)

Aot Agr o Agr o Agaoeee Aoy Ay,

(k)

n is the probability density of yk(t) when

vhere A
the ith code element of the transmitted symbol has
value n (either 0 or 1). If the code representation
of Xi is

bii bi2 - b @ bi7
the likelihood of Xi is the product of the seven appro-

priate element likelihoods
e@ = a[x®aae 00w ] G
i k=1~ © ik 1 ik

In a two tone or FSK system with signzalling speed

of 1/T bauds, the signal component of y, (t) is

Ancos(wn’rk + en) (4.2)

where the time variable Ty is defined such that the
kth signal element is received over the time interval

Tk = 0 to Tl = T. The value of w_ identifies the
< n
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transmitted code element while the characteristics of

A

n? the amplitude, and Gn, the phase, depend upon the

fading and coherence conditions, The likelihood of n
is the probability density of a noise sample whose shape
is

yk(Tk) - Ancos(wnt + Gn) .

k

The likelihood may be derived (see page 82 of ref.

73), on the basis of an orthogonal expansion of yk(t),as

)\I(lk) = expéw-)exp[‘ f y‘k(’l: )cos(w Ty +9 )dz ]

oo (4.3)
in which nk is a constant independent of n, N EE%%E is

the power spectral density of the noise and Sn’ the

energy of the signal component, is
T

- 2 2
Sn = foAn cos (wnTk+6n)di

which for common values of w is equal to or very

nearly approximated by
AZT .
Sn = 2 s o e @ (404)

The signal-to-noise ratio of the element is expressed
as the ratio of its energy to the noise power per unit

bandwidth, or
AST
Pn T N : ees  (4.5)

At a coherent receiver, Gn is known for each k¥ and n
and Equation 4.3 may be used directly to calculate the
14 element likelihoods. yk(t) appears in the formula

only within the integral
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T
a, = IO yk(Tk)coswﬁfk + en) dt, e (L.6)

s0 that a, may be taken as the basic signal measurement
required by the decision procedure. It may be acguired
physically as the output at Tk = T of the filter matched
to the signal element n, and having y(t) as its input
over the interval 0 < Ty < T. This is a linear filterxr

with inpulse response (56):

hn(t) = cos [wn(T-t) + en] . oo (4.7)

When a, has been measured the element likelihood may

be calculated as:

pA

k(k) = My exp(-lpn) exp ( Nn an). evs (4.8)

n

At a non-coherent receiver, on the other hand, Bn

is a stray parameter and the appropriate likelihood
formula is found by averaging 4.3 over the possible
values of 6 . Thus (&)

.An
= My exp(—lpn)Io ( N cn) ces (4.9)

(k)
>“n
in which the signal measurement is Co the envelope at
Ty = T of the output of the matched filter. ch is
-

non-negative and its square may be expressed as the

following function of y, (t):

. T 2 - T 2
®n * [IO Yk(Tk)coswntdekJ+[onk(Tk)Slnwntkdtk]_
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The data, o, consists,therefore, of 14 numbers;

a, and ay or c and cy for each of the seven elements.
o comprises a set of sufficient statistics in that it
sunmarizes the information in the received waveform re-
levant to the identification of & transmitted symbol
(73). The specification of the filters for measuring

o and the formulas (4.8 or 4.9 followed by &.1) for
computing fi(a) provide the practical basis of an appli-
cation of the decision procedure in Section 2.2.6 to

the detection of telegraph symbols.

The matched filter defined by Equation 4.7 may be
realized physically as a lossless resonant circuilt
tuned to w (17,42) and excited with y(t) over the time
interval 0 < Ty < Te. If the output at Ty = T is to
depend only on a single element, no energy due to pre-
vious elements may remain at Ty = 0, a condition
achieved by quenching the filter at this instant. In
a system of multiplexed messages the measurements may
be obtained from a set of guenched resonators each tuned
to one of the systemn's characteristic freguencies.

All of the filters are guenched at the beginning of
each characteristic time interval. Bach output, or
its envelope, at the end of the interval is associated

with the frequency and time co-ordinate assigned to an

element of a particular message in the multiplex schene.
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4.2 Diversity operation

Section 3.1.1 describes the diffraction pattern
obsgrvable when energy reflected from the ionosphere
is received simultaneously at several aerials located
in an array on the ground. At any instant the signel
strengths measured at different aerials differ from
one another even though their temporal patterns are
similar statistically. In this situation, the signal
strength, although weak for a significant fraction of
time at each aerial, is likely at any énstant to be

. relatively sitrong at at least one aerial. Typical
signal amplitudes, received at two aerials of a diver-

sity system, are illustrated in Figure 4.1.

tine

FIGURE L},1 4Amplitude records in two diversity branches
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The installation of a multiple-aerial system pro-
vides an important means of combating the harmful
effects of fading. In a system of spaced-aecrial di-
versity reception the aerial array is designed to pro-
vide diversity branch signals whose amplitude fluctua-
tions are at any instant statistically independent (5).
In sonie diversity systems, the detector measures the
branch signals individually and employs a computation-
al procedure to combine the measurements (28). In
other cases, however, the branch signals are combined
prior to measurement and the detector obtains its data
by operating on the resultant signal.

The three standard methods of diversity combina-
tion are 211l linear techniques (12) in that the resul-
tant signal y(t) is the weighted sum of ecach of the R

branch signals zr(t):
R
y{t) = E: szr(t) eoe (4.10)
r=1
If a steady sinusoid has been transmitted and there
is phase equalisation of all of the diversity branches,
the branch signals may be written:
zr(t) = Arcos(wt+e) + noise

so that the resultant is also a sinusoid:
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y(t) = A cos(wt + B8) + noise eeo (H.11)

whose signal-to-noise ratio characterizes the merits
of a particular combination technigue.

In the sinplest of the three combination methods,
the branch signals are simply added, i.e. w, = i for
all branches. This equal-gain combination results in
a high signal-to-noise ratio when the noise powers in
all branches are similar. A second technigue, maxihal—
ratio combination, (26)offers optimum performance
(regardless of the relationship among the branch-signal
noise powers) in that it results in the highest signal-
to-noise ratio obtainable by linear combination. In

this case

V.= § .o (4.12)

where Nf is the noise power spectral density of branch
T, The complication of measuring this ratio, however,
often precludes the adoption of the maximal-ratio
method. The third technigue, optimal selection, de-
mands a choice of a single branch signal for use as
y(t). Thus, w_, = 1 for r = r' and w, = 0 for all
other branches, where r' is chosen on the basis of a
signal-to-noise ratio assessment. For egual noise
powers in all branches, this method has a resultant

with the lowest signal-to-noise ratio of the three
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(since useful information in the rejected branches is
ignored) but it offers a practical advantage since no
phase equalisation is required. The probability den-
sity function of A and the mean value of the signal-to-
noise ratio obtained by all three combination methods

are indicated in Table 4.1.

TABLE 4.1

DIVERSITY COMBINATION DATA (12)*

SIGNAL-TO ~
COMBINATION AMPLITUDE PROBABILITY NOISE RATIO
METHOD gggﬁigy OF : OF
) ANT RESULTANT
SINGLE BRANCH 2A A% .
(No pIvErsIiTY) —§ exp(- g~ A
SELECTION s R
2 -
FROM R [%ﬂexp(~§—)]R[1-exp(~%—)]a 1 pE: 1
BRANCHES req r
MAXIMAL RATIO [24 AP ] A% R-1
COMBINATION [‘§ exp(~ z=) {(5-) PR
EQUAL GAIN No closed-form solution
COMBINATION available; distribution p(.215+
has been tabulated (31a) .785R)

*Data applies to R statistically independent branches.
All branches have the same mean sguare amplitude, S,
and the same noise power. The signal-to-noise ratio
of each individual branch is p.
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In addition to the diversity reception provided by

spaced aerials, it is possible to receive two uncorrelated

branch signals from a pair of orthogonally polarized

aerials at the same point (22). Polarization diver-

sity may be used in place of or in addition to spaced-

aerial diversity and the two methods similar in that

are

they may both be implemented at a receiving station

independently of the organization of the transmitter.
Time-diversity operation and frequency diversity,

on the other hand, are methods which must be co-ordinated

at both ends of a system.
from the time and frequency
and they are implemented by

of branch signals which are

Their advantages derive
selectivity of the fading
means of the transmission

identical except for fre-

quency or time translations with respect to one

another. If branch-signal combination is to be per-

formed in a time or frequency-diversity system the

branch signals must all be translated to the same time

or frequency range. Separate branch measurenents arc
generaliy more appropriate to these types of systen.

A two-tone or FSK signzl may, in some cases, be con-
sidered as an on/off transmission over two freguency-
diversity branches (3). The measurements obtained by
a pair of matched filters correspond t§ separate mea-
surements in each branch.

The weighting of a_ or ¢

n n

by An/N, specified in Equation 4.8 or 4.9 is equivalent



to the optimal combination of branch signals (Equation
4,.12) prior to measurement of their resultant.

The foregoing discussion of branch-signal combina-
tion has been based on the transmission of the steady
sinusoid of ZEguation 4.11. When the combination pro-
cedures are applied to a sequence of binary signal
elements, the measurements specified in Section 4.1
may be performed on the resultant signal. Within
this resultant, however, the clement amplitudes are not
Rayleigh distributed. In the analysis of diversity-
system performance, therefore one of the probability
density functions of Table 4.1 must be applied in
place of Equation 3.1. In this manner the performance
characteristics, which in this thesis apply only to
single-branch reception, may be extended to cover
various types of diversity operation as well. Such
extensions are omitted from the analytic and numerical
results reported in Chapters 6, 7,and 8 because the
purpose here is to emphasize the effects on perforn-
ance of modifications in the computational role of &
detector. On the other hand, the opportunity for
improving the quality of the measurements by means of
diversity reception rmust be considered in any pracﬁical

application of any of thesc regults.
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L,3 Detection of binary clements

The detectors of most telegraph systems make
decisions about individual binary code elcments. They
perform, in effect, excrcises in statistical hypothesisg
tegting and represent solutions to a very elementary
decision-theory problem ——-one which includes two states
of nature and two possible decigions. In terms of the
model of Section 2.2.1, the states of nature, X, and

1

X are ldentified with the transmission of "one!

o1
and "zero" respectively and Y1 and Y2 are decisions to
generate the corresponding elements at the receiver.
The likelihood functions are ), , identical with fi(E)
and Kz which corresponds to fz(a). They are expressed
in Bquation 4.8 or 4.9 as functions of the signal mea-
surements and channel chavacteristics. There are

only two prior probabilities and the cost matrix has
four elcments.

The binary decision procedure is derived by apply-

ing Section 2.2.6 and consists of a comparison of the

twe nunibers:

t(Y1) =X, P (Xl) Cyq * Ay P (.1{2) Chy
, oo (4.13)
and t\fz) = Xi » (kl) cio * A p (Xz) oo

Decision Y1 is adopted when

t(Y1) < t(Yg)
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which reqguires

A p(X.) (c_.. -c__)
= = L> p(x2> T . (%.14)
o 1 12 11

Equation 4.14 demonstrates the well known principle of
hypothesis testing that a binary decision proceduxe
requires a test of L, the likelihood ratio, against a
threshold. This test weighs the information conveyed
by the received signal, summarized by L, with the ex-
pPression which summarizes the prior information and
the fidelity criterion. A high value of the threshold
in 4.1%4 indicates that "one" is detected only when the
signal contains very strong evidence that this is the
correct decision. A high-valued threshold may derive
from a high p(Xz), indicating a strong belief by the
designer that "zero" is normally sent, or it may be
due to a high cost of mistakenly detecting '"one'.

The guality objective most commonly adopted in
the design of a binary detector is minimization of the
total number of detection errors. If each error is

assigned unit cost, the clements of the cost matrix are:

41 % Cpp = 03 oy, =0, =1

so that the likelihood ratio must be compared with
p(Kz)/p(Xl). Because the same element would be detected
if any monotonic function of L were compared with the

same function of p(Xz)/p(Xl), the binary decision rule
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generates Y1 wvhen

p(X,)

o~ 2
L = logl > log . ceo  (&.15)
p(X15

The test appropriate at a coherent receiver is derived

by substituting 4.8 into 4.15,which becones

A, p(X,)

: o 2
N 2 T ao—(pl—po) > ‘log ETXIT - (4.16)

The implementation of this test requires %nowledge
of the channel conditions as indicated by the values
of A1 and AO and the noise power density. If there
is no fading or flat fading, the amplitudes of the

two elements are cqual and the test reduces to

N p(X,) b 17)
a el 2 > e -
17 % 7B eEyE,y (827

This incquality is also the decision criterion of the
system which is not designed to measure the signal
amplitudes separately and thercfore assumcs them
cqual, even though the fading may be selective.
Although the prior probabilitics associated with
the seven-unit code are automatically p(X1 = 4/7,
p(X,) = 3/7, they are both implicitly assumed to
equal % in the design of most practical detectors.
This assumption further simplifies the binary decision

procedure to a test of the ineguality
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a, > a_ . oo (&.18)

[N
(o]

If 4.18 is satisfied, Y1 is generated. In this case
the computational role of the detectoxr is reduced to
a simple conmparison of the two measurements. The de-
gradation in performance duc to the application of 4.18
instead of 4.17 is insignificant except when A/N is
so low that both tests result in extremely high error
rates (28). The decision rule spécified in 4.18 is
a maximun-likelihood rule in that its decision is
determined by the value of i for which fi(a) is
maximal. It is a Bayes rule only when the right
side of 4.1L is unity, i.c.,vhen the costs and prior
probabilities suggest no prior disposition toward
the detection of omne elenment in prefefencc to the
other.

At a non-coherent receiver, the simplifying
assumptions are even more attractive. Tf the minimun-
error criterion is adopted, the rigorous application

of 4.15 demands a test of the complicated inequality,

‘Al .Ao p(Xz)
Oo——— — T — —
tog I, (= ¢ )-log I,( o) -B(p -p,) > log oy~

oo (4.19)

which is derived by substituting 4.9 into 4.i5.* If

* The approximation of log Io(x)—log Io(y) by-&(xz—yz)

is discussed in Section 8.5.
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equal prior probabilities and egual signal amplitudes
arce assumed, the test at a non-coherent receiver also
reduces to a comparison of the signal mcasurcments:

Cc > cC eo e (4020)
1 o

The generation of telcgraph symbols By binary
detectors is discusscd in Section L.4 which describes
the ARQ signalling technique often associated with
binary deitection of symbols represented by the seven-
unit codec. Chapters 5, 6, and 7 comparec the perform-
ances of binary detectors with various <types of symbol
detector., Because the cexistence of a binary detector
is normally assumed in telegraph studies and thec compu-
tational requirements of this device are so modest --
in general only a comparison of measurements is neces-
sary -- most advances in theory and technigue of tele-
graph detection have been applicable to the mcasurecrnent
role rather than the computational role of a detectox.
When, however, telegraph detection is considered to
be a procedurec lecading *to decisions about entire cle-
ments, the computational aspect of detection becomes
significant. It is this aspect which is emphasized

in subscquent chapters.



85

4.4 ARQ Operation

In a xadiotelegraph system incorvorating the seven-
unit code, a binary detecitor generates a symbol whenever
the seven detected celemonts corresponding to a trans-
mitted syrmbol obey the fixed-ratio constraint of the
code. The redundancy of the code often prevents the
output of amn incorrect syimbol even though all of the
clements have not been correctly detected. Any single
binary corror in the code sequence of a symbol and nany
multiple-error patterﬂs result in a detected sequence
which corresponds to one of the 93 redundant combina-~
tions. When this event occurs, it may be said that
the channel has erascd the transmitted symbol and the
defector may be designed to generate a special crasure
syrabol to indicate this event to the nmessage reader.
Instead of this action, or addition to it, the detector
may also initiate a special sequonce of system opera-
tions in order to derive additional information rele-
vant to the identity of the transmitted symbol.

In an ARQ system (15, 16) the detection of an cra-
surc automatically causes the retransmission of the
seven clcments of the affected symbol. This technique
is widely applied in two-way point-to-point radio
systems. If an erasure is detccted at terminal B a

special RQ symbol is inscerted in the message transmitted
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ffém B to A. When this RQ symbol is received at A,
the crased symbol is retransmitted to B. The process
is repecated until an acceptable seven—olemént scquence
is received at B. By mcans of a similar scet of opera-
tions, the detection of erasures at A results in re-
transmission of symbols from B to A.

Because the path delay of an hf radio link is
generally of the order of magnitude of the symbol
duration, practical ARQ systems are organizced to re-
transmit a block of several symbols in response to
each erasure. In most systems each repetition bloclk
consists of four symbols; over some very long routes,
however, retransmissions occur in groups of eight
syrmbols. When an erasure is detected at station B,
the output of telegraph symbols is suspended and a
recpetition bhlock consisting of four (or eight) RQ sym-
bols isg transmitted from B to A. When the first RQ
symbol is detected at A, a repetition block is trans-
mitted to B. This block consists of the RQ symbol,
the erased symbol and the two (or six) symbols follow-
ing the erased symbol in the nressage.

The correct detection at B of the returned RQ
symbol permits the receiver to resume its norrial opera-
tion. If the RQ symbol is not detected when it is

cxpected at B another repetition block is initiated.
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With this organization the system opérates effectively
when erasures are detected at both terminal points.

An ARQ system adapts its operation to changing
channel conditions and in effect adjusts its trans-
mission speced (the number of output symbols per unit
time) in order to maintain a low symbdl erroxr ratec.
Adaptive operation is cespecially desireble when the
channel is subject to fading so that the signal-to-
noise ratio changes freguently. The performancc at
a non-coherent receiver of steady signals is dermon-
strated in Figurce 4.2, which shows the proportion of
incorrect symbols in the message detected at Station
B as a function of signal-to-noise ratio. foxr com-
parison, the crror rate of a constant-speed system
using a five-unit code is also shown. Although the
error rate of the ARQ system is effectively controlled
over a wide range of signal-to-noisc ratios, the trans-
mission speeds in both dircctions of transmission
decrcase as the signal—to-n§ise ratio decreases.

This effect is demonstrated in Figure 4.3 which shows,
for cach channel, the reclative speed of transmission,
defined as the ratio of output symbols to transmitted
symbols. It is assumed that there is no nmoige in the
B-to-A channel so thgt all of the extra transmissions

result from erasures detected at B (57).
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Figure 4.3 indicates that the output rates in
both directions are controlled by the conditions over
the worse of the two one-way paths. The ARQ system
is efficient when the signal-to-noise ratios over
both paths arce high so that few repetitions are
necessary. It is also effective when both are so
- low that accurate communication is impossible and the
transmission virtually stops. When, on the other
hand, one signal-to-noise ratio is high and the other
low or both have intermediate values, the deterioration
of transmission speeds would seem to inhibit excessively
efficient utilization of the information available in
onc or both of the received signals. The cfficiency
of the ARQ technigque is investigated in Chapter 7 by
means of a comparison of ARQ signalling with a variable-
specd mechanism which may be introduced with the maxi-
mum-likelihood detector discussed in Chapter 6. The
ARQ technique is not applicable to systems in which
no return path is available as in strictly onc-way
transmission or in broadcasts of telegraph information
from a single transmitter to several rceceivers. The
detection of symbols in these circumstagnces is des-

cribed in Chapters 5 and 6.
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CHAPTER 5: SIMULATED TELEGRAPH SYSTEM

Section 4.1 describes the measurement role of a
detector of signals generated at the transmitting
station and propagated through the channel formulated
in Chapter 3. The set of numbers comprising the sym-
bol likelihood function may be computed according to
Eéuétion L.1 and either 4.8 or 4.9. By means of
operations on these numbers and any specified cost
matrix and prior probability function, the Bayes de-
cision procedure of Section 2.2.6 may be readily im-
plemented. The likelihood function summarizes the
relevant information conveyed by the received signal;
its form depends on the physical configuration of the
system. The costs and prior probabilities represent
the quality objective of the system and the designer's
prior knowledge of the statistics of the source mes-
sage., In the present chapter, three symbol detec-
tors which are constrained by different sets of costs
and prior probabilities are formulated. Their per-
mance and that of the binary detector of Section 4.3

are investigated by means of a computer simulation,

5.1' Cost matrix

The assignment of detection costs is the most
arbitrary aspect of an application of decision theory

to telegraphy. The cost incurred when one symbol is
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transmitted and another detected is likely to depend on
message content and purpose and thus vary from message
to message and from user to user of the telegraph sys-
tem. Within a given message, furthermore, the cost
of a particular error depends on its context so that;
for example, the detection of R instead of D is more
costly if it changes DECEIVE to RECEIVE than if it
causes RETECT to be printed instead of DETECT. This
example suggests that detection might be better organ-
ized on the basis of symbol sequences than individual
symbols. In principle, this extension of the scope
of the detector would improve the quality of a system.
In practice, however, the problem of assigning costs
would be no less difficult than it is in the case of
symbol detection and the computational reguirements

of the detector would increase enormously.

Detection of individual symbols scems a reason-
able objective because they are the basic constituents
of a telegraph message. Although it is impossible to
specify a set of numbers which represents the cost of
every error in every possible message, the nature of
the teleprinter suggests an ordering of costs which
provides a starting point for the specification of an
entire matrix. The appearance and legibility of a
received message depends to a great extent on the de-

tected contrgl symbols (45). Incorrect insertions
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and omissions of carriage-return and line-feed symbols
jeopardize entire lines of text. In the following
example one line has overprinted another because a

line feed was omitted:

PHTIDHTSOWORFORWA EQNE EENBSSUFMBPRINS. LTKELEARBIBAHSES

If carriage return is omitted, the carriage is likely
to reach the end of its line and repeatedly overprint

the same symbol position in this manner,

IF A CARRIAGE RETURN IS OMITTED, THE MARGIN AT THE END
OF THE®

When shift characters are not correctly detected,; long
blocks of a message may be printed in the wrong mode
and thereby render the message unacceptable,.

These examples suggest that higher costs should
be assigned to errors involving control symbols than
to errors which cause one printed character to be
substituted for another, In the detection of a
specific text, the effects of control-symbol errors
depend on the format of the printed source message.
In the computer simulation, the message format has
been expressed as the set of the following four num-
bers:

ki’ the average number of printed characters

per line;
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kz, the average number of printed characters
(excluding spaces) per letter-shift blocl;

k3, the average number of printed characters
(excluding spaces) per figure-shift block and

k4’ the average number of spaces in the margin
at the right of each line of print,. A cost matrix,

expressed in terms of Xk, through k4, has been adopted.

1
In the formulation of the detection problem,
Yi has been defined as the decision to generate the
teleprinter symbol Xi, so that Cii is the cost of de-
tecting the transmitted symbol. This cost is assign-
ed the value zera. Errors involving only printéd
characters are assigned unit costs so that Cij = 1
if Xi anx Yj are different printed characters. When
one printed character is transmitted and another re-
ceived, the legibility of other characters in the
output text is unaffected. This type of error may
often be corrected by a human reader on the basis of
his knowledge of grammar and spelling rules. Written
English is very redundant (14).
The other errors involve control symbols and
their costs are given in Table 5.1 as functions of kl
through k4. The table entries are based on a con-

sideration of the consequences of the possible errors.

When, for example, a printed character is detected in



Teble 5.1

Cost Matrix

Received Symbol Yj

Transmitted Symbol X.

Printed Carriage Line Letter

Character Return Feed Shict
Printed 27 x 27 z:?+%1<33 k3+-§‘~k22
Character | unit-cost %kl 1 - =

submatrix ®g + “3
Carriage “ . #

=iz £, - Ik, -1

Return kg -Ey ° e B N =
Line 2l 2K 0 | Max(2E Max(2k
Feed "1 1 L - 1
Letter . ' s _
Shift k, Max(ﬁz,%kl) Ik, C
Figure . , - ,
Shift Iy Max(kj,%ki) kg k.,

%6



place of a carriage return, subsequent characters are
printed in the margin of the current line until this
margin is exhausted. The last position on the line
is then overprinted until a carriage return is de-
tected., If this error is isoclated, an entire line
is lost except for the characters which fill the mar-
gin so that, on the average, ki-k4 characters are
rendered illegible. Other errors may heighten or
lessen the effects of this one but second-order
effects have been ignored in the assignment of the
costs listed in Table 5.1. Appendix A states the
rationale of each entry.

In addition to the constraint on detection of an
elaborate cost matrix other measures may be adopted
in order to protect system quality against the harm-
ful effects of control-symbol errors. The tecle-
graph code may be redesigned (45, 50) to reduce the
likelihood of the most harmful errors or the mechan-
ical operation of the teleprinter may be modified 1o
prevent overprinting of characters. In a2 particular
application, economic and other practical criteria

determine the choice of a protection method.

5.2 Four detectors

Each of the four simulated detectors conforms to

the Bayes decision rule of Section 2.2.6. Three of
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them are symbol detectors with different cost matrices
and prior probability functions and the fourth is the
binary detector described in Section 4.3. All of the

detectors operate on the same set of measurements.

5261 Minimum-rislk detector

The minimum-risk detector is constrained by the
cost matrix of Table 5.1 and a prior probability func-
tion which accurately represents the relative freguen-

cies of the symbols of the source message.

5.2.2 Minimum-error detector

The fidelity criterion of the minimum-error de-
tector is the maximization of the number of correctly

detected symbols. The cost function of this device

is the unit-cost matrix defined as

c. .
1]
and cij = 1 if i £ 03 . (5.1)

_For this detector, t(Yj), defined in Egquation

2.11, may be written
31
t(Y.) = If. (@) - p(x.)r. (T .2
(x,) .Zl p(X,)8, (8) - p(x )2 (3) (5.2)
1=

in which the first term is independent of j. The

value of j for which t(Yj) is minimal is, therefore,
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the one for which

is maximal. This quentity is proportional to the
posterior probability of Xj’ defined in‘Eéuation 2.9,
so that the minimum-error detector generates symbols
with maximal posterior probability. Its decision re-
presents a solution to the detection problem as it is
often formulated in the context of statistical communi-

cation theory.

5:2.3 Maximum-likelihood detector

The third symbol detector performs according to
the maximum-likelihood decision rule in that its out-
put is a symbol for which fj(a) is maximal. The op-
eration of the maximum-likelihood detector conforms to
the Bayes decision procedure relative to the uniform
prior probability function (p(Xi) = 1/31 for all i)

when the unit-cost fidelity criterion is imposed.

5.2.4 Binary detector

Because the simulated telegraph system iuncludes no
return path for ARQ signalling, the binary detector
generates a special printed character when an erasure,
i.e., a redundant code combination, is detected. For

each signal element, the decision of this detector
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depends only on whether L, the binary likelihood ratio,
defined in Equation 4.14, exceeds unity. The simulated
binary detector thus operates according to a maxXimum-

likelihood decision rule,

5.3 Plan of the simulation

The input and output of the computer program are
Paper-tape recordings of messages represented by the
five-unit code of the Teletype Model 32 Page Printer.
It is on this machine that source messages are pro-
duced and output messages converted to printed texts.
Within the computer, the symbols of the source message
are represented by the seven-unit fixed-ratio code used
over radio links, The effects of the channel noise
aﬁd fading are reflected in the statistical properties
of the signal measurements, For each transmitted
element, the simulated signal measurements are derived
by means of transformations of a sequence of pseudo-
random numbers. All of the detectors formulated in
Section 5.2 operate on the same set of measurements
so that differences in their output messages are due
to their different computational procedures (i.e.,
decision rules) rather than differences in informa-
tion extracted from the received signal.

In éddition to simulating the communication of a

telegraph message, the computer also monitors the per-
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formance of each detector and prints out the number of
errors and total cost of each output message. While
these measures provide one indication of the relative
merits of the decision rules, the ultimate figure of
merit of each detector is the usefulness of its message
to a human reader. The relevance of the cost matrix
of Section 5.1 must be judged on the basis of a human
assessment of the messages produced by the minimum-
risk detector. If this detector holds an advantage
over the minimum-error device, its lower-cost messages
must be more legible, in spite of their higher error

rates, than the messages produced by the minimum-error

detector.

5.4 Characterization of channel effects

The randomness of the hf channel causes the sig-
nal measurements to fluctuate in a manner which is
characterized by a pair of conditional probability
density functions. The parameters of these functions
reflect the signal and noise levels of the channel.

At a coherent receiver, the two measurements per ele-
ment have independent normal distributions with the

sSame variance. The output of the filter matched to
the transmitted element has a mean value proportional

to the sguare root of the signal-to-noise ratio.



The mean value of the other filter output is =ero.

At a non-coherent receiver the measurements are char-
acterized by independent Rice distributions. The
parameter, u, defined in Section 3.1.2, is proportional
to the square root of signal-to-noise ratio in the pro-
bability distribution of the envelope of the filter
matched to the transmitted element. The corresponding
parameter of the other measurement is zero so that this
measurenent is Rayleigh distributed. The four condi-
tional density functions are listed in Table 5.2 in
terms of the normalized measurements ao’ ai’ Yo! and

Y1 defined as

Q
i

(NT)-% a,

Y
and y_ (NT) 2 c,» forn =0, 1. (5.4)

The introduction of the normalizing factor, (NT)-%,
a system constant, admits a concise expression of the
probability densities.

When the signal amplitudes are subject to fading
the signal-to-noise ratios are themselves sample values
of a random variable, The nature of the fading deter-
mines the manner in which independent sample values are
associated with the different measurements pertaining
to a given symbol. If the fading is slow and flat, the

same value of signal-to-noise ratio is the parameter
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Table 5.2

Probability Distributions of Signal Mecasurements

Notation

The letter g denotes a conditional probability
density function of a signal measurement at a coherent
receiver; h is a probability density at a non-coherent
receiver. At each type of receiver there are four
relevant functions:

1. go(ao) or ho(Yo), the probability density of
ao or vy, when "zero!" is transmitted,

2. go*(ai) or ho*(Yl)’ the probability density of
aior ﬁ.when "zero" is transmitted,

3. gl*(ao) or hl*(yo), the probability density
of ¢ or Yo when Y%one'" is transmitted,

L, gi(ai) or h1(Y1), the probability density of

a, or Yi when '"one'" is transmitted.

1
Formulas
g, () = -}J__T-; exp[-(a - Vo _)%]
gy (o) = i% exp(—qnz)
h (y,) = 2y, exp(—pn-YnE)Io(ZYﬁJE;)
hi_ (y,) = 2y, exp(~y *)
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of all 14 measurements. In the case of frequency-
selective fading statistically indcependent signal-to-
noise ratios pertain to the two matched filters. For
fast fading, a different signal-to-noise ratio is
applicable to each time interval. For any type of
fading the signal-to-noise ratios of successive message
symbols are statistically independent.

Each of the simulated signal-to-noise ratios is
proportional to the square of a Rayleigh-distributed
amplitude. The average signal~to-noise ratio is de-

fined in terms of the mean square amplitude, S, as

ST
p = Z;-N— o (595)

The individual values of o and p1 are related throug!.
p to the standardized Rayleigh-distributed variables

voand v Thus

1.
p. = Hv *, for n = 0, 1 (5.6)
and the probability density function of Vo is

p(vn) = v exp (—%Vne) . (5.7)

5.5 The simulated measurements

The multiplicative and additive channel effects
are simulated by the generation of independent normal,

Rice or Rayleigh random deviates to represent the signali-
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to-noise ratios and measurements associated with each

signal element. Random deviates of ecach type are

obtained by means of arithmetic operations on members

of a sequence of pseudo-random numbers, uniformly dis-

tributed over the unit interval. The following
gruence formula is used to generate the sequence

pseudo-random numbers (75):

Usigg = 273% [(129 U, + 1) modulo 235]

The number seguence

v = U, U
(¢}

U

1’ 2, o e a

may begin with any 35-bit binary fraction. The

con-

of

L3

(5.8)

3¢ -

quence contains all such fractions and is cyclic with

35

a period of 2 numbers. The numbers generated

by

Equation 5.8 satisfy several statistical tests of ran-

dommess (75).

A set of Rayleigh random deviates, V, with mean

square of unity may be obtained from U by means of the

transformation

it

V.
i

- 0
=2 1ogUl .

The numbers

V!
i

ViJg

are Rayleigh distributed with a mean square of S.

(5.9)

(5.10)



The projections on a pair of orthogonal axes of a
random vector with Rayleigh distributed magnitude and
uniformly distributed phase are independent normal ran-
dom variables. A sequence of normal random deviates,

Z, may therefore be generated by the transformation:

Zoi = Vi sin2w Ug; g
22i+1 = V2i cos27 Uzi+1 , 1=0,1,2, .. (5.11)
The mean value of Z is zero; its variance is unity.
The numbers
t —
Z) = W+ 0%y (5.12)

have mean value U and variance o°.

The resultant of a constant vector and a random
vector with Rayleigh-distributed amplitude and uniformly
distributed phase is a vector with Rice~distributed

magnitude, The numbers

- 2 — 2 .
Ri = A/ZZi + ((-12i+1 + u) 9 1—0,1,2,-ao(5513)

are characterized by the probability density function

Ri exp [—%(u2+Ri2)] I, (uRi).

-

If u= u'//S, the numbers

R.' = RiJE (5.14)

1
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are distributed according to the general Rice probabili-

ty density

) .

R, (u')® + (R
= expr; ] I (
S L

Equations 5.9 to 5.14 specify the transformations
of the pseudo-random numbers into the random deviates
which simulate the signal-to-noise ratios of a fading
signal and the measurements associated with each ele-

ment,

5.6 Computational requirements of the detectors

It is demonstrated in this section that the compu-
tational requirements of the four detectors of Section
5.2 may be met by arithmetic operations which are less
complicated than those suggested by the formulas of
Section 2.2.6, In the computer simulation, it is
assumed that the measure of channel conditions avail-
able to the detectors consists of a single amplitude
statistic, A, and the noise power density N. In the
case of steady-signal propagation, A is the exact am-
plitude of the two sinusoids assigned to each signal
clement. When the signal is fading, A = /S, the rms
value of the fading amplitudes. The simulated detec-
tors operate on the normalized measurements ao and o

1

or y, and vy, defined in Equation 5.4, The formulas
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L.,8 and 4.9 for the element likelihoods require the
weighting of a, and c, by BA/N. The corresponding
coefficient of an and Yn is 2ME , where p, the signal-

to-noise ratio is defined as

5.6.1 The binary detector

At the binary detector, the seven code elements
of the detected symbol are generated independently.
FTor a particular element the output of the detector
is "one" if a1 > ao or vy, > Yo otherwise the outpuf
is '"zero", A teleprinter symbol is generated whenever
the sequence of seven output elements is a member of
the code alphabet. When a redundant seqguence is
detected, the output is an erasure which appears in the

printed text as the special punctuation symbol a .

5.6.2 The symbol likelihood function

The decisions of the three symbol detectors depend
upon the 31 numbers which conmprise the symbol likeli-
hood function fX(E)u The formula for each likelihood,
fi(a) is given in Equation 4.1 as the product of seven
of the fourteen element likelihoods. The identity
of the seven numbers which must be multiplied to give
fi(E) depends .on. the code representation of Xi. At

a coherent receiver, the element likelihoods are given
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by Equation 4.8 and the symbol likelihoods may be

expressed as

fi(a) = exp(-8#p)L . +

ol
P - 1:

7 7
n m_lexp{2/p 2[(1-13 .

+ bya,, 1] (5.15)

1

where the second subscript k has been added to a, and
al to denote the measurements pertaining to the kth
element. The decisions of the threc symbol detectors
depend on the relative values of the posterior risks,

the posterior probabilities and the symbol likelihoods.

All of thesc numbers are proportional. to

7
n = exp(-tYp)[ O n (5.16)

]
k=1 i

the factor of fi(a) which is independent of i. It
follows that this factor may be ignored in the three
decision procedures. Instead of calculating fX(E)
explicitly, the detectors at a coherent receiver nay

operate instead on the set of numbers

7
x, = exp {&/p Sﬂ

k=1

+ boa .1} .(5.17)

[(1-bik)aok ik 1k

At a non-coherent receiver, the element likelihoods
are given by Bquation 4.9 and each symbol likelihood is

7
- ¢ )
£,(@) = 7 o I IR/PL (-0, )y +by v, I) - (5.18)
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The product of seven modified Bessel functions appear-
ing in 5.18 represents a formidable computational re-
guirement. For practical purposes, the rigors of

5.18 may be reduced considerably by the approximation
log I_(X) ~ F X° (5.19)
o ~ %

discussed in Section 8.5. IS 5.19 is accepted the
symbol likelihoods at a non-coherent receiver become

functions of the squared measurements. Thus
7
i~y 2 .2
fi(a) = 7 exp{‘p z [(1—bik)Yok +bikY1k 1} .(5.20)
Iz=1

The gquantity 7 may be factored from this formula too
so that the detectors at a non-coherent receiver need

only consider the 31 numbers

7
_ _ 2 2
y; = exp {#p Z L01-Dy ) voy #0545 13 - (5.22)
t=1
5.6.3 The maximum=~lilzelihood detector

The decision of this detector is Yj* where j* is
the subscript of a méximal member of fifa), i.e., a
maximal x, oxr Y- The symbol for which either of
these statistics is ma#imal is the one for which its
logarithm is maximal so that the maximum-likelihood
detector needs only to compute 31 numbers proportional

to log x, or log Vi These numbers may be derived



109

from Equations 5.17 and 5.21:
7
- *® — L i .
XY= z [Ci-byy oy, + by ] (5.22)
k=1
at a coherent receiver and

7

_ 2 2
vyt o= [(1—bik)Yok 05 11 ] (5.23)
4

k=1
at a non-coherent receiver, No measure of the channel
conditiong is necessary for determining the output of
the maximnum~likelihood detector. The output is a
symbol for which the appropriate sum of neasurements
(at a coherent receiver) or the sum of their squares

(at a non-coherent receiver) is maximal.

5.6.4 The minimum-error detector

The output of this detector is a symbol for which
5.3 is maximal. The logarithm of this gquantity is

a monotonic increasing function of

log p(Xi) + log x, (5.254)

at a coherent receiver and

log p(X;) + log v, (5.25)

at a non-coherent receiver. The symbol generated by
the minimum-error detector is one for which 5.24 or
5.25 is maximal. This symbol may be identified by

the detector if it computes a set of numbers propor-
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tional to 5.24 or 5.25. An appropriate set of numbers
is
x, * +-—1--log p(X.) (5.26)
i i
p
at a coherent receiver or

yi* + i% log p(Xi) | (5.27)

at a non-coherent receiver. As the signal—to—noise
ratio increases, the detector attaches relatively more
importance to xi* or yi', which reflects the informa-
tion in the received signal, than it does to p(Xi).
which reflects the prior information. At high signal-
to-noise ratios the outputs of the maximum-likelihood
detector and the minimum-error detector are very likely

to be identical.

5.6.5 The minimum-risk detector

When the detection process is constrained by a
complicated cost function, a set of numbers related
to the 31 posterior"ri§ks must be calculated. The
posterior risk of Yj is proportional to

31

oo Z P(X)e, x; (5.28)
i=1
at a coherent receiver and
31
t -
r.' = z: P(xi)cijyi (5.29)

J
i=1



at a non-coherent receiver. Each number rj or rj' is

a sum of 31 terms where each term contains a sum of
seven measurements or a sum of seven squares Of measure-
ments. The output symbol is associated with a minimal
value of 5.28 or 5.29.

In the special case of the cost function of
Section 5.1, the minimum-risk detection procedure may
be simplified because of the nature of the costs re-
lated to the 27 printed characters. It will be demon-
strated that a printed character with minimal posterior
risk is one having maximal posterior probability.

If the symbols_xi, X aesy X are the printed char-

a7

are the control symbols, the

o
X31

function t(Yj), defined in Section 2.2.5, may be

acters and XZB’ o s 0y

written as

27 31
€X) = ) £ @px ey ) £ (@p(K e,
i=1 i=28
(5.30)

If 1 £ j <27, the costs in the first summation of

5.30 are given by Equation 5.1 and this summation may

be expressed as
27

) £ (Dex)gg- £,p(X,)
i=1

in which the summation is indebendent of j and the

other term is proportional to the posterior probability
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of Xj. The second summation of 5.30 is also indepen-
dent of j because the cost of detecting a printed
character when a control symbol is transmitted depends
only.on the identity of the control gsymbol, i.e,., the

subscript i. Eguation 5.30 may thus be written as

t(Yj) = const - fj('&')p(xj), §=142,..4,27 (5.31)

which demonstrates that Yj for which t(Yj) is minimal
is the printed character associated with maximal
posterior probability.

The minimum-risk detector may therefore operate
as a minimum-error device with respect to the 27
printed.chéracters and then perform the general mini-
muni-risk procedure with respect to the four control
symbols and a printed character whose posterior pro-

bability is maximal.

5.7 Example of a simulated transmission

The previous sections of the present chapter have
specified: 1) a cost function based on four message-
format parameters, 2) definitions of four detectors,

3) a means of simulating the transmission of a message
and 4) the computational requirements of the detectors,
The implementation of the minimum-risk and minimum-

error detectors requires, in addition to these specifica-

tions, a numerical representation of the prior informa-
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tion in the form of.a set of-message-format_parameters
and a set of prior probabilities. In a practical
situation, this implementation may be impeded by the
Gifficulty of selecting sets of numbers which adequate-
ly represent the prior information of every message
which may be transmitted. In some applications,
however, the message structure may be constrained to
conform approximately to a known prior-information
representation or the parameters of each message may

be obtained at the receiver,

The simulation demonstrated in this section has
the aim of investigating the effects of using this in-
formation when it is available in idealized circum-
stances. The detectors are provided, therefore, with
precise Iknowledge of the message structure by means of
a computer count of symbol frequencies and format para-
meteré% These quantities provide the basis of a cost
matrix and a prior probability function which are pre-
cisely relevant to the transmitted message.

The outpuf messages presented in this section re-
sult from the simulated transmission over a non-fading
channel of an English text containing 1069 éymbols.
Coherent reception has been assumed and the simulation
repeated for signal-to-noise ratios between 2.0 and
6.0, In each case the same set of pseudo-random

numbers has been used to simulate the effects of channel
X T fhe Q)(,amf/e\a Sem}ed Wis umzmufek cont was bw&( on
e AMABEYY O lly %ﬂwfwé‘e(eh
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noise. The physical analogue of this procedure is the
occurrence of the same noise waveform regardless of the
channel attenuation. For a given signal-to-noise ratio,
all four detectors operate on the same set of signal
measurements so that the differences in their output
messages result from the effects of the different com-
putational procedures.

Appendix B contains the original message and the
outputs produced by the four detectors operating at
five signal-to-noise ratios. Following these messages
is a méasure of the simulation results in the form of
a table of costs and error rates. In the present dis-
cussion, some of the properties of the detectors are
demonstrated by reference to the detection results
corresponding to the following single line of the

gource message:

TELEFRINTER HUSE Iy TRy FIveE-RELEMENT glnaiY. AT SEVERAL STACES [N THE

Segrent of tyansmitted messaze

The inflﬁence of the prior information on the detector
outputs varies inversely with signal-to-noise ratio.

At the lowest. simulated signal-to-noise ratio, 2.0; the
information in the received signal is least reliable
and the detection results reflect to the greatest
extent the effects of the computational procedures.

At this signal-to-noise ratio the above line appears in

the maximum-likelihood message as:
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R i o rmaear. T FGaL STAGES
FELEPS [YTER USE HS YHE FLV =133 23,5 7s.var. a7 SEVEGAL N THE

Masivum~likelihood detector ped.0

Of the 72 symbols (68 printed characters and four
shifts) in this line, 11 or just over 15% (compared
with 16% in the message as a whole) are incorrect.
The most serious error is the numeral 1 detected instead
of a letter shift after the character "-". This error
has caused the next 14 characters to be printed in the
wrong mode and thus appear nonsensicai&in gpite of the
fact that all but three of them are correct.

The 72 symbols generated by the minimum-error
detector,
TECEPKIYTER JSE HS nnbE FLV =132 #5325 8,346« AT SEVEFAL STAGES IN THE

Mipinug-crror detector ps2.0

have a similér appearance to those in the maximum-
likelihood message. If the two devices reach differ-
ent decisions about a given symbol, the minimum-error
output is always a symbol which occurs more frequently
in the source message than the symbol generated by the
maximum-likelihood detector. Thus in the word
SEVERAL, the R which occurs with relative frequency
.047 was correctly detected by the minimum-error de-
tector. The maximum-likelihood detector, on the

other hand, generated SEVEGAL; the relative frequency

*ﬂv\u@b b s shlement 5 fouud in e code
Haine d r&dav; w&o /Wlﬂd MA(Z\.@ om‘slm‘en%zse JIMacbg lb /AA
Pelbrs pmode,
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of G is .010. In this case the knowledge of the rela-
tive frequencies prevented the error which resulted
from an interpretation of the received signals alone.
On the other hand, the L in TELEPRINTER was correctly
detected by the maximum-likelihood detector. The
minimum-error detector generated the more frequently
occurring O instead. Minimum-error detection thus
results in gains and losses in accuracy relative to
maximum-likelihood detection. On the average the
gains outnumber the losses because the most frequent
symbols are favored. In the illustrated line of the
minimum-error message, there are 10 errors, one fewer
than in the corresponding segment of the maximum-
likelihood message. The 14% error rate of this

line of the minimum-error message is approximately the
same as the error rate of the entire message.

An interesting error in the illustrated segment
of the maximum-likelihood message is the line-feed
symbol detected in place of the I in IN. This error
is absent from the output of minimum-error detector
and as a result the message segment of this detector
has the more correct appearance to a reader. This
error, however, provides an insight into a deficiency
of the minimum-error detector. Because the control

symbols occur relatively infrequently in the source
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message, the minimum-error detector is inherently
biased against generating control symbols. Although
this bias prevented the error of the maximum-likelihood
detector in deciding line feed instead of I, a more
serious error was committed by the minimum-error
detector at the end of the illustrated line, After
detecting carriage return, this detector failed to
generate the subsequent line feed and the following
line overprinted the illustrated segment. The
appearance in the output message of these two lines

of print is thus:

TECEERENMEER USETéSSNRiMKER FLOBNIGWE FABIGES FTVIEEUCRREBESTABESCINTEHE

Minimum-srror detector ps2,C {in context of entire nessage)

All of the characters on the two lines are mutilated.
The configuration of its cost function insures
that the minimum-risk detector operates most reliably
in detecting control symbols. There is only one
character lost when line feed is detected in place of
a printed character while the omission of a line feed
brings a serious penalty. .The minimum-~-rislk detector
therefore tends to accept the low-cost error of
spuriously inserting a line feed and avoid the high-
cost error of omitting one. The result is an output
message with more line-feed symbols than there are in

the source message. The minimum-risk version of the
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illustrated line thus has two extra line feeds:

TEOEFRIYTER SE MY NHw FLY -EL IR »
e o T BiMeRY. AT SEVERL STRGES
N THE

Mirdnuserisk detector o=2,.0

This line is followed by a correctly detected carriage-
return-line-feed combination so that the overprinting
which disfigures the minimum-error message is absent
from the minimum-risk output.

The minimum-risk detector is also biased toward
the detection of letter shift because most of the
printed characters are in the letters mode. Thus the
word BINARY, illegible in the other output messages, is
easily discerned (even though the A is replaced by E)
in the minimum-risk output. Although the characters
corresponding to the word ELEMENT are printed in the'
correct mode,'the word is unrecognhizable because of the
three detection errors among its seven letters. The
tendency of the minimum-rislt detector to generate
letter shift has caused this symbol to appear in the
output message in place of the A of SEVERAL. This
error was avoided by the other detectors but it carries
a low cost and is not serious in its context.

Twelve symbols, i.e. 16%, of this minimum-risk
output line have been incorrectly detected. In the
entire message the same percentage of the minimum-risk

symbols are errors. In detecting this line, the
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minimum-risk detector, in spite of the fact that its
error rate is highest among the three symbol detectors,
has generated more useful information than either of
the other two symbol detectors. The least legible

of the three illustrated output lines is the one pro-
duced by the minimum-error detector. Although it
contains the fewest errors, this line is illegible
because it is overprinted by its successor.

The message of the binary detector conveys less
information than any of the symbol-detector messages
even though only 4% of its symbols are incorrect.

The proportion of erasures is 44% and consequently
many of the control symbols are omitted so that the
printed characters are often overprinted or printed
in the wrong mode. The illustrated line would thus

appear as:

LEEBEAMAREAETYE B8Y U3 2)=Gend3rHEB3ES TR, A DE~SEEGINRG IV Re3Y nanagd

Binary detector pe2.0

except for the fact that the first four lines of the
message (in which this one is included) all overprint

one another with the result:



SUBHBORRENEGSONER OGBS CBERBLUORBYSARERNREASORRACEBREDENGDO LS pOOED

Binary detector p=2,0 (in context of entire message)

All of the foregoing illustrations are examples
of detection results at a signal-to-noise ratio of
2.0. As the signal amplitude is increased, longer
blocks of each output message become legible and the
four messages become more similar. For signal-to-
noise ratios of 3.0 and higher, the illustrated line
is no longer overprinted in the minimum-error message
and the characters on this line are identical to the
corresponding outputs of the minimum-risk detector.
At the signal-to-noise ratios of 3.0 and 4.0, the same
two errors appear in the output line of the two de-
tectors. The line is detected as:

it

TELEPRIYTER USE IS NHE FiVE-ELEMENT BINARY. AT SEVERAL STRGES In Tt

Minirun~srror and minimum-risk detectors p=3.0, psi.Q

Both errors are absent when the signal-to-noise ratio:
is 5.0 or higher, With the signal-to-noise ratio
equal to 3.0, 4.0, and 5.0, the maximum-likelihood

line segment contains three, two and one error respect-

ively:
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TELEPRIYTER USE IS YHE FLVE-ELEMENT BINARY. AT SEVERAL STAGES IN THE
Mazirume-likelihood detactor p=3.0
TELEPRIYTER USE IS YHE FIVE~ELEMENT BINARY. AT SEVERAL STAGES IN THE

Maximumelikelihood detector g=h, 0

YRLEPRIYTER ISE 1% THE FIVE~ELEMENT BINARY. 2T SEVERAL STAGES IN THE
Maxdinum~iikelihood detector p=5.0

The corresponding segments of the binary-detector
outputs as they appear in the complete messages are:

BRGEDABHERQeBOBRET el PoCoBNIBRCES OB ORcRLRELSCUEBRARESBAGHUBESN THE
Binary detector o=3,0 (in context of entire message)

TELEPRIBTER USE 1S @HE FIVE~ELEMENT EINBPB. AT SBVERAL STAGES IN THE
Binary detector pe=h,0

TELEFRISTER USE IS 8HE FIVE<ELEMENT BINARY. AT SEVERAL STAGES IN THE
Binary detector p=5.0

There are no incorrect symbols in the illustrated:
line of the binary-detector output when the signal-to-
noise ratio is 4.0 or higher.

Among the complete output texts in Appendix B,
those generated by the three symbol detectors at =
signal-to-noise ratio of 6,0 are all clearly legible
throughout. The only errors in the three messages
are errors involving printed characters. The minimum-
risk and minimum-error messages are identical with
three errors each and the maximum=likelihood message
contains four errors, The binary-detector output

contains only two incorrect symbols but two of the 56
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erasures replace line feeds and as a result four of the
message's 17 lines are mutilated due to overprinting.
With the signal-to-noise ratio reduced to 5.0, the
minimum-erxror and maximum-likelihood detectors both
omitted a line feed and thus produced messages with two
illegible lines. The seven errors generated by the
minimum-risk detector at the 5.0 signal-to-noise ratio
involve only printed characters so that this entire
message remains legible, At this signal-to-noisec
ratio the minimum-risk procedure has protected the
system against the control-symbol error which dis-
figures the outputs of the other detectors.

With the signal-to-noise ratio further decreased,
all of the detectors committed errors involving control
symbols. As the channel conditions deteriorate, the
messages differ increasingly in detail from one another.
The legibility of all of them decrcecases and the differ-

ences in message quality tend to become indistinguish-

able.

5.8 Evaluation of results

The guality objective of the minimum-risk detector
is maximization of the legibility of output texts by
their human readers. The cost matrix of Section 5.1

has been formulated in order to reflect the'effects of
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detection errors on message legibility. Because the
costs were specified intuitively, it is not certain :
that the total cost of a text is an accurate measure
of its usefulness to a reader. If the relative merits {
of the four detectors are to be assessed rigorously on
the basis of the legibility criterion, a program oft#ﬂﬁf“ﬁﬂa
sirbpeedinie testing must be undertaken, The tests
wouléhinvolve the presentation of a set of output mes-
sages to potential users of the system and the measure-
ment of each reader's comprechension of the texts.
Although such a test program is beyond the scope of
the work reported in this thesis, an informal examina-
tion of the messages of Appendix B suggests certain
preliminary conclusions about the relative merits of
the detectors.

The advantage of the minimum-risk detector over
the other symbol detectors is most evident in the
messages produced at the 5.0 signal-to-noise ratio,
In this condition only the minimum-risk output is free
of control-symbol errors. The signal-to-noise ratio
must be 6.0 for this type of error to be ellminated

In Yhis s i'e ayample,

from the other output texts. AMininum- rlsk detection
has thus reduced by about 1 db the signal-to-noise
ratio necessary for the elimination of control-symbol
errors. At lower signal-to-noise ratios the advantage

of minimum-risk detection is less evident to a casual
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reader and it is under these conditions that the sub-
jective tests are necessary to distinguish among de-
tector merits. It has been observed in general that
the outputs of all the detectors collectively are more
valuable to a reader than any one message. When the
received signal is unreliable, the reader uses his
knowledge to select one symbol from the alternatives
offered by the four detectors,

From a practical point of view, the simulated
transmissions show the minimum-risk detector to be
less promising than might have been expected. The
1 db reduction in the signal-to-noise ratio required
to prevent control-symbol errors is not very signifi-
cant and an inspection of the lower-quality messages
does not immediately indicate that the improvement in
legibility offered by minimum-risk detection justifies
its complex computational facilities. In most prac-
tical situations a mechanical modification of the
receiving teleprinter in order to prevent overprinting
of symbols would probably offer a more economical
means of protection against control-symbol errors than
the introduction of a minimum-risk detector.

Among the other detectors, it is evident that at
any of the signal-to-noise ratios, the binary detector

offers the least acceptable results. Although this
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device generates the fewest incorrect symbols, the
high proportion of erasures in its output (5% even
at the 6.0 signal-to-noise ratio) leads to a high
cost because of the control symbols affected. The
outputs of the minimum-error and maximum-likelihood
detectors appear gquite similar and in fact their
costs are nearly equal at all of the signal-to-noise
ratios.

The unjustified compiexity of minimum-risk de-
tection, the inferior performance of the binary de-
tector and the similarity in effects of minimum-errorx
and maximum-likelihood detection combine to suggest
that for practical systems, the most promising of the
simulated detectors is the maximum-likelihood device
with its relatively simple computational requirements.
The properties of this detector are investigated in
detail in the next three chapters where it is shown
that the fixed-ratio character of the telegraph code
implies a particularly simple computational role for

a maximum-likelihood detector,
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CHAPTER 6 : MAXIMUM-LIKELIHOOD DETECTION

Of the three symbol detectors formulated in
Chapter 5, the simplest is the maximum-likelihood de~
tector. Its decisions depend only on the relative
values of the likelihoods fi(E), which together re-
present the relevant information conveyed by the
received waveform. No cost matrix or prior probabil-
ity function need be specified in the design of a maxi-
mum~likelihood detector. It is a Bayes detector re-
lative to the uniform prior probability function if
the costs of all errors are equal. Thus the maximum-
likelihood detector offers optimal error performance
when all symbols are transmitted with equal frequency.

Maximum~likelihood detection is particularly rele-
vant to systems using a fixed-ratio code because this
code constraint admits a marked simplification of the
computational requirements of the detector. The like-
lihoods need not be computed explicitly; instead,
output symbols may be generated on the basis of the
relative values of the seven binary likelihood ratios
defined in Chapter 4 (6, 44, 51). In the present
chapter, the configuration of the maximum-likelihood
detector is described and compared with that of the

binary detector of practical one-way telegraph systems.
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The performance characteristics of the two systems
are compared and the practical applicability of the
maximum-likelihood detector is discussed. Chapter 7
considers the applicability to two-way systems and
Chapter 8 contains a formal derivation of the proper-

ties of the maximum-likelihood detector.

6.1 The decision rule

'Although the maximum-~likelihood decision rule is
defined (in Section 5.2) in terms of the set of con-
ditional probability densities fi(?i), the explicit
computation of these numbers is not essential to the
implementation of the rule. When telegraph symbols
are represented by the seven-unit fixed-ratio code, the
most likely symbol Yj* may be determined on the basis
of the relative values of the seven binary likelihood
ratios L. (k = 1, 2, ..., 7), defined in Section 4.3.

k

The maximum-likelihood decision rule may be stated as:

xj* is the symbol whose code sequence has a "one!

in the code positions corresponding to the four

highest values of Lk and a "zero" in the other

three positions.

The code word for Yj* is, therefore, one of the
35 seven-unit combinations which satisfy the four-out-
of-seven constraint. Thirty-two of these combina-

tions represent teleprinter symbols and the other three
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may be used for signalling within the telegraph network.
In general, however, one or more of these extra com-
binations is redundant, a situation which admits the
possibility of the channel erasing a transmitted symbol
by generating a set of data which results in the detec-
tion of a redundant code seguence. This type of era-
sure does not occur very often and in the performance
characteristics presented in this chapter and in
Chapter 7, it is counted as an error which causes the
wrong teleprinter symbol to be generated. The detec-
tor specified in this section determines, therefore,
the most likely of the 35 code words which satisfy

the fixed-ratio constraint. It does not take advan-
tage of the possibility that as many as three of them

may be redundant.

6.2 Data processing

The performance of the maximum-likelihood detector
is unchanged if ik’ a strictly monotonic function of

the likelihood ratio, is substituted for Lk in the

decision rule specified in Section 6.1. The same sym-
bols are detected when this modified decision rule is

applied because the ordering of the seven values of ﬁk

is identical to the ordering of the Lk' The detector

whose performance characteristics are presented in

Section 6.4 does not measure the signal amplitudes A,
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and Al’ but instead assumes them equal. In this event,
the formulas in Section 4.1 for ko(k) and Kl(k) lead to

the adoption of the function

~ N
= e .1
L, Ax log L, (6.1a)

at a non-coherent receiver.

At a coherent receiver, Equation 6.1a becomes

Lk = a; - a (6.2)

and the computation required by the detector includes
the subtraction, for each element, of one measurement
from the other and the storage of the result. When
all seven differences have been recorded the detector
must determine the four highest of the stored numbers
and generate a symbol according to the rule specified
in Section 6.1.

The situation at a non-coherent receiver is more

complicated. In this case,

. 4(%) log —————— (6.3)

a function which is not easily computed. A practical
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solution to the problem posed by the complexity of 6.3

is the approximation of this formula by

£ = ¢, - ¢ ® (6.4)

This is not, unfortunately, a strictly monotonic function
of Lk and for certain sets of signal measurements, the
ordering of the seven values of 6.4 is not precisely the
same as the ordering of the Lk' On the other hand,

the maximum-likelihood detector is most susceptible to
error when A/N is low and <o and c, are nearly equal

for two or more elements. In this event the measure-
ments are likely to have low values and it is under this
condition that 6.4 most nearly approximates a monotonic
function of Lk° For this reason and because of its
simple computational requirement relative to 6.3, the
square-law formula of Equation 6.4 is accepted as the
basis of a practical maximum-likelihood detector at a
non-coherent receiver. It is for this device that the
performance characteristics of Section 6.5 have been
calculated. The validity of approximating Equation

6.3 by 6.5 is discussed in more detail in Section 8.5.
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6.3 Relation to binary detection

The binary detectors described in Section 4.3
make an independent decision about cach of the trans-
mitted signal elements. The decision of the simplest
binary detector depends only on an assessment which of
the two signal measurements is greater. The opera-
tion of this device may be characterized as a test of
the ik defined in Equations 6.2 and 6.4 (for coherent -
and non-coherent reception respectively). A "one'
is detected when ﬁk > 0 and a "zero!" otherwise.

For a sét of seven binary decisions to result in the
detection of a telegraph symbol, it is mnecessary that
four of the ik-be positive and the other three zero

or negative. When a set of measurements meets this
requirement, the symbol generated by the binary detecc-
tor is identical to the one derived by a maximum-
likelihood detector operating on the same data.

When the measurements do not satisfy this condition,
the binary detector generates an erasurce while the
maximum-likelihood device continues to detect accept-

able code sequences,

Figure 6.1 illustrates two sets of ik which may

result from the transmission of a telegraph symbol.

In a), Ly L,, L5 and L7 are all positive and L3, L,

and £6 negative, so that both detectors generate
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&) Both detectors generate 1100101 (& or =)
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b) Binary detector generates 1000101 (erasure) )
Marmum-likelihood detector generates 1100101 {& or =)

FIGURE 6.1 Comparison of detection methods

1100101 (the character A or -). In b), the values
of ﬁk have the same order but in this case ﬁz is nega-
tive. The binary detector generates 1000101 -- an

erasurc -- while the output of the maximum-likelihood

detector is again 1100101.

Viewed as a black box the maximum-likelihood detec~
tor is identical to the simpler binary detector when
four and only four of the ﬂk are positive. If fewer

than four are positive, the maximum-likelihood detector

may be considered to be a device which inverts the most-
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doubtful "zeros" of the binary detector's output code
sequence. These are the "zeros" for which ﬁk is least
negative. "When more than four "ones" are generated

by the binary detector, the maximum-likelihood detector
inverts those for which ik is least positive.

This functional description of the maximum-like-
lihood detector implies that not all of the computations
specified in Section 6.2 are required for the detection
of every symbol, The seven pairs of measurements
(or the set of ﬁk) must be stored but the explicit cal-
culation of ik and the determination of the highest
four numbers in a set of seven is necessary only when
the binary detecctor gencerates an erasurc. This part-
time requirement for the more complex computations
suggests the possibility of time-sharing one computa-

tional facility among several detectors.

6.4 Quality-asscssment mechani sm

Although the maximum-likelihood detector performs
a relatively complicated computation which, in effect,
translates the erasures. generated by a binary detector
into telegraph symbols, it does not necessarily follow
that the resulting messages are better than those pro-
ducted by the binary dete;tor alone. The symbols

which are erased by a binary detector are the ones most
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susceptible to error at a maximum-likelihood detector.
If too many erasures were to be translated incorrectly,
the value to a reader of the maximum-likelihood message
would be lower than that of the message produced by the
binary detector, The pattern of erasures, furthermore,
in the binary detector's message is an indication to
the message reader of the reliability of the printed
characters. The performance characteristics presented
in Section 6.5 demonstrate that the number of incorrect
symbols in the output of a binary detector increases
with the number of erasures. At a maximum-likel:ihood
detector only telegraph symbols are generated; there
are no erasures to indicate the reliability of the
printed characters.

In spite of these mitigating factors, the simula-
ted messages in Appendix B indicate, in terms of both

w
the tabulated costs and an Subyesdiive assessment of the

output messages, that messages produced by the maximum-
likelihood detector are more legible than those genera-
ted by the binary detector. The deficiency of the
binary detector derives from the fact that the detec-
tion of an erasure in place of a control symbol is, in
general, as harmful as the detection of an incorrect

teleprinter symbol. A measure of the relative merits
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of the two detectors is proposed in Equation 6.5
and discussed in Section 6,6 in terms of calculated
performance curves,

Beyond any advantage indicated by this measure
and the messages of Appendix B, the relative value of
a maximum-likelihood detector may be enhanced by
extending its scope to include a '"quality-assessment"
mechanism, This mechanism would add to the maximum-
likelihood output messages the useful information pro-
vided by the erasure symbols in a binary detector's
message. A detector incorporating the quality-~
assessment mechanism would provide, with each output
symbol, a binary assessment of the symbol's reliabil-
ity. The assessment may be based on the relation-
ship between binary detection and maximum-likelihood
detection. In this event a symbol would be specified
as "relatively certain' if the same symbol was gen-
erated by a binary detector and "relatively uncertain?
if an erasure was generated, A more general assess-
ment may be based on the actual values of the ﬁk'
If the difference between the fourth and fifth highest
ik exceeds some threshold, the output symbol is rela-~

tively certain; otherwise it is relatively uncertain.*

* This is the assessment proposed by Barrow (6) for a

generalised erasure mechanism in which the maximum-
likelihood detector would generate an erasure when the
threshold is not exceeded, This erasure would be
treated as if it occurred in a binary detector --- either
printed in the message or used to initiate an ARQ
procedure.,
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In practice the quality assessment could be indi-
cated to a message reader by the manner in which a sym-
bel is printed. A teleprinter with a two-color
typewriter ribbon may be modified to print the relative-
ly uncertain symbols in red and the others in black.

The number of red characters is an indication of the
overall reliability of the message. A high propor-
tion of relatively uncertain symbols indicates a low
signal-to-noise ratio and thus suggests a higher error
rate -- even among the relatively certain symbols.

For any signal-to-noise ratio, the set of red characters
contains proportionally more errors than the set of
black ones so that the specific characters printed in
red are those which are most likely to be incorrect.

The maximum-likelihood detector with a quality-
assessment facility represents a solution to an extended
decision problem (50) in which the set of decisions
(output symbols) contains more members than there are
states of nature (message symbols). The relatively
certain and relatively uncertain outputs are sets of
different symbols and if different costs are assigned
to them, the scope of the minimuwn-risk detector may Se
extended to generate messages which provide a quality
assessment with each symbol. Owing to the greatly
increased amount of computation that a qualitye~assess-

ment facility would entail it is lesgs attractive as an
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extension of a minimum-risk detector than it is in the
case of maximum-likelihood detection where only a
nominal increase in computation is required.

Messages which include a quality assessment con-
tain more information about the received signals than
me ssages which do not. With this facility they
approach to some extent the outputs of a sufficient
detector (73) which presents to a reader the posterior
probabilities of all possible symbols rather than a
decision to detect one of them. The output of a suffi-
cient detector offers a reader more information than
he can effectively use. The quality-assessment
mechanism makes a fraction of this information avail-
able and presents it in a concise form which may be
readily interpreted.

The practicability of the quality-assessment pro-
posal is limited by the fact that its introduction to
a system would require a modification of receiving
teleprinters and changes in the signalling format used
over the feeder lines between radio terminal and tele-
printers. In this respect it differs from the other
detection schemes thus fér proposed. On the other
hand, it is similar to the other schemes in that it
requires no alteration of the teleprinter and signal-

ling format at the transmitting end of the system.
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The quality-assessment facility may thus be offered to
message readers who are willing to pay for its extra
information. Its introduction does not require the

general reorganization of an entire telegraph network.

6.5 Performance characteristics.

The curves presented in this section demonstrate
the error immunity of binary detectors and maximum-
likelihood detectors under the eight propagation con-
ditions listed in Table 3.1. Each of the figures
6.3 through 6.10 applies to one of the conditions and
shows three error rates as functions of signal-to-
noise ratio, Two of the curves indicate the perfor-
mance of a binary detector and the third pexrtains to
maximum~likelihood detection. At a binary detector,
there are three possible results of the transmission
of a telegraph symbol:

1) it is detected correctly,

2) an incorrect symbol is detected,

3) an erasure is detected.

The probabilities of these results are given as
Curves A and B. The function B(p) is the probability
of result 2) -- the detection of an incorrect symbol.
A(p) is the probability that the correct symbol is not

detected. This is the probability that result 1)does not
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occur which implies that either 2) or 3) does. Since
all seven binary elements must be correctly detected
‘in order that the correct symbol be generated, Curve A
is the probability of at least one binary error in the
block of sceven elements.

The symbols produced by the binary detector also
appear in the message generated by the maximum-likeli-
hood detector. Because this device may be considered
"as one which correctly translates some of the binary
detector's crasures into telegraph symbols and in-
corrcctly translates the others, Curve B is a lower
bound on the maximum—-likelihood error rate and Curve
A an upper bound. The probability of a maximum-like-
lihood error is C(p) which always falls between A(p)
and B(p). The maximum~likelihood detector generates
a greater number of correct symbols than the binary
detector does; it also generates more incorrect symbols.

Figure 6.2 demonstrates the characteristic shapes
of the three curves and indicates various probabilities
which may be determined from them. A(p) - B(p) is the
probability of an erasure at the binary detector, and
A(p) - C(p) is the probability of an erasure which is
correctly translatced by the maximum-likelihood detector.
C(p) - B(p) is the probability of an erasurec which is

incorrcctly translated. The valuc of the maximum-



140

1
1=4(p)

- correct-binary-

detector output
hed
ot
~
8
o
S
K
R
g
pe,
(2
«Q
®

© correctly

translated
erasure A(P)'B(P)t
incorrectly erasure at
ranslated binary detecior
0 —

signal~to=noise ratic
FIGURE 6,2 .Binary detector and meximume

1ikelihood detector character
tstics

likelihood detector relative to that of a binary dotector

depends on the proportion of the binary detector's errors

wvhich are correctly translated. This proportion,
A(p) - C(p)
D =

igs a figure of @wor'% of the maximum likelihanAd detector.
It is plotted in Figures 6.14 and 6.15 for the various
propagation conditions, The values of C(p) plotted in
this section have been obtained by numerical integration

5 zf tye error-rate formulas derived in Chapter gf
g!k’;:“”j ‘f%ri ;Re‘m}nor Ai%wces i, ‘ma i of auumpﬁ’mm, ‘”\L Carves
. “Mﬂuf&_éJO s %&0&-(%P*£Wmﬁftﬂﬁ& He

I
atoledlon aesdds' dabofaded ;- Apponidix B,



SO SO

4
+

A et g e ey v v

H

. E
B ]
: :
‘ i
i
j
& ~ e -
s e e et s
_ !
: E
{
¢ i
‘ 1
;
: . i
- - R e
! :
M )

e e amee e §

PR {
)

" 14e0

rvacoasas vons ot et i ol

12.0

1060

Ly31rP0Rq0ad

16.0

signal-to-noise ratio (p)

FIGURE 6.3 Case 1: Coherent receiver, no fading



142

probhability

O. Y S Uy A O

0. B0 8.0 12,0 160
' signal-to-noise ratio (p)

FIGURE 6.4 Case 2: Coherent receiver, slow flat fading

Lo et o s et s




43

A o T PRt e o PO i

M

i

s s e e e o e sl s et o s v 1 R
i !
i i :
B H :
H H 1
; }
H H
{ b
i i :
H : i
W e e e SRS S
: ! i
H ! i
: 7 X
I :
! H H
:
| : !
H B
i L
i 3 %
i M N
e s o e e - . . .. - -
h : .h
1

T P N o, "

e

T A b LT £ AR 2

Ko

e At e xlﬁ

16

o e o

R ,.K‘m\.

i

i

12.0

e e o
i
i
H
}
!
. y
8.0

signal-to-ncise ratio (p)

FIGURE 6,5 Case 3: Coherent receiver, slow selective fading.



. s

16,0

£y71EqRqoad

O b i

—

|

o
- v"~\..-»~..
12,0

signal-to-noise ratio (p)

8.0
FIGURE 6.6 Case 4: Coherent receiver, fast fading

]
i

0.



1.

c.8

S AR st L et e e

probability o

{
5__
1
i
:
002’;
i
i
i
@ f :
8 ; ’
h - b e pe—
‘ :
j
| | |
;
H . H . .

O' L nrmmentirat s e s . avevs st e o,

O. l{_ ‘:{5 T “Nd“m”“mq::“mﬂg :O ” s ""’ 1210 Y S o e PR ‘16\:6‘
signal-to-noise ratic (p)

FIGURE 6,7 Case 5: Hon-coherent receiver, no fading



146

....... e

6.0

12,0

8 .0

signal-to=noise ratio (p)

6.8 Case 6: Non~coherent receiver, slow flat fading -

C.6

3
fyyrEqeqoad  ©

.
J

FIGU



147

ST TP USSP TSR SEREPRETIEL S CEE A

po-— RSPV N JPRISVUSIR PP

Bk Ve

8.0

i
!
i ;
M H
. o !
i
i
u ;
; i
; i
} ) -
{ 1

1.

12,0 16.0
l-to-noise ratio {p)

signa

440
FIGURE 6.9 Case 7: Non~coherent receiver, slow selective fading



1640

12,0

8.0

signal~to-noise ratioc (p)

.0

FIGURE 6,10 Case 8 Nom-coherent receiver, fast fading



149

6.6 Evaluation of the characteristics

The curves presented in Figures 6.3 to 6.10
characterize radidtelegraph systems whose properties
vary within thrce categories: the type of phase in-
formation available at the receiver, the type of
amplitude fading in the channel and the type of detec~
tor at the receiving end of the radio link. There
are 16 situations covered by the characteristics and
in order to compare them it is convenient to consider
the variations within each category and to assess
their effects updn the error rates of detected messages.
The discussion of the present section applies to one-
way systems. Chapter 7 evaluates the performance of

systems which include return-path signalling facilities.

6.6.1 Phase information

Figure 6.11 illustrates, for each fading condi-
tion, the maximum-likelihood error rates at a coherent
and non-coheront receiver. They are plotted against’
the average signal-to-noise ratio expressed as 10 log p
decibels. The two curves which apply to a given type
of fading have similar shapes and are approximately
parallel. In order to compensate for the absence of
phase information, the signal-to-noise ratio associated
with a given error rate is, over most of the range

shown, about 3 db higher at a non-coherent receiver
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than it is at a coherent receiver. The relationship
between coherent and non-coherent reception is similar

in the casec of binary detection.

6.6.2 Amplitude fading

In certain applications, the type of fading to
which a message is subjected may be designed by the
enginecr when he assigns signal elements to the time-
frequency coordinates in a multiplex package. An
assessment of the effect of the type of fading omn
system error rates thus has direct practical implica-
tions. In the stecady-signal conditions all of the
transmitted signal elements have the same signal-to-
noise ratio. When there is fading, on the other hand,
the signal-to-noiscec ratio of each element is a random
variable whose average value, p, is the independent
variable of the characteristic curves. Except when
p is very low, the fluctuation of the signal-to-noise
ratio about this average results in significantly
higher error rates than those achieved when every ele-
ment has a signal-to-noise ratio of p. Unfortunately,
the steady signal condition, which generally offers
better performance than any of the fading conditions,
is the one type of amplitude variation which cannot
be achieved by multiplex design when the attenuation

of the propagation medium fluctuates randomly.
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Because amplitude fluctuations almost always
occur, multiplex design decisions must be based on the
relative effects of the three types of fading. Each
type has two labels. One label alludes to amplitude
correlations in time (slow or fast) and the other to
correlations in frequency (flat or selective).

The nomenclature is descriptive of the physical effects
of the channel upon messages in a conventional multi-
plex arrangement in which each message has two
characteristic frequencies for all seven elements and
each element is assigned to a characteristic time
interval. The identity of the element is denoted

by the transmission of one of the two tones at the
appropricte time. In a more general multiplex
scheme, on the other hand, the two gsistes of each
signal element may be assigned to any pair of time-
frequency regions,. The identity of the element is
signalled by the transmission of energy in one of

the regions and the absence of energy from the other.
The types of Tading which may affect a message in

a general multiplex configuration are distinguished
by thé correlation of the two amplitudes associated
with a given element and by the correlations between
the amplitudes of the different elements in a symbol.

The fading conditions may therefore be specified more
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generally in terms of "within-eclement!" selectivity
and "between-element" selectivity. The fading called
frequency selective with respect to conventional
multiplexing is, in the more general terminology,
selective within elements and flat fading is correlated
within elements. Fast fading is selective between
elements and slow fading correlated between elements.
Figure 6.11 demonstrates clearly that for a given
signal-to-noise ratio, slow flat fading has the most
harmful effect upon the maximum-likelihood error rate.
It follows, therefore, that the multiplex scheme of
a system which includes a maximum-likelihood detector
should be designed with the aim of achieving at least
one of the two types of selectivity. If a binary
detector is employed, the relationship between
completely non-selective fading and the other two types
is more complicated. When the fading is selective,
the elements with low signal-to noise ratios--~ that
is, those mostsusceptible to error -- are distributed
over many symbols instead of being concentrated in a
few. Because a binary detector must correctly inter-
pret all seven elements in order to generate the correct
symbol, this dispersal of unreliable elements implies
that‘the probability of correct detection is lower when

the fading is selective than it is for completely non-
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selective fading. The binary error rate is independent
of the type of fading so that when the fading is selec-
tive, the more freguent occurrence of symbols with

at least one error implies a less freguent occurrence
of multiple errors. Because multiple binary errors

are prerequisites of incorrect output symbols, the pro-
bability of an incorrect output is lower for selective
fading than it is for non-selective fading.

Completely non-selective fading, among the three
types considered, results in the greatest number of
correct symbols and the greatest number of incorrect
symbols at the ontput of a binary detector. It there-
fore causes the fewest erasures. Thus Curve A(p)
in Figure 6.4 is lower than the corresponding function
in either 6.5 and 6.6 and B(p) is higher. Similar
relationships prevail in Figures 6.8, 6.9 and 6.10
which pertain to fading signals at a non-coherent
receiver. These binary-detector characteristics are,
therefore, equivocal with respect to the desirability
of selective fading. When a binary detector is em-
ployed, the design decision to aim for selective or
correlated fading must be based upon the fidelity cxri-
terion of the message reader -~ in particular, the
relative importance he attaches to the objectives of

obtaining correct symbols and avoiding incorrect symbols.
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With respect to binary detection, within-element
selectivity is preferable to the between-element type.
When the fading is selective only within elements,
the elements with low signal-to-noise ratios are dis-
tributed over fewer symbols and the probability of a
correct symbol at the output of a binary detector is
higher than it is in the condition: of between-element
selectivity. The probability of an incorrect symbol
is lower because the "ones' and '"zeros" of a symbol.
have different signal-to-noise ratios and there is,
~in each symbol, a bias toward one type of binary error.
Both types of error must occur if an incorrect symbol
is to be generated and this event is least likely
when the fading is selective within elements. Thus
both A{p) and B(p) in Figure 6.5 are lower than the
corresponding curves in 6.6 and each of these binary
characteristics in 6.9 is lower than its counterpart
in 6.10.

IFor systems which include a maximum-likelihood
detector, the effects of the two types of selective
fading may be comparcd by means of the error-rate
curves presented in Figure 6.12. Within-element
selectivity, which offers better results in the case
of binary detection, is also the more desirable type

when a maximum-lilkelihood detector is employed.
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Figure 6.12 shows that the advantage of within-element

selectivity relative to between-element selectivity
may be expressed as an economy of 1 to 2 db in the
signal power necessary to achieve a specified error
rate. This is a low number compared with the advantage
of between-element selectivity relative to completely
non-selective fading which is an increasing function
of signal-to-noise ratio. Since 1 to 2 db is not a
significant power difference in practical telegraph
systems it may be said that both types of selective
fading result in approximately the same maximum-
likelihood performance and that this performance is
significantly bettexr than it would be if there were no
selectivitiy at all.*

In terms of multiplex design, this evaluatién im-
plies that code elements,should be assigned to time-
frequency regions with the objective of insuring that
each message is affected by at least one of the two
types of selective fading. This objective is best
met if the 14 regions associated with each message
are distributed as widely as possible over the rectangle
which represents the multiplex fraue. Such a distyri-
bution guarantees that each symbol will be received

with a diversified set of element amplitudes if the

* These observations pertain to the detectors considered
in this thesis which have no access to measurements of
the two amplitudes, Ay and A4, of signals characterized
by within-element selectivity. If these measures were
available, the best results would be obtained under the
condition of fading which exhibits both types of select-
ivity.



fading is in any way selective over the time slots or
f:equencies in the multiplex frame. With this type
of assignment, therefore, some selectivity advantage
is maintained over a wide variety of propagation condi-
tions. Since within-element selecticity is particularly
desirable, the two regions associated with each element
should be well-spaced in both time and frequency.
Figure 6.13 demonstrates the assignments of the
code elements of two messages to time-fregquency regions
in a 24-message multiplex package which has been de-
signed on the basis of these criteria. The 14 x 24
= 336 time-~-freguency regions are formed with 12 charact-
eristic frequencies and 28 time intervals. With res-
pect to every message in the package, the two regions
assigned to a single element are separated by at least
5 frequency intervals and 12 time intervals. The
minimum spacing between two successive elements of
a symbol is 3 frequency units and 6 time units. This
arrangement contrasts with a conventional multiplex
scheme which contains six frequency-multiplexed two-
tone signals, each conveying the information of four
time-multiplexed telegraph messagés. In this case
there is no time diversity within elements and no fre-
quency diversity between elementé. In conventional
systems, therefore, only a restricted class of fading

patterns results in selectivity with respect to all 24
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messages.
For binary detection, non-selectivity may be as

acceptable as, or more desirable than, selective fading.

In systems with a maximum-likelihood detector selective

fading is clearly preferable.

6.54.3. Comparison of detectors

The last two sentences of the preceding section
suggest that the value of maximum-likelihood detection
relative to bhinary detection is lowest when the
fading is non-selective. This is confirmed by Figures
6.14 and 6.15 which contain curves of the function D(p)
for the various types of amplitude fading at coherent
and non-coherent receivers respectively. For either
type of phase information, the proportion of binary-
detector erasures correctly interpreted by a maximum-
likelihood detector is lowest for a given signal-to-
noise ratio when the fading is completely non-selective
(Cases 2 and 6). Over the range of signal-to-noise
ratios plotted, D(p) is less than .55 at a coherent
receiver and .45 at a non-coherent receiver under the
condition of non-selective fading. With D(p) at
these levels, the messages produced by a maximum-
likelihood detector are likely to be no more than

marginally better than those available from a binary
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detector. If a quality-assessment mechanism of the
type described in Section 6.4 could be introduced,
maximum-likelihood detection would be preferable even
though approximately half of the relatiﬁely uncertain
symbols would be incorrect.

In the selective fading case, D(p) rises more
steeply with average signal-to-noise ratio and it
exceeds .75 for p greater than 7.0 at a éoherent
receiver and 11,0 at a non-coherent receiver, When
D(p) = .75, three erasures are correctly traﬁslated
for each incorrect translation. Assessment of simu-
lated transmissions has confirmed that this level of
success éesults in maimvm-likelihood messages .which
are considerably more useful than those produced by a
binary detector, even when there is no quality-assess-~
ment mnechanism built into the maximum-likelihood detec-
tion process.

In commercial telegraph practice there are many
one-way and broadcast systems which represent information
by means of the five-unit start/stop code over the
entire route from teleprinter to teleprinter. Because
the five-unit code is non-redundant, the output of a
binary detector contains no'erasures and the error rates
of the received messages may be compared directly with
the error rates of messages produced by a maximuwa-

likelihood detector of symbols represented by the seven-
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unit code. The inefficiency of the five-unit codg

is mentioned in Section 3.3 and it is now demonstrated
in Figures 6.16 and 6.17 which show for each propaga-
tion condition the error rates associated with binary
detection of the five-unit code and maximum-likelihood
detection of the seven-unit code. In conmputing the
five-unit-code error rate it has been assumed that the
stop element has the same length as an information
element and that this is identical to the element
length in the seven-unit-code systen. Both codes,
therefore, convey telegraph information at the sanme
speed.

Although its advantage is least pronounced when
the fading is non-selective, the maximum-likelihood
detector offers a lower error rate than the binary
detector for all of the propagation conditions.
Figures 6.1% and 6.17 thus demonstrate that the per-
formance of a telegraph system can, under any of the
conditions,be improved by a code conversion from five-

unit to seven-unit and adoption of a maximun-likelihood

detector.
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CHAPTER 7: FEEDBACK SYSTEMS

In this chapter the performance characteristics
presented in Chapter 6 are applied to a comparison
of two types of feedback communication system,Lfk
feedback system contains facilities for transmitt-
ing signals in both directions between a pair of
terminal stations. In addition to the messagé
information passed through the system, the two
stations exchange control information which serves
to maintain the quality of communication by adopt-
ing system operation to changing channel conditions.
Figure 7.1 illustrates the flow of information in a
one~-way system with feedback, Messages are trans-
mitted only in the A-B direction and control infor-
mation relevant to the signals received at B ié
fedback to the transmitter at terminal A. Feedback
facilities may also be built into two-way systems

such as the one shown in Figure 7.2. 1In this case,

each of the two one-way channels conveys both message

information and control information.

The technique of ARQ signalling (15,16,5ﬁ,'

described in Section 4.4, is an example of a feedback

mechanism used in a two-way telegraph system. In the

ARQ technique, as well as in many other feedback

methods, the control mechanism involves an adjustment

167
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of the effective transmission speed of message symbols¥
The adjustment is achieved by means of repeated trans-
missions of portions of the signal sequence, a procedure
which conforms to the model of a sequential decision
problem described in Section 2.1 (62). In the terms

of this model, the detector may be viewed as making

two types of decision with respect to each transmitted
symbol. One type is a terminal decision which results
in the output of a teleprinter symbol and the other is
a decision to rgquest‘the transmission of additional
data relevant to the identity of the transmitted
symbol. This request results in the retransmission

of the symbol's signal elements., The decision to
request a retransmission corresponds, in the ARQ
system, to the detection of an erasure.

| One weakness of the ARQ technique is the
requirement that retransmissions be organized in rep~
etition cycles consisting of several message symbols.
This requirement derives from the long path delay of
most hf telegraph systems and it results in an appreci-
able decrease in transmission speed relative to the case

of a one-symbol repetition cycle (see Figure 7.6). If

* In principle it is possible to adjust other

system parameters such as bandwidth and power but
in practice the constraints on these parameters
severely limit the ranges over which they may be
varied.
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each erasure were to cause only one retransmission,
the speed of the ARQ system would increase but a
considerable symbol-storage requirement would be
imposed on the receiver (52). Another weakness of the
ARQ method is its incapacity to utilize the information
in the originally-received signals associated with
symbols whiqh are retrapsmittedf The set of rec-
eived waveforms corresponding to the several trans-
missions of a single symbol may be viewed as branch
signals in a time-diversity system. The ARQ system.
combines the branch signals in a manner somewhat
similar to the optimal selection method defined in
Section 4.2. The introduction of a better combin-
ation method would result in an improvement in per-
formance but it would require the installation at

each receiver of complicated information-storage
facilities.

In addition to techniques which may be described
as sequential decision procedures, there are other
means of using a feedback facility to vary the
transmission speed of a telegraph system in order to
control the error rate (21). A method proposed in
the present chapter involves adjustment of the time
duration of transmitted signal elements in response

to changing channel conditions. A maximum-likelihood
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detector is employed so that no erasures are detected
and there are no requests for retransmission of message
symbols.‘ The ipdependent‘variable of the maximum—
likelihoodlperformance characteristics in Chapter 6
is the element signal-to-noise ratio which is directly
pProportional to the element time duration., If the
signal compongpt of the received waveform has non-
zero amplitude, the element duration may be a
adjusted to a value which causes the system to op-
erate at any desired point on a C(p) characteristic.

In order tp pepform thi; adjustment, the trans-—
mitter must obtain information related to a measure-
ment of the channel parameters (43). This type of
information contrasts with the detector-decision
information which controls the occurrence of re-
transmissions in the ARQ system. The latter type
of information’is known as postdecision feedback
and the channel-parameter information required by
the variable~duration system is known as predecision
feedback. A practical example of a predecision
feedback scheme is the "Janet! system of vhf tro-
pospheric propagation, In this system, the variable-
speed mechanism is binary. When'the measurement of
channel quality exceeds a threshold, message infor-

mation is transmitted at a fixed rate. When the
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measurement falls below the threshold, message trans-~
mission ceases and the speed is zero. The predecision
feedback systemipropqsed in this chapter calls for

a much finer adjustment of transmission speed.

In Section 7.2, the performance of the proposed
aystem is compared with that of an ARQ system operat-
ing in the same noise and fading environment. For the
purpose of this gomparison, it is assumed that the
ideal condition of no noise in the feedback channel
exists. This assumption permits the specification
of a transmission-speed characteristic for the pre-
decision feedback system which is identical to that
of the ARQ system. With both systems operating at
the same speed, their relative merits may be assessed
on the basis of their error rates alone. The error
rates of the two systems and their common speed are
illustrated as functions qf signal-to-noise ratio in
Section 7.2. Under each of the propagation conditions,
the two error-rate curves cross at a value of p
between 7 and 17 db. At lower signal-to-noise ratios,
the variable-duration system offers better perfor-
mance while at higher values of the ARQ system
1s superior.

The variable-duration system thus offers per-
formance improvements over ARQ operation under poor

channel conditions. It also admits more flexibility
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in the specification of speed and error-rate character-
istics. For these reasons, it appears that the develop-
ment of a.practigal variable-duration system would be
desirable., Although a detailed practical design is
beyond the scope of this thesis, preliminary design

considerations are discussed in Section 7.3.

7.1 Relative speed and effective signal-to-noise ratio

Af.eééﬁ.féééiﬁér df an ARQ sfétem; fhe humber
of symbols generated per unit time is a function of
the channel signal-to-noise ratio. The detection
of erasures at either end of the system causes extra
symbols to be transmitted in both directions. The
relative speed (sometimes called the " throughput"
(7,8 )) of a one-way transmission may be defined
as the average number of output symbols per trans-—
mitted symbol. If the relative speed in one direction
of an ARQ system is s(p), the average signal energy
per output symbol is greater by a factor of 1/s(p)
than the energy per transmitted symbol.

If the performance of an ARQ system is to be
compared with that of a system which has no retrans-
mission mechanism, the speed»of the latter system
should be reduced until symbols are generated at
the‘average ARQ output rate. This reduction may be

accomplished by an increase invthe time duration of
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each signal element by a factor of 1/s(p). The signal-
to-~noise ratio is thereby increased from p to
= sy o (7.1)

which may be defined as the "effective signal-to-
noise ratio" of the ARQ system.

The relative speed may be calculated from the
binary;deteqtqr perfo?mance gharacteristics of
Chapter 6 according to the formula given by Van

Duuren (57):
af(afar+afBr+Bf)

s(p) = (7:2)

V-(V—af)(a a +a,.B +B
r

£ir+ay £)

The subscripts f and r refer respectively to the

" forward" one-~way channel, whose relative speed is
s(p), and the "return" channel. v is the number of
symbols per repetition cycle and a and B are binary-
detector performance characteristics. a(p) is the
probability of correct detection -- this is 1-A(p)
where A{p) is the curve plotted in Figures 6.3 to
6.16 -~ and B(p) is the probability of incorrect
detection given in the same curves.

Figures 7.3 and 7.4 are the result of using the
data of Figure 6.7 to calculate relative speeds and
effective signal-to-noise ratios at a non-coherent
receiver of non-fading signals. The ARQ system has
a four-symbol repetition cycle and the different

curves pertain to three situations which span a
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wide range of physical conditions. In the computation
of the curves labeled "f" it has been assumed that the
return channel is pgisé—free‘gp that all of the re-
transmissions are caused by erasures detected at
the outputlof the forward channel. Curve r illustrates
the speed of the forward channel when erasures occur
only in the return direction. The forward-channel
signal—to—noise ratio'is assumed infinite and the
independent variable of Curve r is the signal-to-
noise ratio of the return channel. The curves
labeled "b" apply to the condition of equal signal-
to-noise.rétios in both chamnnels. Retransmissions,
under this condition are initiated in response to
erasures detected at both ends of the system.

The relative-speed curves are S~shaped --
nearly horizontal for low and high signal-to-noise
ratios and mqnotonic inqreasing for_intermediate
values of p . Under poor channel conditions,

5(p) rises very steeply [with a slope of approxi-
mately 1/s(p)] but it gradually levels off and
begins to fall as the slope of s(p) becomes sig-
nificant. 3Iventually 5(9) attains a local minimum
and for high signal-to-noise ratios it is nearly
equal to p because the rumber of erasures is in-
significant. In situations where both channels

have finite but unequal signal-to-noise ratios, the
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curves of Figure 7.3 represent bounds on the relative
speeds. If the forward-channel signal-to-noise ratio
is p, the independent variable of Figure 7.3, the
relative speed is bounded by Curves f and b. The
effective signal-to-noise ratio is likewise bounded

by the two curves of Figure 7.4.

7.2 System comparison

Neither thé meééages generated by a maximum-
likelihood detector mor the output messages of an
ARQ system contain erasures. Bach type of message
may therefore be characterized by a single error
probability. 1In order to compare the two types of
operation, error-rate curves are presented in this
sectiop which have been derived under the assumption
that both systems operate in the same noise and
fading environment and that both generate output
symbols. at the same gvérage rate. For a given
signal~to-noise ratio, this rate is determined by
the relative speed of the ARQ system. The speed of
the maximum-likelihood system is altered by an exten-

sion of its element-duration time from T seconds to

T - HTET | (7.3)

Its signal-to-noise ratio is thus increased to p(p)
the effective signal-to-noise ratio of the ARQ system.

In general, in this chapter, the variable 3,
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when used in bonnection with the variable-duration
maximum-~likelihood system, will denote the system
signal-to~noise ratio which depends on the mannexr in
which the element duration varies. The symbol, p,
as in other chapters of this thesis,.denotes an
objeptive measure of channel quality. It is the
signal-to-noise ratio corresponding to é nominal
duration T, a system constant. If T is the actual
duration, |

b = %p (7.4)

and the speed relative to T is

S(p) = . ) (705)

Thus in both the ARQ system and the variable-duration

=i

system, s(p) is the average number of output symbols
generated in 7T seconds and 7.1 applies. As a function
of p, the error rate of the maximum-likelihood system
may be found on the C{p) characteristic in Chapter 6 as
Glp) = c(p) . (7.6)
To facilitate the comparisons of this chapter

it has been assumed that a perfect return channel

exists so that a, = i and Br = 0 and
+B
s(p) = °s (2 By) (7.7)
v—(v-af)(an+B ) ° )
£ £

All of the retransmissions are due to erasures
detected at the output of the forward channel. In

this condition the ARQ error rate may be defined as
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B

AP = s = B : (7.8)
the prqportion of.incqrreqt symbols in the ARQ qutput
message. This function represents the message quality
more expliéitly than the error rate plotted by Van
Duuren (57), who calculates the ratio of incorrect
outputs to the total number of transmitted symbols,
a figure which is lower than CA(p) by a factor of
s().

Relative to the performance obtained in prac-
tical systems, the error rates defined in Zquations
7;6 and 7.8 are unrealistic in two respects. They
depend upon a hypothetical means of adjusting the
duration of the signal elements in the maximum-~
likelihood system and they fail to account for the
effects of noise in the refﬁrn channel of the ARQ
system. If there were noisg in the return channel,
the relative speed of the forward channel would be
lower than it is under the assumed copditions and
the effective signa}—to—noise_patio wou;dlbe higher.
The maximum-likelihood error rate would, therefore,
be lower than the value_obtained_when the return

channel is perfect. The ARQ error rate would, on
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the other hand, be higher* because some of the
correctly detected symbols would be diverted to
superyise retransmissiququer the return ghannel.
The assumption of a perfect return channel, therefore,
mgkes the ARQ system appear more favourable relative
to a maximum-likelihood system than it is in a practi-
cal situation. Itvis“the mgximum-likelihood system
which is overrated, however, by the assumption that it
adjusts its element time duration to match the maxi-
mum~likelihood transmission rate to the ARQ output
rate. An important attragtion of the ARQ system is
its easily implemented means of adjusting the relative
speed. In this chapter, the ARQ error-rate curves
represent the characteristics_of a practical system
while the maximum-likelihood error rates indicate
what might be achieved if an adaptive mechaniom were
availabie. The‘pogsibility of developing one is
discussed in Section 7.3.

From the point of view of an external observer,
there are four variablgs involved in a pomparison of

the two systems. TFor a given type of fading and phase

* The general formula for C;(p) is:

By

af(ar+Br)+Bf
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information, the quality of the channel is measured by
03 the independent variable of the comparison. The
dependent variables are QM(p) and CA(p); the two
error rates and s(p) which indicates the speed at
which messages are produced. Another variable is
v, thg numb e1r of symbqls in_the ARQ-system repetition
cycle., It is not directly observable outside of the
system but it may be set independently of p and it
has an important effect on the relative performance
of the two systems. For the most part, the material
of this chapter pertains to ARQ systems with a four-
symbol repetition cycle because this is the length
most common in practical applications. Figure 7.3
illustrates the relétive speed of such a system at
a non-coherent receiver of non-fading signals.

Figure 7.5 compares the error rate of this system
with that of a maximum-likelihood system. The
Qﬁ(p) characteristic has been obtained, according
to Equation 7.6, from Curve f in Figure 7.4, which
gives p and from the C( p) curve of Figure 6.7.

Two important aspects of the data in Figure 7.5
are the difference inn shape of the two curves and
the fact thgt they cross at a signal—tq—noise ratio
of approximately 9. For lqwer values of p, the
maximum-likelihood system offers gefter performance

than the ARQ system. For higher signal-to-noise
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ratios, the ARQ system is preferable. Under very
good channel conditions, the noise is only occai-
sionally strong enough to prevent the detection of
a correct symbol. It is only when one of the in-
frequént erasures appears that the ARQ s&stem
initiate; a.retrgnsmission. In this way itvuses
additional energy only when the channel demands it~
and this efficignt operation at high values of p

- leads to an error rate which asymptotically
approéches B(p). In the maximum-likelihood system,
the energy is distributed uniformly over all of the
message symbqls, but the incremental energy per
symboi due to repetitions in the ARQ system becomes
negligible as p increases. Under very good channel
cond%tions, P~ p and QMQ,) asymptotically approaches
c(p). »

At lower signai-to-noise ratios, on the other
handi effectively strong~nqise'samples occur more
consistently. A high proportion of the symbols
transmitfed by the ARQ system are detected as
erasure§>or are ignored by the detector because they
are part of a block of fouf symbols beginning with
an erasure. Although the received signal contains
useful information about these symbols, the detector
makes no use of this information when it requests

their retransmission, The energy used to transmit -
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them is wasted. In the maximum-likelihood system
all of the energy associated with a symbol is utilized
by the detecto?. As the signal-to-noise ratio falls
and the slope of the relative-~speed curve becomes
sigqifigant, thg energy per»symbol in thebﬁaximﬁm—
likelihood system rises steeply. The result is a
>very low maximum-likelihood error rate over a wide
range of signal-to-ntoise ratiocs.

Except for the qonqition of virtually no signal,
the maximum—likglihqqd.errorvrate_in’Figure 7.5 does
not exceed the respectable value of .0008., The error-
rate curve of the ARQ system on the other hand rises
monotoniQally with decreasing o to a value at p = O
of 34/35. This is also the maximum-likelihood error
rate when there is no signal but due to the very low
relative speed in this condition, the effective
signal-to-noise ratio is approximately 1,300 times
as great as p., Thus, for p as low as .01 (-20db)
the maximum-likelihood error rate falls to .00006.

For p=.01, the ARQ system fejects almost all of the
transmitted symbols. In its output message 97% are
incorrect. If the ARQ syStem yas an elemeﬁt tﬁans—
mission ratevof'100 bauds the output Fitte qf the

two syszems is one symbol every 90 seconds, a speed
which is unacceptable in most telegraph applications.

In situations where there is a use for messages
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produced at this rate, very reliable communication may
be obtainedwith & maximum-likelihood system. An ARQ
system is worthless invthe low signal-to-noise ratio
environment, however, due to its very high error rate.

Practical systems»may be judged on their ability
to meet minimum speed and maximum error rate speci-
fications., If the lowest tolerable speed is equivalent
to a relative speed less than 0.9 [the value of's{p) corres-
ponding to the cross-over signal~to-noise ratio of
Pigure 7.5], and the highest allowable error rate
exceeds 0.0008, the maximum-likelihood system is
able to meet the performance specifications over a
wider range of channel conditions than the ARQ system.
For high-quality chamnels (p > 9), the ARQ system
offefs the better results but both systems meet the
speed and error requirements. The greatest advantage
of the maximqulikelihood system is realized when the
signal-to-noise ratio is between -20db and +6db,
Qver-this range, the relative speed rises from
»00075 to ,219 while the error rate is neglible

(lgss than 10_7

, one error in 10 million symbols).

The ARQ error rate is néver less then .06 at these
signal-to-noise ratios, Section 7.3 contains a more gan-
enzl -discucsion of attainable maximum-likelihood

characteristics.

In order to demonstrate the effects of the
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repetition~cycle length, Figures 7.6 and 7.7 present
the speeds and error rates for several values of Vv
un@er the prqpagatiqn qqnditions (Case 5 in Table 3.7).
pertaining to Figures 7.3, 7.4 and 7.5. In Figure 7.6,
the relative-speed characteristic for vV = 4 is identical
to Curve £ in 7.3 and the characteristics correspond-
ing to other values of Vv have similar S-shapes, For
low signal-to-noise ratios, s(p) is approximately
proportional to 1/@. For high values ofp, almost
every error initiates one and only one repetition
cycle so that the relative speed differs from unity
by approximately v times the probability of erasure.
Thus for p high,
s(p) ~ 1-v[A(p) - B(p)] .

The error rate of the ARQ system is independ-
ent of V and depends only on A(p) and B(p) in Figure
6.7. The speed of an ARQ system varies with the
length of its repetition cycle; the error rate is a
function only of the channel signal-to-noise ratio.
The quality of maximum-likelihood output messages
varies inyersgly with_speed anq'thus improves as Vv
ingreases. For low values_of_p,ﬁ is approximately
proportional-tO'vpand the error-rate curves are
roughly_parallel and separated from the v=1 curve
by 10 logv db in the horizontal direction. At high

signal-to-noise ratios, D ~ P regardless of V so that
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all of the curves approach C(p). The value of p
for which both systems offer equal performance is an
increasing function of v.

Figures 7.8 to 7.14 contain performance data for
the seven other prqpagation conditions. In each
figure, the relative speced and the two erfor rates
are.shown as functions of signal-to-noise ratio for
v=4, The curves have been derived from the character-
istics of Chapter 6 and the maximum-likelihood error
rates corresponding to fading channels with low average
signal—to—noise ratios are presented only as approxi-
mate guides to be accepted with caution. As the
relative speed decreases with decreasing p, the
element-duration increases and the assumptions: unaer-
lying the maximum-likelihood characteristics become
vulnerable in one of two respects. For moderately low
values of s(p) (between b.s and 0.1 approximately),
the fading becomes increasingly selective between
elements. The assumption of between-element corr-
elation, a basis of the curves of Cases 2,3, 6 and 7,
thus becomes increasingly untenable and the maximum-
likelihood characteristic of Figure 7.11 or 7.1k
(depending on whether reception is coherent or non-
gohergnt) bécomes increasingly applicable regardless

of the physical nature of the fading.
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For lower relative speeds, a second assumption -—-
that of constant amplitude over the duration of each
element -~ is likely to be violated. Since the validity
of the measuremgnt procedure of Chapter 4 is based on
this assumption, the entire detection problem must
bglrefgnalyzed in grdgpwﬁo provide accurate per-
formance data for a variable-duration system operat-
ing at low speed in a fading environment. An analysis
of this situation, which conforms to a model of signal
qetection in nqn—stationary noise, is beyond the scope

of this thesis.

7.3 Practical application.

section offer a comparison of two means of varying the
symbol output rate of a telegraph system in order to
control the»error rate. The ARQ method is based on
repetition of the symbols detected as erasures by

a binary detector.“~At high signal-to-noise ratios,
its grror~control capability is better than that of
the other technique; its feasibility has been demon-
strated and is verified by its widespread use in
commercial systems, For a given operating speed, the
variable—duration maximum~likelihood method has the
lower error rate at low and intermediate signal-to-

noise ratios. ‘Its advantage is especially pro-
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nounced in extremely adverse conditions. As the
signal-to-noise ratio falls, the quantity of useful
ipfoymgtion_generqted qt“tyeﬂputput Qf_the ARQ system
deminishes rapidly. A maximum=-likelihood system
operating_at thg_same speed as the ARQ gystem pro-
duces high quality messages at signal-to-noise ratios
as low as -20db.

These properties of the two systems suggest
that fhe ARQ system is the one more suited to cable
telegraphy because in most practical situations a
high signalftq-noise ratio can Pe consistently
maintained over this transmission medium. In the
case of hf radio channels, on the other hand, it is
not.unusgal_for”tbe signal-tofnoisg ratio to lapse
tovery low values., This property of the hf channel
implies that the quality of a two-way radiotele-
graph system cquld_be eghapced by the introduction
of maximum-likélihood detectors and a mechanism
which uses information about the condition of each
channel to control the time duration of its cignal
elements. Although the pragtiqal'implementa?iop of
almaximum—likélihoqd detector is a straiéhtforward
matter (L44), the configuration of a practical
variablé—speed mechanism remains to be eséablished.
Further study is required to determine the means of

extracting at a receiver information relevant to the
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state of the channel (43), a means of reliably
communicating this ipformation over the noisy return
path from receiver to transmitter (60), and a pro-
cedure for.using the informatiqn fedback from the
receiver to control the duration of transmitted
elements. Until these teghniques are developed

and their feasibility demonstrated, ARQ signalling,
in spite of its'inferior theoretical characteristics,
will remain more attractive to system designers
because of its established performance.

Although ahdetailed design investigation'of a
variable~duration mechanism is outside the scope of
this thesis, some of the desired properties of such
a mechanism may be discussed in general terms., The
basic system objective would be the maintenance of
a message error rate which does not exceed a specified
limit. Given this limit,e, and the propagation'
conditions under which the system must operate, the
designer may use the appropriate C(p) characteristic
in Chapter 6 to determine the'systém signal-to-noise
ratio, Es , mecessary to achieve the specified error
fate. Thus,

_ e = C(p)) . (7-9)
The quality of the channel is reflected in the value
of p, the average signal-to-noise ratio corresponding

to a nominal duration, T. For the purpose of this
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discussion, T may be taken as the shortest tiame
duration which satisfies the requirements of orth-
ogonality in time (no appreciable interelement
interference due to multipath propagation) and
orthogonality in frequency-(Equation h.h)

Yhen the channel signal-to-noise ratié, D
is_hiéhér than BE' the systgm signal-to-noise ratio
necessary tg meg? thé error~rate specification, the
system may operate at maximum speed (with elements of
T seconds dgration) so that the system signal-to-
noise ratio,ﬁ? is equal top. The system error rate,
CM(p),Aequals, in this situation, C(p), a value lower
than g. Under poorer channel conditions, when p < 58

the element duration mast be extended to
BB
T = 'p—'T (7010)

so that the system signal-to-noise ratio, given in
Bgquation 7.4, is

Po= P . (7.11)
and the error rate is g. The error-rate characteristic
" of a system operating according to this plan may be

expressed as

CM(D) € for p < P

1l
@]

Cy o) {p)y for p > P . (7.12)
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The transmission speed relative to T (Equation 7.5)

becomes
s(p) = £ for p < ES
Pe
s(p) = 1 for p > 7§ . (7.13)

S‘

Speed and error-rate characteristics corresponding to
three pqssible_values cf g are illustrated in Figure
7.15 for the case of non-coherent propagation of non-
fading sigpalst_

The performance objectives proposed in Equations
7.12 and 7.13 may be met exactly only by an ideal
system in which precise information of the state of
each one-way channel is available at its transmitting
terminal. A practical feedback system must perform
three contrcl functionss chammel measurement,
communication of control information and adaptation of
signal characteristics. The first two are inherently
liable to error due to the'rcndomness of the channels
and the design of all three operations must anticipate
and minimize thelharmful>effects of these errors on
system pcrfcrmanccf In addition to meeting this reliability
requircment, a practical feedback systcm must be
economical in terms of the proportion of total
signa}ling capacitY.devoted to the communication of
control infcrmatioh.

One means of realizing the variable-duration
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mechanism would be to organize the measurement and

control functions on the basis of multiplex frames.

If one message in a multiplex group of 24 were

reserved for the transmission of control information,
the capacity of the system to convey telegraph messages

would be reduced by less than 4.2%*; a reasonable price

for the'epror—control advantages.of variable-duration
operation. The variable_which controls the element
duration of éaphAmultiplex frame is the average signal-
to-noise ratio, a statistical parameter of the signal
measure@pnt§‘9btained from the nyatched_filters. Tech=-
niques of pa:amete? estimation may be applied, there-
fore, in order to obtain a measure of the signal-to-
noise ratio by means of computations involving the
336 sigpal‘measurements associated with each multi-
plex frame. A new estimate may be computed after
the reception of each_multiplex frgme and the estimate
may contain information relating to previous frames
if it can be assumed that the average signal-to-noise
ratio varies slowly relative to the frame duration time.,
‘;n order to Qchieve reliable transmission of

control information, the number of possible control

*The effect of this reduction on the performance
characteristics may be accounted for by multiply-
ing the relative speed by .958.
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signals should be restricted. Such a restriction
would permit highly redundant coding of the control
information and insure a very low error probability

in its reception, . especially because the speed of both

channels is controlled in order to maintain a high
effective signalftq~nqise ratio, p. The effects of
the few errors which Would gtil;_occuf in ﬁhe rec—
eption of control information may be mitigated by a
restriction on the maximum allowable change in
element duration from frame to frame.

' The adoption of this type of plan would preclude
the attainment of the perforﬁance specifications of
Equations 7.12 and 7.13. These idealized objectives
have the status of a guide to the shape of the operat-
ing characteristics which must be specified within
the constraints of a practical design. In any event,
the foregoing plan is only a tentative outline; the
formal design of a variable-duration system requires
extensive study. The performance comparisons of
Section 7.2 indicate that the benefits over ARQ
operation to be derived from a variable-duration

maximum-likelihood system justify this further effort.
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CHAPTER 8 : MAXIMUM LIKELIHOOD DETECTION OF FIXED-

RATIO CODES

Maximun-likelihood detection of symbols repre-
sented by a fixed-ratio code may be viewed as an ex-
tension of the detection procedure described by Silver-
man .and Balser in their paper on Wagner codes (51).
The fixed-ratio code constraint implies that the
identity of each maximum-likelihood output symbol
may be determined from the relative magnitudes of the
binary lilkelihood ratios; the detector is not re-
quired to compute and comparce the symbol likelihoods.

The present chapter is a mathematical presenta-
tion of the properties of the maximum~likelihood de-
tector applicable to a general fixed-ratio code.

The decision process presented in Section 6.1 (with
reference to the four-outeof-seven code) is formally
shown in Section 8.2 to conform to the maximum-~
likelihood decision rule. In Section 8.3, the gen-
eral formula (Equation 8.10) for the detector error
rate is derived and it is applied in Section 8.4 to
systems operating under the four fading conditions
formulated in Chapter 3. Sections 8.5 and 8.6 pro-
vide the basis of the derivation of the error-rate
formulas given in 8.7 as integral functions of signal-

to-noise ratio. It is these formulas (Table 8.1)
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that have been integrated numerically to produce the
performance characteristics of Chapter 6.

The detection method formulated in this chapter
is described by Barrow (6) who presents a formula
equivalent to Equation 8.10 and performance character-
istics applicable to detectors operating at coherent
receivers.”v Rosie(44) has developed a practical detec-
tor of symbols represented by the two-out-of-five code.
The principal contribution of this thesis to the sub-
ject is an extension of the detection principles to
the case of non-coherent reception. For this situa-
tion a square-law approximation (13) to the theoreti-
cally precise likelihood statistic is adopted (in

Section 8.5).

8.1 Notation and assumptions

Message symbols are represented by an n-element
binary code which is constrained such that the code
sequence for each element has m ''ones" and s = n-m

"zeros™". The alphabet of symbols

X Xir Xgr eeey Xy

i

has therefore,

2

M =

(8.1)

members., The sequence of elements in the binary code
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word for Xi is

bii bi2 "e bin

such that

n
) by = m . (8.2)
k=1

Each code element causes a two-tome modulator to
generate a signal element of T seconds duration,
The binary signal elements have equal energy and are
uncorrelated. They are transmitted over a high-
frequency radio path characterized by amplitude fading
and by additive white Gaussian noise whose power spec-
tral density is N. The signal-to-noise ratios at

the receiver are

AO-ST AT
Po = —gw- and Py = —gF— (8.3)

where Ao and A1 are the ﬁgplitudes of the signal com-
ponents of the received waveform. At a coherent
receiver, the phase of the received signal element is

a known constant. At a non-coherent receiver it is

a random variable, uniformly distributed over the range
0 to 27 radians. At the receiver, the waveform aséo-
ciated with each transmitﬁed element is processed so

that two data -- ao and a, at a coherent receiver and

1

co and c1 at a non-coherent receiver -- are measured.

The set of 2n measurements associated with a telegraph
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symbol is denoted «. The symbol likelihood function
is fi(a), the probability density of a when X, is
transmitted. The likel;hood may be expressed in terms
of the 2n element likelihoods ko(k) and ki(k) (k = 1,
2, ecay 1), which may be computed from the element
measurenents -~ according to Equation 4.8 at a coherent
receiver and 4.9 at a non-coherent receiver. The
symbol and element likelihoods are related through the
code configuration by the formula:
n
£.(a) = @ [kb(k)(l'bik) + Al(k)bik] .

k=1
(8.4)

8.2 The Maximum-Likelihood Decision Rule

The decision Yj that XJ is the transmitted symbol
conforms by definition to a maximum-likelihood decision

rule if fj(ﬁ) is a mozinzl member of
fi(E), fzca), .ouy fM(E) .

If a unit-cost (minimum-symbol-error-rate) fidelity cri-
terion is adopted, this is a Bayes decision rule rela-
tive to the uniform prior. probability function.

If Yj is a maximum-likelihood symbol, then

£ _ n (k) 9 (k)
: (Q) _ o Ao (1 bjk) + Ay bik > 1 (8.5)
it k=1 Ao(ia(l‘bik) * ki(k;ﬁbik B
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for i =1, 2, ..., M. Each of the n factors in this

product may be expressed in terms of the likelihood

ratio
>\ (k)
1
Lk = A (k) !
(o]
in the following manner:
() () = Lk if bjk=1 and bik=0
A (1-b.. ) + A b.
) 4 1(k) = =1 A by = byy
C J i
ko (1-bik) + Al b )
=1 if bjk = 0 and bik=1

(8.6)
Because an equal number of '"ones" and "zeros!" must be
inverted if the code sequence of Xi is to be trans-
formed into that of ij Equation 8.5 is the product

for each i of an equal number of L. and 1/Lk factors.

k

Wherever Lk appears, bjk=1 and wherever 1/Lk appears

bjk = 0. The inequality in 8.5 will always be satis-

fied, therefore, if Y& is chosen such that bjk:l for

the m values of k corresponding to the m highest values

of Lk'
The output of a maximum-likelihood detector
depends, therefore, on the ordering of the.Lk rather

than their actual values. If ik is a monotonic func-

tion of Lk’ the ordering of the n values of ik will be

identical to that of the likelihood ratios themselves
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and the detector may thus operate on the set of ik
rather than on the likelihood ratios explicitly. This
argument confirms, thereirore, the specification in
Sections 6.1 and 6.2 of a maximum-likelihood detector
as a device which calculates from the n pairs of mea-

sured data, the n numbers f., which have the same order

k
as the set of binary likelihood ratios. It decides
that the transmitted symbol is Xj such that bjk=1 for

the m highest values of ﬁka

8.3 Probability of Error

In this section, the general formula for the pro-
bability of error of a maximum-likelihood detector
of fixed-ratio codes is derived. Equation 8.10 is
a function of the two element signal-to-noise ratios,
Py and Py which are parameters of the conditional
probability densities Fo(u) and Fi(u). For each
element, the likelihood statistic ik is a random vari-
able‘which depends on the specific noise waveform en-

countered. The statistical properties of L, are re-

I
flected in the functions Fo(u), the conditional pro-
bability density of the event ﬁk=u when "zero" is
transmitted and Fl(u), the probability density that
ik=u when "one'" is transmitted.

Correct detection of a telegraph symbol depends

on the order of the n values of ik associated with the
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symbol, If the m '"ones" in the code word of Xi’ the
transmitted symbol, are associated with higher values

of ik than of any of the s "zeros!", the correct deci-

gsion, Yi will result. The lowest ik associated with

a "one" must, therefore, be greater than all of the

A

Lk associated with "zeros'. If the value of the lowest

iy associated with a “one'" is denoted T, the probabil-
ity that at least one of the m "ones" will result in
T is

mF1(T)dT . (8.7)

For ecach'zero" the probability that £, < T is the

cunitlative distribution function
T

I Fo(u) du

-0

and the joint probability that all s '"zeros'" generatec

values of ik < T is

T S
[ rytwau] . (8.8)

The joint probability that the other m-1 "ones'" have
-~ > .
Lk 2 T is

-1

L
A du]m . (8.9)
T
A correct result requires the coincidence of the
three events: a) I, = 1T for one of the "ones"

(probability given by 8.7), b) ik < T for all of the
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Nzeros!" (probability given by 8.8) and ¢) ﬁk > T for
the other m-1 "ones" (probability given by 8.9). The
joint probability of these events is the product of
their individual probabilities. Since the correct
symbol is detected for any real number T which is the
lowest ik associated with a transmitted "one', the
probability of correct detection is the integral of

this product over all real numbers and the probability

of error is
@ T s
C(Po,pi) = 1-J mFi(T)[f Fb(u)du] X
[I Fi(u)du]m-l dt. (8.10)
T

The signal-to-noise ratios appear in the right side
of 8.10 as parameters of F, and F, and this formula
may be applied to any type of fading and any additive

noise which is independent from element to element.

8.4 The Influence of Fading

When the received signal is subject to fading,
C(po,pi) in Equation 8.10 is a random variable whose
nature depends on the statistical properties of Po
and Pye " The average error rate is the expectation
of 8.10. When there is no fading, the signal-to-noise

ratios are equal constants, Py = Pq = P, and Equation



8.10 may be applied directly. Thus

csteady(p) = C(p,p) , (8.11)

Under the three conditions of amplitude fading;
p is the mean value of the random variables Po and Pq-
It is the statistical average of 8.3 when Ao and A1

are Rayleigh-distributed random variables with nmean-

square value S. Therefore,
o = % : (8.12)

In the derivations of the error-rate formulas, the two
instantaneous signal-to-noise ratios are best expressed

in terms of the normalized measurements vo and v1 as

= - X 2
Po = =PV, and p, = dpv, . (8.13)

The probability densities of Vo and v, are.

p(vo) = v, exp(—%voz)

and p(vi) v, exp (—%viz) . (8.14)

8.4.1 Slow Fading

When the fading is slow, Po and Pqs parameters of

8.7, 8.8 and 8.9, are constant over each symbol. For
flat fading Po = p1 and the average error rate is
-}

Co1at(P) = I v exp(-3v®)c(dpv®, }pv3)av
o
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(==}

= f v exp(-4v3)cC
o

1 2
steady(gpv )dv . (8.15)

In the event of selective fading, Ao and A1 are sta-

tistically independent and the joint probability den-
sity o,f‘vo and vy is the product of the two formulas
of 8.13,

P(Vo’v1) = VoV, eXp[—%(v02+v12)] , (8.16)

so that 8.10 must be averaged with respect to each of

the two random variables. Thus,
== Y -]
- _1 2 2
Csel(p) - f J voviexp[ 2(Vo Vi )] x
o o
C(%pvoz,%pvlz)dvodv1 . (8.17)

8.4.2. Fast Fading

Under this condition, the signal-to-noise ratios
assume independent values for each of the n signal
elements, Because the integral of 8.10 may be viewed
as the product of n factors, the signal-to-noise ratio
parameter of cach factor is a random variable indepen-
dent of the other signal-to-noise ratios. The average
value of 8.10 may be derived, therefore in terms of
the average valucs of its n factors. For this purpose,

an average conditional probability density function,

o

F, () = [vexp (-3v?)F (mar , (8.18)
o
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nay be defined. Its parameter is p, the average signal-
to-noisc ratio when the paramcter of Fl(T) in the inte-
grand of 8.18 is given the value #pvZ. Fo(u) may be
similarly defined and the average value of the inte-
grand in 8.8 may be derived and expressed in terms of

F;(u) in the following manner:

«©

T
f v exp(-%vz)[foo Fo(u)du]dv =

o

T @
im [Io v exp(-%vz)Fo(u)dv}du
T

L}

Iw F;(u) du .

In the same manner, the avefage of the integral (in

8.9) of Fl(u) may be expressed as:

«©

f Fl(u)du.
T

Thus for fast fading, the symbol error rate is:
i T s
Cp oy (P) = 1- L o (7) [L F (wdu] x

« n-1
[IT'FI(u)du] at . (8.19)

8.5 The Likelihood Statistic ik

The error-rate formulas derived in this chapter are
applicable to detectors which perform the data prv€essing

operations specified in Section 6.2. At a coherent



receiver,

(8.20)

]
1l
o

i
o

is computed although it is an optimum liltelihood
statistic only when the attenuations of the two signal
elements are egual. When there is selective fading

ﬁb is best computed as

(A,a,-p,) - (fgig‘po) (8.21)

N N
which requires knowledge of the values of the random
variables Ai, Ao, Py and Po which are measures of the
state of the channel. If these measures-wére assumed
to be available and 8.21 computed; the error rates
under the conditions of both fast and slow selective
fading would be lower than those derived in Section
8.7.

At a non-coherent receiver,

IA101 QAoco !
log L, [103 I, (—g—)- lpl]-[los‘lgf N'w)ulpd]

(8.22)

is an optimum lilzelihood statistic and the adoption of

is based upon the assumption of equal Ao and A, and the

o S
approximation of log I (X) by %- (13).  The validity

of this approximation may be evaluated from the series
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expansion for I (X):

(o]
2 1 X22 1 X2 3
I (x) =1+ X 4 (=) + (+=)° + ...
°© i (21)3 i (31)3 L
< 1 2i
= 1 + ( ) e
if’i (11)? Eﬁ_

This may be substituted in the series

2 v2 y4 -
log (1+y) = y - %— + 3— - E—'+ e
which converges for [yl < 1. The result is
' 6 8
11
log I_(X) = F O -3+ I - e+ LLL), (8.23)

a series which converges for |X| < 1.8.
Equation 8.23 may be used to demonstate that

R4c BAc

1 (o)
log IO( i ) - log I ( T )
. RAc
is very nearly proportional to Lk when i and
$Ac
i ° are low. Both of these statistics are consistent-

ly close to zero when the signal strength is weak and
it is in this condition that the system is most sus-
ceptible to error. The choice of c12—c02 as a like-

lihood statistic insures, therefore, that the detec-

tor's performance approaches the optimum when the pro-

pagation conditions aré poorest.
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8.6 The Conditional Probability Densities

In order to express Bquation 8.10 as an explicit
function of p,and Py it is necessary to derive the
conditional probability density functions of the like-~
-

lihood statistics. Although a,-a_ and ¢ 2 . ¢

1 1 ‘0

are the data-processing operations specified for a
practical detector, it is more convenient mathemati-
cally to work with the normalized measurements defined
in Equation 5.k. If all of the physical measurements

-3
are weighted by the normalizing constant (NT) ¢, the

error performance of the detector is unaffected.

8.6.1 Coherent Receiver

The normalized likelihood statistic,

o = (N7F (a,-a) (8.24)

is a normal random variable with unit variance.

For <the condition ''zero" transmitted, the mean value
of a is -JE: and when Yone' is transmitted, the mean
value is;/E;. The conditional probability densities
at a coherent receiver are therefore

1

G (a) = —J;__—T; exp [-F(a+/p )?]
and G (a) = . exp [-3a-yp?] (8.25)

VT

The integrals in 8.8 and 8.9 may be expressed in terms
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of the function ®(x) defined as:

o(x) = i J exp(~3t°)dt (8.26)
2n x

which is related to erfc(x), the complementary error

function (1) by

(x) = 3 erfec (Z) . (8.27)
[\ 2 7z

The integrals of Go and G1 are
T
I G (u) du p(-t-/p_ )
-0 °

it

-}

and I Gi(u) du
T

m(T—JEI) (8.28)

so that the general error-rate formula for a co-

herent receiver (except when there is fast fading) is

(=]

Clp,rp,) = i- ;%% Im exp[-%(r-Jﬁz)EJ X

0 (-T~J3:) @m“i(r-dﬁz)dr (8.29)

in which @i(x) denotes [@(x)]%

8.6.2 Non-coherent Reception

In this case, the normalized likelihood statis-

tic 1s
= o - '3
'Y = I (04 . C ). (80 O)
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The conditional probability densities of the normalized
measurements Yo and Yy, are the Rice probability den-
‘sities listed in Table 5.2. The probability density
functions of Mg = Yoz and My = Yla may be derived

from the formulas of Table 5.2 by means of the general
rule that q(y), the probability density of y = x°,

is related to p(x), the probability density of x,
through

aly) = —— 05 . (8.31)
2/y '

The probability density of u., when "one!" is trans-

1

nitted is, therefore,

exp (-ul-pi)Io(Zvulﬂi) for p, >0 (8.32)
and that of “o is
exp (-u.) for u > 0 (8.33)

so that the joint conditional probability density

functiop of these independent random variables is
hy (0 auy) = exp(-uo-ui-pl)IO(ZJEZE;)
for both u  and p, > 0
hi(“o’“l) = 0 for either p or p, < 0 (8.34)

The conditional probability density of y = My-Hg
is the integral of hi(uo,uo+y) over all possible values

of Mo The function h, has value zero except when
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both its arguments are non-negative. Thus its inte-
gral is
©
H (y) = IA exp(-zuo-v-pi)Io[aJEITE;??)] au
| (8.35)

in which A is the lowest value of H, for which u_ and
Y+, are both non-negative. For y > 6, A= 0 and for
y< O, A= —y. Equation 8.35 may be developed by a
change of the variable of integration to t = 2/i_Fy

and the expression of the integral in the form:

-~}

H (y) = %exp(Y—%pi)f ot exp[-3(+2+p,)1T_(4/p;) dt
2/ Ry
= dexp(y-3p,) QWo , 2/B+y) . - (8.36)

The Q function is related to the cumulative probabil-

ity function of the Rice distribution and is defined

by

Q(x,y)= f t exp[~-3(t®+x®)] Io(tx)dt . (8.37)
Yy

~ It has been published in tabular form (31). Sub-
stitution of the appropriate values of A in 8.36 and

application of the identity Q(x,0) = 1 yields

H (y) = % exp(-2p,) exp(y) Q(/p,, 2/y) for y > 0

H, (y)

3 eXP(—%pi) exp (y) for y < O..
| (8.38)
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A similar derivation results in the probability den-

sity of y under the condition "zero! transmitted,

Ho(y) %exp(—%po)exp(-y) for y > 0

gexp(-%p Jexp(-y)QWe , 2/-y) for y < O.

H_ (y)

(8.39)
Figure 8.1 shows Hl(Y) as a function of y for three
values of the parameter p,. When p_ = p,, Ho(Y)
is symmetrical about y = O to Hl(Y)'
In order to consolidate the expressions to follow,

the function 06(x,y) may be defined as

8(x,y) = Q(/3%, J/By)-texp(-dx+y)QWX, 2/7)  (8.%40)

The integrals of Ho(Y) and Hl(Y) are

@

JT Hi(y)dy = G(DI,T) for 7 > 0
= 1-%exp(—%p1+r) for T < O

and

T

I H (y)dy = 1i-exp(-%p -T) for T > O

Jo © o =~
= G(po, -T) for T < O, (8.41)

Substitution of expressions 8.38 and 8.41 into Equa-
tion 8.10 yields the general probability-of-error for-

mula for non-coherent reception
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C(po

o
10q) = 1"mf %eXP(—%91+T)(1~%eXP(-%pl+r)]m'1es(po,-r)dr
-
[--]
-m| Fexp(~Fp,+1)Q(/B;,2/T) [1-Fexp (-3p -7) 15X
o

X em"i(pl,r)d'c (8.42)

Equation 8.42 may be written as the single integral:

]

-1
Clp,rpy) = 1-4m exp(-%pl)j {exp(—T)[1—%exp(—%p1-7)]m X
o

X Gs(po,r) + exp(T) QCJEI,ZJ?) X

x [1-exp(-3p-1)1% 6" (p,,T)} dav . (8.43)

8.6.3 Fast Fading

Eqguation 8.19 is the basic error-rate formula for
the fast-fading condition. The terms of the formula
are integrals of the probability density functions of

the likelihood statistics. At a coherent receiver the

terms are

Gi(T) = (1-62){ Jéﬁ exp (- %~)+TB@(—TB)exp[-%Te(l-Ba)]},
T
IQ ﬁ;(a)da

1}
It

w(-7)+Bo(th)expl-4t® (1-B%)]

= ql(-r)
and ©
G, (a)da
15

2(7) +8p (~18) exp[-372 (1-82)]

= q,(T) (8.4k)
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in which the notation qi(T) is introduced for the pur-
pose of abbreviation and the average signal-to-noise

ratio p is expressed in terms of the parameter

g - b (8.45)
N2+p

In the case of a non~coherent receiver all of

the terms of 8.19 are exponential functions:

i - =i [_ __1:__]
H (1) = 575 °Xp| - T35 for v 20
1
= 355 exp(T) for y < O
T
I H (v)dy = 1 - 1 exp(-T) for T >0
= %%% exp[T%E] for T <O
[+
— _ 1+p [ T ]
IT Hl(Y)dY = Tp oXP|- Trp for 7 >0

It
!

st exp(t)  for T < 0 (8.46)

8.7 The Error-Rate Formulas

The probability of error associated with a speci-
fic propagation condition is derived by substitution
of the probability demsity functions of Section 8.6

in the appropriate formula in Section 8.4.



8.7.1 Coherent receiver, no fading (Case 1)

-]

c,(p) = 1 - =S| exp|-3(v-/5)? [o°(-t-vPIo™ (z-V/F)aT
1 »\/‘.5:1?1‘“ [2 ]

(8.47)

8.7.2 Coherent receiver, slow flat fading (Case 2)

Cz(p) = 1 - I v exp(-%vz)cl(%pvz)dv (8.48)

(==

8.7.3 Coherent receiver, slow selective fading (Case 3)

To derive the error probability for this condition,
the order of integration has been changed from that
indicated in 8.17, which implies integration(of Equa-
tion 8.29) with respect to T to find C(%pvoz, tov,®)
followed by a double integration with respect to Vo and

v, - On the other hand, the factors of 8.29 containing

p. and p, may be integrated separately:
o 1 p
=<}
qz(r) =] v exp(-3v?)® (-1-v/Ep) dv
o
[++]
qB(T) = v exp[—%ve-%(T—vdgp)z]mm—i(r—vd%p)dv

‘o

(8.49)

The product of these functions is integrated to produce

the probability of error

w

L g . m . ]
Cytp) = 1 mim ay(T)ag(r)aT (8.50)
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which is, effectively, a double-integral expression.

8.7.4 Coherent receiver, fast fading (Case &)
[+-]

1
exp(-317)

ey (0 = 1-4(1-89] { —

+ B (-8) exp| -37° (1-8)%) [} o, 5(-1)q," *(m)ar
(8.51)

in which qi(r) and B are defined in Equations 8.44 and

8.45, respectively.

8.7.5 Non-coherent receiver, no fading (Case 5)

C5(p) = 1-#m exp(-4p)| {exp(-1)[1-Fexp(-3p-7) 1" x
. _
8% (p,T)+exp(1)Q/P, 2/T)[t-exp(-3p-1)]° x
em-i

(p,t)} dt (8.52)

8.7.6 Non-coherent receiver, slow flat fading (Case 6)

[+

C6(p) = 1 = IO v exp(—%vz)cs(%pve)dv (8.53)

8.7.7 Non-coherent receiver, slow selective fading

(Case 7)

As in Case 3, the triple integral implied by
Equation 8.17 may be reduced to a double integral by
means of a change in the order of integration. In

this case, it is the factors of 8.43 which are inte-
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grated separately. The expressions

<]

2 -1

qq(T) = exp(—T)j v exp[-3v3(1+%p)]l1-Jexp(-T- ﬁ%—)]m dv

o
and ©

2
pv s

q-(T) = exp(T) v exp(-4v®)[i-dexp(-T- )]® av
> f : (8.54)

are exponential functions contained in the double-

integral formula:

[==2--

C7(p) = lmj f v exp(- 1v2)fq (1)0%(Lpv?,7)

rag () exp (-23) Q(w/F5, 2/7) 6™ H(Fov?, 1) } avar .

(8.55)

8.7.8 Non-coherent receiver, fast fading (Case 8)

For any m and s, the error rate may be expressed
asan algebraic function of p which is derived from the

following integral of weighted exponential functions:

CS(Q) = 2+p f {E%}%] exp[ =T 1+p][

exp(-T)]

m-1

S
+ [322] em[- ZE1 - g exo(-m) ] Jat (8.56)




TABLE 8.1

ERROR PROBABILITIES OF THE FOUR-OUT-OF-SEVEN CODE

Ci(p)
Cz(p)
03(p)

Cs(p)

«

s A f {exp[-3(t-v/p)? Jrexp[-3(t+/D) 21 o (-1-v/7) 1Paz
Vet o
j v exp(—%vg)c1(%pv2)dv
o - .
lj: 3 . 3
- —=— ] g, (Mg (1)1 + [g,(-T)q,(-1)]1%}d7
o fo 2 3 2 3

i (1-B?) 2 exp (-31%)+71B[i-20(7B) Jexp[-47°2 (1-B2) 1} x
e o)

X [qi(r)qi(—r)la dt
1-2eXP(—%p)f lexp(-T)+exp(T)AWP, 2/T) [ 1-exp(-Fp-1)1° X
[}
x 8% (p,T)dT

continued ..,

0€?2



Case 6 :

Case 7 :

Case 8 :

C6(p)

07(9)

TABLE 8.1 (continued)

[+

f v exp(-%vz)cs(%pvz)dv

o

1- zf f v exp{- _..)e ($ov®, 1) exzj:(jE) ) 3;::3(531) .

3exp(-3T) exp( k1) [1 _ 3exp(-1) . 3exp(-27) _ exp(-37) X

4+6p - +-6p 2 % p B-+ Bp- 7 8 + 12p

X exp&u_ﬂﬁi}Q(%J§5,2J¥)} dvarc

M1+ gj i 3 [ 1 i
- bL2+p {'F Lip 2+p[5+p * 5+29] (2+p)2L 6+2p T 6+3p]_

1

(2+0)°

7+3p 7+40]}

1€%
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CHAPTER 9: CONCLUSIONS

Three approaches to the telegraph-detection pro-
blem are reported in the earlier chapters of this
thesis: 1) a computer simulation of four detectors,
2) a presentation and assessment of binary-detector
and maximum-likelihood-detector performance character-
istics and 3) a study of the feasibility of develop-
ing a variable-speed feedback mechanism. Lach of these
investigations has resulted in preliminary conclusions
and each requires further attention if its practical
significance is to be fully understood.

The simulated telegraph system has been devised
in order to demonstrate the configuration omd perform-
ance of the minimum-risk detector and to compare it
with other telegraph detectors. The cost matrix of
- the minimum-risk detector takes into account the serious
effects of control-symbol errors on the legibility of
detected messages, Although the minimum-risk output
messages of Appendix B appear equally legible as or
more legible than the corresponding outputs of other
detectors, the initial conclusion of the simulation is
that the computational complexity of a minimum-risk

detector precludes its adoption in most practical

situations.
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A formal verification of this conclusion reqguires
a consideration of specific practical circumstances
and the performance of a series of subjective tests
designed to evaluate quantitatively the relative
merits of the detection methods. Such tests could
possibly establish the desirability of a minimum-risk
detector in certain applications. They could also
lead to modifications of the Iremwsawt=tretelepese-cssnisnc
cost matrix of Section 5.1. The simulation method
of Chapter 5 is thus presented as an instrument to be
used in further studies of the results obtainable
from the formulated detectors and in other investiga-
tions where an examination of possible detection
results is sought prior to the physical constructiqn
of an entire system.

The most practical proposals of the thesis stem
from the maximum-likelihood error-rate formulas de-
rived in Chapter 8. The performance characteristics
of Chapter 6 have been calculated from these formulas
and they indicate the advantages offered by maximum-
likelihood detectors of symbols represented by the
seven-unit code. Where the five-unit code is used,
conversion to the seven-unit format and the intro-
duction of maximum-likelihood detectors would enhance

the quality of detected messages and extend the range
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of signal-to-noise ratios which admit reliable commu-
nication. The effects of signal fading on detectabil-
ity are influenced by the organization of message-
multiplex schemes. When maximum-likelihood detection
is adopted, the most harmful effects are caused by -
completely non-selective fading. The greatest immunity
to this type of fading is achieved when the 14 time-
frequency regions associated with each message in a
multiplex system are as widely dispersed as possible

in both time and frequency.

Because the propagation conditions encountered by
Physical systems often differ significantly from any
which have been formulated mathematically, the per-
formance improvements indicated in Chapter 6 must be
verified by experiments with ecquipment operating in-
realistic conditions. In an experimental program
currently in progress, a pair of matched filters and
a data-logging system have been developed to perform
the measurement role of a telegraph detector. The ¢ om=—
putational role is performed by a digital computer so
that any one of several decision rules may be readily
implemented. The aim of the experiments is to compare
the performances of binary and maximum-likelihood de-
tectors operating on physical signals and thereby to
test the validity of the theoretical characteristics

of Chapter 6.
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The investigation in Chapter 7 of two-way feed-
back systems points to the desirability of developing
a system in which the signal-element time duration
is adapted to changing channel conditions. This
system would incorporate maximum-likelihood detectors
and maintain reliable communication over a consider-
ably wider range of signal-to-noise ratios than ARQ
systems. Preliminary design considerations for a
variable-duration system are presented in Chapter 7
but further study is required to overcome practical
obstacles and to demonstrate the validity of a detailed

degign proposal,
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"Finally. It was stated at the outset, that
this system would not bdbe here, and at once, perfected.
Tou cannot but plainly see that I have kept my word,
But now I leave my ... system standing thus unfinish-
ed, even as the great Cathedral of Cologne was left,
with the c¢rane still standing upon the top of the une
completed tower. For small erections may be finish-
ed by their first architects; grand ones, true ones,
ever leave the copestone to posterity. ﬁeaven keep
me from ever completing anything. This whole book is
but draught «~ nay, but the draught of a draught.

Oh, Time, Strength, Cash, and Patiencel"

from "Moby Dick" by Melville
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Appendix A

The Cost Matrix of Section 5.1

1. Xi(transmitted symbol) and Yj(received symbol)

are identical.

2. X, and Yj are both printed characters (ifj).

C..=1.
1]
3. Xi is printed character.
a. Yj is carriage return.

The beginning of a line is overprinted
with the symbols following the inserted carriage
return. If the insertion may occur at all positiomns
on the line with equal probability, half of the line

will, on the average, be illegible. Thus

- X
cij = le.
b Yj is line feed.

Although printing continues on a new

line only the transmitted character is lost so that

c.,. = 1.
13
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C. Yj is letter shift.

If teleprinter is in the letters mode
when this error occurs, only the transmitted symbol
is lost. If teleprinter is in figures mode, half (on
the average) of the symbols in the figure shift block
are lost. The probability that the teleprinter is in
the letters mode is
kz_

k2+k.3

The probability it is in the figures mode is

k
—e
k2+k.3
and therefore,
k k
Cc :.—E——._,_.lk—_ ._3—
ij k2+k3 B 3Ak2+k3

d. Yj is figure shift.

The rcasoning is the same as that of 3c.

L, X, is carriage return.
Ae Y\:.| is printed character.

Printing continues in the line's mar-

gin until the margin is exhausted, after which characters
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overprint the last position on the line. The cost is

cij = ki-k4 .

bae Yj is line feed.

The effect is the same as that described
in 4a and

Ca Y.j is letter shift.

Added to the cost described in 4a is the

cost given in 3¢ of printing figure-shift symbols in

the wrong mode. Thus
k3
c.. = k, -k, + 3k, ——vor
ij 1774 3 k2+k3
d. Yj is figure shift.
As in k4c,
kz
c.. = k, -k, + 3k, s——— .
ij 1 4 2 k2+k3
5. Xi is line feed.
a. Y& is printed character.

It is likely that the carriage is at
the left edge of the page and that the preccding line
will be overprinted by.the line of print following the
line feed. In this event both lines are lost to a

rcader and
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cij = 2k1.

b. Yj is carriage return.

The overprinting described in 5a occurs
and

cij = 2k1'

Ca Yj is letter shift.

The overprinting described in 5a occurs.
If a figure-shift block is printed in the wrong mode,
the loss described in 3¢ may be greater than 2k1

characters so that

k3
DA N
2k, K, +K ).

c.. = Max(2k1,
3

+J

d. Yj is figure shift.

The effect is similar to that of 5c.

Thus,
k
2
).

2 k. +k

cC.. = Max(Zkl, 3
2 73

13

6. X; is letter shift.
a. Yj is printed character.

The letter-shift block will be printed

in the wrong mode so that

cij = k2
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b. Yj is carriage return.

The effects described in 5a and 3a
both occur and
- K
cij = Max(kz,gki).

Coe Yj is line feed.

The letter-shift block is lost, Thus,

d. Yj is figure shift.

Here too, the letter-shift block is

lost and
cij = k2
7. Xi is figure shift. The effects are similar to
those of 6.
a. Yj is printed character.
c.. = k
1) 3
b. Yj is carriage return.
— c 1
cij = Max .(1\3, 21{1)
C. Yj is line feed.
c.. =k
ij 3
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APPENDIX B: EXAMPLE OF SIMULATION RESULTS

The following pages demonstrate the results of the sime
ulated transmlseion of an English text through the telegraph
systeﬁ formulated in Chépter 5. The original text, consist=
ing of 1069 teleprinter symbols, is presented‘on this page
and 1s followed by the outputs of the four detectors oper-
ating at signal-to-noise ratios of 2,0, 3,0, 4,0, 5.0 and
6,0, The assumed propagation conditions are constant channel

eattenuation and coherent reception,

TEXT OF THE TRANSVITTED LESSAGE

TELEGRAPHIC COMMUNICATION CAN SE ESTASLISHED USING VARIOUS CODES.
BECAUSE 1T 1S MOST ECONQMICAL, THE MOS5T WIDESPREAD CODE IN
TELEPFINTER USE IS THE FIVE-ELEMINT DINARYe AT SEVERAL STAGES IN THE
DEV.LOPMENT OF TELEPRINTER TECHNIQUE VARIOUS TOPICS WERE TAKEN INTO
CONSIDERATION IN WORKING QUT THE FIVE=CLFGENT CODEe.

THE EAUDOT CODE -WAS CONSTKUCTED SO THAT VOWELS, BEING THE MOST
FREQUENTLY ENCOQUNTEFED, CCULD bE SENT BY THE RIGHT HAND ONLY. THE
sSASIC CRITERION HERE WAS EASE OF REMEMSERING THE CODE.

THE SIEMENS CCDE WAS DESIGNED TO TAKE INTO ACCOUNT THE STATISTICS

UF THE MATTER TO BE SENT, SO THAT THE MOST FREQUENTLY CCCURRING LET-
TERS WERE REPRESENTED B8Y COMbBINATIONS WITH THE LEAST NUMEER OF
CHANGES FROM ONE POLARITY OF CURRENT TO THE OTHER. THIS DEVICE
ENABLED A REDUCTION IN THE EFFECTS OF CHARACTERISTIC DISTORTIONS.
CODED COMBINATIONS MOST SUBJECT TO THIS DISTORTION WERE ALLOCATED TO
THE LEAST FREQUENTLY=USED LETTERS.

EESIDES THE CRITERIA CITED THERE ARE OTHER CONSIDERATIONS IN
DEVELOPING A CODE.
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BASRC CRNTERION HSRE WAS EAKE OF REMEMAERING THE CODEe(

THE SIEMENS CB
FSCBZ.BABTEABPT713836,9:1Ti07s0~
'35~
T 65 Kul
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CHECTOR 02,0
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FREQUENTLY ENCCUNTERAD, COUUD bE SSNT 85 THE CiGHT
HAND ONLYM THE

ASRC CRNTERION HSRE WAS EASE OF REmEM
ERING THE CQDEBB
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ELOCEREEBRUCOSCARDTEUGHLOSCURIBEGESULREIBRRBEULBEOVE DAL BEBRAGEBE S THE
DEeSosprENTeOFeTELSPRIBTER GECeNanue eARIOUEETGEI0U BERGBTAKEBEINTOR
GUESIDEROTHON JoskiIReING OUB ThEBFISE~CZLEeMENT sgaf.co ‘

aME Hedell ooned
.' THe si6MTaHAND, ONLeaM THE §
EiMEsTHEsCCeEas

GEREGRaNaLY ENCCUNS&R&E&&CCUQU
HASKRE Crouilkl(N neiri WAL LALE

THs S1EMENS CB
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T ‘SE NUMeEl s

Chstd TREADRRDLUTCRDERRTOD
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BTLtBeETOBO% CelB2a%e rESce %0383 ~42 pS5o006L P, 0RR3I42584, 68,
«GZajreteng ~ G943,

MAXTVOML T L IHO0D URTEC00R o0=%.0

TELECRAFRIC COMMUNICTION CUN oE ESYRELISIED USUNG VARIOUS CODES.
CECAUSE IT 18 ~MOST EGONMICAL. THE MOST WIDZSHMREAD CODE IN
TELEPRIYTER LISE 18 YHE FLUE-ELEMERT BiINARY. AT SEVERAL STAGES IR THE
DE ELCPHMENT OFLTELSPRINTER TECHHNIGQUE VARIOUS TOPICU WERE TaAKENGINTO
DORSIDERATION INRWORKING OUT THE FIVE-ELEMERT CODRE.

THE BAUDOT COLE WASVCONSTRUCTED SO

THaT VOWELS, BE NG THE MQST
FREQUENTLY ENCOURTERED, COUD BE SSNT &Y THE RIGHT HAND ONLY. THE
BASKC CRMTERIGN HERE WAS EARE OF REMEMBERING THE CODE«

THE SIEMENS CODE Was DESIGNED TO TaxkE InTO ACLOUNT THE STATISTIC%
FSJdE MABTEA3TITRE IBERT 1 T AT, 50
T CS JEIESREFRESENTEDGEY COMBINATIONS WITH THE LEAST NUMBER OF

CHANGZS FRQM CNE POLAN

EQABLED & REDUCTION INTYHBFEEQREUHTONOCHARACTEEFSTICHRSSUERTEONS.
‘LILDbe”r.N#Q{GN“AVOST SUBJAGCT VO THIS DISTORWION WEREPALLOGCATED TO
THE LEASTCFLEQUENTLY-USED LETTERS.

BESIDES THE CRITERIK C
TED THERE ARE CTHE 19, '3+343589%, '8,
+3EIITAEs e « GGeTe
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TELEGRAPHIC CONMUMICTION CUN of ESYSBLISIED USUNG VARICUS CCDES.
BECAUSE 1T IS MOST ECMOMICAL, THE MOST WIRESHREAD CONRE IN
TELEPRIYTER USE IS NHE FIVE-ZLEMENT EINARY. AT SEVERAL STAGES IN THE
DL ELOPMENT OF TELSPRINTER TECHNIQUE VARICQUS TOPICU WERE TAKENGINTO
DONSIDERATION INRWORKIRG CUT THE FIVE-ELEMENT CODE.

THAE EaAUDOT KRODE WAS CONSTRUCTED S& .
TRAT VOWELS. BE NE& THE MOST
FREQUENTLY ERCOGUNTERED, COULD 2E SENT BY THE RICGHT HAND ONLY. THE
EASKC CRNTERICN HERE WAS EASE OF REMENHERING THE GODE.

TAE SLEMENS CONE WAS DESISRET TO TAXE INTY ACCOUNT THE STaTISTICS
FPATHE MARTER TO BE EENTs 19 56-5 583 «9'5 QaliT7.336 9417447,

T 65 WEISSREPRLSENTEDGEY CORSINATIONS WITH T I8 LEPST KUMBER OF
CHANGES FROM GHRE PQLAN

ENALLED A REDUCTION INTYHEFESUERINTORCCRKEAQTEH IRESTIGHG SSPERTIENS .
COBED COMBINATIONS MOST BUEJACT VO THIS DISTORTION WERE ALLUCATED TO
THE, LEASTGFLEGUENTLY-USED LETTERSs

BESINES THE CRITERLIA CETED THERE ARE TTHE :19,°'8¢345589:"uR,
*3a3)905,8 ~ 9943,

VI DVR-RTSR, IETICTOR o=%.0

TELEGRAPHIC COMMUNICTION CUN BE ESYABLISIED USUNG VARIQUS CODES-
BECAUSE IT Is MOST EONMICAL: THE MOST WIDESHREARD

CODE IR
TELEPRIYTER USE 1S NHE FIVE-ELEMENT SINARY. AT SEVERAL STAGES 1IN THE
DE ELOPMENT OF TELSPRINTER TECHNIQUE VaRIGUS TOPICU WERE TAKENGINTQ
DONSIDERAT!ON INRWGRMING QUT THE FIVE-ELEMENT CGDE.

THE ©ALDOT
' GUE WAS
CONSTRUCTED 3G
THAT VOWELS. BE NG THE MOST
FREQUENTLY ENCOUNTERED, COUUD BE SENT BY THE RIGHT HanD ONLY. THE
BASFC CRNTERICN HERE WAS EASE OF REMEMEERING THE CODE.

THE SIEMENS CODE WAS DESIGRED TO TAKE INTO ACCOUNT THE STATISTICS
BETKE MARTER TC BE EENT, SO ThAT THE MOST FREGUUNTLY QCCURRUN
T GS WEIESREPRESENTEDGEY COMEINATIONS WITH THE LEAST NUMSER OF
CHANGES FRGM ONE POLAN
EBAELED & REDUCTION INTYHEFECERCESTOROCTREACTHERSTICHGESTORTCONS.
cob

D COMBINATIONS MOST Su

JACT VO THIS DISTORTION NEPE ALLOCATED TO

THF LEASTGFLEQUENTLY-USED LETTERS.

BESIDES THE CRITERIA C
: TED THERE ARE TTHER CONSIDERETIONSGIN
DEVELOPING A GODE«
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EEGOURERPESCICUNASNILalI0aiCAL, CEHESHGEL T IBDSEREsbulSnisls QODLS .
TELEPRIGTER USE I3 eMHE FIVE-ELEMENT BINORGs AT S5=VERAL STAGES IN THET
DharSOPYERT OFGTEBEPRIETER wfUnNuesE VARIGLHSATORICO HWEREeTAWEREINTD
CONSIDEReTBON INs8WORGING CUT THE FIyi-pL ¥

OFRENBENTLY ENCOUNTEReD, sCOUnDd £E SanT &Y THE olGHToHAHD SRUVQTTHODEE
EASRC CoecLRIGH HeRE WAS £ASE OF REMESRBERINL THE CODEs

THE SIEMENSG CODEDwon DESIGNED TO Taki [KTC ACuGonNT THE S8aTISTICS
FoTHE MASTER TO BE B0NTs %% SU-~g 503 -2%5 0421 7T8-526 Fi1:7 240,80 888
T 85 cEcogREPRESEeTEOBRY COMBINSTIONSsW ! Ta oMb LESST RUMBER (o
CRARGER &RERDUSTIBHLASOTRLOEFEUSTUNDF TOSRROCSIRIBYIGTRISVORVIIGES .
Copad JOMBIMARICES MOST StadesT VO THIS DISTORSIBN WERE=ALLOBATED TG
THEeLEoSTRGBESUENTLY ~USED LETTESS.

BESIDES el CRITERIs CaTED THESE ARE aTHes CORSImcRETIOMSsIN
DEoELOPaeME & B50DE.

PALT UL IKELDICOD DETACTOR pwheO

TELEGRAPRIC COMMUNICTION CAN BE ESTABLISHED USUNG VARIOUS CODES.
EECAUSE 37 IS5 MOST EQONOMICAL, THE MOST WIBESPREAD CODRE IW
TELEPRIYYER USE IS YHE FIVE-ELEMENT BINARY. AT SEVERAL STAGES IN THE
DEVELOPMENT OF TELEPRINTER TECHMIQUE VARIOUS TOPICU WERE TAKENGINTC
CONSIDERATICON INRWORKING QUT THE FIVE~ELEMENT CODE.

THE BAUDOT CODY WAS CONMSTRUCTED S0 THAT VOUWELS, BEING THE MOST
FREQUENTLY ENCOUNTERED, COULD BE SENT &Y THE FIGHT Hawd ONLY. THE
GASRC CRNTERION HERE WAS EASE OF REMEMEERING THE CODE.

THE SIEMENS CONE WaAS DESIGNED TO TAKE INTO ACCCUNT THE STARTISTICS

F THE MARTER TO BE SENT, S0 THAT THE MOST FRESUUNTLY QCCURRING 3ET-
T 65 WERE REFREZSENTEDGEY COMBINATIONS WiTH THE LEAST NUMSiRr OF
ERANCER BRRSEDUOLIBULARI THEQEFEUERENTGFTOMERECTERESTICTBISTORVIOES.,
CODED COMBINATIONS (OST SUBJECT VO THIS DISTORTION WERE ALLOCATED TO
THE LEASTGFRECUENTLY=USED LETTERS.

BESIDES THE CRITERIA CITED THERE ARE QTHER CONSIDERETIONSGIN
DEVELOPING A CCDE.
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ELa ndaed 'Lﬂ.' BAS) ,"ZOP_ L Y :.L“‘:'}
TELEGRAPHIC COMMUNIGTION CAN BF ESTARLISHED USUNG . VARIOGUS CODES.
u,dﬁUSL IT 15 m0O&EY EonOmIfal. Tk 5T HE:ES*?ﬂﬁP CODE I o
ELEPRIYTER USE 1§ NHE FIvE-ZLEM inaEY . AT SEVERA], STAGES IN THE

Dn ELOPMENT CF TELEPFINTER rMCVQIﬁ&” VORINUS TORICS WERE THENGINTO
CONSIDERLGTION INPRORKING QUT THE FIVE~LLEIMERT CODE.

CTHE BAUDCT CODE WaS CONSTRULTED SO THAT VOWELS, EZING THE ™05
FREQUENTLY EHGGUN?ER&? COULD mE SENT £Y THE RIGHT HalD ONLY.  THE
BASRC CRNTERIOMN HERE WAS E£ASE (F REMEMEERING THE (ODE.

THE SIEMENS CODE HAS DESIEGNED TO TAKE INTC ACCQUNT THE STATISTICS

F THE MARTER TO BE SENT. S0 THAT THE MOST FREQUENTLY QCCURRING SET-
T GS WERE REPRESEMTEDUEY COMBINATIONS WITH THE LELST RUMBER OF
EHABLED KREEDUCEILSLABITHECEFUUGRE VCFTGhHQEC$”H”8f1uTP STOBVIOES,.
CODED COMBINATIONS MOST SUSJECT TO THIS DISTORTION WERE ALLOCATED TO

THE LEAST FREQUENTLY~USED LETTERS.

BESIDES THE LRITERIA CITED THERE AAEAQTHEH CONSIDERETIONSGIN
BEVELOPING & CODE.

EONTHU=RT 3K DEVRCTOR omle O

TELEGRAPHIC COMMUNICTION CAN BE ESTABLISHED USUNG VARIOUS CODES.
BECAUSE IT 1S MOST EONOMICAL. THE MOST WIDESHREAD CODE IN
TELERPRIYTER USE IS WHE FIVE-ELEMENT BINARY. AT SEVERAL STAGES IN THE
DE ELGPMENT OF TELEPRINTER TECHNIQUE VARIQUS TOPICS WERE TAKENGINTO
CONSIDERATION INRWORKING QUT THE FIVE-ELEMENT CODE.

THE B8aAUDDT CODE WaAS CONSTRUCTED SO
THAT VOWELS, BEING TRE MOST
FREQUENTLY ENCOUNTERED: COULD BE SENT 8Y THE RIGHT HAND ONLY. THE
" BASRC CRNTERION HERE WAS EASE OF REMEMBERING THE CODE.

THE SIEMENS CODE WAS DESIGNED TO TAKE INTC ACCOUNT THE STATISTICS
FTHF. MARTER TQ BE SENT.: SO0 THAT THE MOST FREQUENTLY OCCURPING SET-
T G5 WERE REPRESENTEDCEY COMBIMATIONS WITH THE LEAST NUMBER OF
CHANGES FROM CNE POLAR

TY OF CURRENT TO THE OTHER. ITHIS DEVICE
ENABLED A REDUCTION IN THE EFFECTS OF CHARACTERISTIC DISTORTICONS.
CODED COMBINATIONS MOST SUSJECT TO THIS DISTORTION WERE ALLOCATED TO
THE LEAST FREQUENTLY=-USED LETTERS.

SESIDES TRE CRITERIA ©
PED THERE ARE OTHER CONSIDERETIONSGIN

i

DEVELCGPING A CODE.
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EEQ&QSEPE&CE&wdQ‘”lbﬁuéuaiﬂﬁhaMTdE$EGL§'ﬁé?ﬁﬁ?ﬁﬁ&ﬁeﬁgﬁiﬁ&ﬁ CUDES e«
TELEFPRIGTER USE 15 oHE FIVE-ELEMENT SINARY. AT SEVERAL STACES IN TheE
DECELOPMERT GFoTELEPRIATER ;z“kaﬁﬁvt VERIDUS TOPICS VEREGTARENGINTO
CONSIDERETION INBWORKING QUT TnE FIVE-ELBMENT CGDE.®

FREQUENTLY ENCGHNTERQD,GCOU$& BE SoesT LY THE PIGH?QEKEQEGNEQT sReE 3
BASGL CRETERIGN HEBRE WeS RASE OF REMEMBENRING THE COGER

THE SIEMENS CODEeWam DESIGNED TO TeKE INTC ACBOUNT THE SeATISTICS

OF THE MABTER TO SE @&NT, SO THAe THE #0ST FrEQUaNTLY OCCURRanNG eETe
T 85 aLcEGREPRESENTEDSRY COMEINeTIONSSWITe THE LEAST NUMBER (9

OE&NBEEQhHBREQHQTEOEA?wT?HG?&LE&BEETSWOC%PH@QtEE%&YQ HESSUORTEENS «
CODal COMBINAGIONS MOST SuaJesT TQ THIS OEST”ﬁ;IBN WEREGALLOGRTED TO
THE LESST @eEQUENTLY-USED LETVERS.

BESIDES THE CRITERIA CeTED THERE ARE OTHE® CONSIGENETIONSSIN
DESELOPING A GODEe '

}&EIEU“«LIKFLI?CGW DETECTOR ps5e0

TELEGRAPHIC COMMUNICATION CAN bE ESTABLISHED USUNE VARIOUS CODES.
BECAUSE IT 1S MOST ECOnNOMICALs, THE MOST WIDESPREAD (ODE IN
TELEPRIYTER USE IS THE FIVE-ELEMENT FINARY. AT SEVERAL STAGES IN THE
DEVELOPMENT OF TELEPRINTER TECHNIQUE VARIOUS TOPICS WERE TAKENMEINTO
- CONSIDERATION INEWORKING QUT THE FIVE~ELEMENT CODE.

THE HAUDOT CODE WAS CONLTRUCTED SO THAT VOWELS, BEING THE MOST
FREQUENTLY ENGGUNTERED: COULD BE SENT BY THE RICHT MAND OWLY. THE
BOASRE CRITERIQN HERE AS EASE OF REMEMBERING THE CODE.

THE SIEMENS CODE WAS BESICNED TO TAKE INTG ACCOUNT THE STATISTICS

OF THE WMARTER TO BE SENT, SU THAT THE MOST FREQUENTLY OCCURRING LET-
T RS Wike REPRESENTED BY COMEINATIONS WITH ThE LEAST NUMBER OF
ERANCES RREEDOSTIBOLARI THECEF EORFENTF TORFRECDEREBTICTHISTORVIO®S. -
CODED COMBINATIONS MOST SUBJECT TC THIS DISTORTION WERE ALLOCATED TO
THE LEAST FREQUENTLY-USED LETTERS: '

BESIDES THE CRITERIA CITED THERE AKRE COTHER CONSIDERETIONS 1IN
DEVELOPING A CUDE.
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TELZGRAFHIC COMMUNICATION CAN HE ESTABLISHED USURG VARIOUS CODES.
EECAUSE IT IS MOST ECONOMICAL, THE pOST WIDESPREAD CODE IN
TELEPRINTER USE IS THE FIVE~ELEMENT BINARYs AT SEVERGL STAGES IN THE
DEVELOPMENT OF TELEPRINTER TECHNIGUE VARIOUS TOPICS WERE TAKENGINTO
CONSIDERATION IN WCRKING CUT THE FIVE-ELEMENT CODE.

VTHE B&UDOT CODE wé¢ CONSTRUCTED SO THAT VQ%ELS; bEINL THE NOS? 3
FREQUENTLY ENCCUNTERED: COULD BE SEST BY THE RIGHT HaND ONLY- THE
bASRC CRITERION HERE WAS EASE OF REMEMBERING THE CODE.

C THE SIEMENS CODE WAS DESIGNED TO TAKE IRTO ALCOUNT THE STATISTICS

OF THE MATTER TO BE SENT. S0 THAT THE #OST FREQUENTLY OCCURRING LET-
T RS WERE FEPFESENTED BY GOMBINATIONS WITH TRE LEAST NUMBER OF -

- ENARGES RREBDUCTIBNLARITHE QEFEHETENTF TOHERECTERIBTICTRISTORVIONS .

. CODED COMBINATIONS MOST SUBJECT TO THIS DISTORTION WERE ALLGCATLQ TG
THE LE&ST ?P&QUENTLY-USED LETTERS. .

BESIDES THE CRITERIA ClTbD THERE ARE OTHER CONS!DEFETIGNS In
"DEVELOPING A CODE. :

MINTRUNW-RT S TRTECTOR 028,0

TELEGRAPMIC COMMURICTION CAN sk ESTABLISHED USUNG VARIOQUS CODES.
BECAUSE IT 1S MOST EONGMICALs THE QST WIDESPREADR QONRE iw
TELEPRINTER USE 13 THE FIVE-ELEMENT BINARY< AT SEVERAL STAGES IN THE -
DEVELOPWENT OF TELEPRINTER TECHNIOUE VARIOUS TORICS WERE TAKENGINTO
CONSIDERATION IN WORKING CUT THE FIVE-ELEMEMT CORE.

THE BAUDOT CODE WAS CONSTRUCTED SO THAT VOWELS, BEING THE MOST
FREQUENTLY EWCOUNTERED, COULD EE SENT BY THE FIGHT MAND ONLY. THE
BASRC CRITERION HERE WAS £ASE GF REMENBERING THE CODE.

THE SIEMENS CODE WAS DESIGNED TO TAKE INTQO ACCOUNT THE STATISTICS

CF THE MATTER TO BE SENTs SO TRAT THE MOST FREQUENTLY OCCURRING LETe
T RS WERE REPRESENTEDN BY COMBINATIONS WITH THE LEAST NUMEBER OF
CHANGES FROM ONE POLARITY OF CURRENT TG THE OTHER. THIS DEVICE
ENABLED A REDUCTION [N THE EFFECTS OF CHARACTERISTIC DISTORTIONS.
CODED COMEINATIONS MOST SUBJECT TG THIS DISTORTION WERE ALLOCATED TO
"THE LEAST FREQUENTLY-USED LETTtRS.

_GESIDES THE CRITERIA CITwD THE&L ARE G?HER CON&IDERETIONS iN
DEV&LOPLNC A CODE.
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FEQEUBREPESC 1SOMBSEIECEPORICAL, ETHESTORLIWIDDSBEBROOCERIOEN CODES.
TELEPRIBTER USE 1§ 8HE FIVE=ELEMENT BINERY. AT SEVERAL STAGES IN THE
DESELOPMENT CFeTELEPRISTER TECHNIAUE VARIOUS TOAICS WERESTAKENOINTO
CONSIDERATION INBWORKING QUT THE FIVE-ELEMENT CODE.

THE BAUDOT ©ODRE WAS CONSTRUCTED S0 &HAT VOWELS, EEING THE MOST
FREQUENTLY ENCOUNTERED,sCOULD m& SBRT EY THE RIGHTaHAND ONLY. THE
BASEC CROTERION HERE WAS LASE OF REMEMBERING THE CODE. K

THE SIEMENS CODEBWAS DESIGNED TO TekE INTO ACeQUNT THE STATISTICS

OF THe MABTER TO BE sENTs 50 THA® THE MOST FREQUENTLY UCCURRBNG BET-
T RS GERESREPRESENTEDGCHY COMBINSTIONS WITH THE LEAST NUMEER OF
BEREEBEDBACREDUE TR ONARETYTHEF ZECEGESTORGCBKEBACTHRESTHCHDSSTORTCENS o
CObuD COMEBINATIONS MCST SUBJEST TO THIS DISTORTION WERE ALLOCATED TO
THE LE8ST asEQUENTLY«USED LETTERS. |

BESIDES THE CRITERLIA CaTid THERE ARE OTHE® CONSIDERETIONSaIN
DESELOPING A BODE.

MAXTIVESITKELTRO0D JETECICR p=ba0

TELEGRAPHIC COMMUNICATION CAN BE ESTASBLISHED USUNE VARIONS CODES.
BECAUSE IT 1S MOST E£CONOMIGAL, THE MCST WIDESPREAD CODE IN
TELEPRINTER USE I8 THE FIVE-ELEMENT SINARY. AT SEVERAL STAGES I[N THE
 DEVELOPKENT OF TELEPRINTER TECHNIQUE VARIGCUS TOPICS WERE TAKENGINTO
CONSIDERATION IN WORKING GUT THE FIVE~ELEMENT CONE.

THE bAUDOT CODE WAS COMSTRUCTED SO THAT VOWELS: BEING THE MQOST
FREQUENTLY ENCOUNTERED, COULD wE SENT BY THE RIGHT HAND ONLY. TME
BASIC CRITERION HERE WAS EASE OF REMEMLERING THE CODE.

THE SIEMENS CODE WAS DESIGNED TQ TaKE INTO ACCOUNT THE STATISTICS

OF THE MATTER TO BRE SENT, SO THAT THE MOST FREQUENTLY OCCURRING LETe-
T RS WERE REPRESENTED .BY COMBINATIONS WITH THE LEAST NUMBER OF
CHANGES FROM ONE POLARITY OF CURRENT TO THE OTHER. THIS DEVICE
ENABLED A REDUCTION IN THE EFFECTS OF CHARACTERISTIC DISTORTIONS.
CODED COMBINATIONS MOST SUBJECT TG THIS DISTORTION WERE &LLOCATED TO
THE LEAST FREQUENTLY-USED LETTERS.

BESIDES THE CRITERIA CITED THERE ARE OTHER CONSIDERETIONS IN
DEVELOPING A CODE.
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TELEGRAPHIC CUMMUNICATION CAN BE ESTABLISHED USUNG VARIOUS CODES.
HECAUSE IT IS MOST ECONOMICAL, THE MOST WIDESPREAD CODE 1IN
TELEPRINTER USE IS THE FIVE~ELEMENT BINARY. AT SEVERAL STAGES IN THE
DEVELOPMENT OF TELEPRINTER TECHNIQUE VARIOUS TOFICS NERE TAKEN INTO
CONSIDERATION IN WORKING OUT THE FIVE=- ELEMLNT CODE.

THE BAUDOT CODE WAS CONSTRUCTED SO THAT VOWELS, BEING THE MOST
'FREQUENTLY ENCOUNTERED, COULD bE SENT BY THE RIGHT HAND ONLYe THE
BASIC CRITERICN HERE WAS EASE OF REMEMBERING THE CODE.

THE SIEMENS CODE WAS DESIGNED TO TAKE INTO ACCOURNT THE STATISTICS ,

OF THE MATTER TQ BE SERT, SO THAT THE MOST FREQUENTLY OCCURRING LET-

T RS WERE REPRESENTED BY COMBINATIONS WITH THE LEAST RUMEEN OF

CHANGES FROM ONE POLARITY OF CURRENT TO THE OTHER. . TRIS DEVICE

ENABLED A REDUCTION IN THE EFFECTS OF CHARACTERISTIC. DISTORTIONS.

CODED COMEINATIONS MOST SUBJECT TO THIS DISTORTION WERE: ﬁLLOCATED TO
_ THE LEAST FREQUENTLY-USED LEYTERS. .

BESIDES THE CRITERIA CITED THERE ARE QTHER CONSIDE?ETXONS N
DEVELOPING A CODE.

TABLE B.l
SUMMARY OF sxmmLATIon'RESULTs
Signal-to-ngise ratlo

Detector. 2,0 3.0 4,0 540 6,0
' S Hessage cost .
Binary 228l 1216 - 6Th W45 126
Maximum-likelihood 1239 338 169 126 L
Minimum-error . 1207 296 166 123 3
Minimum-risk : sho 227 S1 7 3
B1 ( ) _&25 Kgmbar-ciharrorsa o
nary {(erasures : 5l 7 3
Binary (incorrect symbols) b 18 7 3 %
Maximum-likelihood =~ 173, 65 24 9 b
Minimum~error . 147 51 21 6 3
Minimuma-risk 157 53 23 7 3
o Error rate
Binary }erasures) .398 235 G137 077 050
Binary (incorrect symbols) 038  ,017 <007 003 «002
Maximumsliknlihood 162,061,022 L008 o004
Minimme-error .138 048 - .0c20 006 ,003

Minimum-risk ' «1L7 050 022 007 003
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Appendix C

Binary-Detector Performance Characteristics

The detection probabilities, A(p) and B(p), illus-
trated in Figures 6.3 to 6.10 have been calculated

from the formulas presented in this appendix.

C.1 Cases 1, 4, 5, 8: No fading and fast fading
A(p) = (1-q)7
B(p) = 12q%-60q7+138q%-174q7+118¢%-34q7
where q = q(p) is the binary error rate given by:
Cohe?ent Non-coherent
receiver receiver
Case 1: Case 5:
No fading alp) = o/p) q(p) = fexp(-%p)
Case 4: Case 8:
Fast fading q(p) = %—%(2ip)% a(p) = Zip
C.2 Cases 2, 3, 6, 7: Slow fading

The detection probabilities are expressed in

terms of

defined a

the functions:

S
]

Ri(p)
[o]

Rl(p), Rz(p), ceas R7(p)

v2 i '
I v exp(- E-) o (vi/Ep)dv



at a coherent receiver and

i-1 1
R; (p) = () (2+ip)

at a non-coherent receiver, For flat fading (Cases

2 and 6) the characteristics are:

A(p) = 7R,-21R,+35R -35R4+21R5-?R6+R

3
+138R4-174R5+118R6-34R

7

B(p) =12R2-60R3

7‘

In the case of selective fading (Cases 3 and 7), the

formulas are:

A(p) 7R -9R, 12R, ®+5R +30R1R2 R, 18R2 16R1R +

3 3
2 .
+18R2R3+3R1R4—4R3 "3R2R4+R3R4
—_ 2 - 2 - -—
B(p) = 12R, 60R1R2+90R2 +48R1R3 12R1R4 162R2R3+

2
+76R3 +42R2R4-34R3R4.
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