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ABSTRACT  

In the past monitoring of the hf radio spectrum used for 

communication purposes has been carried out by manual search 

techniques. This monitoring is necessary so that frequency bands 

suitable for new communication services can be located and, also, 

so that new transmissions of interest may be detected as soon as they 

arise. Many human operators are needed to carry out a comprehensive 

study of even a narrow frequency band and the work is extremely 

tedious. The need, therefore, for an automatic monitoring method 

has become increasingly large and in this thesis a description of an 

investigation into the problem of designing such a system is made. 

The technique to be described is designed to search portions of 

the hf spectrum which covers the range of frequencies from 2-30 mHz. 

During the search procedure, parameters characterising the contents 

of that part of the spectrum being examined are statistically estimated 

by measuring certain properties of the spectrum. The parameters 

obtained are then used to establish the existence (or the non-existence) 

and location of the new transmission signals that may arise. 

The parameters estimated are dependent on the forms of the 

functions that are generated by correlating successive spectrum 

samples of the same portion of the M'band. It is assumed that the 

contents of the spectrum vary randomly, so that if two such spectrum 

samples are x(t) and y(t) then the autocorrelation functions, °xx 

and 0YY and the cross-correlation function, 0
xy  or 0 I  are the yx 
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elementary functions from which the relevant parameters are derived. 

Simple test functions have been used to detect the emergence of new 

transmissions and the disappearance of old ones. In addition a 

theory of random points has been introduced and developed to show 

the probabilistic basis for the decision process. 

The main feature of the automatic monitoring system is its 

conceptual simplicity, and it has a great potential for improving 

detection efficiency and reducing the necessary man-power. Because 

of the fundamental principles on which it depends, the system is 

highly versatile and its use in such fields as oceanography, radio 

astronomy and aeronautical engineering is envisaged. 
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Chapter 1 	INTRODUCTION 

1.1 	General Background  

The congestion of traffic in the hf band, covering the frequency 

range between 3 and 30 mHz, i a problem which has engaged the attention 

of the communication engineer since the discovery of that band in the 

late twenties. In order to solve the problem)many international 

bodies have been set up with the authority to regulate communication 

in this band. These international bodies, armed with the advice of 

the communication engineer, have taken steps to explore different methods 

of providing accommodation for the extra traffic within the band. For 

example, an impressive saving of bandwidth has been realised by the use 

of single side band techniques', 	with the result that more and more 

radio signals can now be accommodated. 

As an alternative solution, if the traffic density within the 

band can be precisely found, then a better knowledge of the degree of 

congestion can be obtained and used to plan the more efficient use of 

the entire band. Such a traffic density study will also lead to the 

discovery of 'empty spaces' which can be employed to accommodate more 

traffic. Hence, it has become necessary to design surveillance 

techniques by which wide frequency bands can be searched and the radio 

signals within the band located and identified. A method of assessing 

the times of initiation, or cessation, of radio signals in any portion 
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of the hf band will also be valuable in determining the time-to-time 

occupancy of the region in question. It is the object of the 

investigation presented in this thesis to give a detailed study of 

this assessment problem and to expose some of the practical limitations 

of a surveillance system which can be constructed to search the hf 

band for transmission changes. Such a practical system, capable of 

conducting a rapid search, will be useful at air traffic centres, 

monitoring stations, and missile tracking and launching stations. 

Furthermore, a ready application of the search technique will be 

found in the service of radio communication between one land (i.e. 

fixed) station and many mobile stations where a quick way of seeking 

free channels and assigning them on demand to users is highly desirable. 

However, in order to fully appreciate the need for a surveillance system 

and the complex nature of the investigation, it will be necessary to 

give a brief account of hf communication and recount some of the 

inherent problems. 

1.2 	A Brief History of HF Communication  

The first practical use(2) of radio communication was between 

ships and shore, following Marconi's first patent on wireless telegraphy 

in 1896 and the demonstration of this development to officials of the 

British Post Office in that same year. Marconi's early experiments 

showed that there was considerable attenuationlof the propagating wave 
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in the vicinity of the transmitter, but at this time the existence of 

"skip distance"(see Fig.2,Sect.1.0and the concepts of maximum and, or 

lowest usable frequencies were not appreciated. 

In succeeding years, a serious problem was the inability of 

transmitting systems to generate the required power at 'high' 

frequencies (frequencies in the neighbourhood of 15 kHz were then 

considered high). This fact, combined with the adverse effects of 

power absorption in the transmission medium at these 'high' frequencies, 

determined the maximum frequencies that could then be used for 

communication purposes. 

The development of the vacuum tube and improved circuit 

techniques led to the production of transmitters and receivers capable 

of functioning well above the previously considered maximum frequencies. 

It was also discovered that sky wave propagation (i.e. waves propagated 

by mirror-like reflection from the upper layers of the atmosphere) was 

possible in the 2 to 30 mHz region of the radio frequency spectrum 

and that waves in this frequency range could travel long distances 

without encountering high levels of atmospheric noise. The rapid 

development of long
4 
 distance world-wide radio communication then 

followed, and further advances were made during World War II when cables 

for line communication became unsuitable because of threat of their 

destruction by 'the enemy. 
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1.3 	The Basic Hf Communication System  

Any radio communication system is required to perform a function 

that involves the transmission of information, in digital or analog 

form, from one location to another. The volume of information that 

can be transmitted and the fidelity with which the transmitted 

message is reproduced at the receiving end are factors which determine 

the quality performance of the communication system. 

Fig.1.1 is a block diagram of the basic radio communication 

system. It consists of two sub-systema,a transmitting system and a 

receiving system which are connected by the propagation medium. The 

original message to be transmitted is inserted in the transmitter 

where it is used to modulate an rf electromagnetic wave radiated from 

the transmitting antenna. During its passage through the transmission 

medium, the transmitted signal may become disturbed by the medium. 

Effects of fading (see Section 1.4) may also be noticeable in the 

received signal which, under normal operation of any practical system, 

is a noisy attenuated version of the transmitted signal. 	The 

process of demodulation and filtering which occur at different stages 

of reception further add to the noise already present in the signal. 

Hence, in addition to the channel noise whose sources are mainly 

atmospheric and man-made, the receiver noise becomes an additional 

problem. 
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1.4 	The Nature of the Propagation Medium and the Limitations  

Imposed by It  

The efficient exploitation of the radio spectrum will not be 

possible until a reasonably complete understanding of the structure 

of the propagatioPledium is attained. Research by many radio 

scientists and the development of the appropriate radio communication 

devices have led to the realisation that in the frequency range, 2 

to 30 mHz0  where sky wave propagation is possible, the propagation 

characteristics are largely dependent on the ionosphere, The 

propagated waves in this range of frequencies are guided within the 

earth's atmosphere by the earth's surface and the stratified ionosphere. 

Such sky waves are affected differently by the different strata of the 

ionosphere, resulting in ionospheric reflection, refraction, diffraction, 

polarisation, absorption and, or scattering of the waves. 

The existence of the ionised layer of gas surrounding the 

earth was established by Appleton(6) in 1924. Since then, the 

investigation of the ionosphere has been tmdertaken on a world-wide scale, 

resulting in a detailed and an extremely complex picture. Experi-

mental evidence has shown that the ionosphere is made up of three 

principal regions of varying degrees of ionisation. These are 

conventionally known, in an ascending order of height and ionisation 

density, as D-, E- and F- layer. The first measurements(7) to 

determine the height of the layers above the earth's surface were 

made by Appleton. 	Inventigation into the diurnal, seasonal, 

and geographical variations of the ionospheric structure have also 
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been carried out and it is hence possible to determine and predict 

the values of the maximum useable frequency, the critical frequency 

(as defined below), the possible ranges of transmission and other 

relevant quantities. 

The critical frequency, which is the maximum frequency at 

which waves sent vertically upwards are reflected back to the earth, 

is also related to the maximum ionisation density, ma, by 

1 

f
c 	

9N2 
max 

(This relationship(8)  is valid on the assumption that the earth's 

magnetic effects are negligible and that the earth's surface is flat). 

For waves subtending an angle of incidence, i, with the normal to 

the layer, the maximum frequency for total reflection is given by 

fan  = fsoc(i) 

and is known as the maximum useable frequency. 

Radio waves of frequencies less than the critical frequency of 

the F-layer will b3 	to the earth E'respective of the angle of 

incidence. It has been Shown(9)by Appleton and others(10)that when 

the frequency of the transmitted wave is higher than the critical 

frequency of the F-layer, then the only waves that will return to 

earth are those that will strike the ionosphere at an angle of 

incidence, p, such that cosp> ITI ;, where Ccax  is the refractive 

index at the point of maximum ionisation density for the frequency 
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involved. (See fig. 1.2). 

Waves striking the ionosphere at an appreciable greater angle 

of incidence will pass through the ionosphere unreflected while 

waves of lesser angle of incidence will return to points beyond R 

(see fig. 1.2). For the latter waves, no sky wave energy is 

detectable at points closer to the transmitter than R. 

Fig. 1.2 illustrates the two types of waves that are generally 

encountered. Wave 1 strikes the ionosphere at an angle of incidence, 

PI, and suffers no reflection; wave 3 subtends an angle, p3, with the 

normal and the energy in it is detectable at the points  R. The 

distance, OR, corresponding to the smallest distance from the trans— 

mitter for which waves, striking the ionosphere at oblique angles, 

is called the skip distance. The angle, p2, is such that p34( p2  

and the corresponding wave is detectable beyond the skip distance. 

Changes in the ionisation densities of the different layers of 

the ionosphere, which are known to be related to the sun spot cycle,(11,12) 

are the cuase of the corresponding changes in the following quantities: 

1) the critical frequency, 2) the maximum useable frequency, 3) the 

lowest useable frequency, and 4) the skip distance. An empirical 

study of the changes in these quantities has been made(13) and it is 

now possible to predict the values of these quantities by comparison 

and extrapolation from data recorded during a previous sun spot cycle. 

There are, however, some unpredictable ionospheric changes, known to 

be caused by solar flares, which may have adverse effects on radio 

circuits. These sudden ionospheric disturbances (s.i.d.), as they 
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called, are chiefly responsible for drop outs ,(i.e.total loss of 

communication),which may persist from any period of a few seconds 

to several days. 

Fading is another unpredictable phenomenon which imposes 

limitations on the full use of the available frequency range. The 

two main types of fading, slow and rapid fading, may occur together 

or separately and may also affect the different frequency components 

of a transmitted signal selectively or non-selectively. 

In order to combat the effects of fading, the technique of 
(14) 

space diversity reception has been suggested and developed, 	and 

it is quite _common to have more than one receiving antenna at many 

receiving stations. In frequency diversity reception, use is made 

of the fact that some frequency components of the transmitted signal, 

in the presence of selective fading, may experience greater attenua-

tion than other components. Therefore, by a correct choice of 

signal frequencies, frequency ranges subject to severe selective 

fading can be avoided so that a channel may be used most efficiently. 

The combined effects of noise, fading and other sources of 

interference are made evident by the presence of errors in the received 

signal. Efficient means of detecting and correcting these errors 

have been developed, and an automatic error detection and correction 

system developed by Dr. Van Duuren of the Netherlands Post Office has 

paved the way to further development of more sophisticated systems 

designed to reduce the probability of error to a very low level. 
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Also, a theory of the probability of error in terms of the signal- 

.(15) to-noise ratio has been evolved'. 	and is being used to reduce the 

effect of noise in the received signals. 

1.5 	Congestion in the HT Band and the Purpose of the Present  

Investigation  

The development of efficient, reliable and low cost hf devices 

and the extensive knowledge of the propagation medium have made hf 

communication especially popular. However, this very popularity 

hap led to the acute traffic congestion in the band. 

In 1947, the Administrative Radio Conference at AtlanticCity, 

New Jersey, U.S.A., was convened to allocate the hf spectrum for the 

provision of the many required services. At this conference, a 

governing body was formed to assign portions of the hf spectrum to 

the individual stations which operated in the band. Prior to this 

time, the use of a frequency had been simply notified to the I.T.U.x  

for entry on the International Berne List with no attempt to coordinate 

the requirements of the individual stations. However, because of the 

steadily increasing congestion, in 1963, at a Geneva meeting under the 

auspices of the C.C.I.R.,xx  a highly restricted use of the hf band 

I.T.U. stands for International Telecommunication Union. 

xxC.C.I.R. stands for International Radio Consultative Committee. 
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was recommended. 

Under these circumstances, it is desirable to develop searching 

techniques whereby the population of part of the hf band may be 

established automatically. An automatic search for signals within 

the spectrum will quickly provide valuable information about empty 

spaces which can accommodate new transmissions. 	In the past, empty 

spaces in the spectrum have been discovered at manual monitoring 

stations where field strength measurements and frequency measurements 

were also carried out. The skilled man-power required for this 

type of operationvms large and, therefore, a means of performing 

the same task in an automatic fashion would be an invaluable asset. 

The object of the present investigation is to assess the feasibility 

of constructing an automatic searching 'machine' which will examine 

the spectrum and report its findings rapidly. The latter function 

can be performed by providing a visual or an -air-f1 indication of the 

presence of an 'empty space'. 	In this thesis, the theoretical basis 

of the construction of such a 'machine' is examined and the practical 

limitations are investigated by simulation and practical experiments. 
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Chapter 2 	ANALYSIS OF THE SEARCH PROBLEM  

2.1 Introduction  

Virtually, all of the hf spectrum is occupied by either noise or 

active transmission signals .x  The various transmissions and the noise, 

if considered as time functions, are inseparable, one from another. Fig.21 

is an overall representation of hf signals and noise. 	The noise may 

be assumed to be a stochastic process and, similarly, the transmissions 

are also assumed to be random processes because any transmission, 

represented in the time space as m(t), can be characterized by the 

probability that at times tl, t2, 	,tn, the corresponding values, 

m(t1)' ) m(t
n), lie in some specified intervals. Therefore, a com-

bined wave-form which is the sum of the waveforms shown in figs 21a' 

and2.31,,is also a random process. 	As a time function, it is impossible 

to break the combined waveform of fig21c into its component time 

functions and thereby inspect any one desired component function. 

In order to distinguish one transmission from another, orfrom 

noise, it is necessary to change the basis of description of the 

signals and use a frequency rather than a time basis of description. 

xFor the purposes of the present investigation, it is necessary to 

distinguish between a 'transmitted signal' and a 'transmission signal". 

A transmission signal may comprise a number of signals which are transmit-

ted as a composite wave radiating from one transmitting antenna. Each of 

these signals will be known as a transmitted signal. The distinction 

becomes necessary when it is recalled that there are recently developed 

systems which, for the maintenance of secrecy, are made to transmit pieces 

of intelligence deliberately hidden in noise. 



Fig. 2.1 Two representative time functions of 

a) a well defined signal 

b) a random signal and 

c) a combined signal-plus-random signal 

(a) 

(b) 
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(c) 
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The salient principle of the transformation is that if all the 

transmissions occupy different parts of the spectrum, then it is 

possible to separate them in the frequency space. 

2.2 	Frequency  Domain Representation _ of Radio Signals  

The Fourier representation of a signal is perhaps the most 

important tool which is widely used in radio engineering. 	In this 

representation, the functions, e(t) and E(f))are said to be Fourier 

transforms of each other if they are related in the following manner: 

E(f) 

e(t) = 

r' 
e(t) 	J2Kft  dt (0.1) 

..."-j2xft E(f) 	df 	(0.2) 
,S) 

The frequency function, E(fl, which is known as the spectrum of the 

time function, e(t)s  is a frequency distribution which shows the amount 

of each complex component, (:j27cft necessary for the construction of 

e(t). It has been shown(16)  that this representation of a time 

functionp e(t)l in terms of its spectrum, E(f) is valid only if e(t) 
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satisfies certain conditions, which are generally satisfied by all 

practical radio signals. Furthermore, if the frequency composition 

of the radio signal is such that the function, E(D)l is practically 

zero outside a certain band of frequencies, say, between Z1.,  and LH, 

then 

e(t) = 2 H  12xft E(f) 	dp. 	(.0.3) 

fL  

Fig2.2 is a diagram of a signal,e(t),and its spectrum, E(f). 

If a radio signal whose Fourier transform is limited toV4Hz and lasts 

for T seconds then, according to the Sampling Theorem(17) it can be 

specified by 2TW equidistant samples of it. The quantity, TW, is the 

product of signal duration and signal bandwidth, and it is an important 

parameter in the description of the signal.() 

The outstanding advantage of the Fourier representation is 

that if the signal whose spectrum is E(f) is passed through a stationary, 

linear filter whose system function is H(f), then the spectrum of the 

x 
These conditions are that the function may have a finite number of 

r# 00 
maxima and minima in any interval and that 	e(t) dt shall be 

.00  
finite. This latter condition might at first glance seem to be 

serious, since it rules out functions with constant dc component. 

However, if the dc component is only present for a finite length of 

time, which is always the case, then the condition is satisfied. 
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(a) 
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Q 

(b) 

F i g. 2.2 	(a)  A time function, e( t) , 7nd. (b) 	spE:ctrum, E( f) 

E(f) 

j 
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output signal is given by the product. 

G(f) = H(f)E(f) 	(0i4) 

Hence, if we have a finite scheme of non-overlapping filters, Hi(f) 

H2  (f))0*M, HN(f), then the corresponding output spectra G (f) 

G
2
(f)
' 

 

,GN(f), give evidence of the existence of Xl(f), 

 

X2(f), 	XN(f), the input spectra. This is the basic principle 

of a monitoring device which is capable of tracking a flux of many 

transmissions and presenting their spectra as evidence of their 

operationnl existence. Clearly, the simultaneous reception of a 

finite number of active transmissions is possible by the use of a 

monitoring device which consists of a bank of filters, each of 

which is assigned and tuned to a particular frequency range. In 

addition to the filters, the monitoring device may incorporate 

some other procesSing device whereby the intelligence that is 

transmitted may be identified. 

If the presentation of the spectra is made 9n the screen of 

a CRT7then observation of the screen will indicate where the 

transmissions are in the frequency space. However, the presence 

of noise which combines with the transmissions in some unspecified 

manner may limit the ability of the observer to detect the exact 

If the impulse response of the filter is h(t) then the output, g(t), 

when the input is e(t) is given by the convolution of h(t) and e(t). 

That is, 

g(t) = 
xxCathode Ray Tube 

("k 
1 	h(t!') e(t- ) dt 
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number and locations of the various transmissions. It is, therefore, 

necessary to make a precise study of the noise and then develop 

appropriate techniques whereby the noise effects may be eliminated 

or reduced to a tolerable minimum. 

2.3 	Frequency Spectrum in the Presence of Noise  

A simple block diagram of a transmission system is shown in 

fig. 2.3. Each individual contributor to the overall noise has been 

isolated for the purpose of clarity and, although signal degradation 

produced by each could be examined separately, it is the joint 

effect on the final received signal which is of interest. Since 

noise is usually a random process it can only be described statistically. 

One important statistical characteristic of the noise is its 

auto-correlation function. If this characteristic is time-invariant,,  

that is, stationary (or quasi-stationary), then it is possible to 

derive the power spectrum of the noise from the knowledge of the auto- 

correlation function. 	The power density spectrum of any signal 

representing a random process is related to the statistical_parameters of 

that signal and is equivalexit to a frequency density distribution cr..)the 

average power contained in therandomprocess. The power spectrum and tleaWm[-

correlation function of the noise are, therefore, related anci 

expression of this relationship is revealed in the following equations: 
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oa) , 
Q(C) 	= 	Okf)e-12nft  df 

0(f) = 
q( )0-j27Cftdt  

000 (0.2) 

Hence, Q(e) and 0(f), the autocorrelation and the power density 

spectrum, respectively, of the noise are observed to be Fourier 

transforms of each other. (cfqns.0.2.. and 0.2 cf ac t.2.2. The statementiathe 

form of a theorem, has been rigorously established by Wiener and 

is generally called the Wiener theorem for autocorrelation function). 

A device which resolves the radio signals into components 

in different frequency ranges will also provide information about 

the frequency distributioa of the noise power in all the fre- 

quency ranges covered by the total frequency band under investiga- 

tion. 

Since the monitoring device to be employed in the present 

analysis is essentially a spectrum analyser, the frequency composition 

of the transmissions and the noise will be presented for analysis. 

It will be observed that wherever there is no signal, noise may be 

found. However, b:.cauc3 of the randomness of the times of 

initiation and the locations of the transmissions, the appearance 

of the signal under investigation may exhibit no definite spatial 

pattern. 	Furthermore:  the space between the spectral components 

of the signal will be filled with the evidence of the noise. 
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It is clearly not possible to ascertain the number of 

transmissions active within any portion of the hf band at a given 

time by a simple process of counting because of the presence of 

noise. 	It has been suggesteP9),in,the past that, by measuring 

the energy content of any portion of the spectrum and comparing 

this with a pre-specified threshold, it is possible to discriminate 

between the existence of noise alone and signal plus noise. 

The pre-specification of the threshold was found difficult because 

of the various factors involved. 	In the method of analysis to 

be described, the possibility of a technique which is insensitive 

to noise and considers transmission changes only will be examined. 

In order to make this examination, good receiving systems must be 

available, and in the next section the desirable qualities of 

such receivers will be discussed. 
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2.4 	Receivers for Monitoring  

The receivers required must be capable of good frequency 

setting accuracy (better than 15 parts in 107) and must be able to 

accept both AM and FM signals. For the more specialised task)  the 

monitoring device must possess receivers for i.s.b. (i.e. independent 

side band) telegraphy or telephony. The ability of rapid tuning 

and minimum waveband switching is also desirable. Special attention 

must be given to the suppression of receiver oscillator radiation 

affecting associated receivers either directly or indirectly (e.g. 

via the aerial system) and also to the suppression of spurious 

frequencies generated within the receivers. It is also useful to 

include a receiver input attenuator in order to eliminate spurious 

inputs caused by high level signals. Receivers with good rf 

selectivity are also to be preferred. 

A block diagram of the type of a receiver to be employed in 

the present investigation is shown in fig. 2.4 . The aerial loading 

of the receiver is designed for wide band operation. In addition, 

there are six double tuned aerial coils one of which can be pre- 

selected for optimum performance in a chosen wave band. 	All 

transmissions whose frequency bands lie anywhere between 0.98 mHz and 

30 mHz can be received and analysed in a manner appropriate to the 

requirements of the search procedure. 

The receiver remains tuned to within 50 Hz of the selected 

frequency under conditions of constant voltage and ambient temperature. 



Rf Amplifier 	Low Pass 	1s t Mixer 
Filter 

1st II 	2114 Mixer 
OmIlz±650kHz 

2nd If 

Band Pass 
\ Filter 

 

Loud Speaker 

. 	3rd If 

3rd Mir 	Ampl ifier Deteror & 
Af Ar4tirer 

To Panoramic Adaptor 
A 

0 —30mHz 

Low Pass 
Filter 

V FO 
	

Y!O 
	100kHz 	FO 

2 .1-31mHz Ampli ier 

	©100kHz 
37 SmHz 
	 eip 

1 mHz 	 6.32 milt 
	 37.5mliz 	t1507diz 

411••••••••=1• 111••••1•14 

Crystal 
	

Harmonic 	Low Pass 	M ix er 	Amplifier 	Da nd Pass 	Crystal Calibrator 
Oscillator 
	Gonorator 	Filter 	 Filter 

Fig.2.4 BLOCK DIAGRAM OF THE MONITORING RECEIVER 



37 

By means of a selector switch, i.e. bandwidths of 13, 6.5, 3.0, 1.2, 

0.3 and 0.1 kHz are obtainable. 	Such a range of selectivity, 

combined with the 20 db im rovement of the signal-to-noise ratio 

1'1." r 	44p410...4; 
which is made possiblpy the use of an automatic volume control 

(a.v.c), permits the reception of signals whose strengths are only 

14 volt. 

It is also possible to control the Levels of exceptionally 

strong signals when it is likely that such strong signals would cause 

over-loading in the early stages of the reception operation. Also, 

strong signals which cannot be rejected sufficiently by tuning the 

aerial can be suppressed by controlling their levels. There is also 

noise limiter which reduces the effect of noise peaks exceeding the 

level of a modulated signal by about 50°4 . 

It is interesting to note that this type of receiver can be 

used in conjunction with a panoramic adaptor. The use of the panoramic 

adaptor, another proprietary equipment by Racal Ltd., makes it possible 

to obtain a visual display of any selected frequency region. The 

panoramic adaptor is a form of a spectrum analyser and consists of an 

adjustable narrow band receiver which repetitively scans a fixed 

frequency range. 

Intermediate frequency 
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2.5 	Synopsis of the Searching Technique  

Using the monitoring receiver in conjunction with the panoramic 

adaptor, records of a selected frequency region can be obtained and 

analysed. These records reveal the time-to-time composition of 

that part of the hf spectrum being examined. 

Fig.2.5is a diagramatic representation of two spectrum records 

which, for the sake of clarity, are essentially noise-free. A direct 

comparison of the two records will show which signals are present in 

one record but not in the other. 	If one of these records is 

obtained at time t1, 
and the other at time t2, then any peak (or 

a group of peaks) in the second record which is not in the first is 

an indication of a new transmission which has appeared in the time 

interval, NIt2i, In a similar manner, knowledge about the 

cessation of a transmission can be obtained. 	Furthermore 

information about the signal strength of a particular transmission 

may be obtained by measuring and estimating the appropriate parameters. 

If noise is present,such an algebraic comparison is impossible. 

Under these conditions an efficient method of comparing any two 

spectrum records involves the cross-correlation function of the two 

records. The reasons for choosing the correlation function as the 

desired means of comparison will be discussed in chapters 3 and 4. 

It will further be shown in chapter 5 that the fundamental 

problem is the real-time analysis of a stochastic process. It will 

also be demonstrated that maximisation of the signal posterior probability 
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(b)  

Fig. 2.5 Noise-free spectra of signals located in the same 

frequency band but occurring at different timesf;., 
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function 	is more fundamental to the process of signal detection 

than the maximisation of the signal-to-noise ratio and that this also 

leads to the maximum .gain - of information. The concept of the 

"distance" between one probability measure and another is introduced 

and developed in chapter 4. 

In chapter 6, the experiments designed to verify the points 

raised in earlier chapters are described, and the results are 

discussed in chapter 0 with suggestions for further research. 

Information about an event is gained when the difference between 

two types of uncertainties, expressible in terms of some probability 

measures, is known. 



Chapter 3 

A METHOD OF SEARCHING FOR SIGNALS LOCATED IN THE 

FREQUENCY SPACE  

41 
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Chapter 3  A METHOD OF SEARCHING FOR SIGNALS 

LOCATED IN THE FREQUENCY SPACE  

3.1 	Introduction  

It has been mentioned in the previous chapters that a number 

of real-time transmissions signals ylich are simultaneously activo-omd whose 

emissions are band-limitedx  can usually be separated by the use of 

a frequency analyser. This type of separation is possible if the 

frequency components of one transmission signal are not coincident 

with those of another transmission signal. Although it is generally 

difficult to separate adjacent transmission signals which overlap 

in the frequency space, techniques do exist for separating and thereby 

reducing any interference effects caused by the overlapping transmission 

signals(2o). However, these techniques will not be considered 

rigorously here. 

The present investigation will be confined to the examination 

of portions of the hf spectrum occupied by non-overlapping trans- 

missions and to the identification of the locations of these transmission 

r,f 	Any portions of the frequency space not occupied by a 

transmission signal will be assumed to be empty and hence available 

for use by new transmission signals. 

Since the time-to-time changes within the hf spectrum are the 

prime object of the search, apparatus capable of providing records 

x
An emission of a radio signal is saidtelaeband limited when the fre-

quency components of the signal lie within a certain frequency range 

which is sufficient to enure the faithful transmission of the necessary 

information.(21) 
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of the search space is required. From these records information 

about the number of active transmission,sicuals and their locations at any 

one time can then bQ obtained. Fbrthermore, a means of detecting 

the times of initiation, 	cr cessation, of the transmission 

signals can be readily established by a proper utilisation of the 

available records, 

3.2 	The Panoramic Survey 

When the Racal panoramic adaptor is employed in conjunction 

with the radio commnnication receiver, a visual display of the flux 

of signals that are pierced up in any chosen frequency band is produced 

on a screen of the panoramic adaptor in the form of a spectral display. 

It is, therefore, possible to investigate the radio carrier waves 

which are operating within any selected range of frequencies in the hf 

band by scanning that portion. 	The largest portion of the spectrum 

that can Le vIc;,:o.: 	7,c:?een of the panoramic adaptor is 1 mHz; 

and the smallest ic abDu-!: 100 L:7,, The band of frequencies which is 

selected for exarira:;icn can be scanned at one of two rates. A sweep 

time of 2 seconds is employed when scanning wide bands, but a sweep 

time of .2 seconds is sufficient for small bandwidths of 1000 kHz 

and less. 

The spectral picture produced on the screen of the panoramic 

adaptor will generally y,rovide .some evidence of the frequencies which 
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are being employed at any one time for the transmission of messages. 

The various characteristics of each spectrum must be examined in 

order to obtain the necessary information about the types of trans-

mission signals that are operating. 

As en example of a typical spectrum that can be produced on 

the screen of the panoramic adaptor, it is always helpful, for the 

purposes of simplicity, to consider the line spectrum. A schematic 

representation of a line spectrum is shown fig.3.1. From such a model 

it is relatively easy to find the characteristicie  frequency or 

frequencies of the transmission signals operating in any particular 

band. In this picture, the part of the transmitted power which is 

received at a given frequency is represented by a line in the spectrum, 

and the vertical height of the line above the zero mark is a relative 

measure of the received power at that frequency. A careful study 

of the amplitude variations and the position variations of a line in 

the spectrum will provide valuable information about the types of 

transmission signals which are operative at any given time. (In some 

modes of transmission the carrier frequency is suppressed and the 

existence of the transmission signal must be determined, therefore, 

by the detection of some other characteristic frequency component such 

as the side bands of the transmitted signal). Also, the various 

initiation times of new transmission signals can be estimated by 

x
A characteristic frequency is the frequency which can easily be 

(22) 
identified and measured in a given emission. 

 



45 

              

              

              

              

              

              

 

I I 

          

0 

        

d  

 

           

             

frequency 

Fig. 3.i An example of a line spectrum 



46 

comparing any two scan pictures during some interval of the search 

period. 

By malzi:l.c7 a ccmlmrative study of the number of carriers within 

a given bandwidth at various instants of time, knowledge about the 

number' of transmission signals per some unit of the frequency space 

and changes in this number ti llich result from the appearance of new 

transmission signals or the disappearance of old ones will be obtained. 

For example, if the traffic densities at times, t1  and t2  (t2> t1), 

are TD
I 

and TD
21 respectively, then the difference, TD - TD will 2 	l' 

be used to indicate the transmission changes and the time interval, 

	

c 	will determine the time in which the changes occur. 

Again, in order to ascertain the characteristic behaviour of all 

transmission signals occurring within a given band, it is important 

to try and recognise any relationship that may exist between them. 

The parameters, in terms of which these relationships can be expressed, 

will then provide information about the types of transmission signals 

	

that are 	to be detected simultaneously. (It may commonly 

occur tha:, amulitt_Cle mJ:ILlatcd (An) transmission signals are found in 

one particular portion of the hf band and frequency modulated (FM) 

signals in another.) Obviously, knowledge about the manner in which 

the transmission signals have been distributed within the band will 

also be invaluable in determining the locations of the transmission 
•••••••••••10-inommiiiiI.MY••••••••••el. 

-:hfi_s number of transmission signals per unit frequency space will be 

known as the traffic density. The unit of frequency space which will be 

adopted will be determined generFIlly by the nature of examination being 

carried out and in -particular by the type of resolution required. 
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signals, and in this investigation, a study of the characteristics 

of the different portions of the search space will be undertaken. 

3.3 	/n Example of a Peal-Time Spectrum  

The real-time spectrum(fig.3.2)that can be produced on the screen of 

the panoramic adaptor is seldom like the one shown in fig.1.1. This 

is because noise and fading tend to make the detection of the wanted 

signals an uncertain process. Hence, from a real-time spectrum it 

is only possible to obtain an incomplete knowledge about the population 

bands of frequencies and the signal amplitudes that are transmitted; 

and because of this, the task of parameter estimation which has been 

briefly described above becomes a problem of great complexity. 

The problem of accurate parameter measurement and the correct 

assessment of signal behaviour within a given band of frequencies can 

be solved if the major sources of interference can be eliminated. 

Indeed, most problems in communication engineering are often complicated 

by the presence of man-made and natural interfering phenomena. One 

obvious solution, therefore, involves a means of assessing the level of 

noise and making sure that the signal energy is well above the noise 

level. However, in the present investigation, evidence of the 

existence of weak signals will also be required in order to ensure 

that an 'empty space' in the hf band contains nothing but noise. 

Since the problem of assessing the level of the noise and the 
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An example of a real-life spectrum produoed by an 

artificial spectrum generator. 
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other interfering phenomena can best be described in a statistical 

sense, it has proved useful, at least in the present investigation, 

to combire results derived from transmission theory and those 

obtained from the theory of random point estimation. For example, 

by using the techniques of diversity reception and employing means 

of computing error probabilities, the problem of correct parameter 

measurement may be simplified and solved. 

3.4 	An Operational Search Technique,  

The primary object of the present analysis is the finding of a 

model for a searching system which is capable of identifying the 

locations and the duration times of a number of transmission signals 

existing within a specified portion of the hf spectrum in the presence 

of noise 	The overall function of the system can be divided into 

three distinct operational sections: 

1) the funcilion of finding the frequency of a transmission 

--a7- 

2) the function of assessing the duration times, and 

3) the function of determining the number of transmission 

signals occupying a selected portion of the hf band. It is obvious 

that each section of the whole model is capable of independent operation 

and of providing an answer to a specific question about the nature of 

that part of the hf band which is being examined at any given time. For 
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instance, section 1) will give the required information about the 

characteristic frequencies of any number of the transmission signals 

under examination. However, because of the constant presence of the 

various forms of interference, especially noise and fading, the 

functional behaviourc_ of each section must take account of the 

probabilistic nature of the interference phenomena. Only when this 

is done will the system be capable of providing correct answers a high 

percentage of the time to any of the questions concerning, for example, 

the duration times of the signals. It will also be useful to assign 

a probability measure to the performance of the proposed model in terms 

of the success rate at which correct answers are given. 

3.5 	Distribution of Transmission Signals within the Search Space  

At any given time, the lossx of any number of transmissions in 

a given bandwidth tends to change the arrangement of the transmission 

signals within the search space. 	For example, if the configuration 

of the search space is characterised by the number of transmission 

signals present and the locations of these signals, then changes in 

the configuration of the space are obviously caused by the corres-

ponding changes in the locations and the number of transmission signals. 

2The advent of new transmission signals will indicate a "gain" of signals 

within the band of frequencies being examined. 
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It will be shown presently that by measuring certain invariant 

or semi-invariant properties of the search space and continually 

comparing one set of these properties with another set of similar 

properties, evidence of the occurrence of new transmission signals 

or the disappearance of old caes will be obtained. Also, by a proper 

utilisation of the properties a determination of the times of 

initiation or the disappearance of transmission signals can be made. 

It is important to note that the invariant properties of the search 

space to be considered are those which have some functional relation-

ship with the number and locations of the transmission signals within 

the search space. 

3.6 	Basi-, of the Comparative Study of Spectra ' 

Any portion of the hf spectrum which is examined at any given 

time can be divided into a number of frequency space intervals each of 

which will be referred to as a "band slot" or a "cell". The band slots 

making up the search spLI.ce are scanned successively in time and the 

decision on the presence or the absence of a transmission signal in the 

i-th band slot is made on the basis of the observations made and stored 

during some previous time interval. This stored information can 

usefully exist in the form of, or be represented as, a wave-form, fi. 

(The wave-form, which will be discrete, will be obtained by scanning and 

sampling a selected port-ton of the hf spectrum which is being examined). 

The analysis is begun by comparing the wave-form, fi, in some special 



52 

manner with another wave-form, 	which is obtained by scatning 

and sampling the same band slot but at a later time. Here, 

k (= 1, 2, ....) is an index of the order of the scan and k=1 

indicates that fi+1  is the waveform sampld'_ immediately after fi. 

The waveform, 	= 1,2,..,.) which are compared with fi  

are rank-ordered in a fashion which suggests their similarity (or 

dissimilarity) with fi. All waveforms which possess a pre-specified 

amount of similarity with fi  are accepted as being identical with fi. 

The various properties of the waveform in terms of which similarity 

is measured can be regarded as some dimensions of a space in which a 

point, designated as fi, is located. Obviously, each waveform is a 

point in the space and each dimension of the space is an expression 

of a property of the waveform. If the waveform is specified by 

H distinct properties and is, therefore, a point in an H-dimensional 

space, then the coordinates, all  a21 	 aIP  of the point have the 

numerical values which correspond to the amount of each property of the 

waveform. The set of points which belong to a particular class and, 

therefore, exhibit definite similarity among themselves correspond to 

an ensemble of points within some particular small region of the space. 

Another set of points will cluster in some other region of the space, 

and the difference between classes of points will be expressed in terms 

of the "distance" between clusters. For example, if f: andfj  belong 

to two different classes then the distance between them, expressed 

quantitatively in some suitable manner, will determine the difference 

in their properties. Hence the present analysis will be restricted 
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to the determination of differences between observations which are 

represented by the waveforms. These differences, as will be seen 

later, depict changes that occur during the various scan periods. 

It has been found useful in this investigation to use the 

correlation function of f
1 

and f2 
as the desired measure of the 

difference between them. The important point to note is that even 

in the presence of noise, fading or both, any two waveforms will 

be functionally identical only if they contain the same number of 

transmission signals which are operating on the same frequencies. 

However, when the transmission signal contents of the two waveforms 

are different from the point of view of the signals' locations and 

or their numbers, a correlation function of the two waveforms will show 

their lack of similarity. The type of correlation function to be 

employed in this investigation will, therefore, provide a running 

indication of the similarity between, say, 1'1  and f2. The problem, 

therefore, consists of obtaining the correlation function which will 

be used to separate dissimilar waveforms and at the same time to group 

waveforms which are similar. The correlation function to be used 

should take into account only those properties of the waveforms which 

are relevant to the transmission changes. For simplicity, it has 
(23.,24) 

always been assumed 	that the sources of noise within any frequency 

range are independent, and that the signal-to-noise ratio, although 

unspecified, remains substantially unchanged, or at best, changes only 

slowly. With this assumption, the mathematical analysis in this 

investigation will become tractable. 
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The correlation of random functions is encountered in 

communication problems on many occasions
( 25-27 ) 
	

It is generally 

used to express the similarity or dissimilarity between one group of 

events and another. Also, it allows a realistic ordering of a number 

of events according to the degree of similarity, For example, the 

cross-correlation between the output and the input of a linear system 

provides information regarding the amount of the input message that 

is retained in the output message. In radar aysteh,()  the received 

echo is compared with an attenuated replica of the transmitted signal, 

and the desired information concerning the range or the bearing of a 

reflecting object may be ascertained. 	A process of iterated 

autocorrelation has also been used(29) to determine that frequency 

which contains a greater energy density than any other frequency. 

However, there is a fundamental difference between the 

conventional application of correlation techniques and that presented 

in the present investigation. For example, in radar and other data 

transmission problems where correlation techniques are employed, an 

output event is compared with a known and a readily available set of 

events and the similarity of an output event to anyone of the known 

events is computed. The similarity is said to be great when there is 

a high correlation between the output event and a known event. 	In 

the present analysis, however, all the events which are available for 

comparison are output events and the correlation technique is used to 

obtain information about some common properties that are possessed by 

them. For this reason, any two waveforms are said to be identical if 
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they contain the same transmission signals (which are located within 

the same frequency bandwidth) in spite of the presence of the various 

effects of noise and the other interfering phenomena. 	Such identical 

waveforms will "correlate" well not when the quantitative value of 

the correlation is high but when the correlation function exhibits 

some special features which will be discussed later in the thesis. 

3.7 	The Correlation Method of Sutrch  

By retaining records of the various scan pictures, or time. 

histories,as they are sometimes called, an efficient means of detecting 

changes in the number of transmission signals can be provided. In 

addition, the locations of new transmissions which have occurred or 

old ones which have ceased operation within the frequency bandwidths 

under an examination can be ascertained. It is the changes within 

the search space, caused by the advent of new transmission signals, 

or the disappearance of old ones, that are of greatest interest in the 

present analysis. Hence any two scan pictures, or time histories, 

of the same spectrum will be identical if they contain the same trans-

mission signals which are located at the same frequency positions 

within the search space. Transmission signals which appear in one 

time history and not in a subsequent one are regarded as "missing" 

signals and the application of the correlation method of search will, 

in a manner to be described,load to a gain of information concerning the 
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times and the locations of the "missing" signals. Similarly, 

transmission signals which appear in a later time history and not in 

an earlier time history are said to be the newly initiated trans- 

mission signals. 

Briefly, the basis of the technique is that if two time 

histories which are correlated with each other are identical (or 

nearly so on the basis of some prescribed set of rules), then the 

resulting space function will possess the distinctly symmetrical 

features of an autocorrelation function. 	If the space function 

that is generated is .?:1(X) where the space argument, X, signifies 

frequency, then its symmetrical features will be revealed by the 

fact that 

;.1(X) 	= 

with respect to some appropriately chosen axis. On the other hand, two 

non-identical time histories will produce a correlator output function 

which is non-symmetrical. These ideas are illustrated in fig,3. In 

fig&3c, an autocorrelation function of fl  is shown; fig.3.3b is the 

cross-correlation funn4.ton of fl  and f2. Since f1 and f2 are not 

identical, the cross-correlation function is not symmetrical and, as 

will be expected,is_different from the autocorrelation function. 

Hence, the difference between the two types of the correlation function 

can be used to discriminate between two time histories of a search 

space which are not identical, 
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3.8 	Construction of the Correlation Technique 

3.8.1 Introduction 

If the correlation technique of processing any two observations 

of the search space is to be useful, then it should provide an 

efficient means of detecting transmission changes in that portion 

of the spectrum which is under examination. That is, the changes 

that will be looked for are those due solely to the advent of new 

transmissions or the cessation of old ones. It has been stated, 

in section 3.5 that two identical, or nearly identical, time 

histories which contain the same transmission signals will:  after the 

appropriate processing, produce a correlator output function which 

is symmetrical. It has also been stated that a non-symmetrical 

function will be the output of the correlator when two non-identical 

time histories are processed. 

3.8.2 A :Tothe-atir..a;. Eedel of the Technique  

A function such as a(x) can be defined in a way to describe 

the relevant characteristics of any one transmission signal which is 

operating in the search space. The argument, x, covers a range over 

which the frequency components of the transmission signal are distributed. 
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In this range of x, a(x) may be assumed to be continuous, or piece-wise. 

continuous, But in situations where the transmission signal may be 

characterised only by its carrier frequency, a(x) becomes a Dirac 

function and in such a case any two transmission signals with carrier 

frequencies at X. and X2 
 Hz, -respectively, may be represented by 

m(x) 	
a
1
6(x xl) 	a28( x - X2

) 	 (2.1) 

In the general situatiou where the carriers and the other characteristic 

frequencies - such as the side band frequencies - are present, a(x) 

will be assumed continuous or piece-wise continuous over some range 

of x where the whole of the transmission signal is distributed. The 

trar=i-,-cion c-ns14o-1 then takes the form 

K 

m(x) = 	a.(x - X.)   (2.2) 

i=1 

when there are K transmission signals in the space and ai  is the amplitude 

of the i-th trancmIssion siznal; 	x covers the range of the space 

where thei-th transmission is distributed. 

Intuitively, the notion of continuity of a function at a given 

point means that the value of the function throughout a neighbourhood 

of the point will differ from its value at the given point by as little 

as desired if the neighbourhood is sufficiently small. A function is 

said to be piece-wise continuous if it is only continuous in a finite 

number of intervals obtained by dividing a given interval with a finite 

number of successive points. 



a./(x-x.):7-!.(x+X)dx ai(x+X-xi)n(x)dx 

T 
a. (x-x. 	n (x)r.(x+X)dx+ 1 

Jo 
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In the absence of any transmission signals in the search space, 

the space configuration can be represented by 

f(x) 	= n(x) 	... (2.3) 
where n(x) represents the interfering noise. If the action of the 

noise is purely additive, then the function of the space configuration 

when both noise and trrnsr]issions are present is, from equations (2.2) 

and (2.3) 

f(x) = 	a-1(x - x.) + n(x) 
	... (2.4) 

1=1  

It follows from equation (2.4) that 

f(x + X) = m(x + X) + n(x + X) 	... (2.5) 

/,'Ialti-tplying (24) by (2.5) 

f(::)f(::+x) = - a. (x x.)a(x + X - x) + n(x)n(x + X) + j: 1 	 j 	.  

+ 	1  
a.(1':-xJ11(x-I-X)-1-7--a--(x+X-x.)n(x+ X) 1 

... (2.6) 
The correlation function, 0(W), then becomes 

T 

i(x)f(x + X) dx 
1 

T 
	I 

... (2.7) 
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Now, interchanging the order of integration and summation, 

T  

	

, 	1 r 

	

000=1-122' 	a.-1 E-1.(x-x.a.)a.. 	
3 

(x+X-x.)dx + 1  c n(x)/1(30-X )dx T T o 

ai  (n -x )n(x+X)dx4Y 2. S 
0 

a.(x+Xp..x.)n(x)dx.1 

- ... (2.8) 

The meaning of equation (2.8) can be visum]ised by referring to 

fig. 3.4, in which there are two functions representing noise and a 

transmission signal. The 	and.fourth terms of the right-hand sirle 



n(x) 

Fig. 3.4 A sketch of two functions illustrating 

a) noise signal and 

b) transmission signal 
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x 

x 
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dleqtAtion 2.8 contains the sums of terms, each term being the cross-

correlation of noise and a transmission signal. Referring to fig. 3.4, 

this correlation of noise and a transmission signal can be visualised 

as a process involving multiplication and addition of two space functions. 

If the noise, n(x), and the transmission signal, ai(x), are uncorrelated„ 

then 

1 
T 

T T 

a.(x-x.)n(x+X) dx = 	i T ai(x±X-xi)n(x)dx 

	

= 0 	
... (209) 

and the required information about the space configuration is derived 

only from the first two terms of equation 2.8 	. Clearly, the 

first term is the auto-correlation of the various transmissions, f alj 
and will be a symmetrical function of the argument, X. Under the 

assumptiorithat the noisb is a stationary, random process but with 

an unspecified amplitude distributions, 

T 

I\ 	4(x) 4(x+X)dx T 
Jo 

is also an even, symmetrical function of X. Hence the right hand side 

of equation 2.8 becomes the sum of two space functions which are both 

symmetrical about the same axis. It can, therefore, be concluded that 

OM is an even symmetrical function when the noise and the transmission 

signals are uncorrelateds  a condition which is generally met in the 

search space. 

The assumption is that the noise and the transmission signal are 

uncorrelated". 



and 
T 

lin 	r 
-9000 T 	ai(x+Xrx.)n(x)dx = v 

Jo 
T  

... (2.11) 

If the assumption concerning the correlation between the 

noise and the transmission function is relaxed, then 

T 

T 
	a.(x-x.)n(x+X) dx = u 	... (2.10) 
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where both n and v may be non-zerq,Madv4my will represent the amount 

of correlation between the transmission signal function, ai(x), and the 

noise
++  

function n(x). If T (cf. fig. 3.4) is sufficiently large so 

that the law of large numbers is applicable, then u and v will be 

each equal to a constant within the correlation range (i.e. the allowed 

value of X). This is made clear by referring to fig. 3.4 and observing 

that the operations involved in the computation of the quantities are 

as follows: 

i) Multiply n(x) by a(x) point by point 

ii) Add the products 

iii) Take the average 

iv) Translate a(x) or n(x) by amount, X, and repeat operations i) to iii). 

It will be assumed that the statistical structure of noise function, n(x), 

will remain substantially fixed from scan to scan of the same frequency 

bandwidth. It will however be different for the different portions of 

the whole hf band. 
x
Simply, this law states that the time and distribution averages of random 

variables are one and the same thing (30.-31) 
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Thus if the law of large numbers holds, then the results of stop (iii) 

will be a constant or nearly so for all the allowed translations, X. 

In conclusion, it can be said that the symmetry of 10(X) is unaffected 

by the amount of correlation between the noise waveform and the trans-

mission function because the quantities, u and v, are effectively 

constant. 

The consequence of the above results can now be applied to the 

analysis of two observations f1(x) and f2(x), of the search space. 

f1(x) and f2(x) are defined in the following manner: 

the time history of the search space at time t1  

the time history of the search space at time t2  

where t2 	tl. 

The model function of the space configuration then becomes 

K 
f1  (x) = 5 a1.  (x - x.) 	n1(x) 	... (2.12) 

t 

and 
K 

f2(x) = 
	

a2.(x  - xi) n2(x)  

Proceeding in the same way as for equation (2.6), 

... (2.13) 

°12(X)  = 
limes
TIT a1i 	i(x-x)+n1  LxPi,  i 	22ii(x+X-x)+n(x+XA dx 

••• (2.14) 
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Expanding and re-arranging equation (2.14) 

	

012( 	= T 	T 1 n-1
(I 

 
lim 	

i- 	i .x  -x )a2  (x+X 
	T+ 1  -xi)dx + uu (x)n2  (x+X)dx 

	

+ 	i T a1 (x-xi  2 	T (x+X)dx + 	-la1. (x+X-x.)n1 
 (x)dx 

... (2.15) 

If the noise is uncorrelated with the transmissions then the last 

two terms of the right-hand side of eqn.2.15will be zero. However, 

any amount of correlation between the noise and the transmission 

functions will make 

T 	 T 

T 	al.(x-xi)n2(x+X)dx and 1" I.  

Jo 1 	
T 
""o 

a2  (x+X7.xi)nl(x)dx 

non-zero. But as has been shown earlier, these two quantities are 

constants and hence will not affect the symmetry of the correlation 

function0012(X). 

The second term on the right-hand side of equation (2.15) 

expresses the cross-correlation of n
1(x) and n2(x). Hence, if n1(x) 

and n2(x) are independent random stationary processes with identical 

distributions, then 

1 n1(x)n2(x+X)dx 

will be an even function of the argument, X, and will not affect the 

symmetry of the final function, 022(x). Therefore, the function, 

012(X), will be symmetrical or non-symmetrical about the chosen axis if 
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and only if the first term, 

ai (x-x )a2.
(x+X-x.)dx 

0 

is symmetrical or non-symmetrical. Clearly, if the statistics of the 

transmission signals, 1 al  is and2. 
are the same so that the 

distributions of the transmission signals in the two independent scan 

periods are identical, then the first term is also a symmetrical function 

9312(7° is,  and 	therefore, symmetrical. If on the other hand, new 

transmissions occur or old ones disappear, then the distribution of the 

transmissions will change correspondingly with the result that the 

first term of 012(X) will not be symmetrical. Hence, a test for 

symmetry can be the basis of the search technique. In other words, 

the test statistic is one which reflects the fact that the correlation 

function, 
012(7°'  is symmetrical or not. If 

 9312(70 is symmetrical 

then the transmission distributions in the two observations of the 

same spectrum are the same and no change in the number of trans-

missions has thus occurred. A change in the number of transmissions 

and the locations of transmission signals will be indicated by the 

' 
fact that the function' d12 (7°' will be non-symmetrical. 

In order to fully exploit the advantages of the correlation 

technique, it will be useful to construct the two types of the 

correlation functions, the auto- and the cross-correlation and compare 

them. Thus, having obtained the two wave-forms, fl  and f20  of any two 

observations, the two types of correlation functions will be formed 



f.( 	X 

IXI 	 

tor 

fi(x)f1(x+). 

f (x)f2(x) 

Advance 
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by correlating fl  with itself to obtain 011(X) and fl  with f2  to 

obtain¢32(X). The difference between the two correlation functions 

can then be utilised to discriminate between the transmission contents 

of f1 and f2. These ideas have been illustrated in fig. 3,5 below A 

Fig. 3.5 	A comparison between two observations, fl(x) and 

f2(x)' using correlation technique 



69 

The function, f1(x) is multiplied by a delayed (cr. an advanced) 

version of itself and then by a delayed version of f2(x). The 

amount of delay, X, is pre-determined and related to the rate of 

sampling of the functions, fi(x) and f2(x). The products, 

f
1
(x)f

1
(x-1.7) and f

1(x)f2
(xi-X) are summed separately in the blocks 

marked, / .1  and / 2. Finally the comparator is used to compare the 

differences between the two sums. 

3.9 	A Method of Difference-Correlation 

If f
1 
 is correlated with f1 - f2, the resulting function is 

1 (k) (f1 
- f2) = 9311(X)  - 012") 	*** (

oa) 

where the sign, 	denotes the correlation operation. Hence, by 

postponing the correlation operation until the difference, fl - f2' 

has been obtained, it will be possible to generate a correlation 

function which contains the two : 	correlation functions, the 

auto-correlation and the cross-correlation function-. 	Clearly, if 

fl  = f
2 

then 	011(x) = 012(x) 

= 0(X) 

so that 
	

011(X) - 012(X) 	
= 	0 	... (0.2) 

Zero is trivially a symmetrical function, and the result of correlating 
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fl  with the difference, fl  - f2, clearly satisfies the symmetry condition 

which must be met if the two observations, fl  and f2, contain the same 

transmission signals. 

When f1 ;4 f2' the difference,C6 ()) 	°12 (X)' can be obtained 11  

by combining equations 2.7 and 2.15 of Section 3.8. Thus, 

T 

011(X) - 012(X) = lim T 	I j 
al  (x-xi)al  (x+X-x.)dx 
i  

ik al (x-xi)a2  (x+X-xidx 
i j 	i 

1 	•-‘ 
+ 	 1  n (x)n (x+X)dx - 	n..(x)n (x+X)dx T 1 1 	T 1 2 

+,1
al.(x-xi)nl(x+X)d

x + 

T 

T I 	a1.(x-x)n2(x+X)dx + 

Jo 

T 
1 r + / 	
T 	a1.(x+X-x.)n1  (x)dx 

_ 	
T 	a2(x+Xrx)n1(x)dx 
	... (0.3) 

As previous results have already shown, the symmetrical features of 

equation 103) will be dependent upon whether or not the first two 

terms are symmetrical. The case when al  and a2 are the same has been 

treated already. 
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However, when al  / a2  it can be shown!' quite easily that the 

symmetry of 0
11(X) - 012

(X) will be destroyed. Hence, if the function, 

011(X) - 012(x)/ 
is not symmetrical about the chosen axis, then it can 

be concluded that a1  a2  and that either new transmissions have 

occurred or old ones have ceased operation. 

The difference
/ 
f
1  f

2, may contain additional information 

concerning the locations of the transmissions which have either 

appeared or ceased operation in the search space. This is seen by 

referring to figs.3.6aand34:•where two noiseless scan pictures of 

the one spectrum are shown. The transmission signal in fig.34b 

which does not appear in fig.:N3b is marked (A) and can be isolated by 

'hubtractinAhe function represented in fig.3kia from that in fig.3.6b 

However, since any time history contains a noise component whose 

instantaneous power can considerably affect the desired output of a 

differencer, the limits of the usefulness of a differencer will be 

realised. In fact, using the same notation as in equations(2.2) 

and (2..3) 

fl 	f2 = (m1 - m2) 	(n1  - n2) 	... (4) 

From this last equation, it is clear that if the power density of the 

noise is much greater than the signal power, then the transmission 

signals will generally be completely masked by the noise and no 

information about them may be gained. This implies, therefore, that a 
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frequency 
(a)  

   	 fAA 
frequency 

(b)  

Fig. 3.6 A diagram illustrating the emergence 
of "new" transmission signals 
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differencer is suitable only in situations where the signal-to-noise 

ratio is high. 2,t low signal-to-noise ratios, the difference-

correlator will be incapable of providing an effective means of 

detecting the transmission changes which, after all, are the object 

of the search procedure. 

3.10. Symmetry as Basis of Discrimination  

If the premise that the observations, fl  and f2, are random 

processes is accepted, then the probability that fl  and f2 
are identical 

is directly given by a measure of the correlation between them. The 

correlation function, 
5611(X), 

 which is obtained by correlating fl  

with itself is by definition an even function, symmetrical about an 

appropriately chosen axis. When, however, fl  and f2  are correlated 

the resulting function may not be an even, symmetrical function; it 

will only be symmetrical when f1  and f2  are identical in the sense 

that they each contain the same transmission signals plus noise. Hencej  

by comparing the two sides of the correlation function about the chosen 

axis and testing for symmetry, it is possible to obtain a measure of the 

correlation between the two functions which have been selected as time 

histories of the search space and consequently discover any transmission 

changes between them. The degree of symmetry of the correlation 

function can be measured in terms of the following expressions: 
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and 

1
0+00 - 0-(X)I 	... (1) 

I<<- 	10(T) dx 	- 	i0(X)I dX 	... (2) 1  

I' and I" are not the only indices of the degree of symmetry, but 

for the purpose of the present investigation they will be accepted 

as sufficient indices. 0 (X) and 0(X) are, respectively, the positive 

and the negative parts of the correlation function, 0(x). 

It is important to observe that in order to use I" as a test 

for symmetry, the function, 0(X), should be square integrable,
x 
a 

condition which is generally satisfied in most practical situations. 

The test for symmetry, as given by expression I", is very revealing 

in the sense that it provides basis for point-to-point analysis of 

the search space. It can also be used to introduce the notion of 

distance, d, which will be defined by 

d(0+, 0) = 	10+  - 01 	... (3) 

d may be said to represent the distance between 0
+ 

and 0 . This 

expression for d satisfies the customary axioms( 
32 )

for the measure 

A function, g(t), is said to be square integrable in the interval 

T] if 

T 
'g(t)12  dt 

0 
co 
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of distance which are 

d(0+, 0) = 	d(0, 0+) ...•  (0.4a) 

d(0+, 0) = 	d(0 1  0- ) = 0 ... (0.4b) 

d(01, 6) + 	d(01, 02) = d(011  02) (0.4c) 

d(01, 02) + 	d(02, 03) = d(01, 03) (044d) 

0.4a and 0.4c express, respectively the symmetry of 0(X) and the 

triangle inequality 0.4b is an expression of an identity. 

s• 
3.1X Consideration of Fading in the Analysis 

3.11.1 Introductien  

Briefly, fading is the phenomenon which affects the amplitudes 

of the received waveform in a manner which causes the amplitude to vary 

either slowly or rapidly. The distorting effects of fading may be 

selective in the sense that different frequency components of the 

received signal may be affected differently. In this way, a received 

signal may be rendered unintelligible by a complete or a partial 

deletion of some frequency components. In the normal radio engineering 

practice, devices such as the automatic volume (or gnin) control(33,34)  
are employed to combat the effects of fading, especially non-selective type. 
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Figs.307 - 3,7c 
	illustrate, in a simple manner, the action of 

selective and non-selective fading in any portion of the search 

space. Fig..3,7a is the given spectrum of a signal which is not 

affected by any type of fading. The waveform representing this °pure' 

signal is fa. The disturbed versions of fa  which are produced in 

the presence of selective and non-selective fading are shown in figs. 3.7b 

and 3.7c, respectively. It is evident from the waveforms depicted 

in the diagrams that the transformation which produces fb  from fa  is 

linear and that f
b is related to fa 

by 

fb = cfa 	
... (2.1) 

where 0 

In a way, the effects of non-selective fading can be said to 

exhibit some well-known features of a transmission device whose fre- 

quency response is flat. Since the quantitity, c, is generally less 

than unity the amplitudes of the frequency components of the signal, 

f
a, suffer the same amount of attenuation in the transmission medium. 

In other wo2ds, the shape of fa  is preserved by the transformation which 

produces fla from fa. 

Now, consider the situation in which the two observations to be 

compared in the analysis are represented by fa  and fb. It must be 

remembered that f
a is considered different from fb only when its trans- 

mission signal contents are different from those of fa. In fact, the 

full expressions for fa(x) and fb(x) can be deduced from that for f(x) in eqta 

tion.2,:l(Sect.3.82.1tnd when this is clone the analysis leading to an 
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*amplitude 

4 
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a) 

 

fb 

frequency 	 fre quency 

amplitude 

f 

frequency 

Fig. 3.7 A diagram illustrating the phenomenon of 
a non-selective fading and 
b a form of selective fading 

; 



79 

equation similar to equation2.15(Sect.3.8)canbarodeFurthermore, it is 

revealing to visualise fb  as the output of a linear device whose input 

and system functions are, respectively, fa  and c. 

Forming the difference, fa - fb' 

fa(x) - fb(x) = (1 - c)f 

= c'fa(x) 
	... (2.2) 

where c' = (1 - c). 

The next step in the analysis is the computation of the correlation 

of f
a 
and fb. That is, 

	

fa 
 (R.) 	fb = f

a .-- ' crfa 

	

-- 	-- 

= aa 
	... (2.3) 

Therefore, apart from the multiplicative factor, the result of the 

process is the same as would be obtained when fa 
is correlated with 

itself. The function, c' Nis a symmetrical function and, by 

applying the test for symmetry, it is easy to show that 

d (c'0
a1
, c▪ 	

'0aa 
 ) 	= 	c' 0aa 

	
- 	0aal 

(2.4) 

This is the desired result of the search process when the transmission 

contents of the two observations, fa  and fb, are identical in the 

presence of non-selective fading. 

It can also be shown that when the transformation of fa to fb  is 

due not only to non-selective fading but also to a change in the trans-

mission contents, then the result of the search process will not be a 
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symmetrical function. This can be seen by computing the correlation 

function of f
a and fb when the transmission functions, ma 

and m 
-b 

are different. Thus, 

0 = f
a 

KR) 	f
b 
	... (2.'5) 

If the noise components of fa  and fb  are, respectively, na  and nb, 

then 

0 =m (x) + na(x) b(x) + nb(x) L a 

ma(x) 	mb(x) + na(x) 	4) nio(x) 

nb(x) + mb(x) •...- ma(x) 	na(x) 

0 4- 	+ o 	+ 
ma b 	

0 0
nanb 

m m
bna ... (2.6) 

As has been demonstrated earlier': all the terms in the above expression 

for 0, except the first, are either zero or symmetrical about the chosen 

axis. Hence, the fact that f
a and fb are not identical as far as their 

transmission contents are concerned can be deduced from the fact that 
a.‘ 
N-) is not a symmetrical function. Clearly, the search method 

describe(' in the analysis is insensitive to disturbances which are 

caused by non-selective fading and takes account only of the distortions 

that are due to real transmission changes. 

"See Section 3.8.2. 
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3.11.3 Selective Fading and its Effects  

Where the fading is selective, the waveform, fel  which is a 

disturbed version of fa
, is not a simple well-defined function and its 

relationship with 	is not simple. Generally, the complex nature of 

fc 
is such that the simple analysis pertinent to non-selective fading 

is no longer applicable. When the fading is selective it is seldom 

possible to determine the fading pattern and utilise the knowledge to 

the best effect in only two observations. However, by combining a 

consecutive series of observations into one composite observation, 

the general analysis of the fading may become tractable, and two such 

composite observations may be analysed satisfactorily. 	The technique 

of combining diverse observations of the same event is employed in 

diversity reception in which two copies of the same signal, which 

experience different fading patterns are used to'hugmentileach other. 

As an example, consider a simple selective fading pattern whose 

effect varies linearly with frequency, so that the low frequency 

componens of the transmission signal are more severely affected 

than the high frequency components. Such a fading pattern will 

transform f
a (fig5.7a) into a waveform such as the one illustrated 

in fig,3077.0 In such a simple case, a method of equalisation might be 

used to re-transform f
c into a flat-topped spectrum and the analysis 

then becomes the same as that in the case of non-selective fading. 
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3,12 The Presence of Impulse Noise  

One type of noise, known as low-level noise, is usually below 

the normal signal level and has the appearance of Gaussian noise 

superimposed on the harmonics of some very low frequencies( 37 ) 

The level and the character of this type of noise are such that the 

effects on the performance of most communication receivers is very 

small. A second type of noise, impulse noise, differs from the 

low-level noise in two important ways. First, its appearance(38) 

when viewed on an oscilloscope is that of a rather widely separated 

bursts of relatively short duration, about 5 to 50 ms. Second, 

the level of the impulse noise may be as much as several dbs above 

the normal signal level. 

Since its duration is short, the impulse noise has a flat 

spectrum which extends over an infinitely wide band odf frequencies. 

When this type of noise is present in the search space under 

examination:  its effect is to raise the normal level of the signal 

by an amount proportional to its power density. In effect, the impulse 

noise changes t113 a.c. level of the signal. 

If fe (fig0 :) is the resulting waveform when the effects of the 

impulse noise are superimposed on fa, then because of the properties 

of the impulse noise the relationship between fa  and fe  is 

fe = fa 	
G 
	 (o.1) 

where G is a positive real quantity. The correlation of f
a with the 

difference1 fa - fe, is given by 

fa 	ih) (fa  - e) = fa CO (7 G)... (0.2) -  
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fa 

frequency  

f e 

frequency 

Fig.308 	A diagram illustrating the instantaneous effect 

of impulse noise 
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But since 

f
a 	

.131;) (--00 = 	Gicfa(x)dx 	... (3) 

the output of the difference correlator is 

Q = 	1 G' 	f
a
(x)dx 	G' = -G 	... (4) 

which is a constant and consequently a symmetrical function. The 

condition for symmetry is, therefore, satisfied and the only conclusion 

is that no transmicsion signal changes occur when the f is trans- a 

formed to f by the advent of an impulse noise within the portion of 

the frequency band being examined. 

fe can be expressed 	in terms of a transmission function, 

a(x), and an additive noise function n(x). The analysis is then 

similar to that dapicted in section 3.8.2 , and the conclusion is that 

in the presence of :mpulse noise, the correlation search technique 

is capable of reliable results, even ir. the presence of impulse noise. 

It is also revealing to note that other search techniques
( 14 ) 

which rely on energy difference in order to detect transmission signal 

changes will 	__,:aoL,us results in the presence of impulse, 

because of the energy increase which will accompany the onset of 

impulse noise. Similar mistakes will occur when the observations 

are disturbed by the action of fading. Hence the correlation search 

technique has clear advantages when dealing with fading and impulse 

noise. 
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3.13 The Need for a Threshold  

Practically, when noise and fading are present, although fl  

and f2 may represent two space configurations which contain the same 

transmissi 	d ( 	D) will seldom be exactly zero. Practical 

situations like this necessitates a modification of the decision 

rule based on the zero value of d, Hence, by setting a threshold 

so that all values of d below this pre-specified threshold can be 

taken as sufficient to ensure that f
1 

and f2 are identical, it will 

be possible to make decisions with an arbitrarily low error rate. 

This is generally done by studying the statistics of d (or D) during 

simulation tests or in practical experiments. Such a study will 

be described in the appropriate chapter of this thesis. 
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A RADIO SURVEILLANCE SYSTEM 
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Chapter 4  A RADIO SURVEILLANCE SYSTEM 

4.1 	Introduction 

A practical surveillance system has an important function to 

perform and that is to provide an easily understood information about 

an object, or a system of objects, which is being examined in some 

scientific manner. In such a system various methods are tried during 

simulation 	experiment in order to remedy the system deficiencies and 

attain some sort of acceptable performance. Where radio surveillance 

is concerned, the general problem is to set up a simple strategy whereby 

any one, or several, of a small number of transmissions starting up 

in any selected portion of some frequency band (like the HF band) 

can be tracked. The word track has been used here in a restricted 

sense, and a transmission is said to have been tracked when its 

position or location in a spectrum has been identified and some 

information about its probable duration has been obtained. 

The presence of noise in the system tends to make the task of 

correct identification difficult, and spurious location reports are 

not entirely avoidable. Furthermore, the measurements that are made 

on the system include some unavoidable error'. In this chapter, we att-

empt to cz,lablish a probabilistic foundation fmr the technique descri-

bed in chapter 3, 
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4.2 	A Statistical Model  

In order to completely identify a transmission in a sense 

consistent with our objective, we ought to know its locationl x,, 

in a frequency spectrum and its duration, t. 	These important 

attributes of the system (i.e. the entire frequency band which has 

been selected for examination) are directly or indirectly related 

to some measurable quantities. Precise measurements of these 

quantities, however, is laborious and difficult and the amount of 

measurement error, inescapably associated with the measured quantities, 

makes the problem of precise identification even more difficult. 

Again, the possibility of wrongly associating some measured information 

with a non-existent transmission cannot be ignored, and a measure 

of the chance of this event ever occurring is an index of the success 

cf the strategy. Known simply as the false alarm, this event (i.e. 

identifying a measurement with a non-existent transmission) and the 

rate at which it is known to occur specify the success performance 

of the strategy. 

In order, therefore, to formulate a statistical model which will 

adequately describe the behaviour of our system and give credence 

to the reliability of our strategylwe must first postulate certain 

probabilities and define their distributions. These are: 

(i) the probability that n transmissions are observed 

in the system. 

(ii) the probability that the n transmissions have durations 

	

t (i = 1, 2, 	n) 
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(iii) the probability that ni  of the observed transmissions 

are spurious. (This is an index of the false alarm rate). 

(iv) the probability that n. transmissions have escaped our 

observation. (This is the probability of false 

dismissal). 

4.3 	The Distribution of the Transmission Signals and the.  

Duration Times  

In this investigation we are dealing with a small number of 

transmissions which are randomly located in the frequency space. The 

locations of these transmission signals are assumed random because 

each transmission signal has a finite probability, not known a priori, 

of appearing anywhere in the frequency band. 	Noting the time of 

initiation of a transmission and observing its total time of persistence,. 

a complete track of it can be established. Our strategy will be to 

compute the probability that a given subspace of the total tTreespace 

will be occupied by a transmission signal whose probability of 

persisting for a time t is p(t). If the probability of that particular 

transmission appearing at x is w(x), then the success of the strategy 

will be dependent on some compound probability, P, which is proportional 

Without loss .if any clarity the constant of proportionality can be made 

equal to unity, recalling that rut = 1. 
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to the probabilities p(t) and w(c). That is 

P = k p(t)w() 
	 (o.1) 

Admittedly, it is generally difficult to know the probabilities)  

p(t) and w(x), a priori and it is best to circumvent this particular 

difficulty by generating other easily obtainable quantities that are 

related to p(t) and w(:.7.) in some obvious and meaningful fashion. 

Strictly spealzing, p(t) and w(r4) should be replaced, respectively)  

by pm(t) and wm(:-.), which reflect the fact that these probabilities 

are conditioned on the existence of a transmission. Furthermore, if 

the probability of falsely associating a measurement with a non-existent 

transmission is v  and that of dismissing the existence of a transmission 

is µ, then the compound probability, P, will also depend on v and 

But for a specified P and µ we can represent P by the product of p(t) 

and w(z7.), so that 

P = kp(t)w(2) 	 ... (0.2) 

4.4 	The Effects of Scanning the Space 

If the space, or more precisely, the bandwidth being searched is 

W then we can accomplish our search objective by one of two methods. By 

employing N observers with N fixed-tuned receivers, each with a relatively 

small bandwidth of W/N Hz, the whole search operation' can be satisfactorily 

There will be N concurrent observations aimed at detecting any new 

transmissions that will appear in any of the N band slots. 
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performed. 	Obviously, the number, N, of observers, or the i.f. 

channels, required for this operation is quite large. A second 

method, which has the inherent capability of reduced man-power by 

employing one receiver or one i.f. channel, consists in scanning the 

total space and obtaining information about new transmissions by 

comparing the time histories of some two scans which are selected in 

some prescribed fashion. 	(The prescribed manner of scan selection 

has been fully described and a more thorough discussion of this 

method can be found in Chapter (6) of this thesis). Using this 

second method cf comparing two selected scans, transmission. signals which 

appear in one time history (i.e. in one scan period) and not in the 

other are the transmissions which we seek and about which some 

information is desired. 

With this scanning strategy, it is possible that a transmission 

whose duration time (or time of persistence) is less than the period 

of one scan may escape identification and no information about its 

existence will be gained. 	It is, therefore, necessary to require 

that the daration 	t4, should at least satisfy the following 

relationship: 

where W = total bandwidth (or total space) in Hertz 

V = sweep rate of scan given in Hertz per second 

Hence if the two time histories are separated by an integral number of the 

scan timer,v, and the first of these is obtained at time t, then the 
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second time history is obtained at t + T where, 

T = k 11/. 	k = 1, 2 	n 

We have assumed that the"blank"time between two consecutive scans 

is negligible. 

Now let it be assumed that the second time history contains a 

transmission which is absent in the first. Then this new°c trans- 

mission is identifiable if some period of its persistence time is 

wholly contained in the time interval, 	+ T, t + T + 

(See Fig.4.1). This requirement is necessary if the new transmission 

is not to escape detection. 

t 	tWv t+2W/v t+3W/ir t+(k-1)W/4 t+kW/v 

Fig.4.1 A diagram illustrating blocks of observation time 

A transmission which appeared in the first scan and not in the second 

V is a missing transmission and should be extinct for a time t > 
	. 
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If the time of persistence of a transmission is less than —, then it 

may not come under observation during any one scan period and, 

therefore, will not be recorded for further examination. 	Hence, 

whatever time a transmission starts up and at whatever time it 

exits, it will not come under observation to be recorded so long as 

its totaltillecfpersistence is less than — . 	In the terminology 

of mathematical statistics, a new transmission which starts up and 

persists for a time t can be observed and recorded if the probability 

p(t) is large enough. (See Fig. 1). That is, if the transmission 

lasts for a time t 	W
then the probability of detection of that 

transmission is negligible. On the other hand a transmission lasting 

for a time t "," —has a significant probability of being detected. 

(See fig. 4.2). 

4.5 	Random Elements of a Frequency Space  

4.5.1 Inty-oducfien 

Regarding the different transmission signals as some elements 

of a frequency space, we can attempt to determine the probability that 

a small number of them can be found, on the average, within a selected 

band. If the frequency space elements are generated independently 

so that there is no correlation whatever between the locations and the 

times of generation of these elements, then we can associate the 

distribution of these elements with some appropriate distribution law. 

In fact, in the absence of strict correlation between the space elements, 

a Poisson law of dist'ibution may be quite applicable. However, in some 
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2_ ? 4 c" 
Duration time in W/v 

Fig. 4.2 A diagram d showing that the probability 

of detection varies with the period of scan. 
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practical situations the elements are somewhat correlated and a 

simple Poisson law is no longer valid. In the present analysis we 

shall not specify the amount of correlation that may exist between 

a given group of space elements. 

Fig.4. 3 is an illustration of a frequency space in which a 

number of transmission signals exist. Each spike in the scan 

picture of the space can represent one transmission signal but if 

the emission of a particular transmission is of the FM type then a 

collection of many spikes will constitute one FM transmission signal 

and hence the spikes within that group will be correlated. Similar 

situations arise in radar where, apart from the main echo, there 

exist a number of higher order echoes. Obviously, the main echo 

and its associated higher order echoes are harmonically 14 1actect-but any two 

main echoes, arising from two distinct objects, may not be 

Therefore, in the present analysis we shall not specify the amount of 

correlation that may exist between a given group of space elements. 

We then ensure that application of the results of the present analysis 

may be found in situations where the elements of interest are either 

correlated or not. 
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Related spikes 
	Unrelated spikes 

r'drs--1 

Fig.40 A space illustrating the existence of - 'related and 

unrelated elements. 

4.5.2 Configuration Modes of the Space  

The frequency space, S, in which a transmission signal or 

signals are being sought is divided into a number of small intervals 

or cells, each of which can contain at least one space element. A 

space element, as has been described previously, is a point or a 

collection of points with which we can associate one hf transmission. 

In ig.4, for instance, the number of cells ;I F`ig. V 	= 3, and each of 
these is occupied by one or more transmissions as indicated by the 

number of m's written in each cell. Our objective is to obtain a 

relevant statistic of the information contained in one cell and utilise 

this statistic in a data association ) process in which a given 

statistic is associated either with the fact that a transmission is present 

rThe words cell and interval will be used interchangeably in this discussion 
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Fig. 2..4 A hypothetical space of cells ccntairling different 

numbers of elements 



uniformlyl or non-uniformly, 

by sly S2, gee 8Ne If the 

one-dimensional subspace and 

x.arldx+6,' xi+1, its length 1  

A conceptual extension to an 

represent x.
1  by an n-tuple, 
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or the fact that it is absent in the given cell. A convenient 

and a desirable statistics, for our purpose, is one which is 

sensitive to changes in the transmission signal content of a cell. 

In the meantime, we shall assume that this statistic is determinable 

and is invariant under changes that do not affect the relevant 

quantities in the space interval. Such a statistic will provide 

the necessary information about the nature of the random space 

elements. 

Suppose the space is quantized 

into a number of intervals designated 

space is one-dimensional then si  is a 

is contained between, say, the points 

is then approximately equal to A Xi. 

n-dimensional space is possible if we 

or a vector, so that 

xi = (xi  xi  , 1 	2 
	x.1  ) n 

For our immediate purposes, we can simplify matters by associating 

the contents of a cell, si, with the value 1 or 0, depending on whether 

the information contained is indicative of the presence of a transmission 

eignair or not. lienceafunctionalsuchasIgsi)is either 1 or O. 

Mathematically put, 

U(si) =
1 if si  

0 if s. 1  

contains a transmission 

does not contain a transmission. 
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Thus, by continually examining the contents of one cell, or a 

collection of cellss and observing the transition times(i.e. times when 

U(si) changes from 1 to 0 or vice versa) we are able to detect the 

times of emergence of new transmissions or the disappearance of old 

ones. When we are dealing with a collection of cells we may have to 

consider a secondary functional, w(111...UN), which depicts the overall 

estimate of the space. The functional arguments, Ui, are either 

l's or O's. In this manner, three principal modes of space con-

figurations can be distinguished, viz: 

(1) A space configuration whose functional, w, has only l's 

as its arguments. We shall call this the "positive mode". 

(2) A space configuration whose functional, w, has only O's 

as its arguments. This is the "null node". 

(3) A space configuration whose functional, w, has a random 

mixture of l's and O's as its arguments. This is the "mixed mode". 

We can specify that an interval whose contents reveal the presence 

of a transmission has a functional U = 1. If a transmission does not 

exist in a particular cell then its associated U is equal to 0. 

A more general terminology may be introduced by considering that 

each cell contains .some space element. A "positive space element" 

exists in a cell, si, if U(si) = Ui  = 1. 	If U(si) = Ui  = 0, it may 

be said that s. contains a "null space element". Mathematically, 

U(si)=1ifs.contains a "positive space element", or U(si) = 0 if 

si contains a "null space element". 

A sufficiently general mode of the entire space is the "mixed node" 
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and we shall  be particularly interested in its configuration. Such 

a mode contains an unspecified number of space elements and is re-

presented by the functional 

W(U1, U
2 
... U

N
). 

A diagrammatic representation of a typical space has been given 

in Fig.4.5, and in this figure, the "space element" functionals, 

which correspond to various portions of the space, have been shown. 

In this particular example the overall functional, w, is given by 

w = w(U1,  U2,  U3, U4) = w(1, 1, 0, 1) 

It is important to point out that a group of detectors which 

examine the contents of the cells and decides whether U is 1 or 0, 

( 
operate non-parametrically

49,4.1)  
in the sense they make little or no 

use of the statistics of the transmission or the noise field. This 

is largely because a priori knowledge about these fields are either 

scantily available or non-existent. Additionally, the number of 

changes that can be expected in a space of a finite number of elements 

is quite large and cannot be indexed by a finite number of real para-

meters. As an example, we can consider the problem of accommodating 

telegraph channels, telephone channels and broadcasting channels in any 

given broad band. Where the size of the broad band is known, we can 

calculate the number of channels of one particular kind, but we shall 

find it a very difficult task to compute the number of the different 

types of channels that can be accommodated within the same given broad 



S
i 

s3 

I U(s)= 0 
I 	3 I  

101 

U(s
2
) = 1 

1  
I 

s2 

Fig. 4.5 A diagrauatio sketch of siznals in a hypothetical space 
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the probability associated with each combination is L

m) 

If we assume that every combination is equally likely to occur, then 
-1 
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band. Our problem is, therefore, non-parametric in this sense, but 

the functionals, w, and their representation as detector outputs will 

suffice to depict which space intervals or cells are occupied by 

transmissions. In this way we are able to describe theulocall! 

behaviour of the transmission signals i1ihin different portions.af.tho 

broad band being examined. 

4.0 	Distribution of Elements in the Search Space  

In a mixed mode configuration, we do not know the composition 

of the space a priori but we can assume that there are n positive 

elements and m null elements so that m n = N. The arrangement 

of these N elements is not ordered in any particular manner and, in 

general, we shall expect to find a space element of one kind randomly 

followed (or preceded) by a space element of the same type or that 

of the other tyy2. Combinatorial .6c1iniques exist for calculating 

the number of the different possible combinations of the two types of 

N elements
(42  
.' 
43) 

 Each possible combination, depicting a possible space 

configuration, will be assigned a finite probability measure which is 

an index of the chance that that particular configuration will occur. 

This represents the "worst" possible configuration. In terms of in-

formation theory this type of configuration maximises the uncertainty of 

the situation under examination. 
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At this point it is appropriate to make use of an assumption 

we made earlier when we postulated the existence of the probability, 

pn(s1 	sn
) that there are n positive elements in the cells, -1)  

s2,...sn. 
	Thisistrueifl(s.)= 1 for i = 1, 2, 	n. 

But since we have assumed that all combinations of m null elements 

and n positive elements are equally likely, the probability of a 

given configuration of m + n space elements is equal to the 

probability of a transformed configuration in which the n positive 

elements occupy the first n cell positions. Before we make use of 

pn(si 	sn) we shall consider the distribution density function, 

F(s, 	sN), in terms of which we can calculate the probability that 

each of the cells s(s = 1, 2, 	N) contains at least one space 

element. Some of the different forms that F(si, s2 	sN) can take 

are illustrated in Fig. 4".,6). When a transmission is not active or is 

absent its cell is occupied by null element, that is, by noise alone. 

However, as it becomes active a positive element appears in the cell. 

If F(s1) s2 .... sN) is a well-behaved, continuous function in almost 

all regions of interest, then the probability that there are N space 

elements in a given space is 
N 

AP(sl, s2 " sN) = F(s11 s2 ... sN) 	Asi  
i=1 

... (0.1) 

It will be illuminating, at this point, to show briefly the 

difference between the two probability expressions, p(sl, s2 	) 

and P(s1, s2 	sN). The latter provides information about all cells 

of the space (i.eavolumetric description) in each of which one space 



(a) 

	 1 

—2 	 s 4 — 5 (b) 

Fig. 4,6 Some forms of F(- -1' * 
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element (positive or null) can be expected to exist, while the former 

provides a localised statistical description of the set of cells 

which contain positive elements only. 

We shall now show how the probability function pn(s1's2'...sn)x 

is derived from the knowledge of P(sl,s2,...sN); and we shall further 

observe that the distribution density function F(si...sN) could be 

related to the instantaneous picture of the space under examination. 

As already mentioned, a given space interval, si, contains a 

positive element or a null element if the associated functional, U, 

has the value 1 or 0, respectively. Since the two events represented 

by U = 1 and U = 0 are mutually exclusive, it follows that 

Pr(u = 1) + P(u = o) =1 	 ••• 0.2) 

Considering a space configuration in which there are n positive 

elements and m null elements, we can determine the associated 

Pn(si 	sn) and P(s1 	sN) subject to the condition that mfn = N. 

Let Q, represent the event that there are a total of n positive 

x As will be shown lateripn(s1ls2 	sn) must be written as 

pn(si,s2,...sn/N) so that the conditioning of it on the existence of 

N cells may be reflected. 	Also,written in the form, pn(o1ls21...sn/N), 

its behaviour as a posterior probability is revealed. However, in 

all the discussions we shall write pn(s1 	sn) for pn(ol....on/N). 
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elements, disregarding their cell positions within the given space. 

Then the notation for P(s11 2 
	aN) appropriately changes to 

P(si,...sN) = Pr(Qn,Ui = 0, U2 = 	= Pr(Qn1UI,U 	U
m
) 

In this notation U!(i = 1, 2, ... m) is the functional 

associated with a null element, and in this particular case there are 

m of such elements. 

From equation (0.2) 

Pr(Qn' Ul = 1) 	Pr(Qn' 111 = 0) = Pr(Qn) 	... (0.3) 

Hence Pr(Qn, Ul = 0) = Pr(%) - Pr(Qn, Ul = 1) 	... (0.4)  

The L.H.S. of eqn.(0.4)is the probability of the joint event that 	and 

the existence of one null element occur simultaneously; that is, 

there are n positive space elements and one null element. Also, it follows 

from equation ( 0.4 ) that the joint probability Pr(Qn, Ul = 0) can be 

expressed in terms of Pr(Qn) and Pr(Qn, Ul = 1), the latter giving 

the probability that there are n + 1 positive elements. In fact, 

Pr(Qn, ui = 1) = Pr(ca) 	 ... (0.5) 

may be regarded as an appropriate recurrence equation, and by using 

equation ( 0.5), we are able to convert a null space element to a 

positive element. This means that we can operate on a space which 

contains n positive elements and one null element to obtain the 

quantitity representing Pr(Qn+1). The condition which must be 

fulfilled before this operation can be performed physically is that 

there should be n positive elements and one null element in the space. 
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Hence, for the conversion of a null element the emergence of an 

active transmission in a cell which was previously occupied by noise 

alone must occur. When this happens Ul = U1  = 1. 

We can now proceed and derive the expression for 

Pr(Qn, Ul = 0, Ul = 0) which is the probability that in addition 

to the event Qn  there exist two null space elements in the given 

space. Using similar arguments as in the case of Qn  plus one null 

space element, we have 

Pr(Qn, ul = o, U2 = o) Pr(Qn, ul = 00  U2 = 	= Pr(Qn, ul = o 

Rewriting equation(d4) we have, 
	... (0.6) 

Pl.(9n) 111 = o) = Pr(Qn) - Pr(Qn, Ul = 1) 	... (0.7) 

and using the same reasonirwhich lead to equation (3), we see that 

Pr(Qn, Ul = 0, U2 = 1) + Pr(Qn, Ul = 1,U2 = 1)=Pr(Qn,U = 1) 

... (0.8) 
Substituting (0.7) and (0.8) into (0.6 ), we have 

Pr(QN,U1=0, U2=0)=Pr(Qn)-Pr(Qn,U1=1)-Pr(Qn,T1)+Pr(Qn,U1=1,U = 1) 

... (0.9) 

In this case equations (0.7) and (0.8) represent the conversion 

operations which are performed under the condition statad ,abovo. 

So far we have considered two distinct space configurations, 

one of which has one null element and the other two null elements. 

We can now consider the general case when the configuration contains 

m null elements. 	It is not difficult to show that, in this general 
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case, 

Pr(Q11, Ul = 0, U2 = 0, 	U' = 0) 

= Pr(Qn) 	Pr(Qn' 111 = 1)1- 

+ (-1)m  Pr(Qt, 111 = 1 	 U' = 1) 

... (10) 

This expression, written in full, contains 2 m  terms and converts the 

probability Pr(Qm„ U1  = 0, ... Um  = 0) of n positive elements and m 

null elements to a probability of positive elements only in a sense 

described earlier. This artifice of conversion has been adopted 

in order to make use of the density function, F(s1 	sn), in the 

calculation of P(s 	aN) remembering that 

N 
4iP(s 	aN) = F(s1, 	ss) 	ASi  

1=1 

In this expression we have assumed that each cell contains at least 

one space element. 

Our main objective is to determine the probability, p (si...sn), 

that each of the intervals, si(i = 1, .... n), contains one positive 

element, and that the rest of the space contains null elements only. 

In order to find pn(si...sn) we partition the total space into two 

main sub-regions, one of which contains all the positive elements and 

the other, all the null elements. 	This idea is illustrated in 

Fig.4.7 where elements of two different classes are contained in the 

different regions labelled R and R'. These classes are linearly 

separable in fig.40a but not in the more complex situation, shown in 

fig.4.716. It can be seem that the boundaries shown as dotted lines 
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in fig.4:7separate members of differeht classes and are constructed 

by some decision rules appropriate for the particular set of classes. 

It is important to note that in these diagrams each member of R or RI 

is located by a set of two numbers, al  and a2, because the space of 

search is two dimensional. The dichotomy is only artificial and may 

not be physically possible. But it is a helpful procedure in any 

situation where the objects of analysis belong, or can be made to 

belong, to some well-defined categories as they are in our present 

case. 

An effective way of classifying all the elements of the space 

in accordance with their two allowable states is to derive an 

appropriate functional from the function F(8/1 	This is 

done by removing, through appropriate integration procedures, one 

group of quantities associated with either the positive or the null 

space elements. Since we are primarily interested in the positive 

space elements - at least, more so than in the null space elements - we 

shall integrate away all the quantities belonging to the null elements. 

We are then left with a resultant functional which is dependent only 

on the positive space elements or quantities associated with them. 

If we momentarily allow a continuous variation in the U's then 

we can find the probability that a particular value of U is contained in 

The change from, say U = 1 to U = 0 can be regarded as being g?adual. 

This is only a mathematical necessityin order to make the analysis 

tractable. 



the interval (U, U + Au). It will then be possible to calculate the 

ratio 

6P(UI, 	 UN) 

Qui  

where n 4 N. 

Because of the simple linear relationship between U and s we can 

replace P(Ui, .... UN) by P(sI, 	 sN), and the small increments 

in the Urs can be replaced by the corresponding increments in the 

s's. Therefore, the above ratio becomes 

LP( 

 

sN) 

 

A sn 

where we have assumed that the s's also can be varied continuously. 

In the limit,as the individual s's approach zero,the ratio tends to 

a limit given by 

p(si, 	sn) = Lim 
	A P(si, 
	

sN) 	... (0.11) 
s 	0 
	si  
	

sn 

We should remember that 
P(sI' ...., sN) is the probability that 

of the N space elements n are positive and m are null. 	That is, 

32An interval, s, containing a positive space element has an associated 

U(s
1  )=U=I and so the probability that s contains a positive space element 

is equivalent to the probability that U=I. More mathematically, the 

variable, s, and U, have a one-to-one mapping and the Jacobian of the 

transformation can be assumed constant and normalised to unity. 



112 

R(s , 	 s) 
	

= P(s1, 406 sn, Si, 0000 Srli ) 

= P(S
1' 	Snl Sn+1n+m)  

where, again, the prime sign denotes a null element as distinct from 

a positive element which is represented by an s without the prime 

sign. 

We shall now attempt to write equation ( 0.10 ) in a more 

compact form and then substitute the resulting expression for 

P(s1, 	sN  ) into ( 0.11 ). Referring to equation ( 0.10), we 

see that the second term (in the summation)is a sum of terms containing 

one U each. The third term is a sum of terms each of which contains 

two U's. The sign preceding a particular term is dependent upon the 

number of U's to be found in that term of that particular sum and it 

is a plus sign if the number of U's is even, otherwise it is a minus 

sign. These considerations lead us to write 

Pr(911,9_ = 0, .... U41) = Pr(9n) 	(-1)m  :E=I 	=1) 
Ica.< k2(..<km 	1 

= (-1)m 	Pe(gri, UTk  =1 ...,U' = 1)  
0<k 	m  <,..,Ck 1 	m 	1  

(0.12) 

	

It is important to note that Pr(Qn,U1 = 	=0) is the probability 

that the space under consideration contains only n positive elements 

and that the rest of the space is occupied by null elements. However, 



n+m 	n 
(-1)m  Z.  F(s.,. ./ sln+m  ) 71 Aok s! 	a s. : 

3.=1.+1 	i=1 =Lim n 
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the probability that there are n+m = N space elements at all  time 

is written as 

Pt(QtpUi = 1, ....,U1 =1) = F( 	
/1 

Sil soes,SIA012 111o.m,S )17AS 
n+m 

n+m 	i j=+1 S. 

by our basic definition. 	 (0.13) 

Thus substituting equation (0.13 ) into ( 0.12), we have 

n7f-m n 
Pr(Q11,u1=1....,U:=1) = (-1) 	ir(••• S .1 	••• oi , 	•,.., 4,n+n) 	 s,ribs• 

(0.14) 

To obtain the probability p(si,....,sn), we divide equation ( 0.14) by the 

productRAsa.  . and proceed to the limit as the as. a = 

go to zero. 

Thus, 
p(si,...,sn )=Lim 	= Pr(Qt1.0U1=1, . 	U/=1)/ ITLs. 

Asi  .'" L 

= Lim 

Tr 6s. 

AP(s 1010(10pS p 	--pOdo.epS n S n+1. 	
) 

hi0 sa. 	 1 

=Lim 	(-1)m  "Z F(si, 	sn+m) 	&si  
gi— ii o 

(-1)1 (  1) 
	sn+m ) liras. ... (0.15) 

73" 
where the integration is performed over the whole space of search, S. 

It is immediately evident from the mathematical procedure 

delineated above that it is always feasible to remove - through an 
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integration procedure-the quantities associated with the null elements. 

However, since there are different possible combinations of m null 

elements (in fact, ml possible combinations do exist) among the n 

positive elements and we assume that each combination is equally 

likely to occur, a more accurate expression for pn(511.... sn) is: 

(-1)m 	n+m 
p (s 	s ) = n 1 	n 	mi 	,••:c F(s1,...sn+m) 1-1(1S1  

S 	
i=n+1 

DODO (16) 

If the statistical characteristics of noise and the signal 

fields are assumed known then the form of F(s1"..sn+m) will be 

completely known and the integration is straight forward. However, 

in the present analysis the form of F(si,...snin) is unknown and 

unspecified. Any temporal representation of the spectrum (i.e. the 

search space) is regarded as F(s1 	snin) and from this some 

inference is made concerning the arrival or the disappearance of 

transmissions. Furthermore if we restrict ourselves to detecting 

changes in the space configuration, then our search procedure should 

aim at exploiting the difference between one set of probabilities 

and another. 	Hence, probabilities such as pn(si...sn) and 

pk(si...sk) (k n) could be manipulated in such a way as to bring 

out their differences. The concept of distance between pn  and pk  can 

be developed and shown to form the basis of our search for the "arrival" 

and the "departure" times-of the transmissions. It must also be 

observed that the different pn(si 	sn) (n = 0,1,2,...) determine the 

various uncertainties about the search space and by computing the 

differences between them we are able to gain some information about 
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the existence (or non-existence) of elements in the search space. 

4.7 	Application of the Concepts of Random Point Theory 

4.7.1 Introduction  

We shall now apply the concepts which have been illustrated in 

the above discussion to our search problem. Suppose the sample 

function, f(x) at the output of a receiver is an additive combination 

of noise and an unspecified number of transmission signals whose 

locations in the search space (i.e. the frequency band being examined) 

are represented by the points, xi  (i = 1, 	 r). We denote by C. 

the event that a definite number, r, of points will fall in the region, 

S, and that one point will fall in each of the intervals, 

si(i = 1, 	,r), of the space. A typical sample function is 

shown in fig.4.3(page 101) in which each spike or a collection of 

consecutive spikes constitutes one hf transmission. Generally 

speaking, one spike in a frequency space like this will represent one 

AM (amplitude modulated) transmitted signal but more than one spike in 

a recognisable, definite spacial arrangement will reveal the presence 

of some other mode of transmission, FM, say. 

From the sample function alone we can hardly gain substantial 

information about the transmissions. The sample function may be the 

output of a receiver whose normal criterion of excellent performance 

is the maximised signal-to-noise ratio (SNR) which is obtained by means 

The intervals is regarded as a collection of points in the neighbour-

hood of x.. 
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of some suitable filtering. The motivation for this type of reception 

by filtering lioe. in the fact that noise is what ultimately limits 

the sensitivity of the receiver and the less there is of it the 

better. However Woodward(45) and others(44 ) have shown that a 

detector which only maximises the SNR may not face up to the problem 

of extraction of maximum information and that a mere observation of 

the end product of such a detection procedure does not ensure maximum 

gain of information. Hence any detection procedure whose goal is to 

maximise the information gain is more desirable, and the communication 

engineer generally aims at extracting maximum information from any 

given sample function. 

4.7.2 Extraction of Information  

In the present problem the wanted signal is usually in the form 

of a pulse of a definite but unknown spatial duration, and the 

information required for its identification is that concerning the 

position and the amplitude. The signal, as an output of some receiver, 

usually contains noise which, depending upon the magnitude of its power 

relative to that of the signal, may partially or wholly obscure the 

signal position and destroy information about the amplitude. 	Our 

problem, therefore, is to operate on the received signal, f, which is 

the sum of the wanted signal, m(x), and the unwanted obiquitous noise, 

n(x), and thereby obtain some information concerning the position and 
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amplitude of the signal pulse. (The information already contained 

in the sample function, f, is never increased by any amount of operation 

on f, at best, we can hope to conserve information about the wanted 

signals which have been contaminated by channel and receiver noise.) 

Any other information in f is not very important to the observer 

whose primary objective is to gain information only about the signal 

pulses and their spacial positions. Therefore, a procedure which 

eliminates as much unwanted information as possible is optimally 

appropriate in our search problem. 	From a knowledge of the sample 

function we should like to compute the conditional probabilities 

of the existence (or non-existence) of the various useful signals. 

It will be shown (see section 4.7.4) that these conditional 

probabilities, known as the posterior probabilities, cannot generally 

be computed exactly without the knowledge of the prior probabilities 

with which the wanted signals occur. 

4.7.3 Bates Theorem 

The probability that two events X and Y occur simultaneously 

is denoted by P(X,Y) and satisfies the relation 

	

P(X,Y) = p(x) px(Y) 	 ... (3.1) 

	

= P(Y) Py(x) 	 ... (3.2) 



P(X) Px(Y) 
P (X) 	= P(Y) 

... (3.3) 

We observe that fromequations (3.1) and (3.2) 

Px(Y) P(X) 	= 	P (X) P(Y) 
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Equation ( 3.3 ) is a mathematical representation of Bayes Theorem; 

gix) is the prosterior probability of the event, X, given that Y has 

occurred; P(Y) is the prior probability of the even 	Y; FAY), 

known as the likelihood function, is the probability that X causes Y 

and P(X) is the prior probability of X. 

In communication,Y is usually the received pattern of a message, 

X, transmitted over some communication channel. Since noise in the 

channel and the receiving apparatus is unavoidable, the received 

pattern is never a true reproduction of the transmitted message. 

However, the received pattern, I, contains a retrievable evidence of X 

and the general communication problem is to infer from the knowledge 

of the received pattern, Y., that X is the transmitted message. This 

inference is the object of the computation of posterior probability 

which makes it possible for us to extract maximum information about X. 

4.7.4. The Posterior Probability  

From equation ( 3.3 ) of the preceding section we see that the 

posterior probability of X given Y is 

P (X) = P(X) P
x(Y)/P(Y) 	

... (4.1) 
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Now let us consider a complete system of events, Xi(i I, 	 N) 

in which one and only one event, X must occur as result of some 

experiment. Such a finite scheme of events is said to be mutually 

exclusive, and if another event, Y, can occur only if one event of the 

system, X, has occurred, then the probability that Y has occurred 

is given by the expression 

P(y) = 	p(x.)P
x.  (Y) I  ... (4.2) 

Substituting the expressionfor P(Y) from equation 4.1 	we see 

that 

PY  (X ) 
P(X.)PX  (Y) a. i 

... (4.3) 
P(X.I)PXi (Y) 

Since the system, X., (i I, 	N) is complete, in the mathematical 

sense 	
2_P

Y 
 (X.) = 1 	 ... (4.4) 

For our purposes Xi  (it.- 1, 	 N) is some description of a state 

in which a signal plus noise or noise alone exists. Equation ( 4.3 ) 

tells us that the posterior probability of any Xi, given a particular 

Y, is obtained by considering equation ( 4.3 ) in which the summation 

is taken over all X's. Y is the given data from which we wish to 

extract maximum information about X. Hence if the criterion of 

excellence or optimality is the maximum gain of information then the 

correct method is to choose an X. corresponding to the maximum P
Y  (X.). 

Since Y is known we can assume that P(Y) in equation ( 4.1 ) is known 

and, in the worst possible situation, equal to a constant. 
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Thus 

P (X) = KP(X) PX(Y) 	
... (4.5)  

Whenever it is impossible to know the prior probability, P(X), 

the dependence of Py(X) on P(X) is relaxed by assuming that P(X) is 

a uniform distribution. A uniform distribution means that all events 

of the finite scheme are equally likely to occur. The events with 

which we are concerned in this analysis are: (1) that a given space in 

the spectrum is occupied by signal plus noise and (2) that a given 

space in the spectrum is occupied by noise alone. Without some a 

priori knowledge31  about the composition of the spectrum we shall assume 

that the two events of our scheme are equally likely. In a situation 

where this assumption cannot be justified, the dependence of the posterior 

probability only on the likelihood function is assumed and employed in 

the hope that the results will not deviate markedly from those that 

would be obtained if the prior probability were known and used. The 

computation of the likelihood function, rather than the posterior 

probability, has been found in many practical situations to sufficiently 

conserve as much as possible information about unknown states:  

x. (i 	I 	 N). 	Woodward
(46) and Davies(47  )  

have shown that 

it is not possible to select a value of X which maximises the 

information gain unless a definite prior distribution is employed 

because "information gain" cannot be measured in the absence of the 

prior probability. 

x 
A reference to the Berne list will provide some information regarding 

the frequencies which are being used. 
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4.7.5 The Decision-making Process  

An optimum system which, from the available information, Y, 

computes the likelihood function Px(Y), or the posterior probability, 

P
Y 
 (X) is an indispensable device if the information to be gained 

is to bea maximum. Such an optimum system may leave the decision 

making to an intelligent observer (or to a different device) who 

will decide on one state of X from among two or more alternatives. 

For instance, the observer may decide that a transmission signal is 

present or absent and this decision, not always without some bases 

may reflect the observer's prejudice concerning the states of the 

events being examined. In general, the smaller the prior probability 

(or the observer's prejudice) of the occurrence of the signal, the 

more the signal must exceed the noise in order to be sure of its 

existence. The signal, as an event, is said to exist if the likelihood 

function corresponding to its existence is larger than the likelihood 

function corresponding to its absence. The signal, as an event, is 

said to occur if the likelihood function (or the prior probability) 

corresponding to its existence is larger than the likelihood function 

(or prior probability) corresponding to its absence. This statement 

generally is true when the prior probabilities of these two events are 

equal. For, if Xi  represents the event that a signal exists and X2, 

the event that a signal does not exist, then making use of equation (4), 
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P
X
(X
1
) 

_ 
K P(X.) PXi  (Y) 

K P(X2 
	a- 
) PX0(Y) 

P((
1
)P
X 
(Y) 
1 

 

P
Y(X2

) 

 

... (5.1) 

  

P(X
2)P

X2
(Y) 

 

P(X ) 
1 

Thus if 777 
2 

Py(X1) 

1-7-77C 
Y 2 

Pxl(Y) 

X2 

1 then 

1 if and only if 

1 

Therefore, if there are two possible and equally likely states then a 

more useful quantity is the likelihood ratio which is the ratio of the 

likelihood function corresponding to the signalts presence to the 

likelihood function corresponding to its absence. 

The decision scheme can be made automatic in a rather simple way 

by continually comparing various values of the calculated likelihood 

ratio with a preset value, known as the threshold. Before the 

threshold is fixed a limit is set to the false alarm probability 

(i.e. the probability of deciding on the existence of a signal when 

it is in fact absent) which can be tolerated in order to ensure a 

satisfactory detection of the signal. Hence when the proper constraints 

are set by the filTse alarm probability a decision scheme can be 

established so that the distinction is made between one hypothesis (that 
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a signal exists) and an alternative (that a signal does not exist). 

For our purposes we consider testable hypotheses which will 

reflect our interest in different configurations of our search space. 

As far as the different space elements (i.e. positive and null space 

elements, as defined in section ( 4.5 ),are concerned, a space 

configuration remains unchanged until a new transmission (or trans- 

missions) occurs or an old one exits. 	We are able to detect the 

arrival of new transmission(s) or the departure of old ones by means 

of this change in the state of the space configuration, and our 

primary objective is to detect this change, whenever it occurs, in 

as short a time as possible, subject to the prescribed condition on 

false alarm probability. The detection problem is now reduced to 

a simple hypothesis testing, the results of the test indicating whether 

the hypothesis C that a change has occurred is true or not. 	The 

alternative, C, is that no change has occurred and that the general 

parameters whichthoracthrise the configuration of the space have 

suffered no change. 

Our decision wall -therefore, be based on the posterior probabil-

ity of the parameters of the space configuration.. As noted earlier, 

a space, occupied by n positive elements (i.o. n transmissions) and m 

null elements is described by: 

P(S1,S2  moo* sn) = 	( 	)111  
m! 	1 

$
1 	 n' 

S
n+le oveS 	)1T ds

n+k 11 	J 	 k=1 

o4411 (5.2) 
where S is the space of all elements. The expression, F(S1 

	S&in) 

in the integrand is the assumed distribution of all elements in the given 



1 	(P - P )2  dp(s )(5.5)J 
St n k  

13 

P 

Pn(s1 	 s ) 
n 	..(5.3)r 

Pn(s1 	 sk)   

J 

 

IPn Pk' dp(s) (5.4) = p(s1  ...s.) n=n k. Si 
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space. After the appropriate integration over the whole space, we 

obtain a derived distribution of the elements in which we are primarily 

interested that is, the positive elements. It is, therefore, 

reasonable to regard the result of the integration €that isl p(si,... sn)) 

a6 a measure of the posterior probability' 	distribution of the n 

positive elements in the given space. A comparison of the posterior 

probability that the space is occupied by n positive space elements 

and the posterior probability that there are k (' n) positive space 

elements in the same given space reveals the existence of a test 

statistic for the proposed hypothesis. The likelihood ratio test(449)  

is such a comparative test statistic because the likelihood ratio is, 

in the main, an expression of the relative difference between two 

likelihood functions corresponding to two different situations which 

are describable in terms of some probability measures. 

If pa(01 	111n) and Pic(s1 
	

6k) 
are, respectively, the 

posterior probabilities that the space contains n and k positive space 

elements then a test statistic for our hypothesis can be chosen from 

among the following: 

The merit of a test statistic is reflected by the ease with which it can 

be computed and by its sensitivity to small differences between the 
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posterior probabilities. It is obvious that test statistics in (1;4 j. 

and ( 4.5 ) illustrate the concept of the distance between the two 

posterior probabilities which are being examined and they are widely 

used. In fact, the test statistic in ( 4.4 ) is analogous to the 

mean-square error(i4) statistic which is often employed when the 

essence of testing is to indicate how far a known result of some 

trial has departed from the desired or the true result. 

42.6 Approximation to the Posterior Probability  

The statistic, p, can be regarded as an index of the 'distance' 

between Pn(si 	sn), the probability that there are n transmissions 

in the given space, and Pn(si 	sic) the probability that there are 

k transmissions in the same space. In other words, p, is a measure 

of the difference between the two probabilities and it is equal to 

zero when n = k. In Chapter 3, the concept of distance between the 

two sides of a cross-correlation function was introduced and developed; 

in order to show how useful it is as a discriminant of two time histories 

of one and the same frequency spectrum. The greater the distance 

between the two sides of the correlation function, the greater the 

likelihood that the two spectral configurations of the same frequency 

space under examination are different with respect to the transmission 

signal contents. If the distance between the two sides of the 

correlation function has the same probability of occurrence as the 



126 

distance between the posterior probabilities which describe the 

frequency space, then we can use the distance, p, to show a variation 

in the configuration of the frequency space and, therefore, a change 

in the transmission content. This is the justification, based upon 

the concepts of probability theory, for using the cross-correlation 

function as a sufficient means of detecting changes in the space 

configuration. 

.f,s a very useful tool, the correlation technique has found many 

useful and general applications in the different branches of communica-

tion engineering. The obvious difference between the classical use 

of correlation techniques and the one being presented in this thesis 

lies in the fact that the classical correlation techniques are 

associated with the computation of the likelihood ratio. In this 

thesis, however, we have presented a unified theory of random points 

in which a new concept of the distance between the two sides of the 

correlation function has been introduced and developed in order to 

discriminate between two time histories of a given space. 	In this 

development the cross-correlation function has been directly related 

to the posterior probability distribution, in the sense that the "distance" 

between the two sides of cross-correlation function is comparable with 

the distance between the two posterior probabilities and, furthermore, 

express the changes that have occurred in the search space as far as 

the transmission contents are concerned. It should be noticed that the 

relationship between any two time histories of a frequency space can be 

described adequately in terms of appropriate probability functions. The 
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correlation function can be regarded as another form of the 

mathematical representation of similarity (or dissimilarity) between 

any two time histories under consideration. The cross-correlation 

can, therefore, be considered as a useful approximation to the more 

analytic function (from the point of view of probability theory) of 

probability distribution, which is generally more difficult to generate. 

Hence, using the cross-correlation function in the same way as a 

histogram we have established a new technique of surveying a given 

space and detecting changes that are likely to occur in it. These 

changes are usually those that affect some important parameters of the 

space which, in this problem, are the transmission contents. 

The test statistic given in equation (5.3 ) is the well known 

likelihood ratio method of discriminating, in a linear way, between 

two or more regions of a decision space, and a great deal about this 
(50,52) 

is already known from the literatufe on it • 	The test statistic, 

3 is the familiar minimum error test and the reader is referred to the 

appropriate texts on this subject.(53
/54) 

When the test statistic given in equation ( 5.4 ) is used the 

result of the comparison procedure, expressed in terms of the distance 

between pn  and pk, is a pure number. One assumption implied in the 

integration which is depicted in equation ( 5.4 ) is that a change 

in the configuration of the space is equally likely in any portion 

which is being examined. This assumption is made for the sake of 

simplicity. 

In the ideal situation, the integral, p, is different from zero 
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only when n is different from k; otherwise it is always zero. 

But in any practical system it is natural to expect that the result-

will never be ideal and that p will always be some positive nuraber—

regardless of whether a change in the space configuration has occurred 

or not. In other words, there is always a finite probability of 

inferring from the results of the integration that a change in the 

number of transmissions has occurred when, in fact, the number hds 

remained unchanged. This finite probability, conventionally known 

as the false alarm rate, must always be specified in any given problem 

in such a way that the probability of making the correct decisions 

is always maximised. Furthermore, if our decision making process is 

to be made automatic, then it is appropriate to lay down a simple rule 

like the following: 

if p > pm  then the space configuration has changed and 

if p .1 pm 	then the space configuration has not changed. 

In this case pm  is some appropriately chosen threshold consistent with 

the specified false alarm probability; pm  is al's° chosen in such a way 

that the probability of making an incorrect decision is always very 

small. 
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Fig. 4.8 shows a block diagram of a simple system that will 

detect changes in the configuration of the space being examined. 

The two sources shown in the diagram generate, in some fashion, 

the probabilities which describe the locations of the space elements 

in the neighbourhood of some point Xi. The output of the device 

marked p is the statistic defined by 

f 1Pn  - Pk 	dp(s) = p 

This test statistic,computed in a manner approximating equation ( 5.4) 

is applied to the input of the threshold detector which makes the 

binary decision on p. 

The decision rule is that the space configuration has changed 

if P> Px  and that p <px  implies no change in the space configuration. 

4.8 Summary  

In chapter 3, it is shown that changes in the configuration of 

the search space are revealed by the lack of symmetry in the 

correlation function that is generated by correlating two time 

histories of the space. The correlation technique is used in 

comparing two time histories, fl  and f2, and then by generating the 

function p, we are able to gain information about the appearance or 

disappearance of transmission signals in the search space. The random 

point theory developed in this chapter has been presented to indicate 

the justification for the suggested search technique. It shows that 
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Fig 4.8 A Detection system using a test statistic 
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we can find it mathematically appropriate and computationally feasible 

to remove a set of unwanted quantities from a larger set of many 

quantities by means of a integration procedure. 	Thuspn(si 	sn) 

is derived from F(s, 	sn+m) by performing the mathematical 

operations indicated in the equation below. 

n+m / 
P(s1 	sn) = 	

(-1)m ml 	r(si 	sn+m) Trods1 k=n 

The function, F, which is the total probabilistic description of the 

search space is equivalent in many important ways to the sample 

function)  f, which provides us with a temporal picture of the search 

space. A linear operation on two sample functions to produce the 

correlation function is conceptually identical with that involved in 

the generation of P(sl, 	sn) from F(si 	sn+m). 

As we see in chapter 3 and again in section 4.7 of this 

chapter, a gain of information about the arrival or withdrawal of 

transmissions in the given search space is provided by a direct 

comparison of the two sides of the correlation function. In terms 

of the posterior probabilities, 	sj) (j = 1,2,....), a gain 

of information about similar events is derived by directly computing 

the 'distance' between pn(s1 	sn) and Pk  (s1 ...' sit). 

The notion of distance between P
n and Plc  on which we base our 

decision about the probable changes in the configuration of the search 

space is shown to be equivalent to the likelihood ratio employed in 

constructing a Bayes' solution to a decision problem. 
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The likelihood ratio of P1(s1 	sn) to P
k(sl .... s

k) expresses 

the relative probability that the events described by these quantities 

are similar. In the same manner, the ?distance' between Pn 
and P

k 

is a measure of closeness, and distance in this context is not to be 

understood in the ordinary Euclidean sense. For our purposes the 

concept of distance is useful because it is a real valued function 

and readily allows the ordering of the events according to the degree 

of their closeness to each other. We therefore, see that our 

technique of searching the space for the arrival times(or withdrawal 

times) of the various transmissions within a given space has been 

based on the appropriate concepts which are strongly suggested by the 

probability considerations. 
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Chapter 5 NOISE STUDIES 

5.1 Introduction  

When the P-r.ansmissions of the type described earlier impinge 

on the antenna of a receiver their detection is made uncertain by the 

simultaneous presence of the random fluctuations called noise. If 

the voltage or current at some stage in the reception process is 

recorded as a function of time, the record would display an irregular 

appearance and there would be no simple way of predicting the values 

of the:fluctuating voltage or current. Furthermore, records which 

are obtained from the same receiver at different instants of time 

and records which are obtained at corresponding stages of many 

receivers would differ in their detailed structure. However, certain 

average properties of these records would be nearly the same, and by 

studying a large number of these records the average behaviour of the 

fluctuating phenomenon could be described statistically. 	Such a 

study is important because from it a quantitative measure of the 

'expected departure' from the average behaviour can be computed and used 

to predict values of the fluctuating voltage or current. Also an 

assessment can be made of the noise structure which is an important 

factor if the noise effects in the proposed search technique are to 

be made negligible. 

In the present analysis, noise will be treated as one composite 
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source of interference and no distinction will be made between the 

various types of noise as discussed in Chapter 2. For a full 

assessment of the influence of composite noise on radio communication 

it is necessary to know the variation, as a function of time and 

frequency, of both the level and structure. In order, however, to 

assess the noise structure and evaluate the noise effects on radio 

communication the time scale of amplitude variation and the cumulative 

amplitude distribution must be known. 

5.2 Sources of Noise in Radio Communication  

One of the main obstacles to obtaining reliable signal trans-

mission through the ionosphere is the atmospheric noise. This 

type of noise is caused largely by the small electric discharges 

which take place in the upper layers of the atmosphere and thereby 

generate radio waves in the form of very sharp sudden pulses.( 55 

Extensive studies(56)  have shown that atmospheric noise is an 

additive disturbance and extrinisic to the physical communication 

medium. When atmospheric noise is picked up on the receiving aerial 

it gives rise to short crackles of varying intensity and incidence; 

viewed on an oscilloscope it appears as series of pulses with short 

but varying durations. 

Spectral examination of the pulses reveals the fact that 

atmospheric noise has a distribution of energy which decreases at high 
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frequencies. It is, therefore, not surprising that the disturbing 

effects of atmospheric noise on radio signals are not as serious 

at the low frequencies as at the high frequencies. In fact, at 

frequencies below 30 mHz, atmospheric noise is not a very substantial 

source of interference in radio communication. 

In the tropics where thunderstorms occur with a frequency which 

is dependent on the times and the seasons, the incidence of atmospheric 

noise is also known to exhibit corresponding variations with the 

times and the seasons. A quick and a reliable method of determining 

the course of atmospheric noise consists in taking bearings on the 

atmospherics received at distant points(57,58 ); 	such a method can 

be used to locate the origin of the atmospheric noise. Tremellen 

) and Cox (59  by means of an empirical study, have shown that the 

estimable levels of atmospheric noise caused by thunderstorms 

decrease with increasing latitude. 

At frequencies between 20 and 100 mHz extraterrestial noise is 

a significant contribution to the total received noise. As the 

name suggests, this noise component is due chiefly to electric fields 

produced by disturbances which originate outside the earth or its atmosphere 

The sources of the disturbance are known to include the stars, the 

ionised interstellar matter and the invisible concentrated sources 

called radio start.() An examination of the extraterrestial noise 

has shown that it has the characteristics of random noise with a 

continuous frequency spectrum and that its intensity at the earthts 

surface is determined mainly by ionospheric absorption and the 

direction of arrival. 
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Another type of noise encountered in radio communication is 

that generated by electric machinery in industrial plants.(61 ) 

Transients effects produced by the making and breaking of a current 

are the direct causes of this type of noise which has the character-

istics of an impulse noise and, because of its coherent frequency 

components, differs from random noise. The peak amplitude is 

proportional to the bandwidth of the receiver and not to the square-

root of the bandwidth as in the case of background atmospheric 

noise. (62) Reference to appendix 	make this point clearer. 

5.3 	Effects of Noise on Radio Communication  

In any radio communication system like the one illustrated in 

the block diagram of fig5.1, the receiver serves as stage where 

evidence of a transmitted message is gathered and then analysed in 

order to recover the message. The source selects, in accordance 

with a prescribed alphabet, the messages which are encoded and trans- 

mitted as physical signals usually in the form of waveforms. The 

transmitted signals travel through the communication medium to their 

destination where they are received, operated upon and interpreted, again 

in accordance with an established alphabet. 

In the absence of noise or any other disturbance the recovery of 

the desired message from the transmitted physical signals can be achieved 
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Fig5.1 	Communication in the presence of noise 
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without errors. However, the presence of noise is unavoidable 

and all the real-time physical signals are subject to noise 

disturbances which aye beyond the control of the transmitter or the 

receiver. The effect of the noise on the transmitted signal is 

destructive and sets the ultimate limitation on the information 

capacity of the radio communication channel. Any knowledge about 

the information source, or signals received from it, provides no 

information about the moment-by-moment noise values. However, 

communication theory has demonstrated the fact that solely from . 

the knowledge of the statistical characteristics of the noise 

sourcelthe average rate of information loss can be determined.
(63 ) 

Obviously, by reducing the rate of information loss, the maximum 

extraction of the transmitted message can be obtained. 

Another way in which the performance of a communication system 

is limited by noise is expressed in terms of the signal-to-noise 

ratio of the receiver which is the terminal of the 'travelling 

message'. Generally, if the noise voltage induced at the aerial 

of the receiver is less than a certain amount,the interference introduced 

by it is negligible. Expressed in terms of the signal-to-noise ratio, 

the performance of a received communication system is poor when the 

m
The information capacity, C, of a channel of width W Hz is mathematically 

(64) expressed as 
C = Wlog2  (1 P/N) bits/see 

where P and N are the average signal and noisepcwars,rcspodfaaly.Gencrally this 

represents the maximum number of bits which a channel can transmit in one 

sec with a vanishingly small probability of error. It is 1;en-er-

ally true.for,un,cbnttr.5ined 8yotOcic 0111 provides a standard for assessing 

the efficiencies of practical systems. 



140 

ratio is small. For any communication system there is a critical 

signal-to-noise ratio at the receiver input below which the ratio 

at output falls rapidly. Thus frequency modulated systems are 

capable of a much reduced output noise level compared with amplitude 

modulated systems for a given input. 

5.4 Measurement of Radio-Noise Influence  

The essence of any scientific attack on any problem is the 

measurement of .a. 'magnitude'. In the case of radio communication, 

attempts have been made to measure the noise power and assess its 

average behaviour in a chosen channel. 

The simplest way to measure the noise power is to use a linear 

distortionless amplifier (so that the output is linearly dependent 

on the input voltage) and a quadratic detector which measures the 

output noise power. However, any non-linear amplitifier in combination 

with a non-quadratic detector can be used if the proper precautions 

are taken. In this caselit is necessary that the output measuring 

device be calibrated directly in terms of the output noise power. The 

output noise power can then be read in a straight-forward way from a 

calibration curve. 
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The bandwidth of the noise amplifier should be small compared 

to the bandwidth of the input circuito but it should not be too small 

as this would then require a large time constant of the detector. ( 65) 

At timeso the small selective bandwidths that are required for accurate 

measurement are not obtainable at the frequencies at which the 

measurement is performed. It then becomes advisable to provide the 

amplifier with a mixer stage that converts the noise signal to a lower 

frequency at which selectivity is more obtainable. 

Noise power is an important parameter in the field of radio 

communication and is used in assessing the interfering effects of 

radio noise on a world wide basis.( 66) 	The basic parameter used 

by the C.C.I.R. is the effective noise figure of the aerial which is 

related to the root-mean-square value of the noise envelope by the 

following expression: 

F
a 	

= E 66.8 - 201og f 

where E is the r.m.s. value of the noise envelope in decibels above 

1 microvolt over a frequency band of 10 kHz; f is the frequency in 

mHz and 	Fa is the ratio of the available noise power to the 

thermal noise which would be obtainable if the aerial were at a 

reference temperature arbitrarily set at 288°K. 

To study the diurnal variations of the noise level the day was 

divided into six blocks of four hours each. Using an omnidirectional 

)2Thi s was first described by a commitg)which reported its findings 

to the C.C.I.R. 
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antenna coupled to a specially adapted receiver twelve observations 

were made. A reading of the noise level was taken every 20 minutes 

and from an assembly of such readings the curves shown in fig. 5.2 

were drawn. 

The generalised curve of the diurnal characteristic shows that 

from 1 to 5 mHz the night —time noise becomes definitely less than 

the day-time noise. However, it is dangerous to over-generalise 

since variations in noise characteristics accompany observations 

which are made under similar conditions at different geographical 

locations. 

The arrangement of the apparatus employed in making the noise 

observations can be seen schematically represented in the block diagram 

of fig.5. 2 . The noise within frequency band of 10 kHz at a 

particular centre frequency in the Hf spectrum is tuned in on the 

receiver and the output level is measured in the stage following the 

receiver. To determine the actual level of the received noise the 

output of a noise generator is fed into the receiver through a bank 

of attenuators which are used in adjusting the level until the same 

reading as that produced by the aerial noise is obtained. 

5.5 Measurement of the Amplitude Probability Distribution  

In order to obtain the amplitude probability distribution, a scheme 

represented diagramatically in fig. 5.3 is used. The noise envelope 
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within a band of 10 kHz is obtained by the use of a receiver whose 

final i.f. output is 10 kHz wide at 3 db points. The receiver used 

is a commercial type with all the a.g.c7circuits disconnected 

and provided with an emitter follower stage at the output of the 

final i.f. stage. The aerial used is a vertical omnidirectional 

type and an aerial attenuation pad is provided in order to prevent 

overloading of the whole receiver set-up by exceptionally strong 

signals. 

To compute the amplitude probability distribution (a.p.d.) the 

received signal is applied to an amplitude discriminator and a 

limiting amplifier. The discriminator is operated at a fixed 

threshold but the signal amplitude may be varied by the aerial 

attenuator. The output from the discriminator passes to a square 

wave generator (i.e. a box-car generator) where those sections of the 

noise envelope which exceed the threshold are converted to rectangular 

pulses as illustrated in fig. 5.4. The resulting picture is that of 

a chain of noise pulses. The amplitude of the noise pulses varies 

randomly from zero to infinity and a digital computer can be used to 

count those pulses which have an amplitude above a certain threshold 

level. The higher the level is, the lower the counting result, Z;* c' 

will be. Because of the random nature of the noise,the measurements 

are associated with an error; the relative standard deviation of the 

error can be calculated. This can be made arbitrarily small percentage- 

wise by increasing the counting time. In practice the error is small 

(percentagewise) when BT >7 1, B being the bandwidth of the noise and 

a.g.c. stands for automatic gain control. 
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T the counting time. 

It must be remembered that the object of the experiment is to 

calculate the probability that the amplitudev E, of the noise is 

greater than Eo1 
 a reference level that it pre-set by the uee of the 

aerial attenuator. By measuring the durations of the times, ti(i=1,21..), 

during which the noise level is equal to or greater than E0  and 

comparing this to the total observation time, the probability, 

Pr(E 53) can be calculated. If the total time of observation is T, 

then 
t. 

Pr(E E
o
) 

Also, noting that 

Pr(E
o
) Pr (E Eo) =6  1 

it is concludeethat 

Pr(E E) = 1 - Pr(E E) 
0 	 0 

Errors that are to be introduced by the time constant of the 

detector can be avoided by converting the received noise at any 

frequency to an intermediate frequency at 100 kHz. 

In fig. 5.5 
	

the fraction of the time during which the noise 

level is equal to or above a given reference level is plotted as a 

function of the reference level. The plots shown have been obtained 

for noise at 1, 5, 7.5 and 20 mHz, using ten reference levels. 

11For a more rigorous account of the distribution and its type see 

Appendix B. 
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5-6 The Ratio of the Signal Power to the Noise Power  

When the noise and a signal appear at the output of the receiver 

the dist'ibing effect, or the annoyance value, of the noise depends 

not only on its characteristics and :the signal-to-noise ratioltbut 

also on certain subjective and objective factors involved in the 

method of observation, Steundel(68 ) who studied the aural sensation 

produced by a succession of impulses discovered that the apparent 

loudness of an impulse is determined by the pressure integrated over 

a small fraction of a second in the region of its peak value. 

However, when the properties of the ear are ignored, as done 

in the case of instrumental observation, the fluctuation of the 

indication due to noise is the relevant measure of the interfering 

effect. In the presence of a steady signal, unperturbed by noise, 

the indication is ideally steady and only related to the signal 

energy through the dynamicsx  of the energy measuring device. Therefore, 

a measuring device constructed with a hypothetical bypass for 

fluctuations due to noise can be used to measure only the steady 

indications due to steady (or slowly varying) signals. In arrange-

ment for such measurements has been shown in the block diagram of 

fig.5.6 , and it is obvious that an instrument of this type will be 

The dynamics of a measuring device is usually expressed by the 

output-input relationship. Thus if u is the output and i is the 

input, then u = f(i) expresses the dynamic relationship between u 

and i. 
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Fig. 5.6 An arrangement for hypothetical Noise-free 

Measurement 

quite unresponsive to noise, indicating only the presence of wanted 

signals. With this arrangement the ratio of the power of the 

signal to that of the noise becomes unimportant since all of the 

noise is fed into the by-pass and hence does not affect the desired 

output. 

In the present investigation an attempt has been made to 

construct an equipment capable of ignoring the continuous presence 

of the noise and responding only to the signal which "falls into the 

field of search". This field of search comprises the total frequency 

band in which the time of initiation or the cessation of a signal 

is to be determined. The indicating instrument, for all practical 

purposes, will remain in some particular state irrespective of the 

noise intensity, but will immediately change into its second possible 

state whenever there is a change in the signal content of the search 

field. In the following chapters practical steps that are taken 

perform this operation will be discussed. 
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Chapter 6  DESIGN OF EXPERIMENTS  

6.1 A Biased Sampling Procedure  

In the conventional Signal Sampling TheoreI(Whittaker, Gabor, 

Shannon, Nyquist, etc.), the signal is considered "band-limited" 

to W Hz (a Fourier infinite time concept). If the band-limited 

signal has a time duration of T seconds then 2TW samples of it, 

uniformly spaced at successive intervals of 1/2W seconds, are 

required for its specification. 

Many signals employed in communication fluctuate considerably, 

having intervals of dc, zero or slowly varying values, intersperesed 

with regions of rapid change. Hence for communication purposes, 

signals representing, say, speech or video are regarded as stochastic 

processes and knowledge of their moment-by-moment fluctuating 

properties are therefore essential. Unfortunately, by averaging 

over infinite time as is done in Fourier analysis the moment-by-

moment fluctuating properties of the signals are concealed. 

In communication science, problems which cannot be tackled 

non-empirically so long as the temporal fluctuations are so concealed 

are sometimes encountered. For example, in some search problems, 

interest is focussed only on some particular events and it then 

becomes expedient to adjust the rate of sampling so that, in the 

areas where the objects are likely to be found, more sampling may be 

m
See references (69-70). 
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done than in those areas where the events are not likely to occur. 

It is, therefore, feasible to vary the rate of sampling of video 

signals, using an instrument called a detail detector.
(71) 

This 

instrument examines a waveform of a video signal continuously 

and samples it at rates depending upon whether there is little or 

great picture detail. The different rates of sampling are deter-

mined by, and based on, the statistical measurements of picture detail 

of different types of television picture. 

Obviously, what is required in situations like this, is a 

non-uniform rate of sampling, an idea which strongly suggests 

the use of a "variable bandwidth". The bandwidth required in any 

search procedure should not be a fixed quantity but a variable 

determined only by the characteristics of the objects being sought. 

In other words, the size of the total search space is only a probable 

measure of the quantity of objects that can be expected. 

Fig.6.1 is a diagramatic illustration of a search space the 

width of which is X. If interest were to be momentarily focussed 

on the ill-defined pulses shown in the diagram (the rough widths of 

the pulses are Lt  (t = 1, 2, 	) then a biased form of sampling 

may be employed. The transmission signals represented in the 

frequency space as pulses can be adequately specified not by taking 

samples from the whole search space at some calculable rate determined 

by the width of the whole search space. In fact, since the signals 

in the frequency space are specified by samples taken only from regions 

occupied by them, the sampling rate can be made variable. 	A 



L1  L2 
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Figs 601 A search field in 14hich biased sampling 

can be perfor=ed 
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satisfactory variable rate of sampling can be achieved by first 

assessing, in some appropriate manner, the statistical properties 

of the search space. When the statistical measurements have been 

made, the biased form of sampling in the search space can be performedi 

The specification of the transmission signals located in the space 

can then be accomplished within some calculable margin of error. 

A practical criterion for the success (or failure) of the whole 

operation can be made to take account only of the regions occupied 

by the signals, that is, a microscopic and not volumetric assessment. 

One practical way of achieving biased sampling is by sampling 

the "important areas" more often than the other regions of the 

search space where transmission signals are not likely to be found. 

In situations where many cycles of sampling are desired and feasible, 

the first cycle of sampling can be done at one appropriate rate; 

subsequent cycles containing fewer numbers of samples each can then 

be obtained by making use of the information derived from the first 

cycle of samples. However, for reasons suggested by time saving 

considerations and other practical factors it is not always advisable 

to allow more then one cycle of sampling. Other forms of biased 

sampling must then be explored in order to derive the full benefits 

of biased sampling. 

Fig. 6.2 shows a portion of the Hf spectrum in which the 

important areas containing transmission signals as well as noise are 

clearly visible and marked A
+
. The "unimportant area " appearing 

between two successive "areas of importance" contains noise alone and 
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is marked A-. 	If the locations of the "important areas" are 

known a priori then it is possible to design the biased sampling 

technique in such a way that more samples are taken from them than 

from the unimportant areas. (In the figure referred to this idea 

is illustrated by the closeness of the samples taken from the 

important areas). But since the a priori information is usually 

not available,a compromise technique of biased sampling becomes 

necessary. In this method of sampling, samples are taken at a rate 

which lies between the rate requited for the "important areas" 

and that for the"unimportant areas". The sampling is then performed 

at a uniform rate which, although slow for the "important areas", 

is still good enough for the specification of the signal contained 

in the important area. 	Also, since it is computationally easy and 

usually more convenient to sample at a uniform rate, the sampling is 

performed at some uniform rate determined by the appropriate number 

of samples required to specify, not the whole search space, but the 

narrowest possible band-limited transmission signal. 

Furthermore, the need to save time, though an important 

consideration, is not the only reason for performing empirically 

biased sampling. 	For it can be shown (see Sectiorix 6 ) that the 

chances of extracting maximum information about the objects "hidden 

in the search space" are also optimised when biased sampling 

techniques are properly employed. Again, from the point of view 

of information theory, the process of biased sampling helps to 

conserve information about the desired objects of search and at the 
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same time destroys only the bogus information about the unwanted 

objects. 

By long term spectral analysis or cross-correlational examina-

tion of the samples from the search space, the appropriate 

information concerning the essential characteristics of the space 

will be obtained and then used to identify the wanted signals. 

The identification is achieved by examining changes in the space 

characteristics which reflect corresponding changes in the degree 

of•correlation between the various groups of samples collected from 

the one and the same search space. When the degree of correlation 

falls below some acceptable value it is concluded that either a new 

transmission signal has occurred within,or an old one has disappeared 

from,the search space being examined. 

In most cases of interest, it is not known a priori whether or 

not any number of transmission signals exist in the search space. A 

preliminary search procedure is then required in order to "learn" 

the state of the space. This learning process takes time and may 

be difficult but, as will be shown later, this difficulty is not too 

great and there is ultimately a considerable amount of time saved 

by employing this general method of biased sampling. It is also 

important to note that the method of biased sampling has the inherent 

ability of reducing the number of samples required to specify a 

transmission signal in the frequency space and hence can be regarded 

as a process of removing redundant samples. The actual number of 

dimensions of the signal is not affected. 
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6.2 Choice of Scanning Time of a Sector when the Observation Time  

is Fixed  

In searching for signals located in one or several small intervals 

of a frequency space which are scanned successively, the overall time, 

T, of observation may be a fixed quantity. The time, t, allotted 

for the scanning of the ith interval of the space will then be 

related to T in such a way that if there are m frequency space 

intervals, then 

m 

ti  

1=1 

The time, ti, can also be sub-divided into ni  equal intervals, xi, so 

that 

ni xi  = ti 1) 

Having done this the decision on the presence or the absence of a 

signal in the ith space interval can be taken either on the bhsis 

oftheobservationstoredduringthetimet
1  
.w after each of the n. 

observations. However, when the time ti  is sub-divided into the n. 1 

equal intervals (nixi.r.r_ti) the probability of detection is observed 

to be unaffected by the sub-division if the signal to be detected is 

coherent and undergoes fluctuations which are fast compared to the 

ratiot.
1
/n.(i.e.x.). Thus if in the detection of constant amplitude 

signals the coherence is not preserved from observation cycle to 

observation cycle then the sampling (i.e. the sub-division of the time 

t.) will lead to a decrease in the detection probability. If coherence 
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is preserved, however, by utilizing the evidence obtained in a 

previous observation time the probability of detection can be made 

to increase or, at worst, remain constant. 

6.3 A Study of the Frequency Slipoe Characteristics  

Figs.6.3 and 6.4 illustrate some spectral configurations of 

which can exist in a frequency space under examination. These 

different configurations, in the usual terminology of signal trans- 

mission, represent only a few of the many types of radio emissions 

which are employed in radio communication. (To obtain pictures 

of these spectral displays a photograph of each spectral configuration 

is taken in three stages. First, the top part of the display, 0 to 

-30 db, is photographed; the gain of an associated amplifier is then 

adjusted to + 30 db and the lower half of the display is obtained. 

Finally, a standard frequency modulated with 1 kHz harmonics replaces 

the signal under examination to provide an accurate scale at the base 

of the display. The frequency range can be extended and the 

sensitivity also increased by the addition of suitable frequency 

changing circuits.) 

As an example of the picture of spectral composition of a frequency 

space, fig. 6..3a is a representation of an amplitude modulated signal 

field (a telephone signal). The two independent side bands of the 

signal can be seen on either side of the unsupressed carrier. Fig. 6.3h 
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also shows an amplitude modulated signal but with a single side 

band and illustrates a typical signal field of a multi-channel voice 

frequency telegraphy system. The spectral configuration of a frequency 

modulated signal field is shown in fig.6.4a and fig.6.4b is the field 

state of a frequency modulated signal, with four-frequency diplex 

as in telegraphy. 	Before the emergence of any of the types of 

transmissions that are possible in the frequency space being examined 

the field state of the space represents the amount of noise that can be 

detected by the receiving equipment and so be found in the accompanying 

measuring devices. Such a noisy field state is shown in 

In the absence of any of the active transmissions mentioned 

aboves any frequency space under examination can be characterised by 

parameters which are associated with noise alone. Hence in order 

to provide for the possibility of detecting an active transmission 

which may 'emerge', the frequency space must be examined continually. 

It will then be possible to detect as soon as practically possible 

when the noise parameters of the 'noisy' field state have changed 

sufficiently to indicate the emergence of an active transmission 

(or a group of active transmissions). Conversely, a field known 

to contain an active transmission can also be examined continually 

in order to detect when the transmission ceases operating in its 

allotted portion of the frequency space. 

In the present analysis as previously explained, it was found 

necessary and expedient to scan the field and obtain sample values 

from it. The samples thus obtained would specify the particular field 
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under examination at the particular time when the samples are 

obtained. ;Lt a later time the field is scanned for the second 

time and another group of samples assembled for the analysis. It 

is found that by comparing.( by means of correlation analysis) the 

two groups of samples assembled from the frequency space under 

examination changes in the transmission content of the space can be 

computed. The essential object of the procedure is to detect a 

calculable change (in the field) whenever it occurs in as short a 

time as possible, subject to the normal, prescribed condition on 

false alarm probability. 	The detection problem is, therefore, 

one of simple hypothesis testing. The hypothesis that there has 

been no parameter change is tested against the alternative that 

there has been a parameter change and the appropriate decision is 

then made. 

As long as the state of the field remains unchanged the sample 

groups assembled from it can be analysed in arbitrarily selected 

pairs and shown to produce a definite form of a correlation function. 

(cf. analytic continuation(73  )). Hence the persistence of the one 

form of correlation function is an indication of the fact that the 

transmission content of the field has not suffered any change. The 

arrival, or the cessation, of a transmission can, therefore, be 

announced when the form of the correlation function is sufficiently 

different from the expected form "of no change". In chapter 4 

the expected form of no change has been given a precise)  mathematical 

interpretationandameasurable deviation from it is used in the process 
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of deciding whether or not new transmissions have appeared in the 

frequency space under examination. 

In the present investigation two selected groups of samples 

from one and the same field are correlated and the properties of 

the resulting correlation function are examined and interpreted in 

order to define the state of the particular field. Thus, if the 

correlation function is an even function so that the two sides of it 

are identical with respect to an appropriately chosen axis than the two 

Groups of the samples assembled from the field specify the same state of 

a fleld. However, when the correlation function obtained by 

processing the two groups of the samples is non-even then the state 

of the field being examined has suffered a change during the second 

sampling. Also when the correlation function is even but appears as 

a damped exponential function the indication is that 

the two groups of samples are from a random or a 'noisy field'. 

More generally, the correlation function consists of alternating 

crests and troughs. In the instances when the distances between 

successive crests (or troughs) are uniform over a reasonable number 

of cycles and the correlation function itself regularly drops to 

some terminal amplitude beyond which there is no significant 

further decrease, the two groups of samples would appear to have 

come from the same transmission field. 	A distinct variation of 

the above correlation function which was encountered frequently 

during the investigation is the one in which the distances between 

successive crests (or troughs) are not uniform and the correlation 



function is characterised by alternating growth and decay. 

most situations this later type of correlation function is not even 

and hence implies a change in the state of the field from which the 

two groups of samples are assembled. 

6.4 The Computation Process  

A proper choice of the interval between successive samples of the 

field was made after some amount of preliminary study has been made 

employing artificially generated transmission signals and noise. In 

order to simplify the relevant computations the nature and the form 

of the transmission signals used were assumed known. 

The samples were obtained at the appropriate rate of one 

sample value per 1 kHz by using an analogue-to-digital converterxxx  

White noise was used in these preliminary studies simply because means of 

generating this type of noise was easily and readily available. More-

over, white noise lends itself easily to analysis. 
XX 
By confining the sample space to being quite large but finite, the 

problem associated with defining a uniform density over an infinite set can 

be avoided. The rate of sampling in this investigation was equivalent to 

about four samples per one voice channel which is about 3.5-4.0 kHz wide. 
xxxThe analogue-to-digital converter used in this investigation is another 

proprietary equipment manufactured by Mullard Co., England. It is used 

in converting continuous current waveforms into discrete ones by a method 

of sampling. 
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in conjunction with a tape perforator which would punch out 

the digitised amplitudes on a punch tape. The analogue-to-digital 

converter is designed to sample analogue voltages in the range 0-10 

volts and provides the corresponding digital outputs. The digit- 

ising is performed by a shift register, and the relevant circuits 

for producing the digital equivalent of an analogue input voltage 

are also part of the converter. 

For the purposes of the present investigation a sampling pulse 

of not less than 1 millisecond was required. This satisfied the condition 

that t/n
iis long coupared'with the signal fluctuation. Digitising at the 

.rate of ten digits per one sample value, a digitising frequency 

of about 1 kHz was found quite suitable and convenient from the 

point of view of ease of operation. Also, clock pulses, obtained 

as an auxiliary output from the panoramic adaptor, were used to 

synchronise the sampling signals and in this way the problem of 

having to provide a separate sampling signal facility was avoided. 

Another related problem which was overcome by using the clock pulses 

from the panoramic adaptor was that of non-synchonous functioning 

of the panoramic adaptor and the analogue-to-digital converter. In 

fact, it was not found necessary to build any separate unit which 

would provide the required synchronism apart from the cascade of 

simple multi-vibrator circuits the inputs of which are the clock pulses 

from the panoramic adaptor.. Suitable division of the clock pulse 

period can then be accomplished by tapping from the appropriate sections 

of the cascade. In fact, to meet the simple requirements of the method 
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of sampling evolved for the investigation, a suitable arrangement 

of multi-vibrator circuits (including one Schmitt trigger circuit 

and one amplifying stage) was used to obtain pulses whose repetition 

rates are a 50th and, or a 100th, of the rate of the clock pulse 

derived from the panoramic adaptor. 

Assuming the two groups of M samples assembled from the frequency 

field are X. and X. (1, j 1,2, ....,N) the analysis begins with the 

computation of the serial products 

8p  = X
l
Y
p1 

+ X
2
Y
p+2 

 

 

A close inspection of the above equation will show that 8 is the 

pth coordinate of the discrete cross-correlation function after the 

pth translation of the X group of samples with respect to the Y 

group. A simple method of normalising each product of the series 

was employed during the early stages of the investigation but was 

abandoned later because normalization was found to be contributing 

very little to the results of the analysis. In fact, the time 

involved in the normalisation process was out of proportion to its 

usefulness. 

Other sets of serial products, C and D I  were computed, 

In order to normalise the product, 8 0  we multiply 8 by 1/(M-p). 

Thus, the normalised product, y I  becomes 

1 	(X
1

Y10.4
1 M-p 



170 

performing WA similar operations as in the computation of 8p. Thus, 

C 	= X
1
X
p 1 

+ X
2
X
p 2 

+   + XM_pXM 

and 

D
p 

= Y
l
Y
p 1 

+ Y
2
Y
p 2 

+   + Y
M 
 Y 
-p M 

As before C and D are unnormalised and for the same reasons as 
p 	p 

for 8 . It is important to note that C and D (p 1,2, 	2M) 

are, respectively, the auto-correlation discrete functions of the 

X and the Y groups of samples assembled from the field under examina-

tion. A direct comparison between Dp  and 8p  (or between Cp  and 8p) 

was made in order to analytically study the differences the trans-

mission contents of the two states of the frequency field under 

examination. in indication of the location of any transmission which 

appeared in one state and in the other state was necessary in order to 

establish the identity of that transmission. Although this indication 

was provided by the type of comparative study undertaken in the present 

investigation)it soon became clear that the results were dependent 

upon the resolution capability of the instruments being used. It 

is worth mentioning that with this equipment it was possible to 

detect the emergence of transmission(s) within a frequency range of 

10 kHz in a total sweep range of 100 kHz. 
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6.5 Choice of Test Functions  

Having obtained a pair of spectra in a manner described earlier 

(section 6.3) the detection of transmission changes is begun by 

correlating the waveform representations of the two spectral records. 

The correlator employed is designed in such a way that its output is 

either the autocorrelation function of any one waveform representation 

of a spectrum or the cross-correlation function of two different wave-

form representations. Assuming that the spectral records are 

representedbyfandf.,the correlation function which can be 

evaluated are Oii, Oji  and Oij, where 

Oii 	= autocorrelation function of f
i 

0ii 	
= autocorrelation function of f. 

Oij  = cross-correlation function of f. and f 
JI 

In order to establish any differences between the transmission 

signal contents of the spectrum represented by fi  and those of another 

spectrum represented by f., a general function T(0.., 
0..,  j Oj), II  

is conceived. Three main classes of the generalised function can be 

evolved, and by using each class function, the differences between 

f. and fj  can be detected. The three classes of functions, to be 

known as "test functions", are the following: 

(1) oij) 

(2) T
2
(0

ill 56JJ 
•.) 

(3) T3(0ij) 

Other combinations of the Ots can be forced to generate some more classes 
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of the test functions, but in the present investigation, use will 

be made of only three depicted above, largely because of their 

simplicity in form. 

The test function, Ti(OivOii), is derived from the auto-

correlation function, 0ii, and the cross-correlation function, 0ii, 

and is defined as the "absolute" difference between0ii 
 and 0... In 

lj 

mathematical terms, 

 

T1ij (0.. O) = 

T2  (0 . 0ja  .) = 

... (0.1) 
Similarly, 

loil  - 0 j;  1 ... (0.2) 

It is evident from the form of equation (0.2) that the evaluation of 

T2(0ii, Oji) requires the use of the autocorrelation functions of the 

two spectra represented by waveforms fi  and f3. 

The derivation of the test functionY  T3 ij  (0..), involves only the use 

of the cross-correlation functi0/10.. and is defined by the following 

relationship: 

T
3 	0..ij 	13 - 0.. ... (0.3) 

Clearly, the evaluation of T3(¢..) implies a comparative study of the 
2.3 

two sides (i.e. positive and negative) of the cross-correlationfUnction,0.., 

formedfromthewaveforms0 f.and f., which represent the 

under examination. In equation (0. 	
+ 

i 3),0ii  s the positive 

0ii  is the negative side. Actually, T3  is the "absolute" 

between the two sides of the cross-correlation function, Ø. 

two spectra 

side of 0. . and 
13 

difference 
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6.5.1 Nature of the Test Functions  

It can easily be seen that the test functions, T1, T2  and T3,are 

ideally zero' functions; that is, whenever the two spectral records being 

compared have the same transmission signal contents then their 

"difference" is ideally zero. 	Otherwise, they have finite values 

at all, or some, of the points in their space of definition. 	The 

space of definition is equal to either the swept bandwidth (for T3) 

or two times the swept bandwidth (for T1  and T2). Since most of the 

practical situations encountered are far from being ideal, the test 

functions are not usually zero functions, but have a finite value 

almost everywhere in the space in which they are defined. This is 

true even when the signal contents of the two spectral records under 

examination are nominally the same. 

Fig.6.6a shows a representative waveform of a spectrum which might 

be observed at some time t. it a later time, t +11.t, the spectrum is 

m 
zero function is a function whose value at all points is zero. 

3111Thesweptbandwidthfromwhielif.and f are constructed is equal to 

the size of the space in which T3 is defined. This is because for 

every point in T3  there are two points in 01.3  _from which T3  is derived, 

It should also be remembered that the correlation functions, 0.., ¢.., 
jj 

and0 . . are defined in a space equal to two times the swept bandwidth 13  

and that the "fold-over" effect inherent in T3  is absent in T1  or T2. 
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observed again and represented by the waveform shown in Fig. 6kb. 

In the analysis of such a pair of spectral records, some important 

assumptions are made. First, it is assumed that the locations of the 

signals which appear in the spectral records do not vary with time. 

Second, it is assumed that all the noise in the spectrum can be 

regarded as an addition to the transmission signals that may exist 

in the frequency band under observation. 

Fig. 6.7a is a typical representation of a noise spectrum found 

within a portion of the hf band. When an active signal transmission 

signal whose spectrum is similar to that shown in fig. 6.7b appears 

anywhere in the given region, the spectrum of the combined signal and 

noise is obtained (fig. 6.7c). From the two waveforms shown in 

figs. 6.7a and 6.700  the correlation function° is formed. ii In this 

function, it will be observed that the noise has assumed a structure 

(fig. 6.7d) similar to that of the signal which it "cloaks". This 

epi]ization of structures is accompanied by a corresponding improve-

ment in the amplitude discrimination between the signal and the noise. 

In fact, this is one advantage 	of the correlation process. 

The peak that appears in the plot of the test function, T3, is an 

indication of the difference, in signal contents, between the two 

spectral records under examination. The test function would have been 

a zero function were it not for the signal located in the search band 

slot and revealed in one of the spectral records. 
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6.6 Setting of Threshold  

6.6.1 Introduction  

When the effects of noise and fading are absent, it is generally 

possible to attain theoretical perfection in a transmission signal 

detection process. However, in the presence of noise and when the 

signals are affected by fading, the existence of the signal within 

the search band becomes an uncertain event and can be established only 

statistically. The problem, therefore, of determining the existence 

of a transmission signal can be solved in a manner which attaches a 

measure of uncertainty to the achievable solution. In fact, in 

"spotting" the precise location of a transmission signal in a given 

frequency band, the observation time required is inversely proportional 

to the bandwidth' of the signal and, for a signal with a small bandwidth 

( 4 1Hz), the detection time is very long. 

To the human observer who is required to make decisions on the 

existence (or non-existence) of the transmission signals, a criterion 

based on the signal-to-noise ratio of the detection process is normally 

sufficient and the important requirement, therefore, is a maximised 

signal-to-noise ratio level. Such a procedure based only on the 

2Here, the principle involved assumes that time and frequency are 

conjugate variables and that, in order to sharpen a characteristic in 

terms of one variable, it is necessary to increase its breadth in 

terms of the conjugate variable. This is the basis of the uncertainty 

principle in modern quantum mechanics used in atomic theory. 
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signal-to-noise ratio may be informationally adequate, but the human 

observer is usually left with the task of making a mental estimation 

and hence the final decision. It will, therefore, be more convenient 

and, of course, more appropriate to provide, not information to be 

further assimilated by a human observer, but the information which 

is the decision itself. The problem is a complex statistical one and 

can only be solved satisfactorily by judicious reference to the 

appropriate statistical theories on decision making.(74) 

6.6.2 Amplitude of Peaks in Test Functions  

The appearance of peaks in the plot of a test function has been 

shown (section 6.j) to be the basis of the decision concerning the 

differences between any pair of spectra being analysed. However, the 

occurrence of peaks alone cannot be taken as a sufficient criterion 

since the noise effects and other disturbances may produce peaks and 

hence lead to the erroneous conclusion that some relevant change in 

the frequency space has occurred. 

In the present investigation, therefore, a criterion based on the 

amplitude of a peak has been adopted as an adequate "figure of merit" 

and used as a basis for the decision making procedure. The choice 

of this criterion was suggested by the results of some empirical 

studies, the description of which can be seen in Section 7.2.2. In 

m
The noise under consideration is that introduced during the analysis and 

that caused by errors in the computation processes. 
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these studies, the amplitudes of the various peaks appearing in the 

plots of the test function are measured and those peaks whose amplitudes 

exceed a "certain figure" indicate situations in the analysis where 

transmission signal changes in the spectrum have occurred. This 

figure, with which the peak amplitude is compared, is known as the 

threshold of the search system, and thus sets the minimum limit to 

the detectable transmission signal changes that can occur in a spectrum. 

The setting of the threshold is never perfect and this also means that 

when a change is detected by the search procedure, there is a small  

but finite probability that the:detection result is false. 

6.6.3 Logarithmic Assessment of Peaks  

The test functions derived from the auto- and cross-correlation 

functions of the waveforms which represent the spectral records, are 

plotted on a logarithmic basis. To do this, the values at all points 

of the correlation functions, which are employed in the computation 

of a test function, are compared to the value at the origin. In 

other words, each correlation function is normalised with respect to the 

value at the origin. After this, the modified (see Section 7.) 

point values are converted into corresponding values in decibels by the 

lvtA,J414X_5:f. 
use of the appropriate ulliterlpii-eatmte factor. The test function is then 

"Strictly speaking, the unit of the decibel has been introduced for the 

particular purpose of measuring power ratios. Hence, a power ratio of 

Pl/P2  is equivalent to 10 log10  P1/P2  decibels. 



179 

plotted with an ordinate measured in decibels. The choice of 0 db as 

the datum of all the measurements has been based on the fact that 

0(0)  
1°g10 0(0) _ logle 1 - 0 

Indeed, when an event is compared with itself the condition of no 

change will be observed, and if a "logarithmic comparator" is postulated 

in such a situation, its output will be zero. The only point in any 

of the correlation functions which is transformed unchanged into a 

point in a test function is the origin and hence the condition of no 

change is always observed there. 

According to Shannon(?5) the choice of the logarithmic basis 

of description is usually prompted by the following reasons: 

(1) The logarithmic value is more useful. Parameters of 
engineering importance tend to vary linearly with the 
logarithm of the number of possibilities .... Doubling the 
time roughly squares the number of possibilities, or doubles 
the logarithm. 

(2) The logarithmic value is nearer to our intuitive feeling as 
to the proper measure. One feels, for example, that two 
punched cards should have twice the information capacity of 
one for information storage. 

(3) The logarithmic value is mathematically more suitable. 

Since the power spectrum is the representation of the autocorrelation 

function in the frequency domain, the relation between them is a linear one. 

In fact, if r(f) is the power spectrum and R(q) is the autocorrelation 

function of some time function g(t), then 

R(ie) = 	r(f) ei2nf  df and 

r(f) = 	R(2", e-j22f  dq:. 

Hence, just as we can measure the ratio of the pow
Re
rs
cli) 

 at any two arbitrarily 

chosen frequencies, we can also obtain the ratio 1777)which is a "power" 
L2 

ratio at some two points, T1 andir2, in the correlation space of R( ). 
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Chapter 7  PRELIMINARY EXPERIMENTS ON REAL AND 

SIMULATED SIGNAL. 

7.1 Introduction  

Preliminary tests were carried out with the purpose of studying 

certain factors which may affect the results of the search process. 

The topics studied were the necessary time separation of the spectral 

records, and the effect of selective fading and non-selective fading. 

A general study of the ability of a test function to detect any 

changes in the spectrum was undertaken, and methods of deciding on 

a system threshold were also investigated. Ill these tests involved 

experiments on both real and simulated spectral records. 

7.2 Suitability of Test Functions  

7.2.1 Experimental Technique.  

Theoretical considerations (section 3. ) 	have shown that it is 

generally possible to detect transmission signal changes in any given 

spectrum by the application of a test function defined in section 6. 

The changes in a spectrum can arise from a number of causes, the 

important ones being: 

(1) Actual "loss" or "gain" of transmission signals; 

(2) Selective and non-selective fading. 

(3) Very low signal-to-noise ratio of signals located in the 

spectrum. 
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In order to judge the suitability of a test function when 

any of the above mentioned causes affect the transmission signal 

contents of a spectrum, preliminary experiments and simulations were 

needed. Fig. (7.1) shows the experimental arrangement employed. 

Four AV-signal generators and a white noise source were used. The 

signals and the noise were combined in an adding circuit whose output 

was fed into the(Raca1)receiver. The panoramic adaptor and the (Mallard) 

analogue-to-digital converter then produced, respectively, a visual 

display and a digital record of the composite spectrum of the various 

input signals and noise. Two spectra were produced for the analysis, 

and each of these contained a number of AM signals centred on 

different frequencies within the selected frequency band. The centre 

frequencies were chosen in such a way that for any two adjacent signals, 

the highest frequency component of the lower-frequency centred signal 

differed by at least 4 kHz from the lowest frequency component of 

the higher-frequency centred signal. 

One spectrum of four such signals, mixed with white noise, was 

produced, sampled and stored; another spectrum whose signal contentS 

were changedmm  according to the type of study in progress was also 

produced and sampled. The spectral records produced then became the 

discrete waveform representations of the spectra of signals (and noise) 

injected into the receiver. 

The analysis of the various spectral records that are generated 

'The choice of this was determined by the width of the conventional voice 

channel. 

mmThe changes are effected by any of the three causes mentioned in sect.7.2.1. 

Ylkiplitude modulated. 
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follows the same trend as those discussed in section 6.4. Thus, 

having obtained a pair of spectra represented as waveforms, fi  and fi, 

the correlation functions, qv  Ou  and Ow  4revaluated.. 

At times, the differences between fi  and fj  were so great that 

they could be observed by visual comparison of the plots of Oii  and 014. 

But at other times, it became necessary to actually compute and plot 

a test function in order to obtain the relevant information about the 

transmission changes. 

7.2.2 Threshold Setting  

Theoretical considerations have shown that the peaks in the 

test function, which rise above the 0 db level indicate that a 

difference in the pair of spectra being analysed has been detected. 

However, in practical situations to be described, it was observed that 

even though any two spectra contained the same transmission signals, 

the test function, T3(0 ii), was 0 db only at the origin. This 

departure from the ideal is attributable to the presence of noise, 

fading and other sources of disturbance in the hf spectrum and suggests 

also the need of a threshold different from the 0 db level. 

In order to show practically that the height of the peaks in the 

test function can be used in the decision making process, pairs of 

spectra which were known to contain the same transmission signals were 

produced. Another set of pairs in which the two spectra of a pair 

were known to contain different and unequal numbers of transmissions 
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were also produced for analysis. The method of analysis and. the 

experimental arrangement employed were similar to those discussed in 

section 7.2. In other words, real-life conditions were simulated by 

generating AM signals and combining them with artificial noise in order 

to produce the spectra which were analysed. The object of this 

present exercise, was to show experimentally that the test function was 

capable of detecting any differences between a given pair of spectra 

which actually contdmaddifferent transmission signals. 

In these experiments, the average signal-to-noisem  ratio of the 

signals in each spectrum was maintained constant but with a small 

difference (3-5 db) between the two averages. (A way of controlling 

the level of the signals and noise has been discussed in section 7.2.3.). 

The test function was computed for each pair of spectra and the mean 

peak-height of the test function was calculated. 	In situations where 

there was no "genuine" difference between the signal contents of the two 

spectra being analysed, peaks of the test function were observed to 

be below the 3 db level.M  With thislevel as threshold, 96% of the 

genuine differences were detected. The plot of fig. (7.2) shows that 

for peaks in the test function whose revels were higher than 3 db, the 

percentage of differences detected was smaller. It is important to 

note here that, with the levels of signal-to-noise ratio employed 

(1-25 db) the results were not affected appreciably. 

Real-life spectra were also analysed in exactly the same way as 

min the simulation tests, the signal-to-noise ratio was assessed by a direc 

comparison of the strength of the signals injected into the receiver with 

the power of the noise with which they are mixed. 

mmThis is the "level" of dissimilarity. See section 8.1. 
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that described above. The spectra were all chosen from a region 

of the hf spectrum where the signals contained were known a priori. 

The spectra were obtained at different times of the day and night, 

and the separation time between a pair was, on the average, 45 

minutes (see section 7.4). 	The signal-to-noise ratio of the signal 

in each spectrum was unknown and hence unspecified. However, the 

results with artificial signals have shown that the signal-to-noise 

ratio, provided it remained constant, did not influence the direction 

of the results. With real-life transmission signals,900/0  of the 

genuine differences were detected when the threshold level of 3 db 

was used.x3f  

7.2.3 Sensitivity of System to Changes in Sifinal Levels. (Effects  

of Non-selective Fading).  

By keeping the level of the four signals in one spectrum at a 

constant level and varying all the signal levels in the other spectrum, 

different sets of paired spectra were generated. For each pair, the 

three test functions were computed and used to detect any differences 

that might exist between the pair concerned. A means of measuring 

the noise average power in the selected frequency band was devised, 

and knowing the signal power level, an estimate of the signal-to-noise 

ratio was made. (It is important to note that the noise generator was 

capable of producing noise bandwidths ranging from 50 Hz to 500 kHz.) 

A random noise volt-imat6:e (BrUel and, Kuser, type. 2417) was used. 

3"eFifty pairs of spectra were examined in any given situation. 
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Also, with a suitable circuit arrangement, a noise bandwidth of 

5-50 kHz could be translated to any high frequency range by a 

heterodyne process. 

In the experiments carried out, a maximum difference in signal 

level of 20 db between the two spectra was achieved. 	Some 

representative plots of a test function for various signal level 

differences have been shown in fig. 7.3. A table of results is 

also given (see Table 1). In this table, a result of the search 

analysis is obtained by selecting a test function from the first row 

and the level difference from the first column. The column in which 

the particular test function is found and the row corresponding 

to the selected level difference meet at Y or N. A result, Y, 

implies that there is a difference in signal contents of the two 

spectra under examination; N implies the opposite decision. 

From the plots and the tables provided, it is evident that, 

although the test functions are derived from simple similar functions 

(i.e. the correlation functions), the capability to detect "genuine" 

differences between any two spectra vary from one test function to 

another. In any case, the results have shown that when the signals 

and noise in the spectrum are affected by disturbances which resemble 

non-selective fading, it is generally possible to detect the genuine 

transmission changes caused by the advent of new signals or the cessation 

of active operation by a transmission. 
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7.2.4 Simulation of the Effects of Selective Fading  

Another series of experiments were performed in order to study • 

the results of simulated selective fading. Selective fading patternsx  

were generated by adjusting the levels of the individual signals in 

the selected frequency band. (Provision for controlling the levels 

was available in the instruments used). 

As before, the test function corresponding to a pair of spectra 

was computed, and a table of the results has been given in Table 2. 

Ten test functions obtained did not exhibit any definite shape or 

pattern. It was also observed that by using relatively high level 

signals in one spectrum of the pair, the results of the analysis 

were misleading. Differences between the spectra were observed 

wh.en., in fact, the two spectra contained the same number of signals 

centred on the same frequencies. The table, however, shows that the 

test functions give reasonably good results when the average difference 

in signal levels is small, say, 3-8 db. 

7.3 Emergence and Disappearance of Signals  

A method of investigating changes that take place when a now 

transmission starts up and ceases in any given portion of the hf band 

was devised, involving the arrangement of the experimental apparatus 

'Selective fading patterns and their probability distribution are fully 

discussed by S. 0. Rice in the reference 76. 

1. 
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TABLE 2. 

An example when some tests 
yield the answer lyes'cl 

Number of sig 
emerging 

Test Function 

, 

1 ...r  .f  

2 .„1„. 

3  '1 "s' -„- 

4 ,f  ,) 

TABLE 3 

An example when all tests 
yield the answer 'yes'. 

Y ='change' condition 

N ='no change' condition 
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similar to that used in the previous experiments (Section 7.2). In 

these experiments also, AM signal generators and a white noise source 

were employed. A provision for quenching ono or more of the signals 

permitted the insertion of a specified number of signals. Their 

locations within the chosen frequency band were known and their levels 

were also pre-set. VudcusS.4ratio levels (see section 7.2.1) were 

employed, and the test functions were used as means of detecting the 

differences in the signal contents of the two spectra being examined. 

Results of these simulations are given in the form of a table 

(see Table 3). In the first column, the difference between the 

number of signals contained in one spectrum and the other is given. 

To see the results of the search analysis when there are two more 

signals in one spectrum than in the other, a test funotion is selected. 

If the test function selected is T3, the result is seen to indicate 

that, in fact, there was a genuine difference between the two spectra. 

Also, a rough estimate of the location of the "difference" signals 

can be made from the locations of the peaks in the plot of the test 

function (see fig. 7.4). 

By using the test function, T3(01.1)„ it was possible to detect 

differences between a pair of spectra when the signal-to-noise ratio 

in each was as low as 5 db. The application of the results of this 

exercise to the real-life problem of detecting the emergence of 

new transmission signals was carried out by using pairs of the spectra 

chosen from a given portion of the hf band. 

mS.N. Signal-to-noise. 
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7.4.1 Experi'ment to determine choide.df,oeparation time  

In the simulation experiments, and those involving known regions 

of the hf band, the time separation of the spectral records used was 

not an important factor. However, in practice, when the character-

istics of the signals under investigation are unknown, this period 

becomes significant. Preliminary tests were carried out to determine 

an optimum separation time between the two spectra. Pairs of spectra 

were produced with different time intervals between them. 	The 

correlation analysis, as previously described, was then carried out 

for each pair of spectra. In this way, results for different 

values of separation time was obtained. 

The time lapse used in the experiment ranged from 2 seconds 

to as much as 85 minutes. However, these tests called for another 

preliminary study designed to obtain information about the signal 

population densities of the various portions of the hf band. For 

this study, a British Post Office (B.P.O.) scanning receiver was used. 

This equipment, shown in a form of a block diagram (Fig. 7.5), has 

a sensitive communication type receiver (with a non-slip slow motion 

drive) which is swept over a pre-specified frequency band once every 

2 minutes by a drive unit which is mechanically coupled to the 

tuning spindle of the communication receiver. In synchronism with 

the receiver tuning control, a recording device moves steadily over 

a chart of an electrolytic paper and records a mark whenever a signal 

is picked up by the receiver at a strength higher than the minimum 

at which the equipment is pre-set to operate. The swept band is 
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represented by the width of the chart, the smaller the frequency 

swept the larger the spacing between the traces of adjacent trans-

mission signals. A normal operating condition gives a swept band 

of approximately 100 kHz for an 8 in. width of the chart. The normal 

chart speed is 1/2 in. per hour. At two hourly intervals, the 

input of the radio receiver is automatically disconnected from the 

aerial and is switched to receive frequency calibration signals from 

a 100 KHz harmonic generator. A typical record is shown in Fig. 7.6. 

From such a record, it was possible to identify the locations of 

the active transmission signals. A choice of the portion of the hf 

band to be investigated can then be made on the basis of the knowledge 

of the space occupancy provided by the record. Having selected such 

a portion for the preliminary studies, pairs of spectra of that 

portion were produced. The shortest separation time was 0.2 sec. 

and is set by the speed of operation of the Racal panoramic adaptor. 

The slowest available rate of scanning is once every 2 seconds, and 

at this slow rate, spectra whose bandwidths are much greater than 

100 kHz are scanned without loss of any significanct information 

about the contents. 

By varying the separation time and studying the effects produced, 

it was possible to estimate the optimum separation time that may be 

employed in the selection of the pairs of real-life spectra. If the 

frequency band under examination is scanned at the rate of once every 

2 secs., then a separation time of about 40 minutes, disregarding the 

"blank" time between consecutive sweeps, is equivalent to a frequency 



6, 7.7 
•°•••,•.; 	• 	 ;• t 

' 	- 

r  
•-• 

• •-• 	'7! 
- 	.- 	

11 

tfi 

= 

"-• 
	

-7.1 5 
	

at  I 

N 

r 

; 
_ _ ; 

r f I- 

I 

i 1. 
:-Fit•••- 	4 ----• --.10G0 
f• t : t:•• ll 	:; 

ri- i.;! ki';:.  ' 
 

-: 	6.: 

- 1 ! 1  

1. ' 4::: - jii i!!- , 
ilt. -f,  'i :11_ ', ..i:1 	:2:1 

	

., 	• 	! ! - 	1 • 	.. 	: 	i:... i 
• 1 	i ,.,: 	6  ,.., 	-,, :4  0 	i. 

I 	.!  

• 

	

-:. •1 	 • 	,-• ; ',-• f 	c . 	•,.' . 
; • ; .1 1,,; 1. 	•.;1•,• 	• ',-. 	061)0 

I 	 J 	• 	1 ; 	• t :. 

; 	i• 
11:4  

11 'f'.  s , i 
. 	; 	:_t 

'''..?!f I.-,  ., 	•••• 1 	.  

	

. I 1-r21 1 	1 CI:11t  I 	
f 

- ,.1‘.  
: 	-;-- 	 - - I 

, J74 it ; 
i 

• .1 

3 11 

it 

-- 	-74. 	ii i 	.1  i 
.117  

	

If,.a. 	... iii.  	I  

	

1 	. 111,1. 	,' -'-'1-'; 
1 

i-. 
-f F- • -• •` - ;4 '

1 

	

i . 	1 	• 	- 	,•,,t  -- 	...! i )"- n y e" . . . j .• 

	

4 	....-I i 1.'-r;11i;:t•t: 
i . 	. 	' ' 	-1 *4  • 	t  ..- 

, 	. 

	

1 	
; 

... 	.. 
• i• 

	

i - • _ i 	i 	i 	. 	-! 

1 
. 	• 1 	I 	t! 
-it "; .• i•1-  

1  f t 	' I  I r- 1 
' I. 	• 	. 

•'1 

' .1. 

	

' 1 -.•.- l ':ii ' ir 	!, i 	: 	• - ' -•- -- f!'li)  4-  
- ? f • 	.. „ •. , - - , 	- E q 	

- .-t• 	t . 	8*-. 	t•i 
r?;: -:::  
... 	I 	- . . 

i 	 .!- i A  
F : '..:6- ; -, 

:', 1! !!! I I-:•• - 	' ' 	... 	. ' 	0 ..' 	e 	.. 	040C 
• I -1  
: I 

FIG t. 7.6 _ 
	 19 

TYPICAL SCANNING RECEIVER RECORD 
WITH RECEIVER INPUT LEVEL. ›- 10)-$V 	 7,13 



197 

space separation of more than 1000 times the bandwidth of the spectrum 

being examined. In fact, 40 minutes is a very long time for studying 

smn11 portions of the hf spectrum, and the results of such studies 

will show whether the random processes comprising the spectrum are 

stationary!  (e.g. short-term stationarity) or not. 

Another important consideration which influenced the choice of 

the separation time was the particular characteristics of the various 

transmission signals that could come under observation during the 

scanning period. If data ware available, giving information about the 

characteristics of the various signals likely to be found in any given 

spectrum, then use of this information could be made in deciding on 

the optimum separation time. For example, a frequency band con-

taining broadcast signals, which have an average continuous "active 

life time" of 10 + 2 hours, can be examined by analysing a pair of 

spectra which are separated by as much as 3 to 4 hours. This sori 

separation time would not be suitable in the analysis of a search band 

containing telegraph signals whose average life time of continuous 

activity is much shorter. 

As may be realised, the problem of choosing an optimum separation 

time becomes fairly complex when it is remembered that a combination 

of different communication services can be accommodated in a given 

broad band of frequencies and that the choice of the band slot ise7ated 

for analysis is arbitrary. However, the results obtained showed that, 

for normal broadcast signals, an average separation time of up to 

45 minutes was adequate if significant transmission changes were to be 

x
Generally speaking, a random process with non-changing characteristics 

is said to be stationary. 
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satisfactotily detected. 

Fig. 7.7 shows a block diagram of the experimental arrangement 

employed in analysing the spectra that are produced when the Racal 

receiver is connected to a vertical aerial. This arrangement is 

similar to that shown in Fig. 7.2, except that in the latter, AM 

signal generators, instead of real-life signal sources were used. 

The experiments were performed both at night and during the day. 

The spectral records of a given portion of the hf band 

(1-12 mHz) were selected in pairs with different separation times 

for the different pairs. For each pair, the correlation analysis 

was performed. The test functions  T3(01j), was applied and plots of 

it are given in Fig. 7.8. for the various pairs of spectra. A table 

of results (Table 4) has also been given, and in this table the 

results of analysing two real-life spectra, separated by c 

seconds, is given. Y implies that a difference was observed 

which N implies the opposite. Certain results indicate that with 

real-life signals in the hf spectrum, especially during daytime, one 

has to wait for a considerable time before any significant change occur! 

This is genernlly due to the fact that the transmission signal contents 

of any given portion of the hf spectrum do not change frequently. 

The results also confirm the established fact(77)  that this part of 

hf band is congested during the daytime. 

For this portion of the hf band, it would thus appear that a long 

period between samples is appropriate and that 45 minutes would 

certainly not be too long. It must be emphasized, however, that in 

general the optimum separation time will depend very much on the type 
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of signals occupying a band. 

7.5 A Proposed Scheme of Operation  

An application of the results of this investigation will now be 

discussed. A complete block diagram of the proposed scheme is shown 

in Fig. 7.9. Real-life transmission signal and noise, as time 

functions, are picked up by the aerial of a communication receiver 

and then transformed by the panoramic adaptor into events in fre-

quency space. The continuous waveform representations of the frequent; 

space description are digitised by a converter which produces discrete 

versions of the continuous waveforms. The result is a set of "discret( 

spectra" of the input signals and noise. 

The rate of sampling performed by the analogue-to-digital 

converter, is determined by the particular transmission signals of 

interest. For this reason, a provision for a variable rate of samplini 

made available in .the design of the converter. The fiftt)of the /tmitt:mpe 

produced for the analysis is stored as a discrete waveform. As the 

second spectrum is produced, also in its discrete form, it is 

immediately correlated with the first spectral record. A choice of a 

test function is made and derived from the output of the correlator. 

If, as is likely, test function, T3(01j) is chosen, T3  is then made 

available, for "inspection", to the "assessor" which assesses the 

heights of peaks in the test function and compares them with a preset 

threshold value. fin indication of the result of the search procedure is 



ro 0 

CORRELATOR TEST FUECTION PEAK ASSESSO1 
COMPUTO.R 

Fig. 7.9 	A Schematic Represention ofi the Automatic Search system 
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produced at the output of the assessor. The output generally 

consists of two binary numbers, say, 1 for a change in the spectrum 

and 0 for no change. Once a change in the spectrum is observed, 

a careful examination must be made, if required, to obtain the 

intelligence in the new transmission or to identify a transmission 

which has ceased normal operation. 

Depending upon the characteristics of the particular signals 

being sought, the separation time between the two spectra can be 

made as small as desired. Therefore, if the separation time is c 

seconds, say, then the changes recorded by the search system will be 

defined within the time interval of c seconds. Usually it will be 

known a priori what types of signal are being sought. 

The operation of the system can then proceed unsupervised, 

with considerable man-power saving. However, a period of "learning" 

is required, probably under manual supervision, in order to sot a 

reasonable threshold for the system. Once a threshold has been set, 

only periodic checks are required to ensure that the whole search 

system is functioning satisfactorily. 
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ghaLLILI CONCLUSION  

8.1 Concluding Discussion  

The results of the present investigation have shown that it is 

possible to detect the initiation of a new transmission, or the 

cessation of an active transmission, in a given portion of the hf 

band by comparing two spectral records. The time interval during 

which a transmission change is observed or detected is defined by the 

two instants of time at which the two spectral records are made. 

The method of analysis adopted is basically simple and involves 

the use of statistical parameters which are derived from a complete 

set of correlation functions. These correlation functions are obtain& 

by correlating one waveform representation of the spectrum with itself 

or with the waveform representation of other spectral record. The 

time interval between the making of the two records is an important 

parameter, affecting the results of the analysis. A preliminary 

study suggested that the optimum time separation between the spectral 

records depended very much on the signal characteristics. Therefore, 

a consideration of the signal characteristics, such as bandwidth and 

average life-time, was necessary. The results of the analysis showed 

that for broadcast signals in the 1-2 mHz band, a time separation of 

up to 45 minutes was sufficient. 

Simulation tests also showed that for signal-to-noise ratios 

above 5 db, the search technique was insensitive to signal-to-noise 

ratio changes of up to 12 db. Within these limits)  the effects of 

non-selective fading were therefore slight, but selective fading proved 
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more of a problem. 

At first sight, the results of the search analysis involving 

selectively fading signals suggest that the technique is not so useful 

in this case. Indeed, the correlation analysis showed that, although 

one of the spectra produced might be known to contain signals which 

were a selectively fading version of the signals in the other spectrum:  

an analysis of the two spectra showed that the signal contents had 

"dhanged". However, it must be remembered that a signal may "lose its 

identity" completely under the influence of some types of fading, 

especially, deep selective fading. As far as the simple search 

technique is concerned, two spectra, one of which is influenced by 

selective fading, are not the same even if, in fact, they contain the 

same transmission signals. A direct comparison of two such spectra 

must reveal differences between them. 	In the light of this 

explanation, the experimental results are seen to be as satisfactory 

as could be expected. Only a search process which involved an actual 

identification of the signals could overcome this difficulty. 

Alternatively, a method of combating selective fading in such 

situations might involve use of diversity techniques.( 78 ) 

The correlation of two spectral records of a given portion of the 

hf band minimizes the effects of noise. The results also showed that 

the noise process within a given spectrum was, at least, quasi-

stationary and does not change its structure. However, it was found 

that the occurrence of impulse noise produced effects whose duration 

was either too short to be noticeable or so long that every frequency 
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component within the spectrum was intensified by an equal amount. 

In the latter case, a situation exists similar to that of non- 

selectively fading signals, and analysis has shown that the trans- 

mission signal contents are not effectively altered by the occurrence 

of an impulse noise. 

The ordinates in the plot of the test function can be related to 

the Plevel".of_o4saimilarity of the-tiro spectra being analysed. Hence, 0 db 

"level" of dissimilarity indicates the condition of no change while 

any level of a finite value shows a departure from the "no change" 

condition. An ideal choice of a threshold can be made by taking into 

consideration all the factors which affect the signal contents of the 

spectrum. In this investigation, the threshold was set with the view 

of achieving a practical optimum detection probability, in the shortest 

time possible, for the transmission changes that occur within a given 

portion of the hf spectrum. 

The efficiency of a search technique can be expressed in terms 

of its ability to detect such transmission changes with an appropriate 

false alarm rate. A properly designed system would necessarily 

reflect the "costs" involved in the decision procedures. Any extra 

information available, such as the precise frequency location of 

transmission changes is also of interest. The choice of test 

functions used in the described system, will depend on such 

considerations. 

A further factor is the practical realisation of the system. 

Most of the work done in this research involved operations which were 
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performed in non-real time, and this was made possible by the use of 

a digital computer (the "Atlas"). However, in practical situations 

where quick decisions are required, the operations must be in real time. 

Only short periods of time may be available for the computation of 

correlation functions and test functions, and this will require 

highly sophisticated storage facilities. 

8.2 Susgestions for Future Development  

Up to now a method of identifying transmission changes within 

a given spectrum has been given. It will, however, be desirable to 

"trap" that portion of the spectrum, in which changes have been 

detected, for further analysis. The subsequent analysis,after 

"trapping",will aim at extracting the intelligence in the signal which 

has caused the change in the spectrum. Hence, a phase locking device 

or some "trapping" mechanism in the final stages of the search process 

would be a considerable advantage. Such a device should be capable 

of reconstructing the "trapped" signal from the available data and 

presenting it for further examination. It is, therefore, hoped 

that further work in this direction will be undertaken. 
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APPENDIX A 

A Characteristic Bandwidth of Random Noise  

Random noise arises in an electrical circuit when a large number 

of elementary events are superimposed with random time, or phase 

relationship. Such noise has a continuous frequency spectrum due to 

the random occurrence of the elementary events and, therefore, the noise 

0 	power is any small frequency interval is directly proportional to the 

size of the interval. To see this consider a receiver with a frequency 

response specified in terms of the complex transfer function g(f) 

between the input and the output. g(f) may be represented as 

g(f) =i1G(f) eiCi(f) 	(0.1) 

where g(f) is the modulus and is hence the quantity determined by 

measurement of the gain versus frequency characteristics. 0(f) 

expresses the phase information of the transfer function. The band-

width, B, of the receiver is the width of g(f) between 3 db points 

below the midband value, Go. The power bandwidth is customarily 

defined as 

B 

 

"72  
G (f)df 

... (0.2) 

 

o 	G
o
2 

This is the average bandwidth of the curve referred to the maximum, G02 

In general, the amplitude and phase of the frequency components of a 

voltage applied to an amplifier are modified on passage through the 

receiver. Thus if the gain modulus of amplifier is G and the mean 

square value of the input random noise voltage is e2(f)df, then the mean 
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square value of the output noise is 

	

E2 = 	. 
. 	G11°4)  2 e  P , (f)df e.. (0.3) 

0 
'(L- L-9 Combining (0.2) and (0.3) and making use of the mean value theorem 

E2  = e2(fm)G02B 

where fm is frequency lying within the pass-band. If, as is usually 

the case, the input noise is only a slowly varying function of fre- 

quency, fm  and fo  can be considered identical so that 

E2 = e 2 G2  B. 0 0 0 

Hence the r.m.s. value of the output voltage is proportional to the 

square root of the power bandwidth(79). 

Ste 	r.  s. 	6,1 „I:4 6ff 	m. 12c4 	,  

	

" 	, 	(7 	14:_d vioalz 	 ( 	MC11 'at-at N.(f 
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APPENDIX B 

The distribution of the amplitude of random noise has been 

investigated both theoretically and experimentally.(81°461) The root-

mean-square (r.m.s.),or the effective value, E, of the noise having an 

Instantaneous voltage, V, is defined by 

T 
lim 	v2(t)dt. 
T 	0 

It can be shown that the probability that V lies in the range 

V, V + dV is given by 

V dP 	1 	o- 2/2E2 dV 
v 	

E I/27 
• 

which is the Gaussian or the normal distribution. Hence the probability 

that the magnitude of the instantaneous voltage exceeds a certain 

voltage Vo  is, therefore, 

V2E2 	V P
v 
 = 2
C' 1 

	- /2 
1.3  dV = 1 - erf( vr°  ) 

in which 	 -t
2/2 e , 	dt erf(Vo/VrE)....1_("°  

J V /1/7E 
in which erf is the error function. 

The probability that the envelope lies between A and A + dA is 

given by 

dPA 	
A 	

e -A2/2
E2 

. dA 
E2 

which is the Raleigh distribution. Therefore, the probability that the 



envelope exceeds a certain value,Aosis given by 

PA 	

or) 
A fa-A2/2E2dA  
Ez Ao 

-A2/2E2  

dPv 	
oPA 

Fig. B.1 shows the relative probability densities Fa  and Ez- 

for instantaneous voltage and envelope, respectively, and Fig. 

shows that V or A shall exceed a certain value. 



0 	 2E 	3E 	4E 
A° (reference level) in terms of 

r.m.s. value (E) 

Fig. B1 Probability function of the instantaneous noise fluctuations 
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APPENDIX C 

A Peak-holding Circuit Using an Operational Amplifier 

A peak holding circuit senses and remembers the highest 

positive (or negative) peak in a varying signal over some specified 

period of time, Fig. C.1. 

When a negative portion of the waveform is applied to the 

input of the circuit, it is amplified and inverted by the operational 

amplifier. If the positive charge appearing on C is less than the 

negative value of the input value of the waveform at that instant, 

the operational amplifier will provide the necessary gain to over-

come the forward-diode drop in D1 and will also provide current to 

charge C to a value equal to the input but opposite in polarity. 

If the charge on C is already greater than input, the operation-

al amplifier output will be negative. When the input signal goes 

positive the output of the amplifier will not cause a change of 

charge on C. 

The emitter-follower serves to isolate C and thus allows it to 

hold its charge for an extended period. 

It should be noticed that the peak voltage is across the feed-

back resistor R3  and not across the storage capacitor. 



C 

6V ci 

2)4 

R3 

	0 e0 

Fig, Cl A peak holding circuit 
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