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ABSTRACT

In the past monitoring of the hf radio spectrum used for
communication purposes has been carried out by manual searé;b
techniques. This monitoring is necessary so that frequency bands
suitable for new communication services can be located and, also,
so that new transmissions of interest may be detected as soon as they
arise. Many human operators are needed to carry out a comprehensive
study of even a narrow frequency band and the work is extremely
tedious. The need, therefore, for an automatic monitoring method
has become increasingly large and in this thesis a description of an
invegtigation into the problem of designing such a system is made.

The technique to be described is designed to search portions of
the hf spectrum which covers the rangé of frequencies from 2-30 mhz.
During the search procedure, parameters characterising the contents
of that part of the spectrum being examined are statistically estimated
by measuring certain properties of the spectrum. The parameters
obtained are then used to establish the existence (or the non-existence)
and location of the new transmission signals that may arise.

‘The parametersestimated are dependent on the forms of the
functions that are generated by correlating successive spectrum
samples of the same portion of the i band, It ié assumed that the
contents of the spectrum vary randomly, so that if two such spectrum
samples are x(t) and y(t) then the autocorrelation functions, Boe

and ¢yy’ and the cross-correlation function, ¢xy or ¢yx’ are the



3

elementary functions from which the relevant parameters are derived.
Simple test functions have been used to detect the emergence of new
transmissions and the disappearance of old ones. In addition a
theory of random points has been introduced and developed to show
the probabilistic basis for the decision process.

The main feature of the automatic monitoring system is its
conceptual simplicity, and it has a great potential for improving
detection efficiency and reducing the necessary man-power. Because
of the fundamental principles on whichit depends, the system is
highly versatile and its use in such fields as oceanography, radio

astronomy and aeronautical engineering is envisaged.
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Chapter 1 INTRODUCTION

1.1 General Background

The congestion of traffic in the hf band, covering the frequency
range between 3 and 30 mHz, iz a problem which has engaged the attention
of the communication engineer since the discovery of that band in the

late twenties. In order to solve the problem many international

Y
bodies have been set up with the authority to regulate communication
in this band. These international bodies, armed with the advice of
the communication engineer, have taken steps to explore different methods
of providing accommodation for the extra traffic within the band, For
example, an impressive saving of bandwidth has been realised by the use
of single side band techniques’, with the result that more and more
radio signals can now be accommodated.

As an alternative solution, if the traffic density within the
band can be precisely found, then a better knowledge of the degree of
cohgestion can be obtaired and used to plan the more efficient use of
the entire band. Such a traffic density study will also lead to the
discovery of 'empty spaces' which can be employed to accommodate more
traffics Hence, it has become necessary to design surveillance
techniques by which wide frequency bands can be searched and the radio
signals within the band located and identified. A method of assessing

the times of initiation, or cessation, of radio signals in any portion
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of the hf band will also be valuable in determining the time-to-time
occupancy of the region in question. It is the object of the
investigation presented in this thesis to give a detailed study of

this assessment problem and to expose some of the practical limitations
of a surveillance system which can be constructed to search the hf

band for transmission changes. Such a practical system, capable of
conducting a rapid search, will be useful at air traffic centres,
monitoring stations, and missile tracking and launching stations.
Furthermore, a ready application of the search technique will be

found in the service of radio communication between one land (i.e.
fixed) station and many mobile stations where a quick way of seeking
free channels and assigning them on demand to users is highly desirable.
However, in order to fully appreciate the need for a surveillance system
gﬂd the complex nature of the investigation, it will be necessary to
give a brief account of hf communication and recount some of the

inherent problenms.

1.2 A Brief History of HF Communication

(2)

The first practical use of radio communication was between
ships and shore, following Marconi's first patent on wireless telegraphy
in 1896 and the demonstration of this development to officials of the

British Post Office in that same year. Marconi's early experiments

showed that there was considerable attenuatiom of the propagating wave
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in the vicinity of the transmitter, but at this time the existence of
‘;;kip distance"(see Fig.2,%cct.lA) and the concepts of maximum and, or
lowest usable frequencies were not appreciated.

In succeeding years, a serious problem was the inability of
transmitting systems to generate the required power at 'high'
frequencies (frequencies in the neighbourhood of 15 kHz were then
considered high). This fact, combined with the adverse effects of
power absorption in the transmission medium at these 'high' frequencies,
determined the maximum frequencies that could then be used for
communication purposes.

The development of the vacuum tube and improved circuit
techniques led to the production of transmitters and receivers capable
of functioning well above the previously considered maximum frequencies.
It was also discovered that sky wave propagation (i.e. waves propagated
by mirror-like reflection from the upper layers of the atmosphere) was
possible in the 2 to 30 mHz region of the radio frequency spectrum
and that waves in this frequency rénge could travel long distances
without encountering high levels of atmospheric noise, The rapid
development of 1oné4gistance world-wide radio communication then
followed, and further advances were made during World War II when cables
for line communication became unsuitable because of threat of their

destruction by the enemy.



15

1.3 The Basgic Hf Communication System

Any radio communication system is required to perform a function
that involves the transmission of information, in digital or analog
form, from one location to another. The volume of information that
can be transmitted and the fidelity with which the transmitted
message is reproduced at the receiving end are factors which determine
the quality performance of the communication system.

Fig.l is a block diagram of the basic radio communication
system. It consists of two sub=-systenms,a transmitting system and a
receiving system which are connected by the propagation medium. The
original message to be transmitted is inserted in the transmitter
where it is used to modulate an rf electromagnetic wave radiated from
the transmitting antenna. During its passage through the transmission
medium, the transmitted signal may become disturbed by the medium.
Effects of fading (see Section 1.4) may also be noticeable in the
received signal which, under normal operation of any practical system,
is a noisy attenuated version of the transmitted signal. The
process of demodulation and filtering which occur at different stages
of reception further add to the noise already present in the signal.
Hence, in addition to the channel noise whose sources are mainly
atmospheric and man-made, the receiver noise becomes an additional

problem,
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1.4 The Nature of the Propagation Medium and the Limitations

Imposed by It

The efficient exploitation of the radio spectrum will not be
possible until a reasonably complete understanding of the structure
of the propagatioés%edium is attained, Research by many radio
scientists and the development of the appropriate radio communication
devices have led to the realisation that in the frequency range, 2
to 30 mHz, where sky wave propagation is possible, the propagation
characteristics are largely dependent on the ionosphere, The
propagated waves in this range of frequencies are guided within the
earth's atmospherc by the earth's surface and the stratified jionosphere.
Such sky waves are affected differently by the different strata of the
ionosphere, resulting in ionospheric reflection, refraction, diffraction,
polarisation, absorption and, or scattering of the waves.

The existence of the ionised layer of gas surrounding the

(6) in 1924. Since then, the

earth was established by Appleton
investigation of the ionosphere has been hndertczlten on a world-wide scale,
resulting in a detailed and an extremely complex picture. Experi-
mental evidence has shown that the jionosphere is made up of three
principal regions of varying degrees of jonisation., These are
conventionally known, in an ascending order of height and ionisation
density, as D-, E- and F- layer. The first measurements(?) to
determine the height of the layers above the earth's surface were

made by Appleton. Investigation into the diurnal, seasonal,

and geographical variations ©0f the ionospheric structure have also
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been carried out and it is hence possible to determine and predict
the values of the maximum useable frequency, the critical frequency
(as defined below), the possible ranges of tronsmission and other
relevant quantities,

The critival frequency, which is the maximum frequency at

which waves sent vertically upwards are reflected back to the earth,

is also related to the mocdmum ionisation density, Nhax’ by
L
- 2
o B A —

(This relationship(B) is valid on the assumption that the earth's

magnetic effects are negligible and that the earth's surface is flat).
For waves subtending an angle of incidence, i, with the normal to

the layer, the maximum frequency for total reflection is given by

fmn = fcscc(i)

and is known as the maximum useable frequency.
Radio waves of frequencies lcss than the critical frequency of
the F-layer will b2 rovicmed to the earth iirespective of the angle of

(9) (lo)that when

incidence. It has bcen chown' by Appleton and others
the frequency of the transmiited wave is higher than the critical
frequency of the F-layer, then the only waves that will return to
earth are those that will strike the ionosphere at an angle of
incidence, B, such that cosB > CE;;, where O~ 1is the refractive

index at the point of maximum ionisation density for the frequency
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involved. (See fig., l¢2),

Waves striking the ionosphere at an appreciable greater angle
of incidence will pass through the ionosphere unreflected while
waves of lesser angle of incidence will return to points beyond R
(see fig. 1le2)s For the latter waves, no sky wave energy is
detectable at points closer to the transmitter than R,

Fige. 1le2 illustrates the two types of waves that are generally
encountered, Wave 1 strikes the ionosphere at an angle of incidence,
ﬁl’ and suffers no reflection; wave 3 subtends an angle, ﬁ3, with the
normal and the energy in it is detectable at the point, R, The
distance, OR, corresponding to the smallest distance from the trans-
mitter for which waves, striking the ionosphere at oblique angles,
is called the skip distance, The angle, B,, is such that p3< B,
and the corresponding wave is detectable beyond the skip distance,

Changes in the ionisation densities of the different layers of
the ionosphere, which are known to be related to the sun spot cycle,(ll’lz)
are the cuase of the corresponding changes in the following quantities:
1) the critical frequency, 2) the maximum useable frequency, 3) the
lowest useable frequency, and 4) the skip distance, An empirical
study of the changes in these quantities has been made(13) ond it is
now possible to predict the values of thesc quantities by comparison
and extrapolation from data recorded during a previous sun spot cycle.
There are, however, some unpredictable ionospheric changes, known to
be caused by solar flares, which may have adverse effects on radio

circuitse These sudden ionospheric disturbances (s.i.d.), as they



called, are chiefly responsible for drop outs,(i.e.total loss of
communication),vwhich may persist from any period of a few seconds
to several days.

Fading is apother unpredictable phenomenon which imposes
limitations on the full use of the available frequency range. The
two main types of fading, slow and rapid fading, may occur together
or separately and may also affect the different frequency components
of a transmitted signal selectively or non-selectively.

In order to combat the effects of fading, the technique of
space diversity receptioghtis been suggested and developedflj?and
it is quite .common to have more than one receiving antenna at many
receiving stations. In frequency diversity reception, use is made
of the fact that some frequency components of the transmitted signal,
in the presence of selective fading, may experience greater attenué-
tion than other components. Therefore, by a correct choice of
signal frequencies, frequency ranges subject to severe selective
fading can be avoided so that a channel may be used most efficiently.

The combined effects of noise, fading and other sources of
interference are made evident by the presence of errors in the received
signal. Efficient means of detecting and correcting these errors
have been developed, and an automatic error detection and correction
system developed by Dr. Van Duuren of the Netherlands Post Office has
paved the way to further development of more sophisticated systenms

designed to reduce the probability of error to a very low level.
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Also, a theory of the probability of error in terms of the signal=-
(15)

to-noise ratio has been evolved and is being used to reduce the

effect of noise in the received signals.

1.5 Congestion in the Hf Band and the Purpose of the Present

Investigation

The development of efficient, reliable and low cost hf devices
and the extensive knowledge of the propagation medium have made hf
communication especially popular. However, this very popularity
has led to the acute traffic congestion in the band,

In 1947, the Administrative Radio Conference at AtlantAceCity,
New Jersey, U.S.A., was convened to allocate the hf spectrum for the
provision of the many rcquired services. At this conference, a
governing body was formed to assign portions of the hf spectrum to
the individual stations which operated in the band. Prior to this
time, the use of a frequency had been simply notified to the I.T.U.®
for entry on the International Berne List with no attempt to coordinate
the requirements of the individual stations. However, because of the
steadily increasing congestion, in 1963, at a Gencva mecting under the

auspices of the C.C.I.R.,xx a highly restricted use of the hf band

*1.7.U. stands for International Telecommunication Union.

xxC.C.I.R. stands for International Radio Consultative Committee,
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was recommended.

Under these circumstances, it is desirable to develop searching
techniques whereby the population of part of the hf band may be
established automatically. An automatic search for signals within
the spectrum will quickly provide valuable information about empty
spaces which can accommodate new transmissions. In the past, empty
spaces in the spectrum have been discovered at manual monitoring
stations where field strength measurements and frequency measurements
were also carried out. The skilled man-power required for this
type of operationwms large and, therefore, a means of performing
the same task in an automatic fashion would be an invaluable asset.
The object of the present investigation is to assess the feasibility
of constructing an automatic searching 'machine' which will cxanine
the spectrum and report its findings rapidly. The latter function
can be performed by providing a visual or an -aural indication of the
presence of an 'emply space', In this thesis, the theoretical basis
of the construction of such a 'machine' is examined and the practical

limitations are investigated by simulation and practical experiments.
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Chapter 2 ANALYSIS OF THE SEARCH PROBLEM

2.1 Introduction

Virtually, all of the hf spectrum is occupied by either noise or
active transmission signals.x The various transmissions and the noise,
if considered as time functions, are inseparable, ocne from another. Fig.2d
is an overall representation of hf signals and noise. The noise may
be assumed to be a stochastic process and, similarly, the transmissions
are also assumed to be random processes because any transmission,
represented in the timc space as m(t), can be characterized by the
probability that at times tl, ta,.....,tn, the corresponding values,
m(tl),.....,m(tn), lie in some specified intervals. Therefore, a com-
bined wave-form which is the sum of the waveforms shown in figs2Jda
anngib;s also a random process. As a time function, it is impossible
to break the combined waveform of fig.2lc into its component time
functions and thereby inspect any one desired component funption.

In order to distinguish one transmission from another, or from
nbise, it is necessary to change the basis of description of the

signals and use a frequency rather than a time basls of description.

*For the purposes of the present investigation, it is necessary to
distinguish between a 'tramsmitted signal' and a 'transmission signal.

A transmission signal may comprise a number of signals which are transmit-
ted as a composite wave radiating from onc transmitting antenna. Each of
these signals will be known as a transmitted signal. The distinction
becomes necessary when it is recalled  that there are recently developed
systems which, for the maintenance of secrecy, are made to transmit pieces

of intelligence deliberately hidden in noise.
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" a) a well defined signal
b) a random signal and

¢) a combined signal-plus-random signal
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The salient principle of the transformation is that if all the
transmissions occupy different parts of the spectrum, then it is

possible to separate them in the frequency space.

' 242  Freguency Domain Representation of Radio Signalg
The Fourier representation of a signal is perhaps the most

important tool which is widely used in radio engineering. In this
representation, the functions, e(t) and E(f), are said to be Fourier

trangforms of each other if they are related in the following manner:

o (2. ) L. i
E(z) = | elt) £ I g ees (001)
elt) = UURGe) o IBREE g e (0.2)
- LX) ‘

The frequency function, E (£}, which is known as the spectrum of the

time function, e(t), is a frequency distribution which shows the amount

of each complex cémponent ’ ejaxft

(16)

» necessary for the construction of
e(t). Tt has been shown that this representation of a time

function, e(t),in terms of its speotrum, E(f) is valid only if e(t)
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satisfies certain conditionsx, which are generally satisfied by all
practical radio signals. Furthermore, if the frequency composition
of the radio signal is such that the function, E(f),is practically
zero outside a certain band of frequencies, say, between £, and £us

then

-jent o

E(t) = 2 E(f) E. ess (0.3)

Fig22 is a diagram of a signal,e(t),and its spectrum, E(f),
If a radio signal whose Fourier transform is limited toWHz and lasts

for T seconds then, according to the Sampling Theorem(l7)

s it can be

specified by 2TW equidistant samples of it. The quantity, TW, is the

product of signal duration and signal bandwidth, and it is an important

parameter in the description of the signal.(ls)
The outstanding advantage of the Fourier representation is

that if the signal whose spectrum is E(f) is passed through a stationary,

linear filter whose system function is H(f), then the spectrum of the

* These conditions are that the function may have a finite number of
e
maxima and minima in any interval and that f e(t) dt shall be

oo
finite. This latter condition might at first glance seem to be
serious, since it rules out functions with constant de¢ component.
However, if the dc component is only present for a finite length of

time, which is always the case, then the condition is satisfied.



N/

O
1y

(b)

Fig, 2.2 (a) A time funcztien, e(t), ~“nd (‘o} its spucirum, A

]
~—



30
outputx signal is given by the product,

G(f) = H(£)E(f) eee (0i4)

Hence, if we have a finite scheme of non-overlapping filters, Hl(f),
Hz(f);-....,HN(f), then the corresponding output spectra, Gl(f)’
Gz(f), ......,GN(f), give evidence of the existence of Xl(f),
XZ(f), ceeey XN(f), the input spectra. This is the basic principle
of a monitoring device whicﬁ:is capable of tracking a flux of many
transmissiogsland presentipg their spectra as evidence of their
operationai existence., Clearly, the simultaneous reception of a
finite ﬁumber of active transmissions is possible by the use of a
monitoring device which consists of a bank of filters, each of
which is assigned and tuned to a particular frequency range. In
additidﬁ to the filters, the monitoring device may incorporate
some other processing device whereby the infelligence that is ’
transmitted may be ‘identified,

If the presentation of the spectra is made on the screen of
a CRT,“then observation of the screen will indicate where the
trensmissions are in tke frequency space. However, the presence
of noise which combines:with the transmissions in some unspecified

nanner may limit the ability of the observer to detect the exact

* If the impulse response of the filter is h(t) then the output, g(t),
when the input is e(t) is glven by the convolution of h(t) and e(t).

That is,

o~

g(t) = ‘-‘ hit) e(e- ") dt
*>Cathode Ray Tube i

[
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number and locations of the various transmissions. It is, therefore,
necessary to make a precise study of the noise and then develop
appropriate techniques whereby the noise effects may be eliminated

or reduced to a tolerable minimum.

2.3 Frequency Spectrum in the Presence of Noise
A simple block diagram of a transmission system is shown in

fig. 2.3. Fach individual contributor to the overall noise has been
isolated for the purpose of clarity and, although signal degradation
produced by each could be examined separately, it is the joint
effect on the final recedved signal which is of interest. Since
noise is usually a random process it can only be described statistically.
One important statistical characteristic of the noise is its
auto-correlation function., If this characteristic is time-invariant,
that is, stationary (or quasi-stationary), then it is possible to
derive the power spectrum of the noise from the knowledge of the auto-
correlation function. The power density spectrum of any signal
representing a random process is related to the statistical porameters of
that signal and is equivalent to a frequency dengity distribution ofathe
average power contained in therandom process. The power spectrum and the auto-
correlation function of the nolse are, therefore, related and an

expression of this relationship is revealed in the following equations:
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jerft 4r .. (0.1)

1l

(7
Q(t) 3 g(f)e

-l

3(£) j'é’( )~y L., (0.2)

Hence, Q(t) and g(f), the autocorrelation and the power density
spectrum, respectively, of the noise are observed to be Fourier
transforms of each other. (cfeqns,0,.l and 0.2 of Sect.2.2. The statemenththe
form of a theorem, has been rigorously established by Wiener and
is‘generally called the Wiener theorem for autocorrelation function).

i\ device which resolves the radio signals into components
in different frequency ranges will also provide information about
the frequency distribution of the noise power in all the fre-
quency ranges covered by the total frequency band under investiga-
tion,

Since the monitoring device to be employed in the present
analysis is essentially a spectrum analyser, the frequency composition
of the transmissions and the noise will be presented for analysis.

It will be observed that wherever there is no signal, noise may be
found. Howevecr, bicaucz of the randormess of the times of

initiation and the locations of the transmissions, the appearance
of the signal under investigation may exhibit no definite spatial
pattern. Furthermore, the space between the spectral components

of the signal will be filled with the evidence of the noise.



It is clearly not possible to ascertain the number of
transmissions active within any portion of the hf band at a given
time by a simple process of counting because of the presence of
noise, It has been sugsestedﬂlgzin;the past that, by measuring
the energy content of any portion of the spectrum and comparing
this with a pre-specified threshold, it is possible to discriminate
between the existence of noise alone and signal plus noise.

The pre-specification of the threshold was found difficult because
of the various factors involved. In the method of analysis to

be described, the possibility of a technique which is insensitive
to noise and considers transmission changes only will be examined,
In order to make this examination, good receiving systems must be

available, and in the next section the desirable qualities of

such receivers will be discussed.
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2.4 Receivers for Monitoring

The receivers required must be capable of good frequency
setting accuracy (better than 15 parts in 107) and must be able to
accept both AM and FM signals. For the more specialised task, the
monitoring device must possess receivers for i.s.b. (i.e. independent
side band) telegraphy or telephony. The ability of répid tuning
and minimum waveband switching is also desirable. Special attention
must be given to the suppression of receiver oscillator radiation
affecting associated receivers either directly or indirectly (e.g.
via the aerial system) and also to the suppression of spurious
frequencies generated within the receivers. It is also useful to
include a receiver input attenuator in order to eliminate spurious
inputs caused by high level signals. Receivers with good rf
selectivity are also to be preferred.

A block diagram of the type of a receiver to be employed in
the present investigation is shown in fig. 2.4 . The aerial loading
of the receiver is designed for wide band operation. In addition,
there are six double tuned aerial coils one of which can be pre-
selected for optimum performance in a chosen wave band. A1
transmissions whose frequency bands lie anywhere between 0,98 mHz and
30 nHz can be received and analysed in a manner appropriate to the
requirements of the search procedure,

The receiver remains tuned to within 50 Hz of the selected

frequency under conditions of constant voltage and ambient temperaturea
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By means of a selector switch, i.f? bandwidths of 13, 6.5, 3.0, 1.2,
0.3 and 0.1 kHz are obtainable. Such a range of selectivity,
comblged with t?i-ao.d? imarovemisggsiuzié signal-to-noise ratio
which is made possibliLPy the use of an automatic volume control
(a.v.c), permits the reception of signals whose strengths are only
lp volt.

It is also possible to control the leavels of exceptionally
strong signals when it is likely that such strong signals would cause
over-loading in the early stages of the reception operation. Also,
strong signals which cannot be rejected sufficiently by tuning the
aerial can be suppressed by controlling their levels. There is also
noise limiter which reduces the effect of noise peaks exceeding the
level of a modulated signal by about 30% .

It is interesting to note that this type of receiver can be
used in conjunction with a panoramic adaptor. The use of the panoramic
adaptor, another proprietary equipment by Racal Ltd., makes it possible
to obtain a visual display of any selected frequency regiom. The
panoramic adaptor is a form of a spectrum analyser and consists of an
adjustable narrow band receiver which repetitively scans a fixed

frequency range.

* Intermediate frequency
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2.5 Synopsis of the Searching Technique

Using the monitoring receiver in conjunction with the panoramic
adaptor, records of a selected frequency région can be obtained and
analysed. These records reveal the time~to-time composition of
that part of the hf spectrum being examined.

Fig.2.51is a diagramatic representation of two spectrum records
which, for the sake of clarity,>are essentially noise-free, A direct
comparison of the two records will show which signals are present in
one record but not in the other. If one of these records is

obtained at time t;, and the other at time t,, then any peak (or

l!
a group of peaks) in the second record which is not in the first is
an indication of a new transmission which has appeared in the time
interval, {tl,t2 } In a similar manner, knowledge about the
cessation of a transmission can be obtained. Furthermore
information about the signal strength of a particular transmission
may be obtained by measuring and estimating the appropriate parameters.
If noise is present,such an algebraic comparison is impossible.
Under these conditions an efficient method of comparing any two
spectrum records involves the cross-correlation function of the two
records.s The reasons for choosing the correlation function as the
desired means of comparison will be discussed in chapters 3 and 4.

It will further be shown in chapter 5 that the fundamental

problem is the real-time analysis of a stochastic process. It will

also be demonstrated that maximisation of the signal posterior probability
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function is more fundamental to the process of signal detection
than the maximisation of the signal-to-noise ratio and that this also
leads to the maximum -gain ® of information, The concept of the
"distance" between one probability measure and another is introduced
and developed in chapter 4.
In chapter 6, the experiments designed to verify the points
raised in earlier chapters are described, and the results are

discussed in chapter § with suggestions for further research.

x
Information about an event is gained when the difference between

two types of uncertainties, expressible in terms of some probability

measures, is known.
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Chapter 3 A METHOD OF SEARCHING FOR SIGNALS

TOCATED IN THE FREQUENCY SPACE

3.1 Introduction

It has been mentioned in the previous chapters that a number
of real~time transmissions signols wlich are simultaneously active.end whose
emissions are band-limited” can usually be separated by the use of
a frequency analyser. This type of separation is possible if the
frequency components of one transmission signal are not coincident
with those of another transmission signal.  Although it is generally
difficult to separate adjacent transmission signals which overlap
in the frequency space, techniques do exist for separating and thereby
reducing any interference effects caused by the overlapping transmisgsion

(20). However, these techniques will not be considered

signals
rigorously here.

The present investigation will be confined to the examination
of portions of the hf spectrum occupied by non-overlapping trans-
missions and to the identification of the locations of these transmission
ol male, Any portions of the frequency space not occupied by a
transmission signal will be assumed to be empty and hence available
for use by new transmission signals.

Since the time-to-time changes within the hf spectrum are the

prime object of the search, apparatus capable of providing records

*An emission of a radio signal is saidthteband limited when the fre-
quency components of the signal lie within a certain frequency range
which is sufficient to ensure the faithful transmission of the necessary

informationo(zl)
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of the search space is required. From these records information

about the number of active transmission.sipnals and their locations at any
one time can then b~ obtained. TFurthermore, a means of detecting

the times of initiation, cr cessation, of the transmission

signals can be readily established by a proper utilisation of the

available records,

3.2 The Panoramic Survey

When the Racal panoramic adaptor is employed in conjunction
with the radio communication receiver, a visual display of the flux
of signals that are picked up in any chosen frequency band is produced
on a screen of the paroramic adaptor in the form of a spectral display.
It is, therefore; pocsible to investigate the radio carrier waves
which are operating within any selected range of frequencies in the hf
band by scarning that portion. The largest portion of the spectrum
that can Lo viewcd .. {2z soreen of the panoramic adaptor is 1 mHz;
and the smallest is aboubt 100 Liz, The band of frequencies which is
selected for exemiraticn con be sccaned at one of two rates.s A sweep
time of 2 seconds is employed vwhen scanning wide bands, but a sweep
time of .2 seconds is sufficient for small bandwidths of 1000 kHz
and less,

The spectral picture produced on the screen of the panoramic

adaptor will generally provide somc 2vidence of the fregquencies which
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are being employed at any one time for the transmission of messagese
The various characteristics of each spectrum must be examined in
order to obtain the necessary information about the types of trans-
mission signals that are operating.

As an example of a typical spectrum that can be produced on
the screen of the panoramic adaptor, it is always helpful, for the
purposes of simplicity, to consider the line spectrum. A schematic
representation of a line spectrum is shown figd.l. From such a model
it is relatively easy to find the characteristic™ frequency or
frequencies of the transmission signals operating in any particular
band, In this picture, the part of the transmitted power which is
received at a given frequency is represented by a line in the spectrum,
and the vertical height of the line above the zero mark is a rglative
measure of the received power at that frequency. A careful study
of the amplitude variations and the position variations of a line in
the spectrum will provide valuable information about the types of
transmission signals which are operative at any given time. (In some
modes of transmission the carrier frequency is suppressed and the
existence of the transmission signal must be determined, therefore,
by the detection of some other characteristic frequency component such
as the side bands of the transmitted signal). Also, the various

initiation times of new transmission signals can be estimated by

*A characteristic frequency is the frequency which can easily be

(22)

identified and measured in a given emission.
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comparing any two scan pictures during some interval of the search
period.

By malding a ccxperative study of the number of carriers within
a given bardwidth at varicus instants of time, knowledge about the
number™ of transmission signals per scme unit of the frequency space
and changes in this number which result fren the appearance of new
transmission signals or the disappearance of old ones will be obtained.
For example, if the traffic densities at times, tl and t2 (t2:> tl),
are TDl and TD2, respectively, then the difference, TD2 - TDl, will
be vsed to indicate the transmission changes and the time interval,

[él’ té} , vill determine the time in which the changes occur.

Again, in order to accertain the characteristic behaviour of all
transmission signals occurring within a given band, it is important
to try and recognise any relationship that may exist between then.
The parameters, iu terms of vhich these relationships can be expressed,
will then provide information about the types of transmission signals
that are 1ikely to be detected simultaneously. (It may commonly
oceur that amplituce rmoluiated (AM) transmission signals are found in
one particular poriion of the hf band and frequency modulated (FM)
signals in another.) Coviously, knowledge about the manner in which
the transmission signals have been distributed within the band will

also be invalvable in determining the locations of the transmission

"This number of transmission signals per unit frequency space will be
known as the traffic density. The unit of frequency space which will be
adopted will be determined generally by the nature of examination being

carried out and in pariicular by the type of resolution required,
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signals, and in this investigation, a study of the characteristics

of the different portions of the search space will be undertaken.

3.3 Mn Example of a Real-Time Spectrun

The real-time spectrum(fig.3.2)that can be produced on the screen of
the panoramic adaptor is seldom iike the one ghown in figd.l. This
is because noise and fading tend to make the detection of the wanted
signals an uncertain process. Hence, from a real-time spectrum it
is only possible to obtain an incomplete knowledge about the population
bands of frequencies and the signal amplitudes that are transmitted;
and because of this, the task of parameter estimation which has been
briefly described above becomes a problem of great complexity.

The problem of accurate parameter measurement and the correct
assessment of signal behaviour within a given band of frequencies can
be solved if the major sources of interference can be eliminated.
Indeed, most problems in communication engineering are often complicated
by the presence of man-made and natural interfering phenomena. One
obvious solution, therefore, involves a means of assessing the level of
noise and making sure that the signal cenergy is well above the noise
level, However, in the present investigation, evidence of the
existence of weak signals will also be required in order to ensure
that an 'empty space' in the hf band contains nothing but noise.

Since the problem of assessing the level of the noise and the
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Fige : 362 An example of a real-life spectrum produced by an

artificial spectrum generator.
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other interfering phenomena can best be described in a statistical
sensce, it has proved useful, at least in the present investigation,
to combine results derived from transmission theory and those

obtained from the theory of random point estimation. For example,
by using the techniques of diversity reception and employing means
of computing error probabilities, the problem of correct parameter

measuarement may be simplified and solved.

344 In Operational Search Technigue

Tie primacy object of the present analysis is the finding of a
model for a searching system which is capable of identifying the
locations and the duvration times of 2 number of transmission signals
existing within a specified portion of the hf spectrum in the presence
of noise. The overall function of the system can be divided into
three distinct operational sections:

1) the function of finding the frequency of a transmission

. -
~ AT .
[ e T

2)  the funciion of assessing the duration times, and

3) the function of determining the number of transmission
signals occupying a selected portion of the hf band, It is obvious
that each section of the whole model is capéble of independent operation
and of providing an answer to a specific question about the nature of

that part of the hf band which is being examined at any given time. For
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instance, section 1) will give the required information about the
characteristic frequencies of any number of the transmission signals
under examination. However, because of the constant presence of the
various forms of interference, especially noise and fading, the
functional behaviour:. of each section must take account of the
probabilistic nature of the interference phenomena. Only when this

is done will the system be capable of providing correct answers a high
percentage of the time to any of the questions concerning, for example,
the duration times of the signals. It will also be useful to assign
a probability measure to the performance of the proposed model in terms

of the success rate at which correct answers are given,

3.5 Distribution of Transmission Signals within the Search Space

At any given time, the loss™ of any number of transmissions in
a given bandwidth tends to change the arrangement of the transmission
signals within the search space. For example, if the configuration
of the search space is characterised by the number of transmission
signals present and the locations of these signals, then changes in
the configuration of the space are obviously caused by the corres-

ponding changes in the locations and the number of transmission signals.

*The advent of new transmission signals will indicate a "gain'" of signals

within the band of frequencies being exanmined,
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It will be shown presently that by measuring certain invariant
or semi-invariant properties of the search space and continually
comparing one set of these properties with another set of similar
properties, evidence of the occurrence of new transmission signals
or the disappearance of old caes will be obtained. Also, by a proper
utilisation of the properties a determination of the times of
initiation or the disappearance of transmission signals can be made,
It is important to note that the invariant properties of the search
space to be considered are those which have some functional relation-
ship with the number and locations of the transmission signals within

the search space.

3.6 Basin_cf the Comparative Study of Spectra -

Any voriion of the hf spectrum which is examined at any given
time can be divided into a number of frequency space intervals each of
vhich will be referred to as a '"band slot!" or a "cell". The band slots
making up the search space are scanned successively in time and the
decision on the presence or the absence of a transmission signal in the
i-th band slot is made on the basis of the observations made and stored
during some previous time interval. This stored information can
usefully exist in the form of, or be represented as, a wave-form, fi.
(The wave-form, which will be discrete,will be obtained by scanning and
sampling a selected portion of the hf spectrum which is being examined).

The analysis is begun by comparing the wave-form, fi, in some special
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manner with another wave-form, fi+k’ which is obtained by scatning
and sampling the same band slot but at a later time. Here;

k (=1, 2, vsss) is an index of the order of the scan and k=1
indicates that £, is the waveform sampled’ immediately after fi.

i+l —

The waveforr, f (c = 1,2,....) which are compared with f,

i+’
are rank-ordered in a fashion which suggests their similarity (or
dissimilarity) with fi. A1l waveforms which possess a pre-specified
amount of similarity with fi are accepted as being identical with fis
The various properties of the waveform in terms of which similarity

is measured can be regarded as some dimensions of a space in which a
point, designated as fi’ is located. Obviously, each waveform is a
point in the space and each dimension of the space is an expression

of a property of the waveform. If the waveform is specified by

H distinct properties and is, therefore, a point in an H-dimensional
space, then the coordinates, 895 853 seses Ay of the point have the
numerical values which correspond to the amount of each property of the
waveform, The set of points which belong to a particular class and,
therefore, exhibit definite similarity among themselves correspond to
an ensemble of points within some particular small region of the space.
Another set of points will cluster in some other region of the space,
and the difference between classes of points will be expressed in terms
of the "distance" between clusters. For example, if fy and fj belong
to two different classes then the distance between them, expressed
quantitatively in some suitable manner, will determine the difference

in their properties. Hence the present analysis will be restricted
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to the determination of differences between observations which are

represented by the waveforms. These differences, as will be seen

later, depict changes that occur during the various scan periods.
It has been found useful in this investigation to use the

correlation function of f, and f2 as the desired measure of the

1
difference between them. The important point to note is that even

in the presence of noise, fading or both, any two waveforms will

be functionally identical only if they contain the same number of
transmission signals which are operating on the same frequencies.
However, when the transmission signal contents of the two waveforms

arc different from the point of view of the signals' locations and

or their numbers, a correlation function of the two waveforms will show
their lack of similarity. The type of correlation function to be
employed in this investigation will, therefore, provide a running

indication of the similarity between, say, f, and f2. The problem,

1
therefore, consists of obtaining the correlation function which will
be used to separate dissimilar waveforms and at the same time to group
waveforns which are similar. The correlation function to be used
should take into account only those properties of the waveforms which
are relevant to the transmission changes., For simplicity, it has
always been assumed" - that the sources of noise within any frequency
range are independent, and that the signal-to-noise ratio, although
unspecified, remains substantially unchanged, or at best, changes only

slowly. With this assumption, the mathematical analysis in this

investigation will become tractable,



The correlation of random functions is encountered in

communication problems on many occasions( 25-27 ) . It is generally

used to express the similarity or dissimilarity between one group of
events and another. flso, it allows a realistic ordering of a number
of events according to the degree of similarity, For example, the
cross—correlation between the output and the input of a linear system
provides information regarding the amount of the input message that

(28)

is retained in the output message. In radar systems, the received
echo is compared with an attenuated replica of the transmitted signal,
and the desired information concerning the range or the bearing of a
reflecting object may be ascertained. A process of iterated

(29)

autocorrelation has also been used to determine that frequency
which contains a greater energy density than any other frequency.
However, there is a fundamental difference between the
conventional application of correlation techniques and that presented
in the present investigation. For example, in radar and other data
transmission problems where correlation techniques are employed, an
output event is compared with a known and a readily available set of
events and the similarity of an output cvent to anyone of the known
events is computed. The similarity is said to be great when there is
a high correlation between the output event and a known event. In
the present analysis, however, all the events which are available for
comparison are output events and the correlation technique is used to

obtain information about some common properties that are possessed by

them. For this reason, any two waveforms arc said to be identical if
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they contain the same transmission signals (which are located within
the same frequency bandwidth) in spite of the presence of the various
effects of noise and the other interfering phenomena. Such identical
waveforms will ''correlate' well not when the quantitative value of

the correlation is high but when the correlation function exhibits

some special features which will be discussed later in the thesis.

3.7 The Correlation Method of Sedrch

By retaining records of the various scan pictures, or time.-
histories,as they are sometimes called, an efficient means of detecting
changes in the number of transmission signals can be provided., In
addition, the locations of new transmissions which have occurred or
old ones which have ceased operation within the frequency bandwidths
under an examination can be ascertained. It is the changes within
the search space, caused by the advent of new transmission signals,
or the disappearance of old ones, that are of greatest interest in the
present analysis, Hence any two scan pictures, or time histories,
of the same spectrum will be identical if they contain the same trans-
mission signals which are located at the same frequency positions
within the search space. Transmission signals which appear in one
time history and not in a subsequent one are regarded as "missing"
signals and the application of the correlation method of search will,

in a manner to be described,lead to a gain of information concerning the



Y
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times and the locations of the "missing' signals. Similarly,
transmission signals which appear in a later time history and not in
an earlier time history arc said to be the newly initiated trans-
mission signals.

Briefly, the basis of the technique is that if two time
histories which arc correlated with cach other are identical (or
nearly so on the basis of some prescribed set of rules), then the
resulting space function will possess the distinctly symmetrical
features of an autocorrelation function. If the space function
that is generated is &(A\) where the space argument, A, signifies
frequency, then its symmetrical features will be revealed by the
fact that

(2 = al-¥)
with respect to some appropriately chosen axis. On the other hand, two
non-identical time histories will produce a correlator output function
which is non-symmetrical. These ideas are illustrated in figi3. In

figdde, an autocorrelation function of f, is shown; figJ3db is the

1l

cross-correlation funr*ion of fl and fz. Since fl and f2 are not
ildentical, the cross-correlation function is not symmetrical and, as
will be expected,is.different from the autocorrelation function.

Hence, the difference between the two types of the correlation function

can be used to discriminate between two time histories of a search

space which are not identical,
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3.8 Construction of the Correlation Technigue

3,8.1 Introduction

If the correlation technique of processing any two observations
of the search space is to be useful, then it should provide an
efficient means of detecting transmission changes in that portion
of the spectrum which is under examination. That is, the changes
that will be looked for are those due solely to the advent of new
transmissicns or the cessation of old ones. It has been stated,
in section 3.5 that two identical, or nearly identical, time
histories which contain the same transmission signals will, after the
appropriate processing, produce a correlator output function which
is symmetrical. It has also been stated that a non-symmetrical
function will be the output of the correlator when two non-identical

time histories are processed,

3.8.2 A llatheratical lndel of the Technique

A function such as a(x) can be defined in a way to describe
the relevant characteristics of any one transmission signal which is
operating in the search space. The argument, x, covers a renge over

which the frequency components of the transmission signal are distributed.
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In this range of =z, a(x) may be assumed to be continuous, or piece—wise.X
continuous, But in situations where the transmission signal may be
charactericed only by its carrier frequency, a(x) becomes a Dirac
functicn and in such a case any two transmission signals with carrier

frequencies at Xl and X, Hz, respectively, may be represented by

2

m(x) = alﬁ(x - Xl) + a25(x - XE) eneees (2.1)

In the general situation where the carriers and the other characteristic
frequencies - such as the side band frequencies - are present, a(x)

will be assumed continuvous or piece-wise continuous over some range

of x where the vhole of the transmission signal is distributed. The

traremiscion fiistion then %alzes the form

K

m(x) = QE: ai(x - Xi) N ¢- =)

i=1
when there are K transmission signals in the space and a; is the amplitude
of the i-th transmission signal; x covers the range of the space

where thei-th transmission is distributed.

N

xIntuitiveiy, the notion of>continuity of a function at a given

point means that the value of the function throughout a neighbourhood
of the point will differ from its value at the given point by as little
as desired if the neighbourhood is sufficiently small. A function is
salid to be piece-wise continuous if it is only continuous in a finite
number of intervals obtained by dividing a given interval with a finite

number of successive points.
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In the ahsence of any transmission signals in the search space,

the space configuration can be represented by

£f(x) = =nx) eeo (2.3)
where n(x) represents the interfering noise. If the action of the
noise is purely additive, then the function of the space configuration
vhen both noise and trensmissions are present is, from eqﬁations (2.2)
and (2.3)

W
f(x) = Z ai(x - xi) + n(x) vee (244)

1=

Tt follows from equation (2.4) that

f(x + X) = m(x + K) + n(x + X) ce (205)

Miltinlying (2.4) by (2.5)

LY

fx)e(tn) = Z Z a, (x - x,)a,(x+ A =-x.)+nx)nlx+ A) +
g 177 3

+Z ai(x - xi)n(x + A) + Z-‘ ai(x + A - xi)n(x + )

'lv;'

eee (2.6)
The correlation functicn, ¢(A), then becomes
T
G(\) = lim ,} 1 T(x)f(x + A) ax
T —=0 y
= T — Z T
= Mn 1y g —x - L
T ,4__1{ TJ TS5 ai(x ‘.i)aj(xﬂ\ xj)clx + 51 n (onCerh) et
i. O o)
T T -
L2 o (e ) s - ’
g 4oy Gex (e )ax + T) < a; Getd=x, Jn(x)ax 1
~o Yo -

ees (2.7)
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Now, interchanging the order of integration and summation,

- 7 | T
= 14 sS4 - L
g(n) = %:Ln-_»oa L,i Tj ai(x xi)aj(xﬂ»-xj Jax + Tj n(x)nGerr)dx
(. o )
T . T .
T L[ e tx nGene s 3 R (et M, ()
TJ. ain-xinx'i-?»dx-'zﬁj aixl--xi x)dx
) )
T ‘see (208)

The meaning of equation (2.8) can be visualised by referring to
fige 344, in which there are two functions representing noise and a

transmission signel. The third and.fourth terms of the right-hand side
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of eghation 2.8 contains the sums of terms, each term being the cross-
correlation of noise and a transmission signal. Referring to fig. 3.4,
this correlation of noise and a transmission signal can be visualised

as a process involving multiplication and addition of two space functions.
If the noise, n(x), and the transmission signal, ai(x), are uncorrelated,
then o T
- i
i a, (x-x., )n(x+\) ax

: i 1

{
i i
’

Bge] 0

% ai(x+l-xi)n(x)dx

1}
(o]

vee (2.9)

and the required information about the space configuration is derived
only from the first two terms of equation 2.8 . Clearly, the
first term is the auto-correlation of the various transmissions, {.ai}
and will be a symmetrical function of the argument, A, Under the
assumptioﬁxthat the noise is a stationary, random process but with

an unspecified amplitude distributions,

T
1

" nG) nlernax
Jo
is also an even, symmetrical function of A. Hence the right hand side
of equation 2.8 becomes the sum of two space functions which are both
symmetrical about the same axis. It can, therefore, be concluded that
¢g(X) is an even symmetrical function when the noise and the transmission
signals are uncorrelated, a condition which is generally met in the

search space.

* The assumption is that the noise and the transmission signal are

"ucorrelated!,



If the assumption concerning the correlation between the

noise and the transmission function is relaxed, then

P
1im 1 _
T <»an T 1 ai(x—xi)n(x+l) dx = u vee (2.10)
~o
and .
|
1lin 1 _
T % TJ ai(ﬁk—xi)n(x)djc =V see (2.1.'!.)
o

where both n and v may be non-zero,%é Whey will represent the amount
of correlation between the transmission signal function, ai(x), and the
noise | function n(x)., If T (cf. fige. 3.4) is sufficiently large so
that the law" of large numbers is applicable, then u and v will be

each equal to a constant within the correlation range (i.e. the allowed
value of A). This is made clear by referring to fig. 3.4 and observing
that the operations involved in the computation of the quantities are
as follows:

i) Multiply n(x) by a(x) point by point

ii) Add the products

iii) Take the average

iv) Translate a(x) or n(x) by amount, A, and repeat operations i) to iii).

++

It will be assumed that the statistical structure of noise function, n(x),
will remain substantially fixed from scan to scan of the same frequency
bandwidthe. It will however be different for the different portions of

the whole hf band.
xSimply, this law states that the time and distribution averages of random
(30-31)

variables are one and the same thing.,
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Thus if the law of large numbers holds, then the results of step (iii)
will be a constant or nearly so for all the allowed translations, Ae
In conclusion, it can be said that the symmetry of ¢(A) is unaffected
by the amount of correlation between the noise waveform and the trans—
mission function because the quantities, u and v, are effectively
constant.

The consequence of the above results can now be applied to the
analysis of two observations fl(x) and fZ(X)’ of the search space.

fl(x) and fa(x) are defined in the following manner:

1

£, (x) the time history of the scarch space at time t

1

the time history of the search space at time t2

np

fa(x)

where t2 > tl.

The model function of the space configuration then becomes

K
£&) = ali(x - %) + n(x) eee (2.12)
i=1
and
Kt
fa(x) = 5 aai(x - xi) + nZ(x) ves (2413)
i:x

Proceeding in the same way as for equation (2.6),

3

i ;
1 N _ igsT ¢
BN =r L iT 2, Gy M G010 2 Gerae, ool ax |

- ! ot

ves (2.14)

————

{
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Expanding and re-arranging cquation (2.14)

2 Ll (e . + L
, =\ T jali(x xi)aaj(x+K xi)dx Tanl(x)na(x+k)dx

~d

L. (e S oL 3
L \ ali(x x, b, (erMax + & 7 iali(x+x x, Ju, (x)ax

cos (2015)

If the noise is uncorrelated with the transmissions then the last
two terms of the right-hand side of eqn.2.J5will be zero. However,
any amount of correlation between the noise and the transmission

functions will make
T

\

——. 13

By GexgdnyGeriax ana |, Gohexydny el

1
§
<o i

ot

non-zcero. But as has been shown earlier, these two quantities are
constants and hence will not affect the symmetry of the correlation
function,ﬁla(K).

The second term on the right-hand side of equation (2.15)
expresses the cross-correlation of nl(x) and na(x). Hence, if nl(x)
and na(x) are independent random stationary processes with identical

distributions, then

T

! ny (x)n, Getd)ax
“o
will be an even function of the argument, A, and will not affect the

=] [

symmetry of the final function, ¢12(K). Therefore, the function,

¢12(K), will be symmetrical or non-symmetrical about the chosen axis if
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and only if the first term,
§i A
1
ol ;éJ T\y\ ali (x-xi)aa.(x+K xj)dx

i
(o}

is symmetrical or non-symmetrical. Clearly, if the statistics of the
transmission signals, 5 al_k and 4‘a2_§ are the same so that the
distributions of the trans;ission signgls in the two independent scan
periods are identical, then the first term is also a symmetrical function
and ¢12(X) is, therefore, symmetrical.s If on the other hand, new
transmissions occur or old ones disappear, then the distribution of the
transmissions will change correspondingly with the result that the
first term of ¢12(x) will not be symmetrical. Hence, a test for
symmetry can be the basis of the search technique. In other words,
the test statistic is one which reflects the fact that the correlation
function, ¢12(X), is symmetrical or not, If ¢12(x) is symmetrical
then the transmission distributions in the two observations of the
same spectrum are the same and no change in the number of trans-
missions has thus occurred., A change in the number of transmissions
and the locations of transmission signals will be indicated by the
fact that the function, ¢12(X), will be non-symmetrical.

In order to fully exploit the advantages of the correlation
technique, it will be useful to construct the two types of the
correlation functions, the auto- and the cross-correlation and compare

thems  Thus, having obtained the two wave-forms, f, and f.?_’ of any two

1

observations, the two types of correlation functions will be formed



by correlating f; with itself to obtain ¢ll(l) and f; with f

obtain "12(7‘)'

2

to

The difference between the two correlation functions

can then be utilised to discriminate between the transmission contents

- of £, and f..

1 > ?nge ideas have been illustrated in fig. 3.5 below
f.(x)
1 A
£, (x)e,(x)
X Z,
Cooparator
f-_-—-_—
fl(x)fz(x)
Advance
£:00 \

Fige 3¢5

A comparison between two cbservations, f‘l(x) and

fz(x), using correlation technique
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The function, fl(x) is multiplied by a delayed (@ an advanced)
version of itself and then by a delayed version of fa(x). The
amount of delay, A\, is pre-dectermined and related to the rate of
sampling of the functions, fl(x) and fa(x). The products,
fl(x)fl(x+l) and fl(x)fa(x+l) are summed separately in the blocks
marked, iEJ and iz;a. Finally the comparator is used to compare the

1

differences between the two sums.

3.9 A Method of Difference-Correlation

It fl is correlated with fl - fa, the resulting function is

£ Cﬁ) (fl -f£) =

1 (\) - ¢12(x) ees (0,1)

2 2N

where the sign, (:) » denotes the correlation operation. Hence, by
postponing the correlation opcration until the difference, fl - fa,

has been obtained, it will be possible to generate a correlation

function which contains the two : "+ corrclation functions, the
auto-correlation and the cross-correlation functions Clearly, if
fl = fa
then B3, (M 35N
= g(d)
so that 8, (M) g, = 0 ee. (0.2)

Zero is trivially a symmetrical function, and the result of correlating
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fl with the difference, fl

which must be met if the two observations, f

- fE’ clearly satisfies the symmetry condition

1 and f2. , contain the same

transmissicn signals,

then f f,, the difference, ¢1l(7»)- - ¢12_(?\) » can be obtained

o2
7
1

2’
by combining equations 2.7 and 2,15 of Section 3.8, Thus,
. T
T _ ]
¢ll(?‘) ¢12(?\) = %:Lm* AR B al.(x xi)al_(xﬂ\ xi)dx
Tl L0 5 L 1
—_ T
7> Ly
L& 'I'\ 2 (x xi)ae.(x-*-?\ xj)dx
L Jd -,_lo 1 J
T T
1 1"
= | - =1
+ T | nl(x)nl(xﬂx)dx T nl(x)na(xﬂx)dx
0 ~o
’T
¥ Ll
+_,_§ = { ali(x—xi)nl(ﬂ?\)dx +
~o

1
e~
L=l

s

a_li(x-xi )ne(x-*-?\) dx +

~o
’T
+?. %5 al.(ﬁh-xi)nl(x)dx
v Jdo i
T
- E%’ ‘io azi(x"?\-xi)nl(x)dx eeo (0,3)

As previous results Lave already shown, the symmetrical features of
equation (03} will be dependent upon whether or not the first two
terms are symmetrical. The case when aq and a, are the same has been

treated already.
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However, when a; # a, it can be shown * quite easily that the
symmetry of ¢11(K) - ¢12(K) will be destroyed. Hence, if the function,
¢11(7‘) - ¢12<x), is not symmetrical about the chosen axis, then it can

be concluded that al # a2 and that either new transmissions have
occurred or old ones have ceased operaticn.

The difference, f, - fz, may contain additional information

1
concerning the locations of the transmissions which have either
appeared or ceased operation in the search space. This is seen by
referring to figs.}.ba and 3.6b where two noiseless scan pictures of

the one spectrum are chown. The transmission signal in fig.3:/8b
which does not appear in figJd3h is marked (i) and can be isolated by
'bubtractindthe function represented in fig.36a from that in fig.3.8b
However, since any time history contains a noise component whose
instantaneous power can considerably affect the desired output of a
differencer, the limits of the usefulness of a differencer will be
realised., In fact, using thc same notation as in equations(2.2)

fl - f2 = (ml - mz) + <nl - nz) e e (4)

From this last equation, it is clear that if the power density of the
noise is much greater than the signal power, then the transmission
signals will generally be completely masked by the noise and no

information about them may be gained. This implies, therefore, that a
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Pige 3.6 A diagram illustrating the emsrgence

of "new" transmission signals
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differencer is suitable only in situations where the signal-to-noise
ratio is high. .t low signal-to-noise ratios, the difference-
correlator will be incapable of providing an effective means of
detecting the transmission changes which, after all, are the object

of the search procedure,

3,17, Symmetry as Basis of Discrimination

If the premise that the observations, fl and f,, are random
processes is accepted, then the probability that fl and fa are identiéal
is directly given by a measure of the correlction between them., The
correlation function, ¢ll(k), which is obtained by correlating f,

with itself is by definition an cven function, symmetrical about an

1 2

the resulting function may not be an even, symmetrical function; it

appropriately chosen axis. VWhen, however, f. and f_ are correlated

will only be symmetrical when fl and fa arc identical in the sense

that they cach contain the same transmission signals plus noise. Hence;
by comparing the two sides of the correlation function about the chosen
axis and testing for symmetry, it is possible to obtain a measure of the
correlation between the two functions which have been selected as time
histories of the search space and consequently discover any transmission

changes between them. The degree of symmetry of the correlation

function can be measured in terms of the following expressions:
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v = [¢+(x) - ¢-(x)l vee (1)
nd ”Q an
o= g - glﬁ(l)‘ dx eee (@)

I' and I" are not the only indices of the degree of symmetry, but
for the purpose of the present investigation they will be accepted
as sufficient indices. ¢+(1) and ¢ (A) are, respectively, the positive
and the negative parts of the correlation function, g(A)

It is important to observe that in order to use I'" as a test
for symmetry, the function, g(\), should be square integrable,x a
condition which is generally satisfied in most practical situations.
The test for symmetry, as given by expression I', is very revealing
in the sense that it provides basis for point-to-point analysis of
the search space. It can also be used to introduce the notioﬁ of

distance, d, which will be defined by
+ - + -
d<¢ 3 ¢ ) = ,¢ - ¢ [ seoe (3)

+ -
d may be said to represent the distance between ¢ and ¢ . This

(32)

expression for d satisfies the customary axioms for the measure

* A function, g(t), is said to be square integrable in the interval
o, T] if

T
~y lg(0)]® &t ¢«
0



of distance which are

alg’, #7) = ag, ¢') ves (0.4a)

ag", #) = ag™, ¢7) = o ve. (0.4b)

+

ald], 83) + algl, 65) = AP, 8,) .e. (Oudc)

algy, #5) ... (0.44)

algy, 8,) + alg,, ¢5)

Ou4a and O.4c express, respectively the symmetry of g(A) and the

triangle inequality O.4b is an expression of an identity.

3.1 Consideration of Fading in the Analysis

3¢11l.1 Introduction

Briefly, fading 1s the phenomenon which affects the amplitudes
of the received waveform in a manner which causes the amplitude to vary
either slowly or rapidly. The distorting effects of fading may be
selective in the sense that different frequency components of the
received signal may be affected differenéiy’ In this way, a received
signal may be rendered unintelligible by a complete or a partial
deletion of some frequency components. In the normal radio engincering

practice, devices such as the automatic volume (or gain) control(33’34)
are employed to combat the effects of fading, especially non—selective type.

T ~.
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Figs.3.72 = 3.7¢c illustrate, in a simple manner, the action of
selective and non-selective fading in any portion of the search

space., Fig.3/7a is the given spectrum of a signal which is not

affected by any type of fading, The waveform representing this 'pure!
signal is fa” The disturbed versions of fa which are produced in

the presence of selective and non-selective fading are shown in figs. 3.7b
and 3.7c¢, respectively. It is evident from the waveforms depicted

in the diagrams that the transformation which produces fb from fa is

linear and that fb is roelated to f by

— XX} 201
£ of (2.1)

vhere 0 £ ¢ £ 1

In a way, the effects of non-selective fading can be said to
exhibit some well-known features of a transmission devicc whose fre-
quency response is flat, Since the gquantitity, ¢, is generally less
than unity the amplitudes of the frequency components of the signal,
fa’ suffer the same amount of attenuation in the transmission medium.

In other words, the shape of fa is preserved by the transformation which
produces fh from fa'

Now, consider the situation in which the two observations to be
compared in the analysis are represented by fa and fb. It must be
remembered that fa is considered different from fb only when its trans-
mission signal contents are different from those of fa' In fact, the
full expressions for fa(x) and fb(x) can be deduced from that for f(x) in eqm

tion.2.4(Sect3.82hnd when this is done the analysis leading to an
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Fige 347 A dizgram illustrating the phenomenon of
a) ron-selective fading and
b) a form of selective fading
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equation similar to equationZ.lB(SectaBﬁ)can be medeFurthermore, it is

revealing to visualise f, as the output of a linear device whose input

b

and system functions are, resgpectively, fa and c.

Forming the difference, fa - fb’

fa(x) - fb(x) (1 - c)fa(x)

t
c fa(x) een (2.2)
where c' = (L - ¢).,
The next step in the analysis is the computation of the correlation

of f_and f. . That is,
a b

/’\ . X --\.
f R} £ = f (R cff
g

a b a a

= c'g eoe (2.3)

aa

Therefore, apart from the multiplicative factor, the result of the

process is the same as would be obtained when fa is correlated with
itself, The function, ¢' & (N)is a symmetrical function and, by

applying the test for symmetry, it is easy to show that

o fry -

+ -
] t
d (e ¢aa’ ¢ ¢aa) aa

= 0 vee (2.4)

This is the desired result of the search process when the transmission
contents of the two observations, fa and f,, are identical in the
presence of non-sclective fading,

It can also be shown that when the transformation of fa to fb is
due not only to non-selective fading but also to a change in the trans-

mission contents, then the result of the search process will not be a
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symmetrical function, This can be seen by computing the correlation

function of fa and f, when the transmission functions, m and m s

b
are different. Thus,

¢ = fa \B_\l f.b s (205)
If the noise components of fa and fb are, respectively, n and n,
then
g = ima(x) + na(x)j {R) ;mb(X) + nb(x) i

= ma(x) igj mb(x) + na(x) {R) nb(x)
+ ma(x) Céj nb(x) + mb(x) fg} na(x)

= 9] + 4 + g + ¢
My T Tapb Mla oo (2.6)

As has been demonstrated earliery all the terms in the above expression
for @, except the first, are either zero or symmetrical about the chosen
axis. Hence, the fact that fa and fb are not ddentical as far as their
transmission contents are concerned can be deduced from the fact that
a&lg) is not a symmetrical function. Clearly, the search method
describec in the analysis is insensitive to disturbances which are

caused by non-selective fading and takes account only of the distortions

that are duc to real transmission chenges.

TSee Section 3.8.2.
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3.11.3 Selective Fading and its Effects

Where the fading is selective, the waveform, fc’ which is a
disturbed version of fa’ is not a simple well-defined function and its
relationship with fa is not simple. Generally, the complex nature of
fc is such that the simple analysis pertinent to non-selective fading
is no longer applicable. When the fading is selective it is seldom
possible to determine the fading pattern and utilise the knowledge to
the best effect in only two observations. However, by combining a
consecutive series of observations into one composite observation,
the general analysis of the fading may become tractable, and two such
composite observations may be analysed satisfactorily. The technique
of combining diverse observations of the same event is employed in
diversiyy reception in which two copies of the same signal, which
experience different fading patterns arc used to augment''each other,

4is an example, consider a simple selective fading pattern whose
effect varies linearly with frequency, so that the low frequency
components of the transmission signal are more severely affected
than the high frequency components. Such a fading pattern will
transform £ (fig.3.7a) into a waveform such as the one illustrated
in fig.3.72. In such a simple case, a method of equalisation might be
used to re-~transform fc into a flat-topped speetrum and the analysis

then becomes the same as that in the case of non-selective fading.
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3,12 Tae Presence of Impulse Noise

One type of noise, known as low-level noise, is usually below
the normal signnl level and has the appearance of Gaussion noise
superimposed on the harmonics of some very low frequencies(B’7 ).‘
The level and the character of this type of noise are such that the
effects on the performance of most communication receivers is very
small. A second type of noise, impulse noise, differs from the
low-level noise in two important ways. First, its appearance(38)
vhen viewed on an oscilloscope is that of a rather widely separated
bursts of relatively short duration, about 5 to 50 ms. Second,
the level of the impulse noise may be as much as several dbs above
the normal signal level.

Since its duration is short, the impulse noise has a flat
spectrum vhich extends over an infinitely wide band odf frequencies.
Vhen this type of noise is present in the search space under
examination, its effect is to raise the normal level of the signal
by an amount proportional to its power density. In effect, the impulse
noise changes tiz a.c. level of the signal,

If fe (fig.3.3) is the resulting waveform when the effects of the

impulse noise are superimposed on fa’ then because of the properties

of the impulse noise the rclationship between fa and fe is

= + .
£ £ G ees (0.1)

where G is a positive real quantity. The correlation of fa with the

difference, f, - f,, is given by

()
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Pige3.8 A diagram illustrating the instantaneous efiect

of impulse noise
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But since

£ & (6) = GW%a(x)dx ven (3)

~/

the output of the dfference correlator is

A

Q = G % £ (x)ax } G! = -G
J - "
which is a coastaat and consequently a symmetrical function.  The

ees (4)

——d

condition for symmetx:y is, therefore, satisfied and the only conclusion
is that no transmicsion signal changes occur when the fa is trans-
formed o fe by the advent of an impulse noise within the portion of
the frequency band being examined.

fe can ve expressed wholy in terms of a transmission function,
a(x), and on additive noise function n(x). The analysis is then
similar to that depicted in section 3.8.2 , and the conclusion is that
in the presence of “mpulse noise, the correlation search technique
is capable of reliable results,even ir. the presence of impulse noise.
It is also revealing to note that other search techniques< 14 )
waich rely on cnergy difference in order to detect transmission signal
changes vill DTlduwue wooohects results in the presence of impulse,
because of the energy ‘ncrease which will accompany the onset of
impulse noise. Similar migtakes will occur when the observations
are disturbed by the action of fading. Hence the correlation search
technique has clear advantages when dealing with fading and impulse

noise.
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3.1> The Need for a Threshold

Practically, when noise and fading are present, although fl

and f2 may represent two space configurations which contain the same
transmiscsions, d ( :> D) will seldom be exactly zero. Practical
situations like this necessitates a modification of the decision
rule Based on the zero value of d, Hence, by setting a threshold
so that all values of d bzlow this pre-specified threshold con be
taken as sufficient to ensure that fl and f2 are identical, it will
be possible to malte decisions with an arbitrarily low error rate.
This is generally done by studying the statistics of d (or D) during

simulation tests or in practical experiments. Such a study will

be described in the appropriate chapter of this thesis.



Chapter 4

A RADIO SURVEILLANCE SYSTEM
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Chapter 4 A RADIO SURVEILLANCE SYSTEM

4.1 Introduction

A practical surveillance system has an important function to
perform and that is to provide an easily understood information about
an object, or a system of objects, which is being examined in some
scientific manner, In such a system various methods are tried during
simulation sr experiment in order to remedy the system deficiencies and
attain some sort of acceptable performance. Where radio surveillance
is concerned, the general problem is to set up a simple strategy whereby
any one, or several, of a small number of transmissions starting up
in any selected portion of some frequency band (like the HF band)
can be tracked. The word track has been used here in a restricted
sense, and a transmission is said to have been tracked when its
position or location in a spectrum has been identified and some
information about its probable duration has been obtained.

The presence of noise in the system tends to make the task of
correct identification difficult, and spurious location reports are
not entirely avoidable. Furthermore, the measurements that are made
on the system include some unavoidable errory In this chapter, we att-

empt to eutablish a probabilistic foundatien for the technifue descri-
bed in chapter 3,
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4.2 A Statistical Model

In order to completely identify a transmission in a sense
consistent with our objective, we ought to know its lobation,zo,
in a frequency spectrum and its duration, t. These important
attributes of the system (i.e. the entire frequency band which has
been selected for examination) are directly or indirectly related
to some measurable quantities. Precise measurements of these
quantities, however, is laborious and difficult and the amount of
measurement error, inescapably associated with the measured quantities,
makes the problem of precise identification even more difficult,
Again, the possibility of wrongly associating some measuredvinformation
with a non-existent transmission camnot be ignored, and a measure
of the chance of this event ever occurring is an index of the success
cf the strategy. Known simply as the false alarm, this event (i.e.
identifying a measurement with a non-existent transmission) and the
rate at which it is known to occur specify the success performance
of the strategy.

In order, therefore, to formulate a statistical model which will
adequately describe the behaviour of our system and give credence
to the reliability of our strategy,we must first postulate certain
probabilities and define their distributions. These are:

(i) the probability that n transmissions are observed

in the systen.
(i1)  the probability that the n transmissions have durations

ti (i =- 1’ 2’ '..’ n)
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(iii) the probability that n, of the observed transmissions
are spurious. (This is an index of the false alarm rate)..
(iv) the probability that o transmissions have eacaped our
observation., (This is the probability of false

dismissal).

4.3 The Distribution of the Transmission Signals and the.

Duration Times

In this investigation we are dealing with a small number of
transmissions which are randomly located in the frequency space. The
locations of these transmission signals are assumed random because
each transmission signal has a finite probability, not known a priori,
of appearing anywhere in the frequency band. Noting the time of
initiation of a transmission and observing its total time of persistence,
a complete track of it can be established. Our strategy will be to
compute the probability that a given subspace of the total "free'space
will be occupied by a transmission signal whose probability of
persisting for a time t is p(t). If the probability of that particular
transmission appearing at x is w(x), then the success of the strategy

will be dependent on some compound probability, P, which is proportionalx

* Without loss af any clarity the constant of proportionaiity can be made

N oo
equal to unity, recalling that \}_HR‘ = 1.

>
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to the probabilities p(t) and w(x). That is
P = k p(tle(x) ees (0.1)

Admittedly, it is generally difficult to know the probabilities,
p(t) and o), a priori and it is best to circumvent this particular
difficulty by generating other easily obtainable quantities that are
related to p(t) aud w(:) in some obvious and meaningful fashion.
Strictly speaking, p(t) and w(xz) should be replaced, respectively,
by pm(t) and wm(x), vhich reflect the fact that these probabilities
are conditioned on the existence of a transmission. Furthermore, if
the probability of falsely associating a measurement with a non-existent
transmission is ¥ and that of dismissing the existence of a transmission
is p, then the compound probability, P, will also depend on ¥ and .
But for a specified ¥ and p we can represent P by the product of p(t)

and o), so that

P = kp(tlw(x) eeo (0,2)

4.4 The Effects of Scanning the Space

If the space, or more precisely, the bandwidth being searched is
W then we can accomplish our search objective by one of two methods. By
employing N observers with N fixed-tuned receivers, each with a relatively

small bandwidth of W/N Hz, the whole search operation’xcan be satisfactorily

“There will be N concurrent observations aimed at detecting any new

transmissicns that will appear in any of the N band slots.
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performed. Obviously, the number, N, of observers, or the i.f,.
channels, required for this operation is quite large. A second
method, which h=zs the inherent capability of reduced man-power by
employing one receiver or one i.f. channel, consists in scanning the
total space and obtaining information about new transmissions by
comparing the time histories of some two scans which are selected in
some prescribed fashion. (The prescribed manner of scan selection
has been fully described and a more thorough discussion of this
methed can be found in Chapter (6) of this thesis). Using this
second method cf ccumparing two selected scans, transmission. sigmals which
appear in one time history (i.e. in one scan period) and not in the
other are the transmissions which we seek and about which some
information is desired.

With this scanning strategy, it is possible that a transmission
whose duration time (or time of persistence) is less than the period
of one scan may escape identification and no information about its
existence will be gained. It is, therefore, necessary to require
that the duratica tics, ti’ saould at least satisfy the following
relationship:

Y

>, o
7§

where W = total bandwidth (er total space) in Hertz

v

swWweep rate of scan given in Hertz per second
Hence if the two time histories are separated by an integral number of the

; W
scan timeg, 7, and the first of these is obtained at time t, then the
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second time history is obtained at t + T where,

T=k!] k=1,2.0--n
v

We have assumed that the''blank'"time between two consecutive scans

is negligible,

Now let it be assumed that the second time history contains a

transmission which is absent in the first. Then this new’ztrans-

mission is identifiable if some period of its persistence time is

wholly contained in the time interval, [; + T, t+ T+ g:l.

(See Figdl)., This requirement is necessary if the new transmission

is not to escape detection.

t t+N/v t+20/v t+3W/v t+(k=l)W/v  t+kW/v

Figehsl A diagram 1llustrating blocks of observation time

X
'

A transmission which appeared in the first scan and not in the second

is a missing transmission and should be extinct for a time t > g .
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If the time of persistence of a transmission is less than g, then it
may not come under observation during any one scan period and,
therefore, will not be recorded for further examination. Hence,
whatever time a transmission starts up and at whatever time it

exits, it will not come under observation to be recorded so long as
its totaltinecZpersistence is less than g . In the terminology

of mathematical statistics, a new transmission which starts up and
persists for a time t can be observed and recorded if the probability
p(t) is large enough. (See Fig. 1). That is, if the transmission
lasts for a time t<é§.g then the probability of detection of that
transmission is negligible, On the other hand a transmission lasting
for a time t > g has a significant probability of being detected.

(See fig. 4.2).

4.5 Random Flements of a Frequency Space

4.5.1 Invioduction

Regarding the different transmission signals as some elements
of a frequency spacc, we can attempt to determine the probability that
a small number of them can be found, on the average, within a selected
band., If the frequency space elements are generated independently
so that there is no correlation whatever between the locations and the
times of generation of these elements, then we can associate the
distribution of these elements with some appropriate distribution law.
In fact, in the absence of strict correlation between the space elements,

a Poisson law of distribution may be quite applicable. However, in some
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practical situations the elements are somewhat correlated and a
simple Poisson law is no longer valid. In the present analysis we
shall not specify the amdunt of correlation that may exist between
a given group of space elements.

Figd. 3 is an illustration of a frequency space in which a
number of transmission signals exist. Fach spike in the scan
picture of the space can represent one transmission signal but if
the emission of a particular transmission is of the FM type then a
collection of many spikes wiil constitute one M transmission signal
and hence the spikes within that group will be correlated. Similar
situations arise in radar where, apart from the main echo, there
exist a number of higher order echoes. Obviously, the main echo
and its associated higher order echoes are harmonically related -but any two
main echoes, arising from two distinct objects, may not be ‘related,
Therefore, in the present analysis we shall not specify the amount of
correlation that may exist between a given group of space elements.
We then ensure that application of the results of the present analysis
may be found in situations where the elements of interest are either

correlated or not.
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Fige.43 i space illustrating the existence of - ‘related and

unrelated elementse.

4.5.2 Configuration Modes of the Space

The frequency space, S, in which a transmission signal or
signals are being sought is divided into a number of small intervals
or cells, each of which can‘contain at least one space element., A
space element, as has been described previously, is a point or a
collection of points with which we can associate one hf transmission.
In Fig. 4.4, for instance, the number of cells i; C = 3, and each of
these is occupied by one or more transmissions as indicated by the
number of m's written in each cell., Our objective is to obtain a
relevant statistlc of the informatlon contained in one celJ? and utilise

G9)

this statistic in a data association process in which a given

statistic is associated either with the fact that a transmission is present

e

3:JThe words cell and interval will be used interchangeably in this discussion
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or the fact that it is absent in the given cell, A convenient

and a desirable statisticd, for our purpose, is one which is
sensitive to changes in the transmission signal content of a cell.
In the meantime, we shall assume that this statistic is determinable
and is invariant under changes that do not affect the relevant
quantities in the space interval. Such a statistic will provide
the necessary information about the nature of the random space
elements.,

Suppose the space is quantized uniformly, or non-uniformly,
into a number of intervals designated by S1s Spy ees Sye If the
space 1s one-dimensional then =N is a one-dimensional subspace and
is contained between, say, the points Xy and x; + ZSxi+l; its length
is then approximately equal to A.ki. i conceptual extension to an
n-dimensional space is possible if we represent Xg by an n-%uple,
or a vector, so that
X, = (xil, xiz, ove xin)

For our immediate purposes, we can simplify matters by associating
the contents of a cell, Sy with the value 1 or O, depending on whethef
the information contained is indicative of the presence of a transmission
signadbr or not. Hence a functional such as U(si) is either 1 or O,
Mathematically put,

U(si) = 1 if S5 contains a transmission

0 if Sy does not contain a transmission.
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Thus, by continually examining the contents of one cell, or a
collection of cells,and observing the transition times(i.e. times when
U(si) changes from 1 to O or vice versa) we are able to detect the
times of emergence of new transmissions or the disappearance of old
ones. VWhen we are dealing with a collection of cells we may have to
consider a secondary functional, w(Ul...UN), which depicts the overall
estimate of the space. The functional arguments, Ui’ are either
1's or O's, In this manner, three principal modes of space con-
figurations can be distinguished, viz:

(1) A space configuration whose functional, w, has only 1's
as its arguments. We shall call this the "positive mode'.

(2) A space configuration whose functional, w, has only O's
as its arguments. This is the "null node'",

(3) A space configuration whose functional, w, has a random
mixture of 1's and O's as its arguments. This is the '"mixed mode".

We can specify that an interval whose contents reveal the presence
of a transmission has a functional U = 1, If a transmission does not
exist in a particular cell then its associated U is equal to O,

A more general terminology may be introduced by considering that
each cell con¢ains - .some space element. A "positive space element"
exists in a cell, s, if U(si) =U, =1. If U(si) = U, =0, it may
be said that g contains a "null space element'", Mathematically,
U(si) = 11if s, contains a "positive space element", or U(si) =0 if
sy contains a "null space element'.

A sufficiently general mode of the entire space is the "mixed node"
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and we shall be particularly interested in its configuration. Such
a mode contains an unspecified number of space elements and is re-

presented by the functional

w(Ul, U,y oo Uy

A diagrammatic representation of a typical space has been given
in Fig.4.5, and in this figure, the '"space element" functionals,
which correspond to various portions of the space, have been shown.

In this particular example the overall functional, w, is given by

w=w(l, U, Us, U4) = w(l, 1, 0, 1)

It is important fo point out that a group of detectors which
examine the contents of the cells and decides whether U is 1 or O,
operate non—parametricallar(4o’4¥n the sense they make little or no
use of the statistics of the transmission or the noise field. This
is largely because a priori knowledge about these fields are either
scantily available or non-existent.  Additionally, the number of
changes that can be expected in a space of a finite number of elements
is quite large and cannot be indexed by a finite number of real para-
meters. As an example, we can consider the problem of accommodating
telegraph channels, telephone channels and broadcasting channels in any
given broad band., Where the size of the broad band is known, we can
calculate the number of channels of one particular kind, but we shall

find it a very difficult task to compute the number of the different

types of channels that can be accommodated within the same given broad
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band. Our problem is, therefofe, non-parametric in this sense, but
the functionals, w, and their representation as detector outputs will
suffice to depict which space intervals or cells are occupied by
transmissions. In this way we are able to describe the'locall
behaviour of the transmission signals wihin different portions. of. the

broad band being examined.

4.% Distribution of Elements in the Search Space_

In a mixed mode configuration, we do not know the composition
-of the space a priori but we can assume that there are n positive
elements and m null elements so that m + n = N, The arrangement
of these N elements is not ordered in any particular manner and, in
general, we shall expect to find a space element of one kind randomly
followed (or preceded) by a space element of the same type or that
of the other tyy-=. Combinatorial techniques exist for calculating
the number of the different possible combinations of the two types of
N elemenéé?ﬁﬁyEach possible combination, depicting a possible space
configuration, will be assigned a finife probability measure which is
an index of the chance that that particular configuration will occur,
If we assume that every combination is equally 1l1ikely to occur, then

-1
the probabilityzgssociated with each combination is (g) .

* This represents the "worst" possible configuration. In terms of in-
formation theory this type of configuration maximises the uncertainty of

the situation under examination.
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At this point it is appropriate to make use of an assumption
we made earlier when we postulated the existence of the probability,
pn(sl cas sn), that there are n positive elements in the cells, s,
Sy eeyS o This is true if U(si) =1fori=1, 2, +s0 N
But since we have assumed that all combinations of m null elements
and n positive elements are equally likely, the probability of a
given configuration of m + n space elements is equal to the
probability of a transformed configuration in which the n positive
elements occupy the first n cell positions. Before we make use of
pn(si eee sn) we shall consider the distribution density function,
F(sl . sN), in terms of which we can calculate the probability that
each of the cells s,(s = 1, 2, .. N) contains at least one space
element, Some of the different forms that F(Sl’ S, eve sN) can take
are illustrated in Fig, 4.6s VWhen a transmission is not active or is
absent its cell is occupied by null element, that is, by noise alone,
However, as it becomes active a positive element appears in the cell,
If F(Sl’ Sy seee sN) is a well-behaved, continuous function in almost
all regions of interest, then the probability that there are N space

elements in a given space is
N

AP(Sl, 82 ve SN) = F(Sl, 52 sae SN) Tr Asi see (O.l)
i=1

It will be illuminating, at this point, to show briefly the
difference between the two probability expressions, p(el, S5 ...-sﬁ)
and P(sl, Sy see sN). The latter provides information about all cells

of the space (i.ea volumetric description) in each of which one space
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element (positive or null) can be expected to exist, while the former
provides a localised statistical description of the set of cells
which contain positive elements only.

We shall now show how the probability function ﬁn(éi,sa,...sn)x
is derived from the knowledge of P(sl’SE""SN); and we shall further
observe that the distribution density function F(sl...sN) could be
related to the instantaneous picture of the space under examination.

iis already mentioned, a given space interval, 845 contains a
positive element or a null element if the associated functional, U,
has the value 1 or 0, respectively., Since the two events represented

by U=1 and U = 0 are mutually exclusive, it follows that

Pr(U=1)+PU=0)=1 eee (0.2)

Considering a space configuration in which there are n positive
elements and m null elements, we can determine the associated
Pn(sl e sn) and P(sl eos sN) subject to the condition that mtn = N.

Let Qh represent the event that there are a total of n positive

x, . .

As will be shown later)pn(sl,s2 coe sn) must be written as
pn(sl,sa,...sn/N) so that the conditioning of it on the existence of
N cells may be reflected. Alsoywritten in the form, pn(Sl’SE""Sn/N)’
its behaviour as a posterior probability is revealed. However, in

all the discussions we shall write pn(sl ceoe sn) for pn(sl....sn/N).
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elements, disregarding their cell positions within the given space.

Then the notation for P(sl,sz.... sN) appropriately changes to

= = = . t - ] t
P(sqyeeesy) = Pr(Q Ul =0, U} Oyeecl!) = Pr(Q , UM, UL ,..e v )

In this notation Ui'(i =1, 2, «es m) is the functional
associated with a null element, and in this particular case there are
m of such elements.,

From equation (0.2)

Pr(Qn, u

1) + Pr(Q , ul = 0) = Pr(Q ) vee (0.3)

Hence Pr(Q, U =0) = Pr(Q) - Pr(q , U] =1) eer (0.4)

The L.H.S. of eqnd{0.4) is the probability of the joint event that Qn and
the existence of one null element occur simultaneously; that is,

there are n positive space elements and one null element. Also, it follows
from equation ( 0,4 ) that the joint probability Pr(Qn, Ul' = 0) can be
expressed in terms of Pr(Qn) and Pr(Qn, ul o= 1), the latter giving

the probability that there are n + 1 positive elements. In fact,

Pr(Q, Ul = 1) = Pr(Q,,) vee (0.5)

may be regarded as an appropriate recurrence equation, and by using
equation ( 0.5), we are able to convert a null space element to a
positive element. This means that we can operate on a space which
contains n posgitive elements and one null element to obtain the
quantitity representing Pr(Qn+l). The condition which must be
fulfilled before this operation can be performed physically is that

there should be n positive elements and one null element in the space.
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Hence, for the converSiﬁn of a null element the emergence of an
active transmission in a cell which was previously occupied by noise
alone must occur. VWhen this happens Ui = Ul = 1,

We can now proceed and derive the expression for
Pr(Qn, Ul =0, U= 0) which is the probability that in addition
to the event Qn there exist two null space elements in the given

space. Using similar arguments as in the case of Qn plus one null

space element, we have

f = t = =
Pr(q , U1 = 0, Ul =0)+ Pr(Qn, ul =0, Ul

3 l)=Pr(Qn,UJ’_=O

ves (0.6)

Rewriting equation(@4) we have,

Pr(Q, U =0) = Pr(Qn) - Pr(Q, U 1) oo (0.7)

and using the same reasoning which lead to equation (3), we see that

Pr(Q, U} =0, U} = 1)+ Pr(Q, U = 1,U8 = 1)=Pr(Q_,U} = 1)
as e (0I8)
Substituting ( 0.7 ) and ( 0.8 ) into ( 0.6 ), we have

Pr(QN,UJ'_=O, Ué=0)=Pr(Qn)—Pr(Qn,UJ'_=l)-Pr(Qn,Ué=l)+Pr(Qn,UJ'_=l,Ué =1)
«eo (0.9)

In this case equations (0.7 ) and ( 0,8 ) represent the conversion
operations which are performed under the ocondition stated «chbove.

So far we have considered two distinct space configurationms,
one of which has one null element and the other two null elements.
We can now consider the general case when the configuration contains

m null elements. It is not difficult to show that, in this general
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case,

0, UL = 0, eeue, Ut = 0)

Pr(C}n, UJ'_ M

Pr(Qn) - Pr(Qn, u = I Heeens

+ (-1)® Pr(Q, U4 =1 seevess U = 1)

3

«e. (10)
This expression, written in full, contains 2 " terms and converts the

probability Pr(Qm, Ul = 0y eons Um = 0) of n positive elements and m
null elements to a probability of positive elements only in a sense
described earlier. This artifice of conversion has been adopted
in order to make use of the density function, F(sl ove sN), in the

calculation of P(s sN), remembering that

l’...

N
Z&P(sl, coss sN) = F(sl, cees ;N) T Lksi

i=1
In this expression we have assumed that each cell contains at least
one space element.

Our main objective is to determine the probability, pn(sl...sn),
that each of the intervals, si(i =1, «.ss n), contains one positive
element, and that the rest of the space contains null elements only.
In order to find pn(sl...sn) we partition the total space into two
main sub-regions, one of which contains all the positive elements and
the other, all the null elements. ‘This idea is illustrated in
Fig.4.7 where elements of two different classes are contained in the
different regions labelled R and R'. These classes are linearly
separable in fig.4,?74 but not in the more complex situation, shown in

fig.4,7bs - It can be seeni that the boundaries shown as dotted lines
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in fig.4.7separate members of different classes and are constructed
by some decision rules appropriate for the particular set of classes.
It is important to notc that in these diagrams each member of R or R!
is located by a set of itwo numbers, ay and ass because the space of
search is two dimensional, The dichotomy is only artificial and may
not be physically possible. But it is a helpful procedure in any
situation where the objects of analysis belong, or can be made to
belong, to some well-defined categories as they are in our present
case,

An effective way of classifying all the elements of the space
in accordance with their two allowable states is to derive an
appropriate functional from the function F(sI, evse EN)' This is
done by removing, through appropriate integration procedures, one
group of quantities associated with either the positive or the null
space elements. Since we are primarily interested in the positive
space elements - at least, more so than in the null space elcments - we
shall integrate away all the quantities belonging to the null elements.
We are then left with a resultant functional which is dependent only
on the positive space elements or quantities associated with them,

If we momentarily allow a continuous variation™ in the U's then

we can find the probability that a particular value of U is contained in

* The change from, say U = 1 to U = O can be regarded as being gradual.
This is only a mathematical necessityin order to make the analysis

tractable,
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the interval (U, U+ AU), It will then be possible to calculate the

ratio

AP(Uz, seeens UN)
AU eeni B

n

where n 52 N.

Bgcause of the simple linear relationshipx between U and s we can
replace P(Ur, ... UN) by P(sI, sN), and the small increments
in the U's can be replaced by the corresponding increments in the

s's. Therefore, the above ratio becomes

t}P(sI, cesene sN)

ASI taveoe As

n

where we have assumed that the s's also can be varied continuously.,
In the limit,as the individual s's approach zero,the ratio tends to
a limit given by

P(SI, L sn) = AP(SI’ se0ss00y, SN)

Lim eee (0.11)

A%.nq“.Agl

s.~» 0O
i

We should remember that P(sI, consy sN) is the probability that

of the N space elements n are positive and m arc null. That is,

*in interval, s, containing a positive space element has an associated
U(sl)=U=I and so the probability that s contains a positive space element
is equivalent to the probability that U=I. More mathematically, the
variable, s, and U, have a one-to-one mapping and the Jacobian of the

transformation can be assumed constant and normalised to unity.
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I

P(S ) .noo‘.‘o.u- S) P(Sl, ae s Sn, Si, XKl Sr;])

1]

P(Sy, eee 8.y 8 40 eee S p0)

n’ ntl

where, again, the prime sign denotes a null element as distinct from
a positive element which is represented by an s without the prime
sign.

We shall now attempt to write equation ( 0,10 ) in a more
compact form and then substitute the resulting expression for
P(sys oees sN) into ( 0.11 ). Referring to equation ( 0.10), we
see that the second term(in the summation)is a sum of terms containing
one U each., The third term is a sum of terms each of which contains
two U's. The sign preceding a particular term is dependent upon the
number of U's to be found in that term of that particular sum and it
is a plus sign if the number of U's is even, otherwise it is a minus

sign. These considerations lead us to write

H

Pr(Q,,0f =0, «v.o U!) = Pr(Q ) + (-1)" 2_ IT(Qn,U' =100, =1)

kl< k {u o(k m

i

(-1)" EEZL Pe(q, U Ul o= 1)

0%k <0 Kk Tk
(0.12)

It is important to note that Pr(Qn,Ui = O,....,U& =0) is the probability
that the space under consideration contains only n positive elements

and that the rest of the space is occupieéd by null elements., However,
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the probability that there are ntm = N space elements at all time

is written as

ntm

P.r(Qn.,U]'- = l, ..'.’Ul;l=l) = F(Sl’.".’sn’SI'].+l,..."’sn'*'m)"ASl ._n+l Sj

by our basic definition. | ees (0.13)
Thus, substituting equation (0.13 ) into ( 0.12), we have

ntm

g
Pr(Q ,Ut=l,e0a,Ut=1) = (-1)" 2 Flsy,ueays 58! 0 5eeessl, ) '[T ﬂAsJ.
v (0.14)7

To obtain the probability p(sl,....,sn), we divide equation ( 0.14) by the
ﬁroduct1TA@i and proceed to the limit aS'ﬂmeﬂsi(i = l,2,....,n)

go to zero,

Thus, "
p(s seevsS, )=Lim = Pr(Q ,Ul=1,...,U'=1)/ TT As,
1 As. —é'O Qn 1 m L i
- L AP(Sl’.-n,Sn,Sn+l,o..o,Sr'l+m)
= Lim i%
As;=>0 .( bs;
nt+m
(=1)" Z_F(si,...,s ) nAs' Tr As
=Lim 2 izntl A%l
n

Asi—PO ﬂASi

=Lim -1)" > F(sl,.......sn+m) T Ds;
A si—#'o <

(-1)'?1‘ jF('sl,.......snm) TTds. ... (0.15)
'g' .}’

where the integration is performed over the whole space of search, S.

]

It is immediately evident from the mathematical procedure

delineated above that it is always feasible to remove - through an
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integration procedure~the quantities associated with the null elements.
However, since there are different possible combinatisns of m null
elements (in fact, m! possible combinations do exist) among the n
positive elements and we assume that each combination is equally

likely to occur, a more accurate expression for pn(sl,....'sn) is:

m : ntm
p (s seres )= 2 ZLL Sg F(sy,eees, ) TTCS; ™

[EX

s i=nt+l
ees (16)

If the statistical characteristics of noise and the signal
fields are assumed known then the form of F(sl,...sn+m) will be

completely known and the integration is straight forward. However,
in the present analysis the form of F(sl,...sn+m) is unknown and
unspecified., iny temporal representation of the spectrum (i.e. the
search space) is regarded as F(sl seen Sn+m) and from this some
inference is made concerning the arrival or the disappearance of
transmissions. Furthermore if we restrict ourselves to detecting
changes in the space configuration, then our search procedure should

aim at exploiting the difference between one set of probabilities

and another . Hence, probabilities such as pn(sl"'sn) and
pk(sl"'sk) (k # n) could be manipulated in such a way as to bring

out their differences. The concept of distance between P, and P can
be developed and shown to form the basis of our search for the "arrival
and the "departure'" timsa.of the transmissions. It must also be
observed that the different pn(sl cee sn) (n = 0,1,2,...) determine the

various uncertainties about the search space and by computing the

differences between them we are able to gain some information about
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the existence (or non-existence) of elements in the search space.

4.7 Application of the Concepts of Random Point Theory

4.7.1 Introduction T R

We shall now apply the concepts which have been illustrated in
the above discussion to our search problem. Suppose the sample
function, f(x),at the output of a receiver is an additive combination
of noise and an unspecified number of transmission signals whose
locations in the search space (i.e. the frequency band being examined)
are represented by the points, x; (1 =1, veses T)s We denote by Q.
the event that a definite number, r, of points will fall in the regioq,
S, and that one point will fall in each of the intervals,
si(i = l,.......,r), of the space. i typical sample function is
shown in fig.4.3(page 101) in which each spike or a collection of
consecutive spikes constitutes one hf transmission. Generally
speaking, one spike in a frequency space like this will represent one
iM (amplitude modulated) transmitted signal but more than one spike in
a recognisable, definite spacial arrangement will reveal the presence
of some other mode of transmission, FM, say.

From the sample function alone we can hardly gain substantial
information about the transmissions. The sample function may be the
output of a receiver whose normal criterion of excellent performance

is the maximised signal-to-noise ratio (SNR) which is obtained by means

* The intervals is regarded as a collection of points in the neighbour-

hood of x..
i
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of some suitable filtering., The motivation for this type of reception
by filtering lies. in the fact that noise is what ultimately limits

the sensitivity of the receiver and the less there is of it the

better. However, Woodward<45) and others(44 ) have shown that a
detector which only maximises the SNR may not face up to the problem
of extraction of maximum information and that a mere observation of
the end product of'such a detection procedure does not ensure maximum
gain of information. Hence any detection procedure whose goal is to
maximise the information gain is more desirable, and the communication

engineer generally aims at extracting maximum information from any

given sample function.

4,7.2 Extraction of Information

In the present problem the wanted signal is usually in the form
of a pulse of a definite but unknown spatial duration, and the
information required for its identification is that concerning the
position and the amplitude. The signal, as an output of some receiver,
usually contains noise which, depending upon the magnitude of its power
relative to that of the signal, may partially or wholly obscure the
signal position and destroy information about the amplitude. Our
problem, therefore, is to operate on the received signal, f, which is
the sum of the wanted signal, m(x), and the unwanted obiquitous noise,

n(x), and thereby obtain some information concerning the position and
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amplitude of the signal pulse. (The information already contained

in the sample function, f, is never increased by amyamount of operation
on f, at best,we can hope to conserve information about the wanted
signals which have been contaminated by channel and receiver noise.)
Any other information in f is not very important to the observer
whose primary objective is to gain information only about the signal
pulses and their spacial positions. Therefore, a procedure which
eliminates as much unwanted information as possible is optimally
appropriate in our search problem. From a knowledge of the sample
function we should like to compute the conditional probabilities

of the existence (or non-existence) of the various useful signals.

It will be shown (see section 4.7.4) that these conditional
probabilities, known as the posterior probabilities, cannot generally
be computed exactly without the knowledge of the prior probabilities

with which the wanted signals occur.

4.7.3 Bayes Theorem

The probability that two events X and Y occur simultaneously

is denoted by P(X,Y) and satisfies the relation

P(X%,Y)

I

P(X) Py (Y) ees (3.1)

n

p(Y) PY(X) vee (32)
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We observe that fromequations (3.1) and (3.2)

P(Y) P(X) = P(X) P(Y)
P(Xx) PX(Y) )
PY(X) = -——m—— see (3.3 .

Equation ( 3.3 ) is a mathematical representation of Bayes Theorem;
géx) is the prosterior probability of the event, X, given that Y has
occurred; P(Y) is the prior probability of the event,  Y; R(Y),
known as the likelihood function, is the probability that X causes ¥
and P(X) is the prior probability of X.

In communication, Y is usually the received pattern of a message,
X, transmitéed over some communication channel.  Since noise in the
channel and the receiving apparatus is unavoidable, the received
pattern is never a true reproduction of the transmitted message.
However, the received pattern, Y, contains a retrievable evidence of X
and the general communication problem is to infer from the knowledge
of the received pattern, Y, that X is the transmitted message. This
inference is the object of the computation of posterior probability

which makes it possible for us to extract maximum information about X,

4244 The Posterior Probability

From equation ( 3.3 ) of the preceding section we see that the
posterior probability of X given Y is

P (X) = P(X) P, (Y)/P(Y) eee (4.1)
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Now let us consider a complete system of events, Xi(i I, seeee N)

in which one and only one event, X must occur as result of some
experiment. Such a finite scheme of events is said to be mutually
exclusive, and if another event, Y, can occur only if oneevent of the
system, X, has occurred, then the probability that Y has occurred

is given by the expression

P(Y) = ;E'P(Xi)PX.(Y) e (4.2)

h g

Substituting the expressionfor P(Y) from equation ( 4.1 ) we see

that ) )
P(x. )P, (Y
P.(X,) = 17 X5 4
Y i L N ] .3)
P, (Y
Z..P(Xi) Xi( )

Since the system, Xi’ i 1, ceeessll) is complete, in the mathematical

sense

Ze0) = 1 cee (44)

For our purposes Xi (i= 1, «seee N) is some description of a state

in which a signal plus noise or noise alone exists. Equation ( 4.3 )
tells us that the posterior probability of any Xi, given a particular
Y, is obtained by considering equation ( 4,3 ) in which the summation
is taken over all X's. Y is the given data from which we wish to
extract maximum information about X, Hence if the criterion of
excellence or optimality is the meximum gain of information then the
correct method is to choose an Xi corresponding to the maximum PY(Xi)-
Since Y is known we can assume that P(Y) in equation ( 4.1 ) is known

and, in the worst possible situation, equal to a constant.



120

Thus
PY(X) = KP(X) Py (Y) ees (4.5)

Whenever it is impossible to know the prior probability, P(x),
the dependence of PY(X) on P(X) is relaxed by assuming that P(X) is
a uniform distribution. 4 uniform distribution means that all events
of the finite scheme are equally likely to occur. The events with
which we are concerned in this analysis are: (1) that a given space in
the spectrum is occupied by signal plus noise and (2) that a given
space in the spectrum is occupied by noise alone. Without some a
priori knowledgex about the composition of the spectrum we shall assume
that the two events of our scheme are equally likely. In a situation
where this assumption cannot be justified, the dependence of the posterior
probability only on the likelihood function is assumed and employed in
the hope that the results will not deviate markedly from those that
would be obtained if the prior probability were known and used. The
computation of the likelihood function, rather than the posterior
probability, has been found in many practical situations to sufficiently
conserve ‘as much as possible information about unknown states,

(46) (47)) have shown that

Xi(i = I «eee.e N)o  Voodward and Davies
it is not possible to select a value of X which meximises the
information gain unless a definite prior distribution is employed
because "information gain' cannot be measured in the absence of the

prior probability.,

* A reference to the Berne list will provide some information regarding

the frequencies which are being used,
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4.7+5 The Decision-making Process

/n optimum system which, from the available information, ¥,
computes the likelihood function PX(Y), or the posterior probability,
PY(X), is an indispensable device if the information to be gained
is to bez maximum. Such an optimum system may leave the decision
making to an intelligent observer (or to a different device) who
will decide on one state of X from among two or more alternatives,

For instance, the observer may decide that a transmission signal is
present or absent and this decision, not always without some bases

may reflect the observer's prejudice concerning the states of the

events being examined. In general, the smaller the prior probability
(or the observer's prejudice) of the occurrence of the signal, the

more the signal must exceed the noise in order to be sure of its
existence. The signal, as an event, is said to exist if the likelihood
function corresponding to its existence is larger than the likelihood
function corresponding to its absence. The signal, as an event, is
said to occur if the likelihood function (or the prior probability)
corresponding to its existence is larger than the likelihood function
(or prior probability) corresponding to its absence. This statement
generally is true when the prior probabilities of these two events are
equal, For, if Xi represents the event that a signal exists and X,

2

the event that a signal does not exist, then making use of equation (4),
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we observe that

px(xl ) i K P(xi) PXi(Y)
W K P(XZ) PXQ_(Y)
P(xl)le(Y) 5.0)
= eee 5-1
p(>c2)pX (Y)
2
P(xl)
Thus if 512—7 = 1 then
2

PY()L_L)

5;?2;7 » 1 1if and only if

P)LL(Y)

sar 2t

2

Therefore, if there are two possible and equally likely states then a
more usefﬁl quantity is the likelihood ratio which is the ratio of the
likelihood function corresponding to the signal's presence to the
likelihood function corresponding to its absence,

The decision scheme can be made automatic in a rather simple way
by continually comparing various values of the calculated likelihood
ratio with a preset value, known as the threshold. Before the
threshold is fixed a limit is set to the false alarm probability
(i.e. the probability of deciding on the existence of a signal when
it is in fact absent) which can be tolerated in order to ensure a
satisfactory detection of the signal. Hence when the proper constraints
are set by the false alarm probability a decision scheme can be

established so that the distinction is made between one hypothesis (that
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a signal exists) and an alternative (that a signal does not exist).

For our purposes we consider testable hypotheses which will
reflect our interest in different configurations of our search space.
As far as the different space elements (i.e., positive and null space
elements, as defined in section ( 4¢5 ),are concerned, a space
configuration remains unchanged until a new transmission (or trans-
missions) occurs or an old one exi ts. We are able to detect the
arrival of new transmission(s) or the departure of old ones by means
of this change in the state of the space configuration, and our
primary objective is to detect this change, whenever it occurs, in
as short a time as possible, subject to the prescribed condition on
false alarm probability., The detection problem is now reduced to
a simple hypothesis testing, the results of the test indicating whether
the hypothesis C that a change has occurred is true or not. The
alternative, C-, is that no change has occurred and that the general
parameters which choracterise the configuration of the space have
suffered no change.

Our decision will, therefore, be based on the posterior probabiLF
ity of the parameters of the space configuration. s noted earlier,
a space, occupied by n positive elements (i.c. n transmissions) and m

null elements is described by:

P(Sl,SZ LN ] Sn) = Z L;T]i-_)ﬁ i'. ;\*F(slt.l-os ,s +l.'c‘lcs + )ﬁ. ds +k
oy J.;, n’"n o'y, 4
2es’ (5.2)
where S is the space of all elementse. The expression, F(Sl eees Sn+m)’

in the integrand is the assumed distribution of all elements in the given
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space, After the appropriate integration over the whole space, we
obtain a derived distribution of the elements in which we are primarily
interested, that is, the positive elements. It is, thercfore,
reasonable to regard the result of the integration {}hat is,p(si,... sn)]
ad a measurc of the posterior probability! distribution of the n
positive elements in the given space. A comparison of the posterior
rrobability that the space is occupied by n positive space clements
and the posterior probability that there are k (# n) positive space
elements in the same given space reveals the existence of a test
statistic for the proposed hypothesis. The likelihood ratio test 4849
is such a comparative test statistic because the likelihood ratio is,
in the main, an expression of the relative difference between two
likelihood functions carresponding to two different situations which
are describable in terms of some probability measures.

If Rn(el......hn) and Pk(sl cecne Bk) are, respectively, the
posterior probabilities that the space contains n and k positive space
elements then a test statistic for our hypothesis can be chosen from

among the following:

Pn(sl LI N ] Sn)

B = 00(5'3)"
Pn(sl cecen Sk)
fD =J o }Pn - Ek' dp(s) (5.4) pi = p(sl...si),n=n,k.
L
. - 2
a _Js' (B, - P_)° dp(s) (5°5&)

The merit of a test statistic is reflected by the ease with which it can

be computed and by its sensitivity to small differences between the
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posterior probabilities. It is obviocus that test statistics in (5;4 X
and ( 4.5 ) illustrate the concept of the distance between the two
posterior probabilities which are being examined and they are widely
used, In fact, the test statistic in ( 4.4 ) is analogous to the
mean=-square error(l4 ) statistic which is often employed when the

essence of testing is to indicate how far a known result of scme

trial has departed from the desivred or the true result.

47.6 ipproximation to_the Posterior Probability

The statistic, p, can be regarded as an index of the 'distance!
between Pn(sl vere sn), the probability that there are n transmissions
in the given space, and Pn(sl sk) the probability that there are
k transmissions in the same spaces In other words, p, is a measure
of the difference between the two probabilities and it is equal to
zero when n = k., In Chapter 3, the concept of distance between the
two sides of a cross-correlation function was introduced and developed;
in order to show how useful it is as a discriminant of twe time histories
of one and the same frequency spectrum. The greater the distance
between the two sides of the correlation function, the greater the
likelihood that the two spectral configurations of the same frequency
space under examination are different with respect to the transmission
signal contents, If the distance between the two sides of the

correlation function has the same probability of occurrence as the
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distance between the posterior probabilities which describe the
frequency space, then we can use the distance, p, to show a variation
in the configuration of the frequency space and, therefore, a change
in the transmission content. This is the justification, based upon
the concepts of probability theory, for using the cross-correlation
function as a sufficient means of detecting changes in the space
configuration.

&s a very useful tool, the correlation technique has found many
useful and generzl applications in the different branches of communica~=
tion engincering., The obvious difference between the classical use
of correlation techniques and the one being presented in this thesis
lies in the fact that the classical correlation techniques are
associated with the computation of the likelihood ratio. In this
thesis, however, we have presented a unified theory of random points
in which a new concept of the distance between the two sides of the
correlation function has been introduced and developed in order to
discriminate between two time histories of a given space, In this
development the cross-correlation function has been directly related
to the posterior probability distribution, in the sense that the "distance"
between the two sides of cross-correlation function is comparable with
the distance between the two posterior probabilities and, furthermore,
express the changes that have occurred in the search space as far as
the transmission contents are concerned., It should be noticed that the
relationship between any two time histories of a frequency space can be

described adequately in terms of appropriate probability functions. The
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correlation function can be regarded as another form of the
mathematical representation of similarity (or dissimilarity) between
any two time histories under consideration, The cross-correlation
can, thercfore, be considered as a useful approximation to the more
analytic function (from the point of view of probability theory) of
probability distribution, which is generally more difficult to generate,
Hence, using the cross-correlation function in the same way as a
histogram we have established a new technique of surveying a given
space and detecting changes that are likely to occur in it. These
changes are usually those that affect some important parameters of the
space which, in this problem, are the transmission contents.
The test statistic given in equation ( 5.2 ) is the well known
likelihood ratio method of discriminating, in a linear way, between
two or more regions of a decision space, and a great deal about this
is already known from the literature on it(?o’Ea) The test statistic,
B is the familiar minimum error test and the reader is referred to the
appropriate texts on this subject.63’54)
When the test statistic given in equation ( 5¢4 ) is used the
result of the comparison procedure, expreésed in terms of the distance
between P, and Py s is a pure number., One assumption implied in the
integration which is depicted in equation ( 5.4 ) is that a change
in the configuration of the space is equally likely in any portion
which is being examined. This assumption is made for the sake of
simplicity.

In the ideal situation, the integral, p, is different from zero
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only when n is different from k; otherwise it is always zero,-
But in any practical system it is natural to expect that the resulte
will never be ideal and that p will always be some positive number™
regardless of whether a change in the space configuration has occurred
or not. In other words, there is always a finite probability of
inferring from the results of the integration that a change in the
number of transmissions has occurred when, in fact, the number has
remained unchanged, This finite probability, conventionally known
as the false alarm rate, must always be specified in any given problem
in such a way that the probability of making the correct decisions
is always maximised, Furthermore, if our decision making process is
to be made automatic, then it is appropriate to lay down a simple rule
like the following:

if p > Py then the space configuration has changed and

if p L Pae then the space configuration has not changed.
In this case Pye is some appropriately chosen threshold consistent with
the specified false alarm probability; px is algo chosen in such a way
that the probability of making an incorrect decision is always very

SmaJ.l.
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Fig. 4.8 shows a block diagram of a simple system that will
detect changes in the configuration of the space being examined. -
The two sources shown in the diagram generate, in some fashion,
the probabilities which deseribe tﬁe locations of the space elements
in the neighbourhood of some point Xi. The output of the device

marked p is the statistic defined by

sJ\ I P - P ‘ dp{s) = »p

This test statistic,computed in a manner approximating equation ( 5.4)
is applied to the input of the threshold detector which makes the
binary decision on p.

The decision rule is that the space configuration has changed

if p> p, and that p < p, implies no change in the space configuration.

4.8  Summary
In chapter 3, it is shown that changes in the configuration of

the search space are revealed by the lack of symmetry in the
correlation function that is generated by correlating two time
histories of the space. The correlation technique is used in

comparing two time histories, f, and fa, and then by generating the

1
function p, we are able to gain information about the appearance or
disappearance of transmission signals in the search space. The random
point theory developed in this chapter has been presented to indioate

the justification for the suggested search technique. It shows that
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we can find it mathematically appropriate and computationally feasible
to remove a set of unwanted quantities from a larger set of many
quantities by means of a integration procedure, Thusjﬂ}sﬁ_... sn)
is derived from F(s1 cene sn+m) by performing the mathematical

operations indicated in the equation below.

n+m

("'1 m &
P(s:L eve sn) = 2 -ETL J(. F(s:L eses sn+m) ?{IASL-

The function, F, which is the total probabilistic description of the
search space is equivalent in many important ways to the sample
function, f, which provides us with a temporal picture of the search
space, i linear operation on two sample functions to produce the
.correiation function is conceptually identical with that involved in
)e

As we see in chapter 3 and again in section 4,7 of this

the generation of P(sl, ees sn) from F(s1 cees S0
chapter, a gain of information about the arrival or withdrawal of
transmissions in the given search space is provided by a direct
comparison of the two sides of the correlation function. In terms
of the posterior probabilities, Iﬁ(sl ese sj) (j = 1,25000s), a gain
of information about similar events is derived by directly computing
143 1

the 'distance! between Ph(sl veee sn) and Pk(s1 soee sk).

The notion of distance between Pn and Pk on which we base our
decision about the probable changes in the configuration of the search

space is shown to be equivalent to the likelihood ratio employed in

constructing a Bayes' solution to a decision problem.
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The likelihood ratic of Pn(sl core Sn) to Pk(sl sese sk) expresses
the relative probability that the events described by these quantities
are similar, In the same manner, the 'distance! between Pn and Pk
1s a measure of closeness, and distance in this context is not to be
understood in the ordinary Euclidean sense., For our purposes the
concept of distance is useful becauée it is a real valued function
and readily allows the ordering of the events according to the degree
of their closeness to each other., We therefore, see that our
technique of searching the space for the arrival times(or withdrawal
times) of the various transmissions within a given space has been
based on the appropriate concepts which are strongly suggested by the

probability considerations.
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Chapter 5 NOISE STUDIES

5.1 Introduction

When the f7yansmissions of the type described earlier impinge
on the antenna of a receiver their detection is made uncertain by the
simultaneous presence of the random fluctuations called noise, If

the voltage or current at some stage in the reception process is
recorded as a function of time, the record would display an irregular
appearance and there would be no simple way of predicting the values

of the_ fluctuating voltage or current, Furthermore, records which

are obtained from the same receiver at different instants of time

and records which are obtained at corresponding stages of many
receivers would differ in their detailed structure., However, certain
average properties of these records would be nearly the same, and by
studying a large number of these records the average behaviour of the
fluctuating phenomenon could be described statistically. Such a
study is important because from it a quantitative measure of the
lexpected departure! from the average behaviour can be computed and used
to predict values of the fluctuating voltage or cwrrent. Also an
assessment can be made of the noise structure which is an important
factor if the noise effects in the proposed search technique are to

be made negligible.

In the present analysis, noise will be treated as one composite



135

source of interference and no distinction will be made between the
various types of noise as discussed in Chapter 2. For a full
assessment of the influence of composite noise on radio communication
it is necessary to know the variation, as a function of time and
frequency, of both the level and structure. In order, however, to
assess the noise structure and evaluate the noise effects on radio
communication the time scale of amplitude variation and the cumulative

amplitude distribution must be known.

5.2 Sources of Noise in Radio Communication

One of the main obstacles to obtaining reliable signal trans-
mission through the ionosphere is the atmospheric noise. This
tyre of noise is caused largely by the small electric discharges
which take place in the upper layers of the atmosphere and thereby

(55)

generate radio waves in the form of very sharp sudden pulses.

(56)

Extensive studies have shown that atmospheric noise is an
additive disturbance and extrinisic to the physical communication
medium, When atmospheric noise is picked up on the receiving aerial
it gives rise to short crackles of varying intensity and incidence;
'viewed on an oscilloscope it appears as series of pulses with short
but varying durations.

Spectral examination of the pulses reveals the fact that

atmospheric noise has a distribution of energy which decreases at high
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frequencies. It is, therefore, not surprising that the disturbing
effects of atmospheric noise on radio signals are not as serious

at the low frequencies as at the high frequencies. In fact, at
frequencies below 30 mHz, atmospheric noise is not a very substantial
source of interference in radio communication.

In the trdpics where thunderstorms occur with a frequency which
is dependent on the times and the scasons, the incidence of atmospheric
noise is also known to exhibit corresponding variations with the
times and the seasons. A quick and a reliable method of determining
the course of atmospheric noise consists in taking bearings on the

(57,58 ),

atmospherics received at distant points such a method can

be used to locate the origin of the atmospheric noise. ?remellen

(59)

and Cox, by means of an empirical study, have shown that the
estimable levels of atmospheric noise caused by thunderstorms
decrease with increasing latitude.
At frequencies between 20 and 100 mHz extraterrestial noise is
a significant contribution to the total received noise. As the
name suggests, this noise component is due chiefly to electric fields
produced by disturbances which originate outside the earth or its atmosphere
The sources of the disturbance are known to include the stars, the
ionised interstellar matter and the invisible concentrated spurces

called radio starb.(60)

An examination of the extraterrestial noise
has shown that it has the characteristics of random noise with a
continuous frequency spectrum and that its intensity at the earth's

surface is determined mainly by ionospheric absorption and the

direction of arrival.
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Another type of noise encountered in radio communication is
that generated by electric mashinery in industrial plants.(Gl )
Transientc effects produced by the making and breaking of a current
are the direct causes of this type of noise which has the character-
istics of an impulse noise and, because of its coherent frequency
components, differs from random noise. The pealkk amplitude is
proportional to the bandwidth of the receiver and not to the square-~
root of the bandwidth as in the case of background atmospheric

(62 )

noise. Reference to appendix .\ will make this point clearer,

5.3 Effects of Noise on Radio Communication

In any radio communication system like the one illustrated in
the block diagram of figb.Jd, the receiver serves as stage where
evidence of a transmitted message is gathered and then analysed in
order to recover the message., The source selects, in accordance
with a prescribed alphabet, the messages which are encoded and trans-
mitted as physical signals usually in the form of waveforms., The
transmitted signals travel through the communication medium to their
destination where they are received, operated upon and interpreted, again
in accordance with an established alphabet,

In the absence of noise or any other disturbance the recovery of

the desired message from the transmitted physical signals can be achieved
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without errors. However, the presence of noise is unavoidable
and all the real-time physical signals are subject to noise
disturbances which are beyond the control of the transmitter or the
receiver, The effect of the noise on the transmitted signal is
destructive and sets the ultimatelimitation on the information
capacity‘x of the radio communication channel. fny knowledge about
the information source, or signals received from it, provides no
information about the moment-by-moment noise values. However,
communication theory has demonstrated the fact that solely from
the knowledge of the statistical characteristics of the noise
source, the average rate of information loss can be determined.(63 )
Obviously, by reducing the rate of information loss,the maximum
extraction of the transmitted message can be obtained.

/nother way in which the performance of a communication system
is limited by noise is expressed in terms of the signal-to-noise
ratio of the receiver which is the terminal of the 'travelling
message's  Generally, if the noise voltage induced at the aerial
of the receiver is less than a certain amount,the interference introduced
by it is negligible. ILxpressed in terms of the signal-to-noise ratio,

the performance of a received communication system is poor when the

*The information capacity, C, of a channel of width W Hz is mathematically
expresseé as

C = Wlog, (1 + P/N) bits/sec
where P and N are the average signal and noise powors,rospectively. Genrally thds
represents the maximum number of bits which a channel can transmit in one
sec with a vanishingly small probability of error. It is jener=
ally true for.unconstrivined systons cad provides a standard for assessing

the efficiencies of practical systems.
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ratio is small, For any communication system there is a critical
signal-to-noise ratio at the receiver input below which the ratio

at output falls rapidly. Thus frequency modulated systems are
capable of a much reduced output noise level compared with amplitude

modulated systems for a given input.

5.4 Measurement of Radio-Noise Influence

The essence of any scientific attack on any problem is the
measurement of .a- 'magnitude'. In the case of radio communication,
attempts have been made to measure the noise power and assess its
average behaviour in a chosen channel,

The simplest way to measure the noise power is to use a linear
distortionless amplificer (so that the output is linearly dependent
on the input voltage) and a quadratic detector which measures the
output noise power. However, any non-linear amplitifier in combination
with a non-quadratic detector can be used if the proper precautions
are taken. In this case,it is necessary that the output measuring:
device be calibrated directly in terms of the output noise power. The
output noise power can then be read in a straight-forward way from a

calibration curve.
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The bandwidth of the noise amplifier should be small compared
to the bandwidth of the input circuit, but it should not be too small
as this would then require a large time constant of the detector.( 65)
At times, the small selective bandwidths that are required for accurate
measurement are not obtainable at the frequencies at which the
measurement is performed., It then becomes advisable to provide the
amplifier with a mixer stage that converts the noise signal to a lower
frequency at wﬁich selectivity is more obtainable,

Noise power is an important parameter in the field of radio
communicatioﬁ and is used in assessing the interfering effects of

( 66)

radio noise on a world wide basis. The basic parameter used
by the C.C.I.R. is the effective noise figure of the aerial which is
related to the root-mean-square value of the noise envelope by the

. . x
following expression:

F
a

E + 66,8 - 201log f

where E is the r.m.s. value of the noise envelope in decibels above
1 microvolt over a frequency band of 10 kHz; f is the frequency in
mHz and Fa " is the ratio of the available poise power to the
thermal noise which would be obtainable if the aerial were at a
reference temperature arbitrarily set at 288%K,

To study the diurnal variations of the noise level the day was

divided into six blocks of four hours each. Using an omnidirectional

*This was first described by a commi t£88 uhi ch reported its findings

to the C.C.I.R,
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antenna coupled to a spceially adapted receiver twelve observations
were made. A reading of the noise level was taken every 20 minutes
and from an assembly of such readings the curves shown in fig. 5.2
were drawn.

The gencralised curve of the diurnal characteristic shows that
from 1 to 5 mHz the night - time noise becomes definitely less than
the day-timc noise,. However, it is dangerous to over-generalise
since variations in noise characteristics accompany observations
which are made under similar conditions at different geographical
locations.

The arrangement of the apparatus employed in making the noise
observations can be secen schematically represented in the block diagram
of fige5,2 « The noise within frequency band of 10 kHz at a
particular centre frequency in the Hf spectrum is tuned in on the
receiver and the output level is measured in the stage following the
rccelver. To determine the actual level of the received noise the
output of a noise generator is fed into the rcceiver through a bank
of attenuators which are used in adjusting the level until the same

reading as that produced by the aerial noise is obtained,

5.5 Measurement of the Amplitude Probability Distribution

In order to obtain the amplitude probability distribution, a scheme

represented diagramatically in fig. 5.3 is used. The noise envelope
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within a band of 10 kHz is obtained by the use of a receiver whose
final i.f. output is 10 kHz wide at 3> db points. The receiver used
is a commercial type with all the a.g.cfccircuits disconnected

and provided with an emitter follower stage at the output of the
final i.f. stage. The aerial used is a vertical omnidirectional
type and an aerial attenuation pad is provided in order to prevent
overloading of the whole receiver set-up by exceptionally strong
signals,

To compute the amplitude probability distribution (a.p.d.) the
received signal is applied to an amplitude discriminator and a
limiting amplifier. The discriminator is operated at a fixed
threshold but the signal amplitude may be varied by the aerial
attenuator, The output from the discriminator passes to a square
wave generator (i.e. a box-car generator) where those sections of the
noise envelope which exceed the threshold are converted to rectangular
pulses as illustrated in fige. 5.4+ The resulting picture is that of
a chain of noise pulses. The amplitude of the noise pulses varies
randomly from zero to infinity and a digital computer can be used to
count those pulses which have an amplitude above a certain threshold
level. The higher the level is, the lower the counting result, C‘c,
will be. Because of the random nature of the noise, the measurements
are associated with an error; the relative standard deviation of the
error can be calculated. This can be made arbitrarily small percentage-
wise by increasing the counting time. In practice the error is small

(percentagewise) when BT > 1, B being the bandwidth of the noise and

xa.g.c. stands for automatic gain control.
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T the counting time.

It must be remembered that the object of the experiment is to
calculate the probability that the amplitude, E, of the noise is
greater than Eo’ a reference level that is pre-set by the use of the
aerial attenuator. By measuring the durations of the bimes, ti(i=l,2,..),
during which the noise level is equal to or greater than Eo and
comparing this to the total observation time, the probability,
Pr(E EO) can be calculated. If the total time of observation is T,
then

_ i
PI‘(E EO) - T

Also, noting that

"

Pr(E E)+Pe(E E) = 1
(o] (o]
~N

~

it is concludedxthat

Pr(E EO) = 1 - Pr(E Eo)

Errors that are to be introduced by the time constant of the
detector can be avoided by converting the received noise at any
frequency to an intermediate frequency at 100 kHz,

In fig. 5.5 the fraction of the time during which the noise
level is equal to or above a given reference level is plotted as a
function of the reference level, The plots shown have been obtained

for noise at 1, 5, 7.5 and 20 mHz, using ten reference levels.

*For a more rigorous account of the distribution and its type see

Appendix B.
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5.6 The Ratio of the Signal Power to the Noise Power

When the noise and a signal appcar at the output of the receiver
the disturbing effoct, or the annoyance value, of the nolse depends
not only on its characteristics and :the signal-to-noise ratio,t but
also on certain subjective and objective factors involwed in the

(68 )

method of observation., Steundel vho studied the aural sensation
produced by a succession of impulses discovered that the apparent
loudness of an impulse is determined by the pressure integrated over
a small fraction of a second in the region of its peak value,

However, when the properties of the ear are ignored, as done
in the case of instrumental observation, the fluctuation of the
indication due to noise is the relevant measurc of the interfering
effect. In the presence of a steady signal, unperturbed by noise,
the indication is ideally steady and only related to the signal
energy through the dynamicsx of the energy measuring device. Therefore,
a measuring device constructed with a hypothetical bypass for |
fluctuations due to noise can be used to measure only the steady
indications due to steady (or slowly varying) signals. /n arrange-

ment for such measurements has been shown in the block diagram of

fig.5.6 , and it is obvious that an instrument of this type will be

* The dynamics of a measuring device is usually expressed by the
output-input relationship. Thus if u is the output and i is the
input, then u = £(i) expresses the dynamic relationship between u

and i.
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Meas, O
o Device
Signal +
: = —-
Noise By-pass Signal
gna
o —0

Pige 5.6 An arrangement for hypothetical Noise~free

Measurement

quite unresponsive to noise, indicating only the presence of wanted
signals. With this arrangement the ratio of the power of the
signal to that of the noise becomes unimportant since all of the
noise is fed into the by-pass and hence does not affect the desired
output.

In the present investigation an attempt has been made to
construct an equipment capable of ignoring the continuous presence
of the noise and responding only to the signal which "falls into the
field of search'. This field of search comprises the total frequency
band in which the time of initiation or the cessation of a signal
is to be determined. The indicating instrument, for all practical
purposes, will remain in some particular state irrespective of the
noise intensity, but will immediately change into its second possible
state whenever there is a change in the signal content of the search.
field. In the following chapters practical steps that are taken A

perform this operation will be discussed.
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Chapter 6 DESIGN OF EXP:RIMENTS

6.1 A Biased Sampling Procedure

In the conventional Signal Sampling TheoreéF(Whittaker, Gabor,
Shannon, Nyquist, etc.), the signal is considered "band-limited"
to W Hz (a Fourier infinite time concept). If the band-limited
signal has a time duration of T seconds then 2IW samples of it,
uniformly spaced at successive intervals of 1/2W seconds, are
required for its specification.

Many signals employed in communication fluctuate considerably,
having intervals of dec, zero or slowly varying values, intersperesed
with regions of rapid change. Hence for communication purposes, |
signals representing, say, speech or video are regarded as stochastic
processes and knowledge of their moment-by-moment fluctuating
properties are therefore essential, Unfortunately, by averaging
over infinite time as is done in Fourier analysis the moment-by-
moment fluctuating properties of the signals are concealed.,

In communication science, problems which cannot be tackled
non-empirically so long as the temporal fluctuations are so concealed
are sometimes encountered. For example, in some search problems,
interest is focussed only oﬁ some particular events and it then
becomes expedient to adjust the rate of sampling so that, in the

areas where the objects are likely to be found, more sampling may be

*See references (69-70),
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done than in those areas where the events are not likely to occur.
It is, therefore, feasible to vary the rate of sampling of video
signals, using an instrument called a detail dctectar571) This
instrument examines a waveform of a video signal continuously
and samples it at ratecs depending upon whether there is little or
great picture detail. The different rates of sampling are deter=-
mined by, and based on, the statistical measurements of picture detail
of different types of television picture,

Obviously, what is required in situations like this, is a
non-uniform rate of sampling, an idea which strongly suggests
the use of a "variable bandwidth'", The bandwidth required in any
search procedure should not be a fixed quantity but a variable
determined only by the characteristics of the objects being sought.
In other words, the size of the total search space is only a probable
measure of the quantity of objects that can be expected.

Figbd is a diagramatic illustration of a search space the
width of which is A. If intercst were to be momentarily focussed
on the ill-defined pulses shown in the diagram (the rough widths of
the pulses are L, (£t =1, 2, eene ) then a biased form of sampling
may be employed. The transmission signals represented in the
frequency space as pulses can be adequately specified not by taking
samples from the whole search space at some calculable rate determined
by the width of the whole search space. In fact, since the signals
in the frequency space are specified by samples taken only from regions

occupied by them, the sampling rate can be made variable, A
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' Fige 6o1 A search field in vhich biased sampling
can be perfor—ed
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satisfactory variable rate of sampling can be achieved by firsf
assessing, in some appropriate manner, the statistical properties
of the search space. When the statistical measurements have been
made, the biased form of sampling in the search space can be performed.
The specification of the transmission signals located in the space
can then be accomplished within some calculable margin of error,
A practical criterion for the success (or failure) of the whole
operation can be made to take account only of the regions occupied
by the signals, that is, a microscopic and not volumetric assessment,

One practical way of achieving biased sampling is by sampling
the "important areas" more often than the other regions of the
search space where transmission signals are not likely to be found.
In situations where many cycles of sampling are desired and feasible,
the first cycle of sampling can be done at one appropriate rate;
subsequent cycles containing fewer numbers of samples cach can then
be obtained by making use of the information derived from the first
cycle of samples. However, for rcasons suggested by time saving
considerations and other practical factors it is not always advisable
to allow more then one cycle of sampling., Other forms of biased
sampling must then be explored in order to derive the full benefits
of biased sampling,

Fig., 6.2 shows a portion of the Hf spectrum in which the
important arcas cohtaining transmission signals as well as noise are
clearly visible and marked Af. The "unimportant area ' appearing

between two successive "areas of importance'" contains noise alone and
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is marked 4 . If the locations of the "important areas' are

known a priori then it is possible to design the biased sampling
technique in such a way that more samples are taken from them than
from the unimportant areas. (In the figure referred to this idea

is illustrated by the closcness of the samples taken from the
important areas). But since the a priori information is usually
not available, a compromise technique of biased sampling becomes
necessary. In this method of sampling, samples arc taken at a rate
which lies between the rate requited for the "important areas'

and that for the'unimportant arecas'". The sampling is then performed
at a uniform rate which, although slow for the "importamt arcas",

is still good enough for the specification of the signal contained
in the important area. Also, since it is computationally easy and
usually more convenient to sample at a uniform rate, the sampling is
performed at some uniform rate determincd by the appropriate number
of samples required to specify, not the whole search space, but the
narrowest possible band-limited transmission signal.,

Furthermore, the need to save time, though an important
consideration, is not the only reason for performing empirically
biased sampling. For it can be shown (sce Sectionx 6 ) that the
chances of extracting mexcdmum information about the objects "hidden
in the search space' are also optimised when biased sampling
techniques are properly employed. Again, from the point of view
of information thcory, the process of biased sampling helps to

conserve information about the desired objects of scarch and at the
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samé time destroys only the bogus information about the unwanted
objccts.

By long term spectral analysis or cross-correlational examina-
tion of the samples from the search space, the appropriate
information concerning the essential characteristics of the space
will be obtained and then used to identify the wanted signals.,

The identification is achieved by examining changes in the space
characteristics which reflect corresponding changes in the degree

of .correlation between the various groups of samples collected from
the one and the same search space., When the degree of correlation
falls below some acceptable value it is concluded that either a new
transmission signal has occurred within,or an old one has disappearcd
from, the search space being examincd.,

In most cases of interest,it is not known a priori whether or
not any number of transmission signals exist in the secarch space. £
preliminary’ search procedure is then required in order to "'learn'
the state of the space. This learning process takes time and may
be difficult but, as will be shown later, this difficulty is not too
great and there is ultimately a considerable amount of time saved
by employing this general method of biased sampling. It is also
important to note that the method of biased sampling has the inherent
ability of reducing the number of samples required to specify a
transmission signal in the frequency space and hence can be regarded
as a process of removing redundant samples. The actual number of

dimensions of the signal is not affected.
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6.2 Choice of Scanning Time of a Sector when the Observation Time

is Fixed

In secrching for signals located in one or several small intervals
of a frequency space which ore scanned successively, the overall time,
T, of observation may be a fixed quantity., The time, t, allotted
for the scanning of the ith interval of the space will then be
related to T in such a way that if there are m frequency space

intervals, then

m
S 4 =
i
i=1
The time, ti, can also be sub-divided into ng equal intervals, X;y SO
that

n, x; =t (n 2 1)

Having done this the decision on the presence or the absence of a
signal in the ith space interval can be taken cither on the basis

of the observation stored during the time ti or after cach of the n.
observations. However, when the time ti is sub-divided into the n,
equal intervals (nixi=: ti) the probability of detcction is observed

to be unaffected by the sub-division if the signal to be detected is
coherent and undergoes fluctuations which are fast compared to the
ratio ti/ni (i.e. xi). Thus if in the detection of constant amplitude
signals the coherence is not preserved from observation cycle to

observation cycle then the sampling (i.c. the sub-division of the time

ti) will lead to a decrease in the detection probability. If coherence
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is preserved, however, by utilizing the evidence obtained in a
previous observation time the probability of detection can be made

to increase or, at worst, remain constant.

6.3 A Study of the Freguency Spaoe Characteristics

Figs. 6.3 and 6.4 illustrate some spectral configurations of
which can exist in a frequency space under examination. These
different configurations, in the usual terminology of signal trans-
mission, represent only a few of the many types of radio emissions
which are employed in radio communication. (To obtain pictures
of these spectral displays a photograph of ecach spectral configuration
is taken in three stages. First, the top part of the display, O to
~-30 db, is photographed; the gain of an associated amplifier is then
adjusted to + 30 db and the lower half of the display is obtained,
Finally, a standard frequency modulated with 1 kHz harmonics replaces
the signal under examination to provide an accurate scale at the base
of the display. The frequency range can be extended and the
sensitivity also increased by the addition of suitable frequency
changing circuits.)

As an example of the picture of spectral composition of a fréquency
space, fig.6.3a is a representation of an amplitude modulated signal
field (a telephone signal). The two independent side bands of the

signal can be seen on cither side of the unsupressed carrier. Fig. 6.3b
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also shows an amplitude modulated signal but with a single side
band and illustrates 2 typical signal field of a multi-channel voice
frequency telegraphy system, The spectral configuration of a frequency
modulated signal field is shown in fig.6.4a and fig.6.4b is the field
state of a frequency modulated signal, with four-frequency diplex
as in telegrazhy. Before the emergence of any of the types of
tromsmissions that are possible in the frequency space being examined
the field state of the space represents the amount of noise that can be
detected by the receiving equipment and so be found in the accompanying
measuring devices. Such a noisy ficld state is shown in figkS.

In the absence of any of the active transmissions mentioned
above, any frequency space under examination can be charactcerised by
parameters which are associated with noise alone. Hence in order
to provide for the possibility of detecting an active transmission
which may 'emerge', the frequency space must be examined continually.
It will then be possible to detect as soon as practically possible
when the noise parameters of the 'noisy! field state have changed
sufficiently to indicate the emergence of an active transmission
(or a group of active transmissions). Conversecly, a field known
to contain an active transmission can also be examined continually
in order to detcct when the transmission ceases operating in its
allotted portion of the frequency space.

In the present analysis as previously explained, it was found
necessary and expedient to scan the field and obtain sample'values

from it. The samples thus obtained would specify the particular field



'

L

S e e B e bt A s by

cean

ctrum of noise-and a transmission signal

A spe

‘

”



165

under examination at the particular time when the samples are
obtained, At a later time the field isgtanned for the sccond
time and another group of samples assembled for the analysis. It
is found that by comparing( by mecans of correlation analysis,) the
two groups of samples assembled from the frequency space under
examination changes in the transmission content of the space can be
computed. The essential object of the procedure is to detect a
calculable change (in the field) whenever it occurs in as short a
time as possible, subject to the normal, prescribed condition on
false alarm probability. The detection problem is, therefore,
one of simple hypothesis testing. The hypothesis that there has
been no paramcter change is tested against the alternative that
there has been a parameter change and the appropriatce decision is
then made,

As long as the state of the field remains unchanged the sample
groups assembled from it can be analysed in arbitrarily selected
pairs and shown to produce a defiﬁite form of a correlation function.

7)),

(cf. analytic continuation Hence the persistence of the one
form of correlation function is an indication of the fact that the
transmission content of the field has not suffered any change. The
arrival, or thc cessation, of a transmission can, therefore, be
announced when the form of the correlation function is sufficicently
different from the expected form "of no change'. In chapter 4

the expected form of no change has been given a precise, mathematical

interpretation and a measurable deviation from it is used in the process
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of deciding whether or not new transmissions have appeared in the
frequency space under examination.

In the present investigation two sclected groups of samples
from onc and the same field are corrcloted and the properties of
the resulting correlation function are examined and interpreted in
order to define the state of the particular field., Thus, if the
correlation function is an even function so that the two sides of it
are identical with respect to an appropriately chosen axis than the two
groups of the samples assembled from the field specify the same state of
a field. However, when the correlation function obtained by
processing the two groups of the samples is non-even then the state
of the field being examined has suffered a change during the second
sampling. Also when the corrclation function is even but appears as
a damped exponential function the indication is that
the two groups of samples are from a random or a 'noisy field',

More gencrally, the correlation function consists of alternating
crests and troughs. In the instances when the distances between
successive crests (or troughs) are uniform over a rcasonable number
of cycles and the correlation function itself regularly drops to
some terminal amplitude beyond which there is no significant
further decrease, the two groups of samplcs would appear to have
come from the same transmission field, A distinct variation of
the above correlation function which was cncountered frequently
during the investigation is the one in which the distances between

successive crests (or troughs) are not uniform and the correlation



167

function is characterised by alternating growth and decay., In
most situations this later type of correlation function is not even
and hence implies a change in the state of the field from which the

two groups of samples are assembled.

6.4 The Computation Process

A proper choice of the interval between successive samples of the
field was made after some amount of preliminary study has been made
employing artificially generated transmission signals and noise.. In
order to simplify the relevant computations the nature and the form
of the transmission signals used were assumed knowne.

The samples were obtained at the appropriate rate™ of one

sample value per 1 KHz™ by using an analogue~to-digital converter——

®White noise was used in these preliminary studies simply because means of
generating this type of noise was easily and readily available. More-
over, white noise lends itself casily to analysis.

"By confining the sample space to being quite large but finite, the
problem associated with defining a uniform density over an infinite set can
be avoidede The rate of sampling in this investigation was equivalent to
about four samples per one volce channel which is about 3¢5-4.0 kHz wide,
P The analogue-to-digital converter used in this investigation is another
proprietary equipment manufactured by Mullard Co., England. It is used

in converting continuous current waveforms into discrete ones by a method

of sampling.
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in conjunction with a tape perforator which would junch out
the digitised amplitudes on a punch tapc. The analogue-to-digital
converter is designed to sample analogue voltages in the range 0-10
volts and provides the corresponding digital outputs. The digit-
ising is performed by a shift register, and the relevant circuits
for procducing the digital equivalent of an amalogue input voltage
arc also part of the converter.

For the‘purposes of thc present investigation a sampling pulse
of not less than 1 millisccoﬁd was required. This satisfied the condition
thai'#i/hiis long compared with the signal fluctuation, Digitising at the
rate of ten digits per one sample value, a digitising frequency
of about 1 kHz was found quite suitable and convenient from the
point of view of ease of operation, iAlso, clock pulses, obtained
as an auxiliary output from the panoramic adaptor, were used to
synchronisc the sampling signals and in this way the problem of
having to provide a separate sampling signal facility was avoided.
/nother related problem which was overcome by using the clock pulses
from the panoramic adaptor was that of non-synchonous functioning
of the penoramic adaptor and the analogue-to-digital converter. In
fact, it was not found nccessary to bulld any separate unit which
would provide the required synchronism apart from the cascade of
simple multi-vibrator circuits the inputs of which are the clock pulses
from the panoramic adaptor. Suitable division of the clock pulse
period can then be accomplished by tapping from the appropriate sections

of the cascade., 1In fact, to meet the simple requirements of the method
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of sampling evolved for the investigation, a suitable arrangement
of multi-vibrator circuits (including onc Schmitt trigger circuit
ond one amplifying stage) was used to obtain pulscs whose repetition
rates are a 50th and, or a 100th, of thec rate of the clock pulse
derived from the panoramic adaptor.

Assuming the two groups of M samples assembled from the frequency
field are X, and xj (i, 3 1,2, eese,slV) the analysis begins with the

computation of the serial products

O = Ko T KT eeees TRy Yy

A close inspection of the above equation will show that 6p is the
pth coordinate of the discrete cross~correlation function after the
pth translation of the X group of samplcs with respect to the ¥
group. A simple method of normalisingx cach product of the series
was employed during the ecarly stages of the investigation but was
abandoned later because normalization was found to be contributing
very little to the results of the analysis. In fact, the time
involved in the normalisation process was out of proportion to its
usefulness.

Other sets of serial products, Cp and Dp, were computed,

* In order to normalise the product, BP, we multiply ﬁp by 1/(M-p).
Thus, the normaliscd product, Yb’ becomes

1
M=-p

(lep+l cerreeesieaeeaes Xy PYM)
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performing #ii¢ similar operations as in the computation of Bp. Thus,

= + + L 3R B AN ] + X
Cp XlXp 1 XZXp 2 XM-p M
and
= + + esee T
Dp YlYp 1 Y2Yp > .o YM_pYM

dAs before Cp and Dp are unnormalised and for the same reasons as

for BP. It is important to note that cp and Dp (P 1,250000000002M)
arc, réspectively, the auto-correlation discrete functions of the

X and the Y groups of samples assembled from the field under cxamina=~
tion. A direct comparison between Dp and Bp (or between Cp and Bp)
was.made in order to analytically study the differcnces the trans-
mission contents of the two states of the frequency field under
examination. Jn indication of the location of any transmission which
appeared in onc state and in the other state was necessary in order to
establish the identity of that transmission.  /lthough this indication
was provided by the type of comparative study undertoken in the prescnt
investigation,it soon became clear that the results were dependent
upon the resolution capability of the instruments being used., It

is worth mentioning that with this cquipment it was possible to

detect the emergence of transmission(s) within a frequency ronge of

10 kHz in a total sweep range of 100 kHz,
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6.5 Choice of Test Functions

Having obtained a pair of spectra in a manner described earlier
(section 6.3) the detection of transmission changes is begun by
correlating the waveform representations of the two spectral records.
The correlator employed is designed in such a way that its output is
either the autocorrelation function of any one waveform representation
of a spectrum or the cross—correlation function of two different Qave—
form representations, Assuming that the spectral records are
represented by fi and fj’ the correlation function which can be

evaluated are ¢ii’ g.. and ¢ij’ where

Jd
¢ii = autocorrelation function of fi
¢jj = autocorrelation function of fj
¢ij = cross~correlation function of fi and fji

In order to establish any differences between the transmission
signal contents of the spectrum represented by fi and those of another
spectrum represented by fj’ a general function T(¢ii, ¢ij’ ¢jj)’
is conceived, Three main classes of the generalised function can be
evolved, and by using each class function, the differences between
fi and fj can be detecteds The three classes of fanctions, to be
known as 'test functions", are the following:

(1) T1(8,4s ¢ij)

(@) 1,04, ¢jj)

(3) T3(¢ij)

Other combinations of the ¢g's can be forwed to gencrate some more classes



172

of the test functions, but in the present investigation, use will
be made of only three depicted above, largely because of their
simplicity in form.

The test function, Tl(¢ii’¢ij)’ is derived from the auto-
correlation function, ¢ii’ and the cross-correlation function, ¢ij’
and is defined as the "absolute" differcence between ¢ii and ¢ij' In

mathematical terms,

I

Ty (dy5s #yy) le,; - ¢ij\ vee (0.1)

132
Similarly,

eee (0.2)

|

RS
1

RN

T2(¢ii, ¢jj) =

It is evident from the form of equation (0.2) that the evaluation of

T2(¢.

. s @..) requires the use of the autocorrelation functions of the
1L JJd

two spectra represented by waveforms fi and fj'

The derivation of the test function, T3(¢ij)’ involves only the use
of the cross-correlation function,d;; and is defined by the following
relationship:

o= Ve - | ver (0.3)
Clearly, the evaluation of T3(¢ij) implies a comparative study of the
two sides (i.e. positive and negative) of the cross-correlationfuncdon,¢ij,
formed from the waveforms, fi and'fj, which represent the two spectra
under examination. In equation (0'3)’¢Zj is the positive side of ¢ij and
¢;j is the negative side. dctually, 'I‘3 iz the "absolute!" differcnce

between the two sides of the cross-correlation function, ¢ij'
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6.5.1 Nature of the Test Functions

It can easily be seen that the test functions, Tl’ T2 and TB,are
ideally zero functions; that is, whenever the two spectral records being
compared have the same transmission signal contents then their
"difference" is ideally zero. Otherwise, they have finite values
at all, or some, of the points in their space of definition. The
space of definition is equal™ to either the swept bandwidth (for T3 )

or two times the swept bandwidth (for T, and Tz). Since most of the

1
practical situations encountered are far from being ideal, the test
functions are not usually zero functions, but have a finite value
almost everywhere in the space in which they are definede This is
true even when the signal contents of the two spectral records under
examination arce nominally the same,

Figb.6a shows a representative waveform of a spectrum which might

be observed at some time t. At a later time, t +1§Lt,'the spectrum is

Xx. . . . . .
A zero function is a function whose value at 21l points is zeroe.

The swept bandwidth from which fi and fj are constructed is equal to

the size of the space in which T, is defined. This is because for

3

every point in T3 there are two points in ¢ij from which T, is derived,

3
It should also be remembered that the correlation functions, ¢ii’ ¢jj’

and ¢ij are defined in a space equal to two times the swept bandwidth

and that the "fold-over" effect inhcrent in T3 is absent in Tl or T2.






175

observed again ond represented by the waveform shown in Fig. 6jbb.

In the analysis of such a pair of spectral records, some important
assumptions are made. First, it is assumed that the locations of the
signals which appear in the spectral records do not vary with time.
Second, it is assumed that all the noise in the spectrum can be
regarded as an addition to the transmission signals that may exist

in the frequency band under observation.

Fige 6.72 is a typical representation of a noise spectrum found
within a portion of the hf band. Vhen an active signal transmission
signal whose spectrum is similar to that shown in fig. 6.7b appears
anywhere in the given region, the spectrum of the combined signal aond
noise is obtained (fig. 6.7¢)e From the two waveforms shown in
figse. 6.7a and 6.7¢, the correclation function g;; is formed. In this
function, it Qill be observed that the noise has assumed a structure
(fig. 6.7d) similar to that of the signal which it "closks". This
equilization of structures is accompanied by a corresponding improve-
ment in the amplitude discrimination between the signal and the noise.
In fact, this is ome advantage of the correlation process.

The peak that appears in the plot of the test function, T3’ is an
indication of the difference, in signal contents, between the two
spectral records under examination. The test function would havg been
a zero function were.it not for the signal located i@ the search gand

slot and revealed in one of the spectral reeords.
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6.6 Setting of Threshold

6.6.1 Introduction

When the effects of noise and fading are absent, it is generally
possible to attain theoretical perfection in a transmission signal
detection process. However, in the presence of noise and when the
signals are affected by fading, the existence of the signal within
the search band becomes an uncertain event and can be established only
statistically, The problem, therefore, of determining the existence
of a transmission signal can be solved in a manner which attaches a
measure of uncertainty to the achievable solution. In fact, in
"spotting' the precise location of a transmission signal in a given
frequency band, the observation time required is inversely proportional
to the bandwidth™ of the signal and, for a signal with a small bandwidth
( ¢ 1Hz), the detection time is very long.

To the human observer who is required to make decisions on the
existence (or non-existence) of the transmission signals, a criterion
based on the signal-to-noise ratio of the detection process is normally
sufficient and the important requirement, thercfore, is a maximised

signal-to-noise ratio level., Such a procedure based only on the

xHere, the principle involved assumes that time and frequency are
conjugate variables and that, in order to sharpen a characteristic in
terms of one variable, it is necessary to increase its breadth in

terms of the conjugate variable, This is the basis of the uncertainty

principle in modern quantum mechanics used in atomic theory.
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signal-to~noise ratio may be informationally adequate, but the human
observer is usually left with the task of making a mental estimation
and hence the final decision. It will, therefore, be more convenient
and, of course, more appropriate to provide, not information to be
further assimilated by a human observer, but the information which

is the decision itself. The problem is a complex statistical one and
can only be solved satisfactorily by judicious reference to the

(74)

appropriate statistical theories on decision making.

6.6.2 Amplitude of Peaks in Test Functions

The appearance of peaks in the plot of a test function has been
shown (section 6.§) to be the basis of the decision concerning the
differences between any padr of spectra being analysed. However, the
occurrence of peaks alone cannot be taken as a sufficient criterion
since the noise™ effects and other disturbances may produce peaks and
hence lead to the erroneous conclusion that some relevant change in
the frequency space has occurrede.

In the present investigation, therefore, a criterion based on the
amplitude of a peak has been adopted as an adequate "figure of merit!"
and used as a basis for the decision making procedure. The choice
of this criterion was suggested by the results of some empirical

studies, the description of which can be seen in Section 7.2.2. In

*The nolse under consideration is that introduced during the analysis and

that caused by errors in the computation processes.
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these studies, the amplitudes of the various peaks appearing in the
plots of the test function are measured and those pcaks whose amplitudes
exceed a "certain figure" indicate situations in the analysis where
transmission ‘signal changes in the spectrum have occurred. This
figure, with vwhich the peak amplitude is compared, is known as thé
threshold of the search system, and thus sets the minimum limit to

the detectable transmission signal changes that can occur in a spectrum.
The setting of the threshold is never perfect and this also means that
vhen a change is detected by the search procedure, there is a small

but finite probability that theé: detection result is false. .-

6.6¢3 Logarithmic Assessment of Peaks

The test functions derived from the auto- and cross-correlation
functions of the waveforms which represent the spectral records, are
plotted on a logarithmic basise To do this, the values at all points
of the correlation functions, which are employed in the computation
of a test function, are compared to the value at the origin. 1In
other words, each correlation function is normalised with respect to the
value at the origin. After this, the modified (sce Section 7.)

point values are converted into corresponding values in decibels by the

. nudhplicahor o . .
use of the appropriate uﬁ@%rgﬁi&eat;ve factor. The test function is then

xStrictly speaking, the unit of the decibel has been introduced for the
particular purpose of measuring power ratios. Hence, a power ratio of

Pl/P2 is equivalent to 10 log,, Pl/P2 decibels.
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plotted with an ordinate measured in decibels. The choice of O db as

the datum of all the measurements has been based on the factxx that

o) _ _
1087 §167' = logjg1=0

Indeed, when an event is compared with itself the condition of no
change will be observed, and if a "logarithmic comparator' is postulated
in such a situation, its output will be zero. The only point in any
of the correlation functions which is transformed unchanged into a
point in a test function is the origin and hence the condition of no

change is always observed there,

?5)

According to Shannon s the choice of the logarithmic basis

of description is usually prompted by the following reasons:

(1) The logarithmic value is morec useful. Parameters of
engineering importance tend to vary linearly with the
logarithm of the number of possibilities .... Doubling the
time roughly squares the number of possibilities, or doubles
the logarithm,

(2) The logarithmic value is nearer to our intuitive feeling as
to the proper measurc. One fecls, for example, that two
punched cards should have twice the information capacity of
one for information storage.

(3) The logarithmic value is mathematically more suitable.

Since the power spectrum is the representation of the autocorrelation

function in the frequency domain, the relation between them is a linear one.
In fact,if r(f) is the power spectrum and R(T) is the autocorrelation

function of some time function g(t), then

o(£) 2™ 45 ang
R(D " 41T,

R(~’)
r(f)

]

Hence, just as we can measure the ratio of the powers at any two arbitrarily

<

chosen frequencies, we can also obtain the ratio ﬁ?i?7WhiCh is a "powexr™

ratio at some two points, T and

1 55 in the correlation space of R( ).
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Chapter 7  PRELIMIN..RY EXPERIMENTS ON REAL .ND

SIMULATED SIGN:L,

7+1 Introduction

Preliminary tests were carried out with the purpose of studying
certain factors which may affect the results of the search process.
The topics studied were the necessary time separation of the spectral
records, and the effect of selective fading and non-selective fadinge.
4 general study of the ability of a test function to detect any
changes in the spectrum was undertaken, and methods of deciding on
a system threshold were also investigatede. A1l these tests involved

experiments on both real and simulated spectral records.

7.2 Suitability of Test Functiong
7.2.,1 Experimental Technique.,

Theoretical considerations (scction 3. )  have shown that it is
generally possiblce to detect transmission signoal changes in any given
spectrum by the application of a test function defined in section 6.
The changes in a spectrum can arise from a number of causes, the
important ones being:

(1) Actual "loss" or "gain" of transmission signals;

(2) Selective and non-selective fading.

(3) Very low signal-to-nolse ratio of signals located in the

spectrum,
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In order to judge the suitability of a test function when
any of the above mentioned causes affeect the transmission signal
contents of a spectrum, preliminary experiments and simulations were
necded, Fig. (7.1) shows the experimental arrangement employed.

Four AMésignal generators and a white noise source were used., The
signals and the noise were combined in an adding circuit whose output
was fed into the (Racal) receiver. The panoramic adaptor and the (Mullard)
analogue-to~digital converter then produced, respectively, a visual
display and a digital record of the composite spectrum of the various
input signals and noise. Two spectra were produced for the analysis,
and each of these contained a number of AM signals centred on
different frequencies within the selected frequency band., The centre
frequencics were chosen in such a way that for any two adjacent signals,
the highest frequency componcnt of the lower~frequency centred signal
differed by at least™ 4 kHz from the lowest frequency component of

the higher-frequency centred signal.

One spectrum of four such signals, mixed with white noilse, was
produced, sampled and stored; another spectrum whose signal contents
were changedxx according to the type of study in progress was also
produced and sampled. The spectral records produced then became the
discrete waveform represcentations of the spectra of signals (and noise)
injected into the receciver.

The analysis of the various spectral records that are generated

*he choice of this was determined by the width of the conventional voice
channel, .,
The chonges are effected by any of the three couses mentioned in sectZ2.l.

#hmplitude modulated,
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follows the same trend as those discussed in section 6.4. Thus,
having obtained a pair of speetra represented as waveforms, f:!. and f 3
the correlation functioms,. ¢:Li’ gy j and ¢ 35° 28 evaluated,.

At times, the differences between £, and f j were so great that
they could be observed by visual comparison of the plots of ¢:Li. and ¢i;l°
But at other times, it became necessary to actually compute and plot
a test function in order to obtain the relevant information about the

transmission changese.

7.2.2 Threshold Setting
Theoretical considerations have shown that the peaks in the

test function, which rise above the O db level indicate that a
difference in the pair of spectra being analysed has been detected.
However, in practical situations to be described, it was obhserved that
even though any two spectra contained the same transmission signals,
the test function, T,(#y ;) was O b only at the origin, This
departure from the ideal is attributable to the presence of noise,
fading and other sources of disturbance in the hf speotrum and suggests
also the need of a threshold different from the O db level.

In order to show practically that the height of the peaks in the
test function can be used in the decision making process, pairs of
apectra which were known to contain the same transmission signals were
produced.  Another set of pairs in which the two spectra of a pair

were known to contain different smd unequal numbers of transmissions



(]

were also produced for analysis. The method of analysis and, the
experimental arrangement employed were similar to those discussed in
section 7,2. In other words, real-life conditions were simulated by
generating AM signals and combining them with artificial noise in order
to produce the spectra which were anolysed. The object of this
present exercise, was to show experimentally that the test function was
capable of detecting any differences betwecen a given pair of spectra
which actually contdneddifferent transmission signals.

In these experiments, the average signal-to--noisex ratio of the
signals in each spectrum was maintained constant but with a small
difference (3~5 db) betweeon the two averages. (A way of controlling
the level of the signals and noise has been discussed in section 7.2.3.).
The test function was computed for each pair of spectra and the mean
peak-height of the test function was calculated, In situations where
there was no "genuine'" diffcrence between the signal contents of the two
spectra being analysed, peaks of the test function were observed to
be below the 3 db levele With thislevel as threchold, 96°/, of the
genuine differences were detecteds The plot of fig. (7.2) shows that
for peaks in the test function whose levels wers hipher thqn % db, the
percentage of differences detected was smaller. It is important to
note here that, with the levels of signal=to-noise ratio employed
(1-25 db) the results were not affected appreciably.

Real-life spectra were also analysed in exactly the same way as

*In the simulation tests, the signal-to-noise ratio was assessed by a direc
comparison of the strength of the signals injected into the receiver with

the power of the noise with which they are mixed.
™ his is the "level" of dissimilarity. See section 8ala
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that described above. The spectra were all chosen from a region

of the hf spectrum where the signals contained were known a priori.
The spectra were obtained at different times of the day and night,
and the separation time between a pair was, on the average, 45 |
minutes (see section 7.4). The signal-to-noise ratio of the signal
in each spectrum was unknown and hence unspecified. However, the
results with artificial signals have shown that the signal-to-noise
ratio, provided it remained constant, did not influence the direction
of the results. With real-life transmission signals,9()°/o of the
genuine differences were detected when the threshold level of 3 db

=
was used.

7e2¢3 Sensitivity of System to Changes in Signal Levels, SEffegtg

of Non-selective Fading).

B& keeping the level of.thc four signals in one spectrum at a
6onstant level and varying all the signal levels in the other spectrum,
different sets of paired spectra were generated.s For each pair, the
three test functions were computed and used to detect any differences
that might exist betweeh the pair concerned. A means™ of measuring
the noise average power in the selected frequency band was devised,
and knowing the signal power level, an cstimate of the signal-to-noise
ratio was made. (It is important to note that the noise generator was

capable of producing noilse bandwidths ranging from 50 Hz to 500 kHz, )

*A random noise volt-meotér (Brilel and Kueer, type 2417) wes used.

xxTifty pairs of spectra were examined in any given situation.
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Also, with a suitable circuit arrangement, a nolse bandwidth of
5-50 kHz could be translated to any high frequency range by a
heterodyne process.

In the experiments carried out, a maximum difference in signal
level of 20 db between the two spectra was achieved. Some
representative plots of a test function for various signal level
differences have been shown in fige. 7.3. i table of results is
also given (see Table 1). In this table, a result of the search
analysis is obtained by selecting a test function from the first row
and the level difference from the first column, The column in which
the particular test function is found and the row corresponding
to the selected level difference meet at ¥ or No A result, ¥,
implies that there is a difference in signal contents of the two
spectra under examination; N implies the opposite decisione

From the plots and the tables provided, it is evident that,
although the test functions are derived from simple similar functions
(i.e. the correlation functions), the capability to detect "genuine™
differences between any two spectra vary from one test function to
another., In any case, the results have shown that when the signals
and noise in the spectrum are affected by disturbances which resemble
non-selective fading, it is generally possible to detect the genuine
transmission changes caused by the advent of new signals or the cessation

of active operation by a transmissione.
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7.2.4 Simulation of the Effccts of Selective Fading

Another series of experiments were performed in order to study
the results of simulated selective fading. Selective fading patternsx
were generated by adjusting the levels of the individual signals in
the selected frequency band, (Provision for controlling the levels
was available in the instruments used).

As before, the test function corresponding to a pair of spectra
was computed, and a table of the results has been given in Table 2.

Ten test functions obtained did not exhibit any definite shape or
pattern. It was also observed that by using relatively high level
signals in one spectrum of the pair, the results of the analysis

were misleading. Differcnces between the spectra were observed

when., in fact, the two spectra contained the same number of signals
centred on the same frequencies. The table, however, shows that the
test functions give reasonably good results when the average difference

in signal levels is small, say, 3-8 dbe

7«5 Emergence and Disappcarance of Signals
A method of investigating changes that take place when a new

transmission starts up and ceases in any given portion of the hf band

was deviscd, involving the arrangement of the experimental apparatus

x . . .
Selective fading patterns and their probability distribution are fully

discussed by S. O. Rice in the reference 76.
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TABLE 3
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similar to that used in the previous experiments (Section 7.2)s In
these experiments also, AM signal generators and a white noise source
were employed. A provision for quenching onc or more of the signals
permitted the insertion of a specified number of signalm.  Their
locations within the chosen frequency band were known and their levels
were also pre-scte Vardaus SN.ratio levels (see scotion 7.2,1) were
employed, and the test funetions were used as means of detceting the
differences in the signal contents of the two spectra being examined.

Results of these simulations are given in the form of a table
(sec Table 3). In the first column, the diffcrence between the
number of signals contained in one spectrum and the other is given.
To see the results of the search analysis when there arc two more
signals in one spectrum than in the other, a test funotion is selccted,
If the test function selected i1s T3, the result is seen to indicate
that, in fact, there was a genuine differecnce betwcen the two spectra.
Also, a rough cstimate of the location of the "difference" signals
can be made from the locations of the peaks in the plot of the test
function (see Tig. 7e4)e

By using the test function, T3(¢ij), it was possible to detect
differences between a pair of speetra when the signal-to-noisc ratio
in each was as low as 5 db. The application of the results of this
exercise to the real-life problem of detecting the cmergence of
new transmission signals was carried out by using pairs of the spectra

chosen from a given portion of the hf band.

*S.N, Signal~to-noise,
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7.4, The Effects of the Period Between Spectra 193

7.4.1 Expcribent to dotermine choice.df separation time

In the simulation experiments, and those involving known rcgions
of the hf band, the time separation of thc spectral records used was
not an important factor. However, in practice, when the character-
istiqs of the signals under investigation arc unknown, this period
becomes significant. Preliminary tests were carried out to determine
an optimum separation time betwcen the two spectra. Pairs of spectra
were producced with different time intervals between them, The
correlation analysis, as previously described, was then carried out
for each pair of spectras In this way, results for differcnt
values of scparation time was obtaincd,

The time lapse uscd in the experiment ranged from 2 seconds
to as much as 85 minutes, However, these tests called for another
preliminary study designed to obtain information about the signal
population densitics of the various portions of the hf band. For
this study, a British Post Office (B.P.0.) scanning rcceiver was useds
This equipment, shown in a form of a block diagram (Fig. 7.5), has
a sensitive communication type receiver (with a non-slip slow motion
drive ) which is swept over a pre-specified frequency band once cvery
2 minutes by a drive unit which is mechanically coupled to the
tuning spindle of the communication receiver. In synchronism with
the receiver tuning control, a recording device moves steadily over
a chart of an electrolytic paper and records a mark whencver a signal
is picked up by the receiver at a strength higher than the minimum

at which the equipment is pre-sct to operate., The swept band is
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represented by the width of the chart, the smaller the frequenéy

swept the larger the spacing between the traces of adjacent trans=—
mission signalse. A normal operating condition gives a swept band

of approximately 100 kHz for an 8 in., width of the chart, The normal
chart speed is 1/2 in. per hour. At two hourly intervals, the

input of the radio receiver is automatically disconnected from the
aerial and is switched to receive frequency calibration signals from

a 100 KHz harmonic generator. 4 typical record is shown in Fig., 7.6.

From such a record, it was possible to identify the locations of
the active transmission signalse A choice of the portion of the hf
band to be investigated can then be made on the basis of the knowledge
of the space occupancy provided by the record. Having sclected such
a portion for the preliminary studies, pairs of spectra of that
portion were produced. The shortest separation time was 0.2 sec.
and is set by the speed of operation of the Racal panoramic adaptor.,
The slowest available rate of scanning is once every 2 seconds, and
at this slow ratc, spectra whose bandwidths are much greater than
100 kHz are scanned without loss of any significanct information
about the contents.

By varying the separation time and studying the effects produced,
it was possible to estimate the optimum separation time that may be
employed in the selection of the pairs of real-life spectra. If the
frequency band under examination is scanned at the rate of once every
2 secs., then a scparation time of about 40 minutes, disregarding the

"blank' time between consecutive sweeps, is equivalent to a frequency
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space separation of more than 1000 times the bandwidth of the spectrum
being examined. In fact, 40 minutes is a very long time for studying
small portions of the hf spectrum, and the results of such studies
will show whether the random processes comprising the spectrum are
stationary”™ (e.g. short-term stationarity) or not.

fmother important consideration which influcnced the choice of
the scparation time was the particular characteristics of the various
transmission signals that could come under observation during the
scanning period, If datawere available, giving information about the
characteristics of the various signals likely to be found in any given
spcetrum, then use of this information could be made in deciding on
the optimum separation time. For example, a frequency band con-
taining broadcast signals, which have an average continuous "active
life time" of 10 + 2 hours, can be cxamined by analysing a pair of
spectra which are separated by as much as 3 to 4 hourse This sort ¥
separation time would not be suitable in the analysis of a search bond
containing telegraph signals whose average life time of continuous
activity is much shorter.

lis may be rcalised, the problem of choosing an optimum separation
time becomes fairly complox when it is remcmbercd that a combination
of different communication services can be accommodated in a given
broad band of frequencies and that the choice of the band slot isclated
for analysls is arbitrary. However, the results obtained showed that,
for normal broadcast signals, an average separation time of up to

45 minutes was adequate if significant transmission changes were to be

!Generally”&peaking, a random process with non-changing characteristics

is said to be stationary.
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satisfactorily detected,

Fig, 7.7 shows a block diagram of the experimental arrangement
employed in analysing the spectra that are produced when the Racal
receiver is connected to a vertical aerioal. This arrongement is
similar to that shown in Fig. 7.2, cxcept that in the latter, AM
signal generators, instead of real-life signal sources were used.

The experiments were performed both at night and during the daye.

The spectral records of a given portion of the hf band
(1-12 mHz) were selected in pairs with different separation times
for the different pairs. For each pair, the correlation analysis
was performed. .The test function, T3(¢ij)’ was applicd and plots of
it are given in Fig. 7.8. for the various pairs of spectra. i table
of results (Table 4) has also been given, and in this table the
results of analysing two real-lifc spectra, separated by ¢
seconds, is given. Y implies that a difference was observed
which N implies the opposite. Certain results indicate that with
real-life signals in the hf spectrum, especially during daytime, one
has to wait for a considerable time before any significant change occurs:
This 1s generally due to the fact that the transmission signal contents
of any given portion of the hf spectrum do not change frequently.

The results also confirm the established facto77) that this part of
hf band is congested during the daytime,

For this portion of the hf band, it would thus appear that a long
reriod between samples is appropriate and that 45 minutes would
certainly not be too longe. It must be emphasized, however, that in

general the optimum separation time will depend very much on the type
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of signals occupying a band.

75 A Proposed Scheme of Operation

In application of the results of this investigation will now be
discussed. i complete block diagram of the proposed scheme is shown
in Fig. 7.9. Real-life transmission signal and noise, as time
functions, are picked up by the aerial of a communication receiver
and then transformed by the panoramic adaptor into events in fre-
quency space. The continuous waveform representations of the frequenc;
space description are digitised by a converter which produces discrete
versions of the continuous waveformss. The result is a set of "discret:
spactra' of the input signals and noise.

The rate of sampling performed by the analogue-to-digital
converter, is determined by the particular transmission signals of
interest. For this reason, a provision for a variable rate of sampling
nade available in the design of the converter. The fifst:of the two'spe
produced for the analysis is stored as a discrete waveform. s the
second specfrum is produced, also in its discrete form, it is
immediately correlated with the first spectral record. A choice of a
test function is made and derived from the output of the correlator.
If, as is likely, test function, T3(¢ij) is chosen, Ty is then made
available, for "inspcction", to the "assessor! which assesses the
heights of peaks in the test function and compares them with a preset

threshold value. An indication of the result of the search procedure is
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produced at the output of the assessor. The output generally
consists of two binary numbers, say, 1 for a change in the spectrum
and O for no change. Once a change in the spectrum is observed,

a careful examination must be made, if required, to obtain the
intelligence in the new transmission or to identify a transmission
which has ceased normal operation.

Depending upon the characteristics of the particular signals
being sought, the separation time between the two spectra can be
made as small as desired., Therefore, if the separation time is ¢
seconds, say, then the changes recorded by the search system will be
defined within the time interval of ¢ seconds. Ugually it will be
known a priori what types of signal. are being sought.

The operation of the system can then proceed unsupervised,
with considerable man-power saving. However, a period of "learning"
is required, probably under manual supervision, in order to set a
reasonable threshold for the systeme Once a threshold has been set,
only periodic checks are required to ensure that the whole search

system 1s functioning satisfactorily.



204

Chapter 8  CONCLUSION

8.1 Concluding Discussion

The results of the present investigation have shown that it is
possible to detect the initiation of a new transmission, or the
cessation of an active transmission, in a given portion of the hf
band by comparing %wo spectral records. The time interval during
which a transmission change is observed or detected is defined by the
two instants of time at which the two spectral records are made,

The method of analysis adopted is basically simple and involves
the use of statistical parameters which are derived from a complete
set of correlation functions. These correlation functions are obtainec
by correlating one waveform representation of the spectrum with itself
or with the waveform representation of other spectral record. The
time interval between the making of the two records is an important
parameter, affecting the results of the analysis. A preliminary
study suggested that the optimum time separation between the spectral
records depended very much on the signal characteristics.  Therefore,
a consideration of the signal characteristics, such as bandwidth and
average life-time, was necessary. The results of the analysis showed
that for broadcast signals in the 1-2 mHz band, a time separation of
up to 45 minutes was sufficient.

Simulation tests also showed that for signal-to-noise ratios
above 5 db, the search technique was insensitive to signal-to-noise
ratio changes of up to 12 db, Within these limits, the effects of

non-selective fading were therefore slight, but selective fading proved
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more of a problem,

At first sipght, the results of the search analysis invelving
selectively fading signals suggest that the technique is not so useful
in this case. Indeed, the correlation analysis showed that, although
one of the spectra produced might be known to contain signals which
were a selectively fading version of the signals in the other spectrum,
an analysis of the two spectra showed that the signal cqntents had
"éhanged". However, it must be remembered that a signal ﬁay Mose its
identity" completely under the influence of some types of fading,
especially, deep selective fading. As far as the simple search
technique is concerned, two spectra, one of which is influenced by
selective fading, are not the same even if, in fact, they contain the
same transmission signals. A direct comparison of two such spectra
must reveal differences between them. In the light of this
explanation, the experimental results are scen to be as satisfactory
as could be expecteds Only a search process which involved an actual
identification of the signals could overcome this difficulty.
Alternatively, a method of combating selective fading in such
situations might involve use of diversity tcchniques.( 78 )

The correlation of two spectral records of a given portion of the
hf band minimizes the effects of noises The results also showed that
the noise process within a given spectrum was, at least, quasi-
stationary and does not change its structure, However, it was found
that the occurrence of impulse noise produced effects whose duration

was either too short to be noticeable or so long that every frequency
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component within the spectrum was intensified by an equal amount,

In the latter case, a situation exists similar to that of non-
selectively fading signals, and analysis has shown that the trans-
mission signal contents are not effectively altcred by the occurrence
of an impulse noisc.

The ordinates in the plot of the test function can be related to
the Mlevel" of.dixsimilority of tho two spectra being anelysed. Hence, O db
"level" of dissimilarity indicates the condition of no change while
any level of a finite value shows a departure from the '"mo change"
conditions fAn ideal choice of a threshold can be made by taking into
consideration all the factors which affect the signal contents of the
spectrum, In this investigation, the threshold was set with the view
of achieving a practical optimum detection probability, in the shortest
time possible, for the transmission changes that occur within a given
portion of the hf spectrum.

The efficiency of a search technique can be expressed in terms
of its ability to detect such transmission changes with an appropriate
false alarm rate. A properly desipgned system would necessarily
reflect the "costs" involved in the decision procedures. fny extra
information available, such as the precise frequency location of
transmission changes is also of interest. The choice of test
functions used in the described system, will depend on such
considerations.

A further factor is the practical realisation of the system.

Most of the work done in this research involved operations which were
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performed in non-real time, and this was made possible by the use of
a digital computer (the "itlas'). However, in practical situations
where quick decisions are required, the operations must be in real time.
Only short periods of time may be available for the computation of
correclation functions ond test functions, and this will require

highly sophisticated storage facilitiess

8.2 Suggestions for Future Development

Up to now o methed of identifying tronsmission changes within
a given spectrum has been given. It will, however, be desirable to
"trop" that portion of the spectrum, in which changes have been
detected, for further annlysis. The subsequent annlysis,after
"trapping", will aim at extracting the intclligence in the signal which
has cnused the change in the spectrum. Hence, a phase locking device
or some "trapping" mechmnism in the final stages of the search process
would be a considerable advantage. Such a device should be capable
of reconstructing the "trapped" signal from the available data and
vregenting 1t for further cxamination. It is, therefore, hoped

that further work in this direction will be undertaken.
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APPENDIX A

A Characteristic Bandwidth of Random Noise

Random noise arises in an electrical circuit when a large number
of elementary events are superimposed with random time, or phase
relationship. Such noise has a continuous frequency spectrum due to
the random occurrence of the elementary events and, therefore, the noise
power im any small frequency interval is directly proportional to the
size of the interval. To see this consider a receiver with a frequency
response specified in terms of the complex transfer function g(f) .

- between the input and the output. g(f) may be represented as

() =Jate) 395 vee (0,1)

- where g(f) is the modulus and is hence the quantity determined by

| measurement of the gain versus frequency characteristics. ¢(f)
expresses the phase information of the transfer function. The band-
width, B, of the receiver is the width of g(f) between 3 db points

below the midband value, Go. The power bandwidth is customarily

defined as “92
| j G (f)af

- o}
Bo = o2 «es (0.,2)
o]

This is the average bandwidth of the curve referred to the maximum, Gcao

In general, the amplitude and phase of the frequency components of a
voltage applied to an amplifier are modified on passage through the
receiver. Thus if the gain modulus of amplifier is G and the mean

square value of the input random noise voltage is e2(f)df, then the mean
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square value of the output noise is

ol
E° = j &° e°(f)at. oo (0.3)
0
- . *(L Y
Combining (0.2) and (0.3) and moking use of the mean value theoren .

_ 2 2
B o= e (fm)Go B

where fm is frequency lying within the pass-band. If, as is usually
the case, the input noise is only a slowly varying function of fre-

quency, fm and fo can be considered identical so that
E- = e~ G "B
o o o

Hence the r.m.s. value of the output voltage is proportional to the

(79),

square root of the power bandwidth

T See Os o Sskdwleff a2t Redlaffe " Mathomatios ) Plagree. aund
Medsria E“ﬁhumhfin pr38e, WMeGraws (U0 Bogle Ca. lao Moy Dok, MY,
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APPENDIX B

The distribution of the amplitude of random noise has been

(80-81) The root~

investigated both theoretically and experimentally,
mean-square (r.m.s.),or the effective value, E, of the noise having an

instantaneous voltage, V, is defined by

E = \[ j Vz(t)dt.
T-»ao

It can be shown that the probability that V lies in the range

V, V+ dV is given by

2
R e-VZ/ZE.dV

which is the Gaussian or the normal distribution. Hence the probability

that the magnitude of the instantaneous voltage exceeds a certain

voltage VO is, therefore,

_ . pw >
F ‘2f S e"VZ/aE av = 1 - erf( )

o]
vV, BV v2

v

=

- 2
in vhich  erf(V A2 B ) = e~t/2 g4

J'"SV//"

in which erf is the error function. °
The probability that the envelope lies between A and A + dA is

given by :
2 jom
ap - A o A=/2B

A EZ

which is the Raleigh distribution. Therefore, the probability that the

. dA



envelope exceeds a certain value,Ab,is given by

oD
2
P, = f A oA /2EZdA
22
A'O
—A§/2E2
= e

dp cP
Figs, B.1 shows the relative probability densitiles Ea;: and Eagé

for instantaneous voltage and envelope, respectively, and Fig.

shows that V or A shall exceed a certain value,
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APPENDIX C

A Peak=holding Circuit Using an Opcrational fmplifier

A peak holding circult senses and remembers the highest
poéitive (or negative) peak in a varying signal over some specified
period of time, Fig. C.l.

When a negative portion of the waveform is applied to the
input of the circuit, it is amplified and inverted by the operational
amplifier, If the positive charge appearing on C is less than the
negative value of the input value of the waveform at that instant,
the operational amplifier will provide the necessary gain to over-
come the forward-diode drop in D1 ond will also provide current to
charge C to a value equal to the input but opposite in polarity.

If the charge on C is already greater than input, the operation-~
a1l amplifier output will be negative. When the input signal goes
positive the output of the amplifier will not cause a change of
charge on C.

The emitter-follower serves to isolate C and thus allows it to
hold its chdrge for an extended period,

It should be noticed that the peak voltage is across the feed-

back resistor 33 and not across the storage capacitor,
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Fige C1 A peak holding circuit
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