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## ABSTRACT

A. timemontinuous model of finite linear threshold gates is postulated and compared to some models of neural function. Such a model realizes a normalized threshold function under specified conditions.

Networks of such gates are shown in a limiting case, to be analogous to nonlinear electrical networis. A topological analysis of two-gate networks is given. The stabiliky of dynamical systers of threshold gates by characterization of singollar points allows conclusions regarding realization of finite linear threshold nets, and the enumeration of all singular points of threshold systems I p possible under a weak restriction on weight magnitudes.

The reduction of large nets to smaller subnets for purposes of analysis is possible by inspection of the weight matrix, and the rank of the matrix is shown to influence net dynamics.

Stability in the large by the second method of Lyapunov is investigated, using quadratic potential functions and the generalized Popor criterion. This analysis enables some conditions for the existence of limit-cycles to be given.
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## LIST OF PRTNCTPAL SMMBOLS

The general rule used is that matrices are represented by capital letters and scalars by lower-case letters. An attempt has been made to keep the meaning of symbols constant throughout the thesis. Where this has not been possible the meaning is obvious from context, and this is also hoped to be true for symbols not in the list below.

| Symbol | Definition |
| :--- | :--- |
| $\alpha_{i j}$ | an element of the weight matrix |
| $\alpha_{i 0}$ | a constant input to gate 1 |
| $\beta_{i}$ | the nonlinearity input constant |
| $\gamma_{i}$ | an element of $\Gamma$ |
| $\Gamma$ | principal singular point |
| $\delta$ | a positive constant |
| $\nabla$ | the vector differential operator |
| $\epsilon_{i}$ | constant term of gate excitation |
| $\eta$ | a constant |
| $\lambda$ | general polynomial variable |
| $\mu$ | a constant |
| $\mu_{i}$ | principal point of $y_{i}$ |
| $\nu$ | a parameter |
| $\psi_{i}$ | element of $\left\{a_{i}, b_{i}\right\}$ |
| $\tau_{i}$ | a time constant |
| $\phi$ | the transformed nonlinearity |
| $\psi$ | the general gate nonlinearity |


| $\Omega$ | a region in state space |
| :---: | :---: |
| $\omega$ | frequency variable |
| $a_{i}$ | a. binary constant of realization |
| A. | the weight matrix |
| $A_{0}$ | vector of elements $\alpha_{0}$ |
| $b_{i}$ | a binary constant of realization |
| B | diagonal matrix of elements $\beta_{i}$ |
| E | vector of elements $\epsilon_{i}$ |
| $\varepsilon_{i}$ | excitation of gate i |
| F | a vector function |
| $F(j \omega)$ | a complex matrix |
| G | a linear impulse response |
| G(s) | a linear transfer function |
| H | the matrix of the linearized system |
| I | the unit vector |
| \$ | the set of network elements |
| $\mathcal{L}$ | the Laplace transform |
| $m$ | vector of elements $\mu_{i}$ |
| $n$ | the number of gates in a network |
| $p_{\text {iq }}$ | elemant of external input weight matrix |
| $P$ | matrix of a quadratic form |
| $R(j \omega)$ | a complex matrix |
| $s$ | the Laplace operator |
| T | diagonal matrix of elements $\boldsymbol{\tau}_{i}$ |
| $\mathrm{u}_{\mathrm{q}}$ | an external input |


| U | the Heaviside step function |
| :---: | :---: |
| $\mathrm{U}_{\mathbf{k}}$ | $\mathbf{k}^{\text {th }}$ input vector U |
| $\mathrm{U}(\mathrm{t})$ | general input function |
| $\nabla_{1}$ | an element of $V$ |
| $\nabla$ | a state vector |
| W | a potential function |
| $x_{i}$ | output variable of gate i |
| X | state variable of outputs |
| $\mathrm{X}^{0}$ | a singular point in X-space |
| $y_{1}$ | nonlinear function input |
| Y | vector of elements $y_{i}$ |
| $z_{i}$. | an element of Z |
| $z(t)$ | a transformed state vector |


| Figure | Page | Figure | Page |
| :---: | :---: | :---: | :---: |
| 1.1 | 25 | 2.6 | 78 |
| 1.2 | 25 | 3.1 | 87 |
| 1.3 | 28 | 3.2 | 87 |
| 1.4 | 28 | 3.3 | 93 |
| 1.5 | 31 | 3.4 | 93 |
| 1.6 | 31 | 3.5 | 99 |
| 1.7 | 34 | 3.6 | 103 |
| 1.8 | 34 | 3.7 | 103 |
| 1.9 | 36 | 3.8 | 105 |
| 1.10 | 36 | 3.9 | 107 |
| 1.11 | 40 | 3.10 | 107 |
| 1.12 | 43 | 36 | 3.12 |


| 5.1 | 166 |
| :--- | :--- |
| 5.2 | 171 |
| 5.3 | 176 |
| 5.4 | 186 |
| 6.1 | 194 |
| 6.2 | 195 |
| 6.3 | 197 |
| 6.4 | 198 |
| 6.5 | 199 |
| A.1 | 220 |
| A.2 | 221 |
| A.3 | 221 |
| A.4 | 225 |
| A.5 | 226 |
| A.6 | 227 |
| A.7 | 228 |
| C.1 | 231 |
| C.2 | 232 |

### 1.1 INTRODUCTION

The analysis to be presented in this thesis is an attempt to describe the behavior of certain mathematical models of physical systems. These systems are of two distinct types, although it will be shown that they exhibit many similarities. They are:

1. A dynamical model by which there is reason to believe certain functional activity in the central nervous system of man and lower creatures may be represented.
2. Networks of logical gates of the type usually found in' computing machines.

These two systens may be regarded for certain purposes as control systems, and such a formulation will be used here. It is well known that the brain is a very complicated control system (if not much more) and it is clear that the switching networks to be considered may also be described in terms of control systems. However, the essential theme of this thesis is as follows: A new description of the class of switching circuits characterized by threshold functions has been developed precisely, by which the behavior of such circuits at all instants of time may be predicted. In other words, a time-continuous model which is characterized by differential equations is used. This model possesses the two necessary attributes of physical realizability: dissipation and nonlinearity. Little attempt will be made to quantify the faithfulness of the modeling with respect to any particular circuits because the results apply to quite general hardware realizations with only
a few restrictions.
The Cowan model which is closely related to the gate equation will also be considered in some detail. No attempt will be made to justify it in terms of neurophysiology, since this is the responsibility of its originator, and also since this equation sheds a great deal of light on the dymamics of switching circuits, justification enough in the present context. However part of Chapter 1 is devoted to an introduction to the neurological implications of the equation.

It would appear that nonlinear differential equations have not been used to any degree as descriptions of logical circuits. There are, of course, equations for the output of, say, transistors, but the author has been unable to find a unified approach to the transient behavior of networks of switching circuits in the general literature. The obvious explanation is that the nonlinearities present formidable obstacles to analysis. Modern developments, particularly in the field of automatic control, do allow certain conclusions about the stability of equations even though they cannot be solved in terms of elementary functions. A certain amount of work has been done on control systems containing relays, that is, instantaneous switches, but this has not been applied to logical gates: Rather than extend this work, equations will be developed for the finite transients existing in most switching circuits, and the instantaneous results will then be limiting conditions.

At the time of writing a great deal of research is being done on various topics related to the anlysis presented here. The first and second methods of Lyapunov are of course well know, but the amount
of research being done on the generation of Lyapunov functions even for linear systers is considerable. Recently extensions of the Popor stability criterion have appeared in the literature and it is expected that future developments will extend the analysis of systems similar to those considered here.
1.1.1 HISTORICAL NOTE

The work which is presented here was done at Imperial College from late 1964 to 1967. It was at first the author's intention to analyse some of the logical or statistical properties of threshold devices, but when the author analysed certain aspects of the behavior of the Cowan equation (to be discussed later) it quickly became clear that with simple modifications this equation would model switching circuits, and furthermore, that it is simple enough to yield to at least some analytical techniques.

Except where reference is made to published material, the results reported in this thesis were obtained independently by the author, and at the time of writing are believed to be original. Certain results regarding the existence of constants of motion were arrived at independently at about the same time by J. D. Cowan in his analysis of the statistical mechanics of nervous activity. The principle of the use of Lyapunov functions for analysis of stability is not new. However, it does not appear to have received much attention in the literature of switching circuits. A list of the original contributions to be presentedis given below:

1. Detail analysis of the Cowan equation for the deterministic dynamic behavior of neural models.
2. Proof that under certain conditions the gate equation is equivalent to a physical realization of a threshold function. This leads to the important result that this type of equation gives a reasonable representation of the transient behavior of this class of threshold gates.
3. A topological (trajectory) analysis of low-order networks of threshold gates.
4. An investigation of the conditions for the dynamical. stability and instability of this class of switching netfork. This allows an investigation of networks which exhibit stable oscillations.
5. A method for reducing the stability analysis of systems of high complexity to the analyisis of systems with lower complexity.
6. An electrical netrork analogue of small switching networks and an enalogue of an energy measure for a restricted class of switching systems.
7. Evaluation of the first and second mothods of Lyapunor, as well as the Popov criterion, with respect to generalized networks of threshold gates.
8. Analogue and digital computer simulation of low oxder networks of threshold gates.
1.2 ORGANIZATION OF THE THESIS

Ghapter. 1 is a brief outline of a few of the significant results in neural modelling, and is intended to show that the stability of threshold networks is relevant to previous work in this field. The dynamical model which will be used throughout the rest of this work is also presented.

Chapter 2 contains an exposition of soine of the major results in the static design of threshold functions, in an attempt to make the point that the results to be given later on may be generalized without great difficulty to different models of linear threshold gates. A theorem Is also presented to show that the dynamical model of chapter 1 is a "reasonable" model of a real threshold gate. Finally the model is related to time-discrete representations. This chapter is also an introduction to the discussion of chapter 6, which relates the results of the theory to some practical problems.

Chapter 3 contains the preliminary analysis of the dynamical model. An analogy to an electrical network is given, and an example of a limiting case of the model. A large part of the chapter is devoted to a topological analysis of two-gate networ's. Such an analysis is an introduction to, and contains examples of most of the results of larger networks.

Ghapter 4 deals with stability of arbitrary networks near their singular points. The simplicity of the model allows this type of analysis to yield several conclusions about the stability of arbitrary
systems. An important conclusion is also dram about the concept of the rank of a system.

In chapter 5 the second method of Lyapunov is used to show results of "stability in the large." This type of analysis is particularly useful in finding "next stable states" of a system and in calculating the immunity of a network to "noise."

Chapter 6 contains a discussion of the relevance of the previous work to questions which may be reasonably asked of a mathematical model such as the one we use. This chapter perhaps could be read before chapter 3, as an introduction to the nathematical detail of chapters 3, 4, and 5.

Chapter 7 is a discussion of some of the conclusions which can be draw from the previous 6 chapters, and a list of some suggestions for future work.

To make the reading of the thesis easier, each chapter contains an introduction and, at the end, a brief summary discussion. Also to this end, certain of the statements in the mathematical treatment have been given the name "assertion." An assertion is, in this context, a statement of a result which can be proven easily or is evident from the discussion. A theorem is a fundamental or important assertion. One or two lemmas and corollaries are also included, and have their usual relations to the theorems.

### 1.2.1 organtzation of chapter 1.

A short description of the purposes and techniques of neural modeling will be given, then an outline of two historically-important models, and finally the model with which this analysis is closely connected will be explained.

In section 1.6 a new and precise description of a class of dynamic logical threshold gates is presented, with emphasis on the form of nonlinearity. The development of a new description of dynamic networks of threshold gates in terns similar to those used for automatic control systems is in section 1.7. Similarities to linear systems are also mentioned.

### 1.3 PURPOSE AND TEGHINUES OF NZURAL MODELING

The interest in mathematical neural modeling 4 in recent years has grom out of one fundamental idea: the behavior of complex machines ${ }^{1}$ is to a degree brain-like, and the behavior of brains is to a degrea machine-like. The understanding of functional aspects of nervous activity has benefited from knowledge of control systems and automata theory, and the desire for machines which change their behavior, that is, learn with exparience, and which function despite failure of unreliable components ${ }^{3}$, has grown with the knowledge that these two attributes exist in many forms of living matter. The purpose of neural modeling has been to increase understanding in these two areas.

The formulation of the descriptions or models at all levels
of activity takes place by two different processes. In the first, a very large number of observables are reproduced with high accuracy. This has inevitably resulted in extreme complication of the resulting model, but the hope has been that in comparing it with experimental results, it will be reasonable to simplify to a significant degree, making the model more amenable to analysis. In the second a smaller set of parameters is chosen initially, and it is assumed that the use of the resulting description will point out areas where more complication is necessary. This approach has resulted in systems which are relatively easy to analyse, but whose behavior is very unlike the experimental observations of real systems.

Studies of the nervous system and its information-processing capabilities can be divided roughly into the following five categories: The precision of available techniques tends to decrease from beginning to end of the list.

1. Chemicsl and electrochemical processes at the subcellular level. It would appear that membrane mechanics is most relevant to the functional behavior of cells.
2. Cellular input-output functions. Deterministic stimulusresponse functions tend to be either inaccurate or over-complicated, and therefore statistical descriptions are at present better for purposes of analysis.
3. Interactions between cells in groups. Such groups are often studied using probabilistic models of interconnaxion.
4. Gross electrical and chemical activity of living nervous
tissue.
5. Attempts to understand entire organisms in relation to their surroundings.

Modelling techniques have generally depended on the complesity of the chosen neural system. Formal mathematical description with the power of its methods is generally satisfactory only for systems with a small number of parameters. Larger numbers of parameters and systems with complicated nonlinearities can often be handled by analogue computers which also have the advantage of giving the best insight into elerent interactions. A third technique, digital computer simulation, is the most flexible, although present digital computers are inherently inefficient in solving many-variable dynamical systems. Speed, storage capacity and ease of obtaining state pictures of the system at instants of time make this the most common technique. The fourth technique, electrochemical modelling, is of mainly historical importance. The most famous such experiment is the iron-wire model of Lillie ${ }^{5}$.

## 1.4 anatomical considerations

The brain is essentially tiered in structure; it can be categorized roughly into throe regions: the cortex, mid-brain, and brain stem with branching formations to all parts of the body. Brain tissue is seen to consist of discrete units which will be classed here into two main types: neurons and other types of cells, mostly of the kind known' as glial cells. Extreme diversity exists in the microstructure of nervous tissue but on a macroscopic level marying degrees of explicitness can be observed. That is, in parts of the central nervous system-the brain itself-the physical structure appears nearly random but in other regions it is more systematic. Mathematical theories of information processing have not in general concerned specifically restricted regions since certain features are common to all types of neurons and collections of neurons, and sufficient data is not available to describe actual systems adequately.

### 1.4.1 MORPHOLOGICAL FEATURES OF THE NEURON

It has been established that the following conditions may be taken to be true for the purposes of mathematical study of the neuron ${ }^{6}$ : 1. A nerve cell has the general form of Fig. 1.1. The nucleus is in the cell body or soma from which branch a large number of dendrites, and a profection called the axon, which may also branch. Axons end at junctions, or synapses, near the dendrites or soma of a cell body (see Fig. 1.2).


Fig. 1.1 A Neuron


Fig. 1.2 A: Neural Network

In the follouing work it will also be assumed that an exon is not restricted to interract only uith other cells, but may also affect the cell from which it emanates. Generally axons may end at other neurons or at offector cells such as muscles or glands.
2. Axons transmit impulses only in the centrifugal direction, except for the case of "primary afferent axons" which appear to carry impulses from remote receptive structures to the cell body.
3. Very great functional significance is attached to the surfece membrane of the neuron, although the interior processes are not fully understood.
4. In general terms the electrochomical processes produce intermittent action: a neuron can be observed to propagate "spikes" or electrochemical impulses along the axon to the synapses. The mechanism by which such impulses cross synaptic junctions is not fully understood.
5. Impulses travel along axons without significant attenuation. Once an impulse crosses a synapse, however, its shape chenges. Generally the farther the synapse from the cell body, the more the afferent pulses are attenuated:
6. There is a significant time delay between transmission of a pulse from one cell body to reception at another.
1.5 FEATURES OF MATHEMATICAL NEURON MODELS

### 1.5.1 RELEVANT MODEL TYPES

The mathematical model which will be the basis for further chapters is a description of the functional behavior of a "neuron". It is a mathematical abstraction intended to explain the functional behavior of nerve cells in vivo without doing gross injustice to the known physical structure of electrical characteristics. As will be clarified, the McCulloch-Pitts type of cell has: explicit functional properties but its dynamical properties are not defined. The differential equations of the Hodgkin-Huxley type are good descriptions of singleneuron behavior but formidable to use as descriptions of nerve nets. The Cowan model is midway between these two extremes.
1.5.2 OBSERVATION OF ELECTRICAL BEHAVIOR

Three basic types of electrical observations of nervous systems are commonly made:

1. Electroencephalography is a well-developed clinical method of measuring the electrical activity of large portions of the brain. Various characteristic waveforms can be observed ${ }^{*}$ and have been correlated with factors such as illness, personality type, intensity of thought, and stages of sleep. The filter-
ing properties of the tissue through which the signals prop-
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Fig. 1.4 Abnormal EEG Patterns
agate may significantly affect the observed waveform.
2. The behavior of regions of tissue of the order of one cubic millimetre can be observed by the insertion of electrodes which compare local voltages with over-all levals. This type of record is given the name "electrocorticogram." 3. Techniques involving the use of microelectrodes enable the observation of the input and output voltage waveforms of single neurons in living tissue. Thus the response of individual cells to specific sensory inputs or artificial stimulation can be observed.

### 1.5.3 THE RESPONSE OF SINGLE NEURONS

It is generally assumed that the response of a single cell can be categorised by considering its dendritis tree to be the signal input and the axon to be its output; that is, the flow of "information" through a cell is unidirectional. Since the shape of the waveform of the electrical potontial of the cell body is clearly a train of spikes, the problem is one of analysing the impulse response of the cell including its dendrites and axon. The following general observations can be made:

1. A cell has a minimum time botween firing (assuming continuous strong excitation) and thus a maximum firing frequency.

This miminum time is called the refractory period.
2. The effect of spikes at the synapses can be to cause the
cell to increase or decrease its rate of firing; the effect is either excitatory or inhibitory.
3. The response of a single cell may vary in time. The number of afferent pulses at synapses required to cause the cell to fire depends on the recent activity of the cell.

### 1.5.4 THE MCCULLOCH-PITTS MODRL

Until this model was suggested there was no basis for the assumption that the logical or computational beharior of nerve nets could be specified mathematically. The McGulloch-Pitts model ${ }^{18}$ (Fig. 1.5) prom vided such a basis by building on the following assumption: every neuron can be classified into one of two statos during the course of time. At any instant it is either firing or not firing, and thus the algebra of Boole can be used to analyse the logical behavior of nets of such elements. Furthermore, the first-order approximation of the transfer function of a cell may be taken to be as follows:

Assume that in a network of $n$ cells, those which are in the firing state are given the value 1 and those in the non-firing state are given the value 0 . Then, the effect of the $n$ cells acting through the synapses and dendrites of the $i^{\text {th }}$ neuron is as follows: Consider the sum (Fig. 1.6)

$$
\sum_{j=1}^{n} \alpha_{1 j x_{j}}=s_{i}
$$

where the $\alpha_{i j}$ are constant weighting coefficients. Then the relation


Fig. 1.5 A McCulloch-Pitts Formal Neuron


Fig. 1.6 Functional Diagram of a Formal Neuron

$$
x_{i}=\left\{\begin{array}{l}
1, S_{i} \geqslant T_{i} \\
0, S_{i}<T_{i}
\end{array}\right.
$$

holds, where $\mathrm{T}_{\mathbf{i}}$ is a threshold value. The dendritic structure may then be said to sum the outputs of the $n$ neurons, the magnitude of the coefficient $\alpha_{i j}$ depending on the nature of the dendritic structure through which the output of the $j^{\text {th }}$ neuron passes to the soma of the $i^{\text {th }}$, and the sign depending on the effect of the $f^{\text {th }}$ input. If the effect of cell $j$ is excitatory, $\alpha_{i j}>0$, and if inhibitory, $\alpha_{i j}<0$. Clearly if some cell, say $k$, has no effect on cell i, then $\alpha_{i k}=0$. That is, there is no synapse betreen the axonal structure of cell $k$ and the dendritic or somatic structure of cell i. Three important points emerge:

1. The state of such a system can be completely described by Boolean algebra.
2. Since the outputs of a neuron are not mepped one-to-one on the set of inputs (there are two outputs and $2^{n}$ possible input combinations) and since knowledge of the output does not imply knowledge of the input combination, the cell is performing the process of computation, "rather than mere signal transmission.

The class of functions which may be computed by such a cell is given the name "linearly separable" and a great deal of work has been done in the analysis of such functions.
3. All possible Boolean functions can be computed by a netm work containing elements which compute linearlywseparable functions. This will be demonstrated in Chapter 2.

This statoment means that provided the basic assumption of two-level activity of cells holds, the logical behavior of nerve nets can be described mathematically, and conversely any logical function which can be unambiguously defined can be computed by nets of McCullochPitts neurons.

The main difficulty with a two-level description of any real network of neurons is that it is obviously an approximation. Clearly a finite time must elapse while any cell switches from the 0 state to the 1 state during which it is in neither. The assumption usually made is that such a syctem is "clocked" or that a stroboscopic analysis is sufficient to specify its behavior. The two states of behavior of a cell might be taken to be that in which rapid spike emission occurs versus that corresponding to slow spike emission. The difficulty In this case is that cells often exhibit a continum of firing rates between the minimum and maximum and two-level analysis is not entirely valid.

Two additional objections to the use of a binary analysis arise, even for the construction of a model of information processing rather than a model of the physiological processes involved. The first is that an arbitrary network of real gates may have stable states which cannot be defined by a two-level algebra. Gonsider Fig. 1.7. This
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Fig. 1.8. Threshold Realization of a NOR Gate
represents: a one-slement network of NORngates. It will be shown(see Fig. 1.8) in chapter 2 that such a gate can be constructed from a linearly-separable function and therefore is of a type that pe are considering. 'Clearly the Boolean function

$$
x=\bar{x} \quad 1.3
$$

is not valid. The physical system, however, is easily realizable, and if the one-input NOR-gate is taken to be a very high-gain saturating amplifier with heavy negative feedback, the expected equilibrium value for the continuous variable x may be somewhere between the zero level. sand the one level.

The second need for a more valid model than a two-level one is that a network of real cells can be described by a set of differential equations, and therefore is a dynamical system. It may exhibit a transfent behavior, and indeed, a never-dying oscillation may exist. If such behavior is of interest, then clearly a set of differential equations must be used.

### 1.5.5 THE HODGKIN-HUXLEY MODEL

This model ${ }^{7}$ is a set of differential equations which approximate rather well the behavior of certain neurons. It will be described briefly here since it is the classic example of detailed mathematical modeling of cell mechanisms.

It is assumed that a typical section of cell membrane can be represented as in Fig. 1.9. The current across the membrane is produced


Fig. 1.9 Hodgkin-Huxley Equivalent Circuit of Neural Mombrane


Fig. 1.10 Typical Waveform of Fig. 1.9
by the movement of ions through it. The variable conductances are functions of time and the polarising voltage E. All other parameters are constant. Then the equations for the propagation of an electrical disturbance along a cylindrical fibre of radius a, $\quad$ filled with a fluid of specific resistance $R_{2}$ are

$$
\begin{array}{lr}
\frac{a}{2 R_{2} \theta^{2}} \frac{d^{2} V}{d x^{2}}=c_{M} \frac{d V}{d t}+\bar{E}_{k^{n}} n^{4}\left(V-\nabla_{k}\right)+\bar{E}_{N a} m^{3} h\left(V-V_{N a}\right) & \\
& +g_{l}\left(V-V_{l}\right) \\
\frac{d n}{d t}=\alpha_{n}(I-n)-\beta_{n^{n}} & 1.4 \\
\frac{d m}{d t}=\alpha_{m}(1-m)-\beta_{m^{n}} & 1.6 \\
\frac{d h}{d t}=\alpha_{h}(1-h)-\beta_{h} h & 1.7
\end{array}
$$

where $\theta$ is the velocity of propagation and typical $\alpha$ and $\beta$ param meters have the following forms:

$$
\begin{align*}
& \alpha_{n}=\frac{0.01(V+10)}{\exp \left[\frac{V+10}{10}\right]-1} \\
& \beta_{n}=0.125 \exp \left[\frac{V}{80}\right] \\
& \alpha_{m}=\frac{0.1(V+25)}{\exp \left[\frac{V+25}{25}\right]-1} \\
& \beta_{m}=4 \exp \left[\frac{V}{18}\right] \\
& \alpha_{h}=0.007 \exp \left[\frac{V}{20}\right] \\
& \beta_{h}=\frac{1}{\exp \left[\frac{V+30}{10}\right]+1}
\end{align*}
$$

Clearly such a set of equations is not amenable to analytic solution although analogue and digital computer solution is possible. Fig. 1. 10 is a typical pulse train which can be shown to be one of the solutions of the equations and which is representative of observed action potentials.

### 1.5.6 THE COWAN MODEL

The Cowan model is essentially a simplification and interpretation of two generalized phenomena: the cell exhitation mechanism and its firing mechanism. It has recently been published in a thesis (reference 3) and the following has been extracted from it (with permission) :
"Our starting point is J. C. Eccles' well-known9,10 lumped equivalent circuit for the generation of post-synaptic potentials ...., and the .... distributed equivalent circuit or "cable" equations for neuronal membrane of W. Rall. ....Since we are interested in modelling the responses of large networks, we are concerned only with the crudest possible nontrivial way of writing down an equation for the responses of a single neuron....
"... Let us now approximate the effects of the electrotonic decrement represented in the cable equations, merely by an attenuation and a delay! ....
"...We now have to consider the way in which a fesponse to such an excitation is elicited in the cell. .....R. Fitzhugh has shown how such [Hodgkin-Huxley] equations give rise to threshold phenomeana consistent with "all-or-none" responses. ...
"....However such is the complexity of the requisite computations (and it is by no means clear that the equations cover all the relevant phenomena) that we have chosen to approximate the response by empirical curves obtained from experiments on the responses of nerve membrane to stimulating currents.....It oftea seems to be the case that ....the slope of the....rate-intensity curve changes in such a way that it can be reasonably fitted by a sigmoidal function.....
"...There is no fundamental reason for choosing the curve.... which is of course the well-knom Logistic curve of demography . It happens to be a convonient and tabulated sigmoidal function. What
we are interested in studying is the qualitative nature of the results issuing from this choice of a sigmoidal function, not the exact quatitatlive aspects."

We interject at this point that in this thesis more emphasis will be placed on quantitative aspects, since we are interested in modelling deterministic physical devices rather than statistical functions, and since the detailed behavior is important for some purposes.
"Let us introduce the variable

$$
\begin{equation*}
X(t)=1-\kappa v(t) \tag{3.14}
\end{equation*}
$$

[where $\Omega$ is the refractory period and $v$ is the firing rate.] Then we [have] a difference equation relating the neuronal output to its inputs:

$$
\begin{equation*}
\ln \frac{x_{r}(t)}{1-x_{r}(t)}=\epsilon_{r}+\frac{1}{\beta_{r}} \sum_{s} \alpha_{s r} x_{s}\left(t-\tau_{s r}\right) \tag{1.15}
\end{equation*}
$$

[where $r$ is the neuron index, $\epsilon_{r}$ is a constant input, $\beta_{r}$ a slope parameter for the sigmoidal function, the $\alpha_{s r}$ are coupling coefficients, and $\tau_{s r}$ is the delay from the isth to the ${ }^{s r}$ rh neuron.]
"The variable $X$ can be interpreted as the fraction of time when a neuron that is continually emitting spikes is not refractory, i.e., the fraction of time when it is "sensitive" to stimuli.... "...We now wish to convert the fundamental difference equation into a differential equation......We make the assumption that all the delays are the same, so that we have $\tau_{\mathrm{sr}}=\tau_{\mathrm{rs}}$ :

$$
\begin{equation*}
\ln \frac{x_{r}\left(t+\tau_{r}\right)}{1-x_{r}\left(t+\tau_{r}\right)}=\epsilon_{r}+\frac{1}{\beta_{r}} \sum_{s} \alpha_{s r} x_{S}(t) \tag{1.16}
\end{equation*}
$$

"...For sufficiently small $\tau_{r}$ we have the equation:

$$
\tau_{r d t}^{d}\left[n_{1} \frac{X_{r}(t)}{1-X_{r}(t)}\right]+\ln \frac{X_{r}(t)}{1-X_{r}(t)}=\epsilon_{r}+\frac{1}{\beta_{r}} \sum_{S} \alpha_{s r} X_{S}(t) .1[1.17]
$$

Various linearizations are then considered, and then the a equation similar to the one above, but without the damping term, and with a change of time-scale:


Fig. 1.11 Gate Step Response

$$
\frac{d}{d T} \ln \frac{X_{r}}{I-X_{r}}=\gamma_{r}+\frac{1}{\beta_{r}} \sum_{S} \alpha_{s r} X_{S} .
$$

This equation forms the core of Cowan's work on statistical mechanics of neural nets.
1.6. A DYNAMC MODEL OF THRESHOLD GATES

The design of threshold gates and their logical properties will be discussed precisely in the next chapter. Here we will be concerned with their transient behavior.

Consider Fig. 1.11. In the design of logic systems by Boolean. algebra the response of the ideal gate $f(x)$ to a step input at one of its input terminals is assumed to be a stop also. The actual response may be more like that of the "real" gate in the figure. The ideal gate is assumed to be free from "noise," that is, it has two completely stable outputs, 0 and 1. Any real gate, however, will always be subject to small fluctuations at its output.

The central assumption made in this thesis is that the response of a threshold gate is similar to that shom in Fig. 1.11. Other responses are possible, and may be accounted for by various changes in the analysis, but this will not be done here.

In the design of practical circuits, one of two assumptions is usually made. The first is that the output of a gate is a perfect or nearly perfect step which occurs after a finite delay from the time of the input change. The second is that the transition shape is of the
form shown in Fig. 1.11. The fact that actual realizations do not have the ideal response leads to complications in the design of networks: of several interconnected gates, and these problems will be discussed later. We note hewe only that two simplified analyses are used to describe sequential (dynamic) behavior. General gates are treated this way, not only threshold gates:

1. A three-level algebra is commonly used, in which the binary 0 and 1 states are represented by 0 and 1 respectively, and in addition a third "don't know" state is represented by $\frac{1}{2}$. References 12 to 15 deal with this method.
2. A pure delay is associated with each element, which is assumed to be in the 0 or 1 state at the end of the delay time. Numerous papers make this essumption, but the classic one is reference 26

Both of these approaches are useful, but are necessarily accurate only when the simplifying assumptions allow correct prediction of network behavior. The continuous approach used here yields more information about the detailed beiavior of switching networks but requires more computation.
1.6.1 SPEGIFICATION OF THE THRESHOLD GATE MODEL.

We define a model of the $i^{\text {th }}$ gate in a network of $n$ gates, referring to Fig. 1.12a. The object is to desine the simplest model which conforms to the above discussion, and to certain behavior to be


Fig. 1.12a The Threshold Gate Model


Fig. 1.12b A Suitable Nonlinearity
discussed later:

1. The inputs are the real variables $x_{i}, i=1,2, \ldots, n$ which are weighted by the real constants $\alpha_{i j}, j=1,2, \ldots, n$ and summed, along with a real quantity $\epsilon_{i}$. The inputs to the network are constant in a finite time interval and are included in the terms $\mathcal{E}_{1}$. That is, if element $i$ has an "external" input, it may be written

$$
\epsilon_{i}=\alpha_{i o}+\sum_{q} p_{i q} u_{q}
$$

where $\alpha_{i o}$ and $p_{i q}$ are constants, $u_{q}$ is the $q^{\text {th }}$ input, and $q$ sranges over the set of input variables. Thus the total summed input is

$$
\epsilon_{i}+\sum_{j} \alpha_{i j} x_{j}
$$

2. The output of a gate is the variable $x_{i}$, and the outputs of the netrork are any set of the $x_{i}, 1 \leqslant i \leqslant n$.
3. The system is autonomous except for changes in the input variables. During the finite time intervals in which the inputs are constant the system is completely autonomous. This precludes the usual situation in which "adaptation" or "accomodation" affect the short-time interval characteristics of an element. A chango in inputs corresponds . to a new set of initial conditions for the next time interval.
4. Each gate is a first-order dynamical system, such that $x_{i}$ may be taken as the state variable. "Ringing" and overshoot responses to step inputs are thus eliminated.
5. The state equation of the $i^{\text {th }}$ element is of the form

$$
\left(\tau_{i} \frac{d}{d t}+l_{i}\right) \beta_{i} \psi\left(x_{i}\right)=\epsilon_{i}+\sum_{j=1}^{n} \alpha_{i j} x_{j}
$$

where $\gamma_{i}$ and $\beta_{i}$ are positive real constants. This equation exhibits behavior consistent with assumptions 3 and 4.
6. The function $\psi\left(x_{i}\right)$ in 1.21 is

- single-valued with a single-valued inverse $\psi^{-1}($.$) ,$
- strictly positive monotonic in $x_{i}$,
- analytic for $0<x_{i}<1$,
- asymptotic to the values $x_{i}=0$ and $x_{i}=1$,
- synmetric about $x_{i}=\frac{1}{2}$.

The last two of these assumptions are simplifying normaliza,tions, and are not necessary, but may be used with no loss of generality.

We assume further that $\psi\left(x_{i}\right)$ has exactly one point of ${ }^{*}$ inflexion at $x_{i}=\frac{1}{2}$. Fig. 12 b is a diagram of a suitable function.

### 1.6.2 THE OPERATIONAL APPROACH

Consider Fig. 1.13. This is a lossy integrator feeding a function generator, and having as inputs the quantity

$$
\mathcal{E}_{i}=\epsilon_{i}-\nabla_{i}+\sum_{j=1}^{n} \alpha_{i j} x_{j}
$$

We assume that the variables $x_{j}$ and $y_{i}$ are normalized voltages. Then, if the operational amplifier is perfect,

$$
\frac{I}{R_{i o}}+\sum_{j} \frac{x_{j}}{R_{i j}}-\frac{y_{i}}{R_{f}}-c \frac{d y_{j}}{d t}=0,
$$

or

$$
\left(C R_{f} \frac{d}{d t}+1\right)\left(\frac{y_{i}}{R_{f}}\right)=\frac{1}{R_{i o}}+\sum_{j} \frac{x_{j}}{R_{i j}}
$$



Fig. 1.13 Analogue Computer Diagram



Fig. 1.14 Excitation Diagrams

Clearly, if the following equations hold

$$
\begin{align*}
\epsilon_{i} & =\frac{1}{R_{i 0}} \\
\alpha_{i j} & =\frac{1}{R_{i j}} \\
\beta_{i} & =\frac{I}{R_{i}}
\end{align*}
$$

$$
\tau_{i}=C R_{i}
$$

and in addition, the output of the function generator is $x_{i}=\Psi^{-1}\left(-P_{i} y_{i}\right)$, then 1.24 is exactly equation 1.21. Therefore it is possible to simulate 1.21 using the computing elements of Fig. 1.13.

From Fig. 1.13 it can be seen that no matter what finite value the variable $J_{i}$ may reach, the function generated is in the open region ( 0,1 ), that is, for all time

$$
x_{i} \in(0,1)
$$

This result is due of course to the choice of the function $\psi\left(x_{i}\right)$. It is possible to rewrite 1.21 as follows. Since

$$
\frac{d \psi\left(x_{i}\right)}{d t}=\psi^{\prime}\left(x_{i}\right) \frac{d x_{i}}{d t},
$$

we may write

$$
\dot{x}_{i}=\frac{1}{\beta_{i} r_{i} \psi^{2}\left(x_{i}\right)}\left[\epsilon_{i}-\beta_{i} \psi\left(x_{i}\right)+\sum_{j} \alpha_{i j} x_{j}\right]
$$

which is valid for all $x_{i}$ in ( 0,1 ). Assume for the moment that
all variables except $x_{i}$ are constant. Then we have

$$
\beta_{i} \tau_{i} \psi^{2}\left(x_{i}\right) \dot{x_{i}}=k-\beta_{i} \psi\left(x_{i}\right)+\alpha_{i i} x_{i}
$$

where $k$ includes all constant terms. The right-hand side of this equation (the "excitation" of the element) may have the general forms illustrated in Fig. 1.14a and 1.14b which differ only in the paramater - $\alpha_{i 1}$. The function $\Psi^{2}\left(x_{i}\right)$ is always positive and non-zero, and at the limits 0 and 1 goes to plus infinity. It can be seen therefore that if the vertical axes in Fig. 1.14 are labelled $\beta_{i} \gamma_{i} \psi^{\prime}\left(x_{i}\right) \dot{x}_{i}$ then $x_{i}$ tends to one point in Fig. 1.14b and to two in 1.14a depending on the initial point. The exact behavior in Fig. 1.1/a cannot be specified since the function

$$
L(s)=\operatorname{Lim}_{x \rightarrow s} \frac{\psi(x)}{\psi^{\prime}(x)}
$$

has not been specified for $s=0$ or 1 . The limit of the behavior as $\alpha_{i i} \rightarrow 0$ is an infinite-gain amplifier, and since the term $\alpha_{i i} x_{i}$ is a feedback term it has a large effect on the element stability.


Fig. 1.15 NOR-Gate J-K Flip-Flop

### 1.7 THE SYSTEMS APPROACH

In section 1.6.1 the characteristics of one gate in network of $n$ gates were defined. The object here is to give a description of such a network in a manner similar to that of a nonlinear automatic control system. Consider Fig. 1.15. This is a functional diagram of a network of NOR gates, realizing a function known as a J-K bistable. (The equivalence of threshold gates to NOR gates will be discussed in Chapter 2.) Such a network may be represented by the following 'equation: *

$$
-\quad(T D+I) B Y=\left[\begin{array}{rrrrrr}
0 & 0 & 0 & 0 & 0 & -1 \\
0 & 0 & -1 & 0 & 0 & 0 \\
-1 & -1 & 0 & -1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & -1 & 0 & -1 & 0 & -1 \\
0 & 0 & 0 & 0 & -1 & 0
\end{array}\right] X+\left[\begin{array}{c}
\frac{1}{2} \\
\frac{1}{2} \\
\frac{3}{2} \\
\frac{1}{2} \\
\frac{1}{2} \\
\frac{1}{2}
\end{array}\right]+\left[\begin{array}{rr}
-1 & 0 \\
0 & -1 \\
0 & 0 \\
-1 & -1 \\
0 & 0 \\
-1 & 0
\end{array}\right]\left[\begin{array}{l}
u_{1} \\
u_{2}
\end{array}\right]
$$

where $I$ is the unit matrix, $Y$ and $X$ are $n$-dimensional variable vectors, and

$$
\begin{align*}
& B=\operatorname{diag}\left[\beta_{i}\right], \beta_{i}>0 \\
& T=\operatorname{diag}\left[\tau_{i}\right], \tau_{i}>0
\end{align*}
$$

$D$ is the diagonal differential operator of order $n$. In general, a system of threshold gates may be represented by the equation

$$
(T D+I) B Y=A X+A_{0}+P U_{k}
$$

* No comments will be made as to the uses of this particular circuit.
where $A_{0}$ is a column matrix, $P$ is an $n$ by $q$ matrix, and $J_{k}$ is the q-dimensional input vector. Recall from section 1.6.1 that we are assuming that $U_{k}$ is constant in a finite time interval. We use the subscript $k$ to denote the $k^{\text {th }}$ such interval.

Equation 1.34 may be rewritten as follows. Let the vector $\Gamma$ be the solution of the equation

$$
A \Gamma+A_{0}+P \hat{U}-B^{\prime} \eta=0,
$$

in which $\hat{U}$ is a constant vector, and $m=\left[\mu_{1}\right]$ is related to $广=\left[\gamma_{i}\right]$ by the equations

$$
\begin{align*}
& m=\Psi(\Gamma), \\
& \Gamma=\Psi^{-1}(m),
\end{align*}
$$

because of the relation

$$
y_{i}=\Psi\left(x_{i}\right)
$$

Now combining 1.34 and 1.35, we have

$$
(T D+I) B(Y-\eta)=A(X-\Gamma)+P\left(U_{k}-\hat{U}\right) .
$$

Taking Laplace transforms, 1.38 becomes

$$
(T s+I) V(s)=T V(0)+P U(s)+A Z(s),
$$

where

$$
\begin{array}{lll}
V(t)=B(Y(t)-\eta), & 1.40 \\
Z(t)=X(t)-\Gamma, & 1.41 \\
U(t)=U_{k}-\hat{U} . & 1.42
\end{array}
$$

From 1.39,

$$
V(s)=(T s+I)^{-1} T V(0)+(T s+I)^{-1} 1_{P O}(s)+\left(T_{s}+I\right)^{-1} A Z(s) \cdot 1.43
$$

The inverse transform of the first-order transfer function is

$$
\hat{G}_{\delta}(t)=\mathcal{L}^{-1}\left\{(T s+I)^{-1}\right\}=\mathcal{L}^{-1}\left\{\operatorname{diag}\left[\frac{1 / \tau_{j}}{s+1 / \tau_{i}}\right]\right\}=T^{-1} e^{-t T^{-1}}, 1.44
$$

and thus the inverse transform of 1.43 is

$$
V(t)=e^{-t T^{-1}} V(0)+\int_{0}^{t} \hat{G}_{\delta}(t-\tau) P V(\tau) d \tau+\int_{0}^{t} G_{\delta}(t-\tau) Z(\tau) d \tau,
$$

where

$$
G_{\delta}(t)=\mathcal{L}^{-1}\left\{\left(T_{s}+I\right)^{-1} A\right\}=T^{-1}-t T_{A}^{-1}
$$

is the impulse response of the linear transfer function.
Equation 1.45 is similar in form to an equation usually considered in stability analyses of certain control systems. We now recall that we have assurned that $U_{k}$ is constant. Therefore if $\hat{U}=U_{k}$; the input function in 2.45 is zero, and this equation is then the zeroinput state equation.

### 1.7.1 SIMILARITIES TO LINEAR SYSTEMS

We make one further comment about the form of 1.38. The standard state-space representation ${ }^{19}$ of linear systems is given in the following two equations:

$$
\begin{aligned}
& \dot{X}=A X+B U \\
& Y=C X+D U
\end{aligned}
$$

in which $X$ is the state vector, $U$ the input vector, and $Y$ is the output vector. The matrices $B, C$, and $D$ need not be square. If, along with 1.33 , we define an output vector $W(t)$ and a matrix $C$, we have

$$
\begin{array}{ll}
(T D+I) V=A Z+P U, & 1.38 \\
W=C Z,
\end{array}
$$

where of course the second term of the second equation is zero. These ,two equations bear a strong resemblance to those for the linear system. The difference is that $V(t)$ is a highly nonlinear function of $Z(t)$ and therefore linear theory is of only linited relevance.

### 1.8 SUMMARY

Three mathematical models of neural function are given to 1llustrate the range of such models. The McCulloch-Pitts model is a fundamental hypothesis about static neural function, the Hodgkin-Fuxley equations are the classical example of detailed membrane description, and the Cowan equations are intended to exhibit the function of the first with some of the dynamics of the second.

A precise model of real linear threshold gates resembles the Cowan model closely.
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### 2.1 INTRODUCTION

In recent years much effort has been expended on the analysis of logical elements based on the principle of the linear thresthold function, and considerable use of such elements has been made in studies of learning machines ${ }^{1}$ and in actual computing machines ${ }^{7}$. In this chapter some of the important features of this analysis will be discussed, with emphasis on the definition of a threshold function, its construction, and its circuit realization. ,

Section 2.2 conteins definitions of functional elements and functional gates. In this section and throughout the thesis the word "Boolean" means logical, whereas "binary" means two-valued or "nearly". two-valued. (This distinction is not always made in the literature.) Normalizations of threshoid functions are discussed, since the analysis to be presented later is of a set of equations normalized to the interval $(0,1)$. The logical equivalence of normalized threshold functions to other threshold functions is demonstrated.

Section 2.4 presents the fundamental motivation of this thesis. We give a theorem which relates the dymamic model of Chapter 1 to the logical functions defined in the first part of this chapter. The result is extended in a corollary to the special case of "lossless" gates similar to equation 1.18. Convergence times and end-points are discussed..

Since the model we have used is a dynamical model it is possible to relate the continuous-time dynamics to discrete-time systems. A definftion is introduced in section 2.5 which may be used to characterize
systems which obey discrete-time equations at only a finite number of points. Properties of such systems are discussed.

### 2.1.2 DEFINTTIONS

In the following work, use will me made of certain definitions: Definition 2.1: A logical threshold element is an ideal
logical element with a finite number of Boolean inputs and one Boolean output, whose operation can be described by reference to an arithmetic valuation of the inputs called a threshold function (see Fig. 2.1).
Definition 2.2: A threshold gate or threshold logic unit ${ }^{\text {l. }}$ is a physical realization of a logical threshold element. It has $n$ (a positive integer) binary inputs and one binary output which is determined by an evaluation of the appropriate threshold function, or a suitable approximation of the appropriate function. It is often conrenient to describe the logical behavior of such a gate by its Boolean function provided the output is a reasonsble approximation to a twovalued variable (see Fig. 2.2).

Definition 2.3: A threshold function $\phi$ is a logical function of $n$ Boolean variables $u_{1}, u_{2}, \ldots, u_{n}$. If each variable is mapped onto a set of two numbers, $u_{i} \rightarrow x_{i}, 1 \leqslant i \leqslant n$, such that if $u_{i}$ is true, $x_{i}=b$, and ${ }_{\wedge} u_{i}$ is false, $x_{i}=a, b \neq a, 1 \leqslant i \leqslant n$, and if the single-valued function. $\varepsilon\left(x_{1}, x_{2}, \ldots, x_{n}, \epsilon\right) \equiv \mathcal{E}(x, \epsilon)$ is formed, then the Boolean
output is

$$
\begin{aligned}
& \text { true } \text { if } \varepsilon(X, \epsilon) \geqslant 0 \\
& \text { false }
\end{aligned}
$$

where $\epsilon$ is a finite constant. That is,

$$
\phi \rightarrow \begin{cases}b, & \varepsilon(x, \epsilon) \geqslant 0 \\ a, & \varepsilon(x, \epsilon)<0\end{cases}
$$

We use the arithmetic function

$$
f(s)= \begin{cases}b, & s \geqslant 0 \\ a, & s<0 .\end{cases}
$$

The function $\dot{f}(\mathcal{E}(X, \epsilon)) \triangleq f(X, \epsilon)$ given above is a valid description of the state of the binary gate as a Boolean function provided the output is a "reasonable" approximation to a two-level function for all time of interest.

Definition 2.4: A linear threshold function (I.T.F.) of
$n$ inputs $x_{i}$ is a threshold function of the following form:

$$
f(x, \epsilon) \triangleq f\left(\epsilon+\sum_{i=1}^{n} \alpha_{i} x_{i}\right)
$$

where the constants $\alpha_{i}$ are not all zero. Defining

$$
x_{0} \triangleq b, \quad 2.5
$$

the equation becomes (Fig. 2.3)

$$
f(X)=f(\varepsilon(X)) \triangleq f\left(\sum_{i=0}^{n} \alpha_{i} x_{i}\right)
$$



Fig. 2.1 A Boolean Element


Fig. 2.2 A threshold Gate

### 2.2 NORMALIEED FUNCTIONS

In the literature of learning machines: and pattern recognition devices, the input vector $X=\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ is called the measurement vector. If $n$ is a finite number and the values of $x_{i}$, $1 \leq 1 \leq n$ are a finite set, the set of possible vectors $X$ can be represented as a finite number of points in an n-dimensional measurement space ${ }^{3}$. The equation

$$
\varepsilon(x)=0
$$

defines a surface in $X$-space which separates the points on either side of it into the regions corresponding to true and false values. This corresponds to division of the measurement space into two patterm classes $A$ and $B$. If $A$ and $B$ are finite sets there must exist a $\theta>0$ such that for some. $\varepsilon$, not necessarily linear,

$$
\mathcal{E}(\underline{\underline{a}})<-\theta<0<\theta<\mathcal{E}_{( }(\underline{b}) . \quad 2.8
$$

That is, if we consider the surface

$$
\mathcal{E}(x)=0, \quad x=\left(x_{0}, x_{1}, \ldots, x_{n}\right)
$$

we can always find $\boldsymbol{\varepsilon}$ such that there is a finite distance between any 'element $\underline{b}$ of $B$ on one side, and any element $a$ of $A$ on the other. If $A$ and $B$ are convex sets, then a linear function $E$ is sufficient to perform this classification.

If $\varepsilon(X)$ is a linear function; clearly it is possible to find a linear transformation

$$
X=\left(x_{1}, x_{2}, \ldots, x_{n}\right) \rightarrow 0=\left(u_{1}, u_{2}, \ldots, u_{n}\right)
$$

such that for some finite $\xi$, the linear function $\mathcal{F}(U, \xi)$ is equal to $\mathcal{E}$ and therefore logically equivalent. The transformation is as

Fig. 2.3 A linear Threshold Gate


Fig. 2.4 A linear Transformation
follows:
Consider the linear transformation of Fig. 2.4:

$$
\frac{x_{i}-a}{b-a}=\frac{u_{i}-c}{d-c}, d \neq c
$$

Then,

$$
\varepsilon(x, \epsilon)=\epsilon+\sum_{i=1}^{n} \alpha_{i} x_{i}=\epsilon+\sum_{i=1}^{n} \alpha_{j}\left[\frac{b-a}{d-c}\left(u_{i}-c\right)+a\right] \cdot 2.12
$$

Let

$$
\frac{b-a}{d-c}=\eta
$$

Then

$$
\varepsilon(x, \epsilon)=\epsilon+\sum_{i=1}^{n} \alpha_{i}\left(a-\eta^{c}\right)+\sum_{i=1}^{n} \alpha_{i} \eta u_{i}
$$

Define:

$$
\begin{aligned}
& \omega_{i}=\eta^{\alpha}, 1 \leqslant i \leq n \\
& \xi=E+\sum_{i=1}^{n} \alpha_{i}\left(a-\eta^{c}\right)
\end{aligned}
$$

Then

$$
\varepsilon_{0}(x, \epsilon)=\xi+\sum_{i=1}^{n} \omega_{i} u_{i}=F(U, \xi)
$$

is a linear function.
The linear threshold function can thus be normalized by a linear transformation. One such normalization is to give the variables $x_{i}$ the algebraic values 0 and $1,1 \leqslant i \leqslant n$, and to transform the values $\epsilon, \theta$ such that

$$
f(x)= \begin{cases}1, & \sum_{i=1}^{n} \alpha_{i} x_{i} \geqslant T \\ 0, & \sum_{i=1}^{n} \alpha_{i} x_{i} \leqslant T-1\end{cases}
$$

where $T$ is a threshold and the torm -1 is introduced to a.llow for a region of ambiguity in physical devices. A second normalizetion is

$$
x_{i} \in\{-1, l\}, 0 \leq i \leq n
$$

2.3 DETERMINATION OF LINEAR THRESHOLD FUNGTIONS FROM LOGICAL FUNCTIONS

If a threshold gate is to be used in a logical machine it is essential to have an algorithm for calculating the constants $\alpha_{i}$, $0 \leqslant i \leqslant n$ from the given Boolean function. Clearly for $n$ binery inputs, $2^{n}$ possible input vectors $X=\left(x_{0}, x_{1}, \ldots, x_{n}\right), x_{0}=1$ are possible. Clearly also, if each vector $X$ is to be classified into one of two sets, $A$ and $B$, there are exactly $2^{2^{n}}$ possible rules for performing the classification. The function $f(X)$ specifies this classification rule.

Consider a normalized three-input threshold gate as in Fig. 2.3.
In this case

$$
x_{i} \in\{0,1\},
$$

and

$$
\alpha_{2}=\alpha_{3}=1
$$

Thus, if $\alpha_{1}=1, f(X)$ corresponds to the Boolean function

$$
f(x)=x_{2}+x_{3},
$$

and if $\alpha_{1}=0, f(X)$ corresponds to

$$
f(x)=x_{2} x_{3} .
$$

If $\alpha_{1}=1$ and $\alpha_{2}=\alpha_{3}=-2, f(X)$ corresponds to the NOR function

$$
f(x)=\overline{x_{2}+x_{3}}
$$

Thus linear threshold functions can be used to make AND, OR and NOT (one-input NOR) gates. Therefore we can state

Theorem 2.1: Any Boolean function can be realized using one or more linear threshold functions.
The above famous result ${ }^{8}$ is the basis for a large amount of work conceming the realization of given Boolean functions using linear threshold gates. Usually it is desired to use the minimum number of gates by allowing more inputs to each gate. Unfortunately, all the possible functions of $n>1$ variables cannot be realized with one n-variable linear threshold function. A complete set of necessary and sufficient conditions under which an arbitrary Boolean function can be realized with one linear threshold function is not know in general. The test for separability (linear or nonlinear) therefore is usually to go through all or part of a design procedure 4,6 or "training" procedure ${ }^{5}$ which is guaranteed to produce a zero-error solution if one exists.
2.3.1 DESIGN PROCEDURES

If $x_{i} \in\{-1,1\}, 0 \leqslant i \leqslant n$, and a Boolean function is specified by a truth table in which the "don't cares" are given the value 0 , one design prodecure ${ }^{4}$ for the function

$$
\mathcal{E}=\sum_{k=0}^{2^{n}-1} b_{k} r_{k}
$$

is to compute the values $b_{k}$ by considering the desired (correct) outputs $f^{(j)} \in\{-1, I\}, \quad 0 \leq j \leq 2^{n}-1$, for all $2^{n}$ input combinations as follows:

$$
b_{k}=\frac{1}{2^{n}} \sum_{j=0}^{2^{n}-I}(j)_{r_{k}}(j), \quad 0 \leqslant k \leqslant 2^{n}-1
$$

where the
$r_{k}$ are

$$
\begin{gather*}
r_{0}=x_{0}=1 \\
r_{1}=x_{1} \\
\vdots \\
r_{n}=x_{n} \\
r_{n+1}=x_{1} x_{2} \\
\vdots \\
r_{2^{n}-1}=x_{1} x_{2} \ldots x_{n} .
\end{gather*}
$$

Of course the product terms $x_{1} x_{2}$ and the like make the function $\mathcal{E}(X)$ nonlinear in general. This procedure always results in values of $b_{k}$ which give the correct logical function of the variables
$r_{k}$ provided all terms to $k=2^{n}-1$ are used. If, on the other hand, only the first $n+1$ terms are allowed, a linear function results, but it does not necessarily give the correct desired function. Two procedures ${ }^{6}$ are possible:

1. The weights $\alpha_{i}, 1 \leqslant i \leqslant n$ of the correct function are approximated by an equation of the form $p \alpha_{i}-q \alpha_{i}^{3}=b_{i}$ where $p$ and $q$ are constants. Other forms are also possible. The weight $\alpha_{0}$ and some of the others may have to be adjusted by further approximations or trial-and-error techniques.
2. The absolute values of the coefficients $b_{k}$ are arranged in descending order. The result is the $n+1$ element characteristic ${ }^{6}$ vector which has been tabulated for low orders of $n$. The correct values of the $a_{i}$ 's are then obtained from the tables by permuting or negating them to make them correspond in sign and magnitude to the sequence: of b's.

The first of the above procedures yields approximate values of the $\alpha_{i}$, and may not produce the required function for large numbers of arguments. Tables of characteristic vectors and the corresponding weights for threshold functions of more than seven variables are not available since the number of characteristic vectors increases very rapidly with the number of inputs $n$.
2.3.2 ERROR-CORREGTION PROCEDURES

Nearly all error-correction or "training" procedures for
realizing threshold functions are based on the Rosenblatt 5 training procedure for linear devices. An n-degree polynomial function can be converted to a $2^{\text {n }}-1$ variable linear function as in 2.27 to allow the use of the procedure for linear functions.

Let the threshold function output be

$$
f(x)= \begin{cases}1 & \text { if } \sum_{i=0}^{n} \alpha_{i} x_{i} \geqslant \theta \\ 0 & \text { if } \sum_{i=0}^{n} \alpha_{i} x_{i} \leqslant-\theta\end{cases}
$$

for some finite $\theta \geqslant 0$. Let $\tau=\left\{x_{1}, x_{2}, \ldots\right\}$ be any sequence of vectors chosen from the set of 217 possible input vectors, and let $\left\{f^{(1)}, f^{(2)}, \ldots\right\}$ be the corresponding sequence of the values of the required binary function. We consider the input vector $X_{j}=\left(x_{0 j}\right.$, $\left.x_{1 j}, \ldots, x_{n j}\right)$, the weight vector $A_{j}=\left(\alpha_{o f}, \alpha_{1 j}, \ldots, \alpha_{n j}\right)$ and their scalar product (which is the linear function 2.25)

$$
\left(A_{j}, x_{j}\right)=\sum_{i=0}^{n} \alpha_{i j x_{i j}}
$$

In the literature of adaptive networks $\boldsymbol{\gamma}$ is referred to as the training sequence of input vectors. Then the sequence of weight vectors $A_{j}$, $j=1,2, \ldots$ is chosen as follows:

1. $A_{0}$ is an arbitrary finite vector.

$$
\text { 2. } A_{j}= \begin{cases}A_{j-1}+X_{j} & \text { if }\left(A_{j-1}, X_{j}\right) \leqslant \theta \text { and } f(j)=1 \\ A_{j-1} & \text { if }\left(A_{j-1}, X_{j}\right)>\theta \text { and } f(j)=1 \\ A_{j-1}-X_{j} & \text { if }\left(A_{j-1}, X_{j}\right) \geqslant-\theta \text { and } f(j)=0 \\ A_{j-1} & \text { if }\left(A_{j-1}, X_{j}\right)<-\theta \text { and } f(j)=0\end{cases}
$$

Then, provided there is a linear function which will compute the desired logical function $f$ without error,

Theorem 2.2: The sequence $A_{0}, A_{1}, A_{2}, \ldots$ converges. There is an integer $N$ (depending on $f, A_{0}$, and $\theta$ ) such that $A_{N}=A_{N+1}=\ldots$ If $\boldsymbol{\tau}$ has the property that every possible input vector occurs an infinite number of times, then $A_{N}$ is a solution for computing the function $f$. This theorem due to Rosenblatt is often modified ${ }^{5}$ by the absolute correction procedure (and others), which requires that for each input vector $X_{j}$, the weight vector $A_{j}$ is changed by the factor

$$
A_{j}=A_{j-I} \pm \lambda x_{j}
$$

where $\lambda>0$ is large enough to correct the functional error for that input vector.
2.4 FUNCTIONAL BEHAVIOR OF THE DYNAMIC MODEL

In this section the dynamic model introduced in section 1.6 will be related to the static functional systems of the first part of Chapter 2. From the operational model of Fig. 1.12a it is evident that provided $y_{i}$ changes rapidly enough from a value sufficiently "high" to a value sufficiently "low," then the output $\mathrm{x}_{\mathbf{i}}$ vill be "near" the ideal response of Fig. 1.11. The essential difficulty is to define the permitted deviation from a perfect step, and to relate this to the parameters of the model.

Definition 2.5: A linear threshold function realizes a given logical function if the output of the threshold function is identical to the logical function for every possible input. This is the usual definition of logical realization. We shall use in addition

Definition 2.6: A physical device with n-element input vector $X(t)$ and output $X_{i}$ realizes a logical function $f$ in the interval $\left(t_{0}, t_{1}\right)$ if there exist two values, $a$ and $b$, such that for $t_{0}<t<t_{1}$, the input vector is mapped onto one of these two values: $\xi=f(x(t)) \in\{a, b\}$ by the threshold function, and if, in addition, the inequality

$$
\left|x_{i}(t)-\xi\right|<\mu
$$

holds for $\mu$ arbitrarily small.
We recall that the state of the dynamical model specified in section 1.6 .1 is given by equation 1.21, repeated here:

$$
\left(\tau_{i} \frac{d}{d t}+1\right) \beta_{i} \psi\left(x_{i}\right)=\epsilon_{i}+\sum_{j=1}^{n} \alpha_{i j} x_{j}
$$

where $\gamma_{i}$ and $\beta_{i}$ are finite positive constants. We now state Theoram_2.3: For any $t_{0}$ and arbitrarily small $\mu>0$, the numbers $\delta(\mu)>0$ and $T$ exist, such that equation 1. 21 realizes a linear threshold function in the interval $\left(t_{0}+T, \infty\right)$ provided the inequality

$$
\left|\epsilon_{i}+\sum_{j=1}^{n} \alpha_{i j} x_{j}\right|>\delta
$$

holds for all $t>t_{0}$. Furthermore, the linear threshold function is specified by the constants $\alpha_{i j}, j=1,2, \ldots, n$ and the value $\epsilon_{i}$.
Proof: From 1.21 and 2.33,

$$
\tau_{i} \beta_{i} \frac{d y_{i}}{d t}+\beta_{i} y_{i}=\epsilon_{i}+\sum_{j} \alpha_{i j} x_{j} \triangleq g_{i}(t) \delta,
$$

where $y_{i}(t)=\psi\left(x_{i}(t)\right)$ and $\left|g_{i}(t)\right|>1$. We omit the subscripts for simplicity and rewrite this equation as follows:

- $\quad \frac{d y}{d t}+\frac{1}{\tilde{\tau}^{2}} y=\frac{\delta}{\beta z^{5}}(t)$.

The well-known ${ }^{9}$ solution of 2.35 is

$$
y(t)=y\left(t_{0}\right) e^{-\frac{t-t_{0}}{\gamma}}+\frac{\delta}{\beta}-\frac{t-t_{0}}{\gamma} \int_{t_{0}}^{t} \frac{E(s)}{\tau} e^{s-t_{0}} \frac{\gamma}{\gamma} d s
$$

Assume for the moment that $g(t)>2$. Then

$$
\int_{t_{0}}^{t} \frac{g(s)}{\gamma} \frac{s-t_{0}}{\tau} d s>\int_{t_{0}}^{t} \frac{1}{\gamma^{\theta}} \frac{s-t_{0}}{r} d s=e^{t-t_{0}} \frac{1}{t}-1
$$

in which case

$$
\psi(x(t))=y(t)>\left[y\left(t_{0}\right)-\frac{\delta}{\beta}\right] e^{-\frac{t-t_{0}}{\gamma}}+\frac{\delta}{\beta} .
$$

$\psi(s)$ and $\psi^{-1}(s)$ are positive monotonic functions, and furthermore the relation

$$
\psi^{-1}(s)=1-\psi^{-1}(-s)
$$

holds, since $\Psi^{-1}$ is a symmetric function. We may rewrite 2.38 as follows:

$$
x(t)>I-\psi^{-1}\left\{\left[\frac{\delta}{\beta}-y\left(t_{0}\right)\right] e^{-\frac{t-t_{0}}{r}}-\frac{\delta}{\beta}\right\}
$$

and thus

$$
1-x(t)<\psi^{-1}\left\{\left[\frac{\delta}{\beta}-y\left(t_{0}\right)\right] e^{-\frac{t-t_{0}}{\tau}}-\frac{\delta}{\beta}\right\} .
$$

We now choose $\delta$ to satisfy the inequality

$$
\psi^{-1}\left\{-\frac{\delta}{\beta}\right\}<\mu
$$

in which case there must exist a $T>0$ such that

$$
1-x(T)<\psi^{-1}\left\{\left[\frac{\delta}{\beta}-y\left(t_{0}\right)\right] e^{-\frac{T-t_{0}}{\tau}}-\frac{\delta}{\beta}\right\} \leqslant \mu_{0}
$$

In a similar way, if we had assumed that $g(t)<-1$, we would have, instead of 2.43,

$$
x(T)<\psi^{-1}\left\{\left[\frac{\delta}{\beta}+y\left(t_{0}\right)\right] e^{-\frac{T-t_{0}}{\tau}}-\frac{\delta}{\beta}\right\} \leqslant \mu,
$$

for $\delta$ satisfying 2.42. If we choose $T$ to be the minimum value which satisfies both 2.43 and 2.44, then inequality 2.33 implies 2.32 , with

$$
\zeta=\left\{\begin{array}{l}
b=1 \text { for } \epsilon_{i}+\sum_{j=1}^{n} \alpha_{i j} x_{j}>\delta>0 \\
a=0 \text { for } \epsilon_{i}+\sum_{j=1}^{n} \alpha_{i j} x_{j}<-\delta<0 .
\end{array}\right.
$$

Equation 2.45 is of the foril specified in equations 2.3 and 2.6 of section 2.2 and thus the values of $\epsilon_{i}$ and $\alpha_{i j}$ specify a linear threshold function. This complates the proof of the theorem.

We make the following remarks about the above theorem: * 1. The number $\delta$ specifies what is usually called a gap, or region of uncertainty, and a threshold gate may only be satisfactory in the time intervals in which the magnitude of the sum of the inputs exceeds this value, as in inequality 2.33. In addition the dynamic model we use requires that inequality 2.42 also be satisfied, and in any other physically-realizable model a criterion of the nature of 2.42 must be setisfied, because of the imperfections of real threshold elements such as relays, etc. The parameter $\beta_{i}$ is related to the Blope of the sigmoid function and thus is a measure of goodness of a given function. It is clear that for any value of $\delta$ we can satisfy 2.42 by changing $\beta_{i}$, that is by improving the device, and we can satisfy 2.33 by varying the values of $\alpha_{i j}$ and $\epsilon_{i}$. It is obvious that since 2.33 is an inequality, the parameters of any realization are not unique to a given threshold function. The usual convention of specifying these parameters is to use the smallest integers which satisfy 2.18, in which case, $\delta=\frac{1}{2}$.
2. If the feedback resistor $R_{f}$ in Fig. 1.13 is removed, the timemconstant $\tau$ becomes infinite, and (again assuming a perfect amplifier) the transfer-function becomes a pure integration. Of course this situation is never achieved completely in practice, but corresponds, in the mathematical model, to the limit as $\beta_{i}$ approaches zero with the product $\beta_{i} \tau_{i}$ remaining finite. The limiting equation is

$$
\beta_{i} \tau_{i} \frac{d}{d} \boldsymbol{d} \psi\left(x_{i}\right)=\epsilon_{i}+\sum_{j} \alpha_{i j} x_{j}
$$

which is identical in form to the Gowan equation 1.18, provided we * specify $\psi$ :

$$
\psi\left(x_{i}\right) \equiv \log \frac{x_{i}}{1-x_{i}}
$$

This special case is the basis of the following
Corollary 2.1: If equation 2.46 replaces 1.21, then Theorem 2.3 is valid for arbitrarily small $\delta>0$, provided inequality 2.33 holds.

- Proof e With $\beta_{i}=0$ and $\delta>0$, inequality 2.42 becomes

$$
\psi^{-1}\{-\infty\}=0<\mu
$$

which is always true for $\mu>0$. Thus 2.43 and 2.44 are always true for some $T$ and the theorem holds.
3. If a maximum input is specified as well as the minimum, then the two values $a$ and $b$ need not be taken as 0 and 1. In such a case we can specify $0<a<b<I$ as follows*:

Corollary 2.2: For any $t_{0}$ and arbitrarily small $\mu>0$, the numbers $\delta_{1}(\mu)>\delta(\mu)>0$ and $T$ exist, such that if condition 2.33 is replaced by

$$
\delta_{1}>\left|\epsilon_{i}+\sum_{j=1}^{n} \alpha_{i j} x_{j}\right|>\delta
$$

then Theorem 2.3 holds for numbers $a$ and $b$, with $0<a$ $<\mathrm{b}<1$, such that 2.45 is replaced by

$$
\xi=\left\{\begin{array}{l}
b \text { for } \delta_{1}>\epsilon_{i}+\sum_{j} \alpha_{i j} x_{j}>\delta>0 \\
a \text { for }-\delta_{1}<\epsilon_{i}+\sum_{j} \alpha_{i j} x_{j}<-\delta<0
\end{array}\right.
$$

Proof: The argument is similar to the proof of the theorem, except as follows: For positive inputs, we have, instead of 2.41,

$$
\Psi^{-1}\left\{\left[y\left(t_{0}\right)-\frac{\delta_{1}}{\beta}\right] e^{-\frac{t-t_{0}}{\gamma}}+\frac{\delta_{1}}{\beta}\right\}>x(t)>\psi^{-1}\left\{\left[y\left(t_{0}\right)-\frac{\delta}{\beta}\right] e^{-\frac{t-t_{0}}{2}}+\frac{\delta}{\beta}\right\}, 2.50
$$

and for negative inputs;

$$
\psi^{-1}\left\{\left[y\left(t_{0}\right)+\frac{\delta_{1}}{\beta}\right] e^{-\frac{t-t_{0}}{r}}-\frac{\delta_{1}}{\beta}\right\}<x(t)<\psi^{-1}\left\{\left[y\left(t_{0}\right)+\frac{\delta}{\beta}\right] e^{-\frac{t-t_{0}}{\gamma}}-\frac{\delta}{\beta}\right\} \cdot 2.51
$$

We therefore choose a number $b$ to satisfy the inequalities

$$
\begin{align*}
& b-\psi^{-1}\left\{\frac{\delta}{\beta}\right\}<\mu \\
& \psi-1\left\{\frac{\delta 1}{\beta}\right\}-b<\mu
\end{align*}
$$

and a to satisfy

$$
\begin{align*}
& a-\psi^{-1}\left\{-\frac{\delta_{1}}{\beta}\right\}<\mu \\
& \psi^{-1}\left\{-\frac{\delta}{\beta}\right\}-a<\mu
\end{align*}
$$

We then choose $T$ to be the smallest value which, for any permitted initial condition, satisfies both inequalities

$$
\begin{aligned}
& \left|x_{i}(T)-b\right| \leqslant \mu \\
& \left|x_{i}(T)-a\right| \leqslant \mu
\end{aligned}
$$

and the proof is complete, except for the observation that inequalities * 2.52 and 2.53 require that $0<a<b<1$.

It is clear from the above proof that by allowing the values of $a$ and $b$ to be within the interval ( 0,1 ) the minimum input may be smaller than that for the theorem, for given convergence time $T$. Specifying a maximum input is not usually a severe restriction.
4. We remark that other definitions of realization are possible. For example, we could specify that the functional output be outside the region $[a, b]$ for some time interval, instead of converging to $\zeta \in\{a, b\}$. It is expected, however; that definition 2.8 has the greatest practical significance.
5. The initial condition $x_{i}\left(t_{o}\right)$ must always be in the interval ( 0,1 ) and thus $y_{i}\left(t_{0}\right)=\psi\left(x_{i}\left(t_{0}\right)\right)$ must always be finite. For equation 2.46, however, as $t$ becomes large, $y(t)$ becomes large, and a change of input will require a large time $T$ to take effect. This is an unrealizable situation as mentioned previously, but is very interesting because it corresponds to a gate with an infinite memory. In practice, the value of $\beta_{i}$ is finite and the memory of any gate is finite. Equation 1.21 has a maximum convergence time as well as a minimum, provided the range of initial conditions is limited. It is reasonable to limit the initial conditions to those values obtainable from the allowed inputs.

Corollary 2.3: If the conditions of Theoren 2.3 and Corollary 2.2 are satisfied, then there exists a number $\mathrm{T}_{\mathrm{M}}\left(\delta_{1}, \mu\right)$ such that $T<T_{M}$ provided the inequality

$$
\psi^{-1}\left\{-\frac{\delta_{1}}{\beta}\right\}<x\left(t_{0}\right)<\psi^{-1}\left\{\frac{\delta_{1}}{\beta}\right\}
$$

holds.

Rather than prove this corollary, we shall point out that it is obvious that the longest convergence time occurs either when the minimum positive input follous a maximum negative input, or vice versa. In such a case,

$$
y\left(t_{0}\right)= \pm \frac{\delta_{1}}{\beta},
$$

and $T_{M}$ is the minimum value for which the following inequalities are simultaneously satisfied:

$$
\begin{align*}
& b-\psi^{-1}\left\{\left[-\frac{\delta_{1}}{\beta}-\frac{\delta}{\beta}\right] \quad e^{\left.-\frac{T_{1}-t_{0}}{z}+\frac{\delta}{\beta}\right\}} \leqslant \mu\right. \\
& \psi^{-1}\left\{\left[\frac{\delta_{1}}{\beta}+\frac{\delta}{\beta}\right] e^{-\frac{T_{1} t_{0}}{z}}-\frac{\delta}{\beta}\right\}-a \leq \mu
\end{align*}
$$

6. The final remark is that the symmetry of the function $\Psi^{-1}($.$) allows the gap to be symmetrical and 2.48$ to apply, but that it is conceivable that in certain situations an asymnetrical gap might be required. In such a situation the above theorem and corollaries would require changes in detail but not in form.



Fig. 2.6 A 2-Element 3-Discrete System

### 2.5 TIMP-DISCRETE THRESHOLD NETWORKS

The development to this point has dealt exclusively with a differential equation model of a threshold gate. Simulation and implenentation of such gates often requires a time-discrete representation of their dynamical behavior. We consider here the transition from continuous to discrete systems and the validity of a discrete-time functional representation of the dynamic model. .

Assume that the inputs $\epsilon_{i}$ and $x_{j}, j=1,2, \ldots, n$ to gate $i$ are continuous and therefore that $x_{i}(t)$ is continuously differentiable. We write

$$
\frac{d \Psi\left(x_{i}(t)\right)}{d t}=\Psi^{\prime}\left(x_{i}\right) \frac{d x_{i}}{d t}=\operatorname{Lim}_{\nu \rightarrow 0} \frac{\psi\left(x_{i}(t+\nu)\right)-\psi\left(x_{j}(t)\right)}{\nu} 2.58
$$

which depends on the above assumption and on the assumed properties of $\Psi\left(x_{i}\right)$. Then for some small $\nu$ we may write the approximation

$$
\frac{d \Psi}{d t} \approx \frac{\Psi\left(x_{i}(t+\nu)\right)-\psi\left(x_{i}(t)\right)}{\nu}
$$

and combining this with equation 1.21 and rearranging, we have

$$
x_{i}(t+\nu) \simeq \psi^{-1}\left\{\left(1-\frac{\nu}{\tau_{i}}\right) \psi\left(x_{i}(t)\right)+\frac{\nu}{\beta_{i} \tau_{i}}\left(\epsilon_{i}+\sum_{j} \alpha_{i j} x_{j}(t)\right)\right\} \cdot 2.60
$$

This trivial approximation will alvays have arbitrarily small error provided $\boldsymbol{\nu}$ may be made arbitrarily small. Keeping $\boldsymbol{\nu}$ finite and allowing $\boldsymbol{\beta}_{\mathbf{i}}$ to approach zero, 2.60 becomes

$$
x_{i}(t+\nu) \simeq U\left\{\epsilon_{i}+\sum_{j} \alpha_{i j} x_{j}(t)\right\}
$$

where $U\{$.$\} is the step function. This is nontrivial and may not$ hold for any $\nu$, but there are cases where $x_{i}$ switches quickly from near 0 to near 1 , and 2.61 is valid, even though the inputs may not be continuous.

Definition 2.7: If, in a system of $n$ gates, we can find numbers $t_{o i}, 1 \leqslant i \leqslant n$, and a number $\nu>0$, such that for all i, the relation (see Fig. 2.6)

$$
\left|x_{i}\left(t_{o i}+\nu\right)-\nabla\left\{\epsilon_{i}+\sum_{j} \alpha_{i j} x_{j}\left(t_{o i}\right)\right\}\right|<\mu
$$

holds, for $\mu>0$ arbitrarily small, then the system is first-order time-discrete, and may be termed l-discrete. If there is an integer $m>0$ and the relation

$$
\left|x_{i}\left(t_{o i}+\nu_{r+1}\right)-v\left\{\epsilon_{i r}+\sum_{j} \alpha_{i j} x_{j}\left(t_{o i}+\nu_{r}\right)\right\}\right|<\mu
$$

with $\nu_{0}=0$ and $\nu_{r+1}>\nu_{r}$ holds for all $i=1,2, \ldots, n$ and all $x=1,2, \ldots, m$, then the system may be termed m-discrete.

Of course the order of discreteness depends on the initial conditions $x_{i}\left(t_{o i}\right), i=1,2, \ldots, n$.

Provided 2.63 holds we can generalize 2.61 for an m-discrete system:

$$
X_{r+1}=U\left\{E_{r}+A X_{r}\right\}, r=0,1, \ldots, m
$$

and adding the output equation

$$
W_{r}=C X_{r}
$$

we have tivo equations which resemble those for a linear machine ${ }^{10}$, except, of course, that the step function in 2.64 is highly nonlinear. This difficulty may be overcome for some parposes for finite values of m by using polynomial interpolation methods.

It may happen that 2.63 holds where $U$ is not a step between 0 and $l$ but between two numbers $a$ and $b$, with

$$
U(t)= \begin{cases}b, & t \geqslant 0 \\ a, & t<0\end{cases}
$$

and $0<a<b<1$. With a suitable transformation of coordinates definition 2.7 remains valid. Indeed $a$ and $b$ need not be between 0 and 1 but we shall only deal with this case in what follows.

### 2.6 SUMARI

In order to compute a logical function with a real device, the distinction between "logical," and "binary" functions is made. It can be shown that binary functions on the set $\{0,1\}$ are equivalent to arbitrary binary functions, hence continuous functions in this context need only be considered in the interval ( 0,1 ). Methods of designing threshold functions result in non-unique sets of functional parameters. Questions of realization of binary functions with the dynamic model can be answered precisely, both in a continuous time-scale and at discrete points in time.
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### 3.1 INTRODUCTION

The purpose of this chapter is to serve as an introduction to the stability analyses to follow. The uniqueness of the solutions of the gate equations will be show. Two cases will then be treated: an electrical network analogy, and a system of lossless integrators with perfect switches. The equilibrium or singular solutions of the general network and of the special Cowan equation will be discussed, and a topological (trajectory) analysis of two-umit systems will follow. A special case similar to Volterra's equations ${ }^{2}$ of population dynamics is discussed in Appendix C.

### 3.2 EXISTENCE, UNIOUENESS, AND CONTINUITY

We write the $i^{\text {th }}$ equation in a system of $n$ simultaneous ordinary differential equations in the general form:

$$
\frac{d x_{i}}{d t}=f_{i}\left(x_{1}, x_{2}, \ldots, x_{n}\right) \triangleq f_{i}(x), i=1,2, \ldots, n .3 .1
$$

Sufficient conditions for the function $f_{i}$ to satisfy a Lipschitz condition ${ }^{l}$ in a domain $D$ are that the partial derivatives $\frac{\partial f_{j}}{\partial x_{j}}$ $1 \leqslant \mathrm{j} \leqslant \mathrm{n}$ be bounded and continuous in D .

If the $n$ functions $f_{1}, f_{2}, \ldots, f_{n}$ satisfy Lipschite conditions in $D$, the Cauchy-Lipschitz theorem states that each equation 3.1 has a unique solution $x_{i}=x_{i}(t), I \leq i \leq n$, defined in the neighborhood of $t=t_{0}$ such that $x_{i}\left(t_{o}\right)=\xi_{i}, 1 \leqslant i \leqslant n$. The theorem
thus guarantees the existence of solutions with prescribed initial conditions and asseris that the initial conditions determine the solution uniquely.

If the $n$ functions $f_{i}(X)$ satisfy Lipschitz conditions, then the solutions $x_{i}\left(t, t_{0}, \xi_{1}, \ldots, \xi_{n}\right)$ are analytic in all of their arguments in a neighboriood of $t_{0}, \xi_{i}, 1 \leqslant i \leqslant n$.

The integral curves of 3.1 for specified functions $f_{i}$ define a family of trajectories in the $n$-dimensional $X$-space, and the theorem applied to this autonomous system has that through every point in the X-space there passes one and only one integral curve.

In chapter 1 we have written the gate equation in the form of 3.1:

$$
\frac{d x_{i}}{d t}=f_{i}(x)=\frac{1}{\beta_{i} \gamma_{i} \psi^{2}\left(x_{i}\right)}\left[\epsilon_{i}-\beta_{i} \psi\left(x_{i}\right)+\sum_{j} \alpha_{i j} x_{j}\right] \cdot \quad 1.28
$$

The derivative

$$
\frac{\partial f_{i}}{\partial x_{i}}=\frac{\alpha_{i i}}{\beta_{i} \gamma_{i} \psi^{\prime}\left(x_{i}\right)}-\frac{1}{\tau_{i}}-\frac{\dot{\psi}^{\prime}\left(x_{i}\right)}{\psi^{\prime}\left(x_{i}\right)} f_{i}
$$

is continuous and bounded since $\psi$ is analytic and strictly monotonic. The other derivatives

$$
\frac{\partial f_{i}}{\partial x_{j}}=\frac{\alpha_{i j}}{\beta_{i} z_{i} \psi^{\prime}\left(x_{i}\right)} \quad i \neq j
$$

also satisfy these conditions.
Thus the model we have chosen is well-behaved in the usual
sense.

### 3.3 A NETWORK ANALOGUE OF A SPECIAL CASE

A model will now be derived which, under certain conditions, is described by differential equations identical to the special equation 1.18. Consider the nonlinear passive conservative inductor of Fig. 3.1a. The current-flux linkage characteristic is

$$
\frac{\lambda-\lambda_{0}}{\lambda_{S}}=\log \frac{I}{I_{S}-I}=\log \frac{I_{0}+I_{L}}{I_{S}-I_{0}-I_{L}}
$$

By definition ${ }^{3}$, the magnetic energy function of this element is

$$
W_{m}=\int_{\lambda^{*}}^{\lambda} I_{L}(u) d u
$$

where

$$
I_{L}\left(\lambda^{*}\right) \lambda^{*}=0
$$

The inverse of 3.4 is

$$
I_{L}=\frac{I_{S}}{1+\exp \left[\frac{-\left(\lambda-\lambda_{0}\right)}{\lambda_{S}}\right]}-I_{0}
$$

and therefore the initial point of integration $\lambda^{*}$ must satisfy the equation

$$
\left\{I_{S}\left\{1+\exp \left[\frac{-\left(\lambda^{*}-\lambda_{0}\right)}{\lambda_{S}}\right]\right\}^{-1}-I_{0}\right\} \lambda^{*}=0
$$

The two solutions of 3.8 are both $\lambda^{*}=0$ as might be expected. Thus the energy function is

$$
\left.W_{m}=\int_{0}^{\lambda} \frac{I_{S}}{I+\exp \left[\frac{-\left(u-\lambda_{0}\right)}{\lambda_{S}}\right]}-I_{0}\right\} d u
$$




Fig. 3.1b Nonlinear Capacitor


Fig. 3.2 Equivalent Circuit

$$
=\lambda_{S} I_{S} \log \frac{I_{S}-I_{0}}{I_{S}-I}+\lambda_{S} I_{0} \log \frac{I_{0}\left(I_{S}-I\right)}{\left(I_{S}-I_{0}\right) I}
$$

Finally, the voltage across the terminals of this inductor is

$$
\nabla_{L}=\dot{\lambda}=\frac{\lambda_{S} \dot{I}_{S}}{I\left(I_{S}-I\right)}
$$

By a similar process, the energy function of the nonlinear capacitor of Fig. 3.1b is

$$
W_{E}=Q_{S} \nabla_{S} \log \frac{V_{S}-V_{0}}{V_{S}-V}+Q_{S} V_{0} \log \frac{V_{0}\left(V_{S}-V\right)}{\left(V_{S}-V_{0}\right) V}
$$

and the current flowing into the capacitor is

$$
I_{C}=\dot{q}=\frac{Q_{S} V_{S} \dot{V}}{V\left(V_{S}-V\right)}
$$

These two elements are arranged in a circuit with a conductance $G$ and a. resistance $R$, as in Fig. 3.2. From Kirchoff's laws,

$$
\begin{align*}
& I-I_{0}+G\left(V-V_{0}\right)+\frac{Q_{S} \nabla_{S} \dot{V}}{V\left(V_{S}-V\right)}=0 \\
& \left(I-I_{0}\right) R+\frac{\lambda_{S} I_{S} \dot{I}}{I\left(I_{S}-I\right)}=V-V_{0}
\end{align*}
$$

Thus, from 3.13

$$
\frac{\dot{V}}{V_{S}}=\frac{V}{V_{S}}\left[I-\frac{V}{V_{S}}\right]\left[\frac{I_{0}+G V_{0}}{Q_{S}}-\frac{G V_{S}}{Q_{S}} \frac{V}{V_{S}}-\frac{I_{S}}{Q_{S}} \frac{I}{I_{S}}\right]
$$

and from 3.14

$$
\frac{\dot{I}}{I_{S}}=\frac{I}{I_{S}}\left[I-\frac{I}{I_{S}}\right]\left[\frac{I_{0} R-V_{0}}{\lambda_{S}}+\frac{V_{S}}{\lambda_{S}} \frac{V}{V_{S}}-\frac{R I_{S}}{\lambda_{S}} \frac{I}{I_{S}}\right]
$$

These equations, by substituting $x_{1}$ for $\frac{V}{V_{S}}$ and $x_{2}$ for $\frac{I}{I_{S}}$
and equating the corresponding constants, are made identical to the following two-dimensional system:

$$
\begin{align*}
& \dot{x}_{1}=x_{1}\left(1-x_{1}\right)\left(\epsilon_{1}+\alpha_{11} x_{1}+\alpha_{12} x_{2}\right) \\
& \dot{x}_{2}=x_{2}\left(1-x_{2}\right)\left(\epsilon_{2}+\alpha_{21} x_{1}+\alpha_{22} x_{2}\right)
\end{align*}
$$

which is a particular set of equations obtained from 1.18.
Since there is an analogy between 3.17 and an electrical network, we expect that the behavior of 3.17 will be similar to such a network. In particular we can define a quantity for 3.17 analogous to the stored energy in the network of Fig. 3.2, but first a brief digression will be made to show a property of trajectories in the X -space of equation 1.18, and thus in the $x_{1}-x_{2}$ plane of equations 3.17, which will be written as follows:

$$
\begin{align*}
& \dot{Y}=E+A X \\
& \text { Let } r \text { be the solution of the equation } \\
& E+A X=0 .
\end{align*}
$$

Then,

$$
\Gamma=-A^{-I_{E}}
$$

and thus from 3.18

$$
X(t)=A^{-I} \dot{Y}-A^{-I} E=A^{-I} \frac{d Y}{d t}+\Gamma
$$

We wish to find the mean value of $X(t)$, which comes directly from 3.21:

$$
\bar{X}=\operatorname{Lim}_{a \rightarrow \infty} \frac{1}{a} \int_{0}^{a}\left(A^{-1} \frac{d Y}{d t}+\Gamma\right) d t=\Gamma+A^{-1} \operatorname{Lim}_{a \rightarrow \infty} \frac{1}{a}[Y(a)-Y(0)] \cdot 3.22
$$

For a finite solution to exist, $Y(a)$ must be finite for all values of a and the second term in 3.22 is zero. Thus if the solution of 3.17 is finite the mean value of the solution vector is $\Gamma$. Of course if the solution vector $X(t)$ ever coincides with $\Gamma$ its time-derivative is aero and thus an oscillatory solution never takes on the value $\Gamma$ in finite time.

We write 3.20 explicitly for the two-dimensional case:

$$
\Gamma=\left[v_{i}\right]=-A^{-1} E=\frac{1}{\alpha_{11} \alpha_{22}-\alpha_{12} \alpha_{21}}\left[\begin{array}{l}
\epsilon_{1} \alpha_{22}-\epsilon_{2} \alpha_{12} \\
\epsilon_{1} \alpha_{21}-\epsilon_{2} \alpha_{11}
\end{array}\right] 3.23
$$

and, comparing 3.17 with 3.15 and 3.16 and msing 3.23 , we can write

$$
\begin{array}{llll}
V=x_{1} V_{S} & 3.24 \mathrm{a} & I=x_{2} I_{S} & 3.25 \mathrm{a} \\
Q_{S}=-\frac{I_{S}}{\alpha_{12}} & 3.24 \mathrm{~b} & \lambda_{S}=\frac{V_{S}}{\alpha_{21}} & 3.25 \mathrm{~b} \\
G=\frac{\alpha_{11} I_{S}}{\alpha_{12} V_{S}} & 3.24 \mathrm{c} & \mathrm{R}=-\frac{\alpha_{22} V_{S}}{\alpha_{21} I_{S}} & 3.25 \mathrm{c} \\
V_{0}=\gamma_{1} V_{S} & 3.24 \mathrm{~d} & I_{0}=\gamma_{2} I_{S} . & 3.25 \mathrm{~d}
\end{array}
$$

From these equations and the above discussion we conclude that an oscillation of the electric circuit example must be about the point ( $\nabla_{0}, I_{0}$ ).

Consider the sum of the magnetic and electric energy functions:

$$
W=W_{\mathrm{m}}+W_{\mathrm{E}}
$$

The derivation of $W_{\text {II }}$ and $W_{E}$ ensures that $W$ is a positive definite function of $I_{L}$ and $V_{C}$, and therefore its zero corresponds to the points $I_{0}$ and $V_{0}$ in the $I-\nabla$ plane. We have shown that any oscillation must be about the point ( $I_{0}, V_{0}$ ), and thus a decaying oscillation corresponds to an energy function decaying to zero at the steady-state solution $\left(I_{0}, V_{0}\right)$.

In terms of the general parameters, the energy function $W$ becomes

$$
\begin{align*}
\frac{W}{I_{S} \nabla_{S}}=\frac{1}{-\alpha_{12} \alpha_{21}} & {\left[-\alpha_{12} \log \left(\frac{\gamma_{2}}{x_{2}}\right)^{\gamma_{2}}\left(\frac{1-\gamma_{2}}{1-x_{2}}\right)^{1-\gamma_{2}}\right.} \\
& \left.+\alpha_{21} \operatorname{Iog}\left(\frac{\gamma_{1}}{x_{1}}\right)^{\gamma_{1}}\left(\frac{1-\gamma_{1}}{1-x_{1}}\right)^{1-\gamma_{1}}\right]
\end{align*}
$$

where $I_{S}$ and $V_{S}$ are arbitrary positive constants.

### 3.3.1 CONSTANTS OF MOTION

The developnent in the preceding section is a particular case of a general problem of characterization of dynamic systems: that of finding constants of motion. Clearly if an expression for a constant of motion can be obtained in the form

$$
w(x)=0
$$

where $X$ is the state vector and $C$ is a constant, then this is an
additional constraint on the system, which is said to be conservative, and the solution $X(t)$ is restricted to some region of the phase space. In certain circumstances, then, knowledge of the function $W(x)$ is equivalent to a solution of the state equation.

We remark that the function $W(x)$ in 3.29 is called a Homiltonian in classical mechanics, and has the units of energy. In other situations, hovever, such as in the example we have treated, energy can only be found by analogy.

A further consideration ariaes: the constant of motion $W(X)$ is not unique for any system. In linear mechanics this only involves arbitrary constants, but this is not the case for nonlinear systems. In the example of the previous section the function 3.27 is only constant for $\alpha_{11}=\alpha_{22}=0$, that is, for the resistors in the circuit model conjectured zero. However, it will be conjectured that this is not a necessary condition for conservative oscillations to exist.

It is well-know ${ }^{3}$ that a necessary and sufficient condition for conservative motion is that a constant of motion, sometimes called a first integral, exists, but it is not generally possible to write dow such a constant in closed form.


Fig. 3.4 Wave-forms of Fig. 3.3
3.4 THE PERFECT SKITCH

Consider Fig. 3.3. This contains two integrators and two perfect switches connected to solve the equations

$$
\begin{align*}
& \dot{y}_{1}=\varepsilon_{1}(t)=\epsilon_{1}+\alpha_{11} x_{1}+\alpha_{12} x_{2} \\
& \dot{y}_{2}=\varepsilon_{2}(t)=\epsilon_{2}+\alpha_{21} x_{1}+\alpha_{22^{*}} \\
& x_{1}=U\left(y_{1}\right) \\
& x_{2}=U\left(y_{2}\right)
\end{align*}
$$

in which the constants may in general be of either sign. If the constants are chosen so that a continuing oscillation exists, then the period I of this oscillation contains four distinct divisions, as in Fig. 3.4. The initial conditions are labelled $V_{1}$ and $V_{2}$ as in the diagram. The slopes of the $\nabla-t$ graphs are $\varepsilon_{1}(t)$ and $\varepsilon_{2}(t)$.

Gyclic behavior of the system admits the following four linear homogeneous equations:

$$
\begin{align*}
& \varepsilon_{1}(a) T_{a}+\varepsilon_{1}(b) T_{b}=0 \\
& \varepsilon_{1}(c) T_{c}+\varepsilon_{1}(d) T_{d}=0 \\
& \varepsilon_{2}(a) T_{a}+\varepsilon_{2}(d) T_{d}=0 \\
& \varepsilon_{2}(b) T_{b}+\varepsilon_{2}(c) T_{c}=0
\end{align*}
$$

Their equivalent in the continuous (finite switching-time) situation is the set of integral equations

$$
\begin{array}{ll}
\int_{t_{0}}^{t_{2}} \varepsilon_{1}(t) d t=0, & \int_{t_{2}}^{t_{0}} \varepsilon_{1}(t) d t=0, \\
\int_{t_{1}}^{t_{3}} \varepsilon_{2}(t) d t=0, & \int_{t_{3}}^{t_{1}} \varepsilon_{2}(t) d t=0 .
\end{array}
$$

Equations 3.29 are easily reduced to the constraint

$$
\frac{\varepsilon_{1}(a) \varepsilon_{1}(c) \varepsilon_{2}(b) \varepsilon_{2}(d)}{\varepsilon_{1}(b) \varepsilon_{1}(d) \varepsilon_{2}(a) \varepsilon_{2}(c)}=1
$$

Clearly, given any one time interval it is possible to solve for the other three. Equations 3.29 give the recursive formulae

$$
\begin{align*}
& T_{b}=-\frac{E_{1}(\mathrm{a})}{\varepsilon_{1}(\mathrm{~b})} \mathrm{T}_{\mathrm{a}} \\
& \mathrm{~T}_{\mathrm{c}}=-\frac{\varepsilon_{2}(\mathrm{~b})}{\varepsilon_{2}^{2}(\mathrm{c})} \mathrm{T}_{\mathrm{b}} \\
& \mathrm{~T}_{\mathrm{d}}=-\frac{\varepsilon_{1}(\mathrm{c})}{\varepsilon_{1}(\mathrm{~d})} \mathrm{T}_{\mathrm{c}} \\
& \mathrm{~T}_{\mathrm{a}}=-\frac{\varepsilon_{2}(\mathrm{~d})}{\dot{E}_{2}(\mathrm{a})} \mathrm{T}_{\mathrm{d}}
\end{align*}
$$

and knowledge of the initial conditions may be used to specify one such interval. In Fig. 3.4 the equation

$$
T_{a}=\frac{\nabla_{1}(t)}{\varepsilon_{1}(a)}-\frac{\nabla_{2}(t)}{\varepsilon_{2}(a)}>0
$$

bolds, but in interval $b$ we would have

$$
T_{b}=-\left\{\frac{V_{1}(t)}{\varepsilon_{I}(b)}-\frac{\nabla_{2}(t)}{\varepsilon_{2}(b)}\right\}>0 . \quad 3.34
$$

This difference in sign and the form of 3.32 make it necessary to observe the portion of the period in which $V_{1}(t)$ and $\nabla_{2}(t)$ are specified before labelling the intervals. Intervals $c$ and $d$ yield results identical in sign to $a$ and $b$ respectively and therefore only two distinct initial configurations need be distinguished.

We carry this example further to the case for which $\alpha_{11}=\alpha_{22}=0$, in which

$$
\begin{array}{ll}
\varepsilon_{1}(a)=\varepsilon_{1}(d), & \varepsilon_{1}(b)=\varepsilon_{1}(c) \\
\varepsilon_{2}(a)=\varepsilon_{2}(b), & \varepsilon_{2}(c)=\xi_{2}(d)
\end{array}
$$

It is possible to derive using the recursion formulae 3.32 and relations 3.23, 3.28 and 3.35 the following general formula:

$$
T=\frac{v_{1} E_{2}(t)-V_{2} E_{1}(t)}{-\alpha_{12} \alpha_{21} \gamma_{1} \gamma_{2}\left(1-\gamma_{1}\right)\left(1-\gamma_{2}\right)}
$$

which is a positive-definite function.

Equation 3.36 is valid for the limiting case described by 3.28, and bears some resemblance to expression 3.27, the energy function of the network analogy. Consider the following limiting expressions for the $x_{1}$-portion of 3.27:

$$
\begin{array}{r}
\operatorname{Lim}_{x_{1} \rightarrow 0} \alpha_{21} \log \left(\frac{\gamma_{1}}{x_{1}}\right)^{\gamma_{1}}\left(\frac{1-\gamma_{1}}{1-x_{1}}\right)^{1-\gamma_{1}}=\alpha_{21}\left(-\gamma_{1}\right) \log \frac{x_{1}\left(1-\gamma_{1}\right)}{\left(1-x_{1}\right) \gamma_{1}} \\
+\alpha_{21} \log \left(1-\gamma_{1}\right)
\end{array}
$$

$$
\begin{align*}
& =\varepsilon_{2}(t) v_{1}+\alpha_{21} \log \left(1-\gamma_{1}\right) \\
& \operatorname{Lim}_{x_{1} \rightarrow 1} \alpha_{21} \log \left(\frac{\gamma_{1}}{x_{1}}\right)^{1 / 1}\left(\frac{1-\gamma_{1}}{1-x_{1}}\right)^{1-\gamma_{1}} \\
& =\alpha_{21}\left(1-\gamma_{1}\right) \log \frac{x_{1}\left(1-\gamma_{1}\right)}{\left(1-x_{1}\right) \gamma_{1}}+\alpha_{21} \log \gamma_{1} \\
& =\varepsilon_{2}(t) v_{1}+\alpha_{21} \log \gamma_{1} .
\end{align*}
$$

Similar expressions obtain for the $x_{2}$-portion and hence expression 3.36 for the period $T$ is linearly related to the limiting case of the network energy function. This example will be discussed further in chapter 5.
3.5 SINGULAR SOLUTIONS OF THE SYSTEM EQUATIONS

We consider the general system of n simultaneous equations 3.1:

$$
\frac{d x_{i}}{d t}=f_{i}(x)
$$

Definition 3.1: A singular point ${ }^{3}$ is a point $x^{\circ}=\left(x_{1}^{\circ}, x_{2}^{\circ}\right.$, $\ldots, x_{n}^{0}$ ) for which, from 3.1, $f_{i}\left(x^{0}\right)=0$ for all $i=1$, 2, ci., n .
Thus, from 1.28 , the vectors $X$ which satisfy the equation

$$
\frac{1}{\beta_{i} \tau_{i} \psi^{i}\left(x_{i}\right)}\left[\epsilon_{i}-\beta_{i} \psi\left(x_{i}\right)+\sum_{j} \alpha_{i j} x_{j}\right]=0
$$

simultaneously for all $i=1,2, \ldots, n$ are the singular points of the
threshold system. When written in matrix form, 3.29 is

$$
\operatorname{diag}\left[\frac{1}{\beta_{i} \tau_{i} \Psi^{\prime}\left(x_{i}\right)}\right](E-B \Psi(X)+A X)=0
$$

and one of the solutions of this equation, namely that for which the second term equals zero, has been used implicitly in the development of the syster equations in section 1.7.
3.5.1 SIMPLIFYING ASSUMPTIONS

In order to reduce the number of separate cases to be considered, it is reasonable at this point to make some essumptions regarding realizations of the general gate equation. Theorem 2.3 and Corollaries 2.1 to 2.3 provide the necessary background.

1. We assume that the nonlinear curve is specified by the logistic function as in equation 1.18. That is,

$$
\psi\left(x_{i}\right)=\log _{I} \frac{x_{i}}{x_{i}}
$$

This function satisfies the assumptions of section 1.61 and will be used throughout the remainder of this thesis when numerical results are required. By specifying the function $\psi($. ) we have also specified the limit of equation 1.30 :

$$
L(s)=\operatorname{Lim}_{x \rightarrow s} \frac{\psi(x)}{\psi^{\prime}(x)}=\operatorname{Lim}_{x \rightarrow s} x(1-x) \log \frac{x}{1-x}
$$

and from this equation it can easily be show that $L(0)=L(1)=0.0$.
2. We assume that the conditions of Corollary 2.2 hold, in


F1g. 3.5 Single-Element Phase-Plane Diagrams
other words, that the inputs to all gates are finite. This assumption is completely reasonable for real gates and provides an important simplification of the problem of enumerating the singular solutions of a network. Consider Fig. 3.5a to 3.5d. These are phase-plane diagrams of the normalized equation

$$
\frac{\dot{x}_{i}}{\beta_{i}}=\frac{f_{i}}{\beta_{i}}=x_{i}\left(1-x_{i}\right)\left(\frac{\epsilon_{i}}{\beta_{i}}+\frac{\alpha_{i i}}{\beta_{i}} x_{i}-\log \frac{x_{i}}{1-x_{i}}\right)
$$

for various values of $\frac{\epsilon_{i}}{\beta_{i}}$ and $\frac{\alpha_{i i}}{\beta_{i}}$. There are as many as five singularities of 3.43 in the general case: $x_{i}=0$ and $x_{i}=1$ which are precluded by the assumption, and exactly one or three solutions for which the other term in 3.43 is zero. The assumption we have made allows a simplified phase diagram to be used since the two extreme singularities may be ignored. We plot the function

$$
\frac{\dot{y}_{i}}{\beta_{i}}=\frac{d}{d t} \frac{\Psi\left(x_{i}\right)}{\beta_{i}}=\frac{\epsilon_{i}}{\beta_{i}}+\frac{\alpha_{i 1}}{\beta_{i}} x_{i}-\log \frac{x_{i}}{I-x_{i}}
$$

as Fig. 1. $\mathbb{H}_{4}$ and therefore are concerned with one or three singularities per equation.
3. We assume that when the conditions of Theorem 2.3 and Corollary 2.2 are fulfulled for nonvanishing $\delta(\mu)$, the quantity $\frac{\delta}{\boldsymbol{\beta}_{i}}$ is "large." This requires that the values $a$ and $b$ of the corollary are "near" 0 and 1 respectively. From Theorem 2.3,

$$
\left|\frac{\epsilon_{i}}{\beta_{i}}+\frac{1}{\beta_{i}} \sum_{j} \alpha_{i j} x_{j}\right|>\frac{\delta}{\beta_{i}}
$$

and if $a$ and $b$ are specified we may solve the equation

$$
\frac{\delta}{\beta_{i}}-\max \left|\log \frac{\xi}{1-\xi}\right|=0,
$$

where $\xi$ has the values $a$ and $b$. For 3.46 to hold for separate state vectors $X$, the paramoters $\alpha_{i j}$ must satisfy certain constraints. Assume, for example, that $x_{j}$ changes from $a \simeq 0$ to $b \simeq 1$, and that this change causes the gate to switch. Then the condition

$$
\left|\frac{\alpha_{i, i}}{\beta_{i}} b-\frac{\alpha_{i, j}}{\beta_{i}} a\right|>\frac{2 \delta}{\beta_{i}}
$$

must hold, or, since $\beta_{i}$ is positive,

$$
\left|\alpha_{i j}\right|(b-a)>2 \delta
$$

We have assumed that $\frac{\delta}{\beta_{i}}$ is "Iarge" and therefore $b-a \simeq 1$ and 3.48 becomes

$$
\left|\alpha_{i j}\right|>2 \delta
$$

This is the well-known constraint that the input weights must exceed the gap magnitude for proper threshold operation. A further restriction for 3.45 to hold is of course that $\epsilon_{i}$ have a suitable value.
4. We assume that in case $\beta_{i}=0$, that is, in case 2.46 describes the gate dynamic behavior, the output $x_{i}$ may be arbitrarily close to the singularities 0 and 1 , but may never be outside the interval ( 0,1 ). In this case the phase diagram is of the function

$$
\dot{x}_{i}=x_{i}\left(1-x_{i}\right)\left(\epsilon_{i}+\sum_{j} \alpha_{i j} x_{j}\right)
$$

which is a third degree equation and a system of order $n$ therefore has, in general, $3^{\text {n }}$ possible solutions.
5. We assume that, in certain cases, the parameters $\boldsymbol{\alpha}_{i j}$ have the same sign for a given set of values of i. Fig. 3.6 shows a simple threshold gate containing one transistor and a number of resistors. Obviously if all resistors are positive, the values of the $\alpha_{i j}$ in the describing equation will all be negative since a transistor has negative gain. Other circuits may be used to give positive gain, but transistorized versions, at least, will often also exhibit greater delays and "ringing" and would be better described by several equations rather than one. We comment that the dynamic equation 1.21 is reasonably descriptive of a single transistor but may be less useful with circuits containing, for example, ferrites with significant hysteresis. If we allow one equation per transistor, then, the values of $\alpha_{i j}$ for all $i$ and $j$ are negative. The circuit in Fig. 3.6 corresponds to a positive value of $\epsilon_{i}$ due to the negative bias voltage but this condition will not be true in general.
6. We assume that if the parameter $\beta_{i}$ is nonzero it has the value +1 . This normalization has the effect of changing time-scaling only, as may be seen from equations 3.43 or 3.44 , and does not change the character of the resulting trajectory diagrams.


Fig. 3.6 A Transistorized Gate


Fig. 3.7 Phase Plane of the Single Gate

### 3.6 TRAJECTORIES IN TWO DIMENSIONS

Graphical trajectory methods are of most use in two dimensions, because the state-space may be drawn on paper. We consider a two-dimensional general equation 3.1, and form the matrix of first-order derivatives:

$$
H=\left[h_{i j}\right]=\left[\frac{\partial f_{i}\left(x^{0}\right)}{\partial x_{j}}\right]
$$

where $X^{0}$ is a singular point of system 3.1.
Definition 3.2: A singular point is simple ${ }^{3}$ if the determ-
inant of the matrix $H$ defined above is nonzero.
A consequence of a singularity being simple is that it is isolated in the obvious sense.

To characterize a singularity $X^{0}$, the characteristic equation of matrix $H$ is written:

$$
|H-\lambda I|=0
$$

and solved for the values $\lambda_{1}$ and $\lambda_{2}$. Then the point $X^{0}$ is said to be

- a node if $\lambda_{1}, \lambda_{2}$ are real and of the same sign
- a saddle point if $\lambda_{1}, \lambda_{2}$ are real and of opposite signs
- a spiral point if $\lambda_{1}, \lambda_{2}$ are complex conjugates with nonzero real part
- a vortex point if $\lambda_{1}, \lambda_{2}$ are pure imaginary.

Thus knowledge of the types of the singular points of a system enables


Fig. 3.8 Phase Planes of the Special Case
one to draw approximate solution curves near each singular point.
An additional method easily applied to two-dimensional systems is to calculate those curves for which $f_{1}$ and $f_{2}$ are respectively zero. Each curve partitions the state-plone into two regions, in which the function is positive or negative. Thus the direction of motion of the system solutions can be easily deduced near either of the curves.

The above two techniques have been used in the following sections, in which 3.44 has been used for the gate equation 1.21 and 3.50 has been used for special case 2.46.

### 3.6.1 SINGLE GATES

The dynamics of single gates is completely specified by the analyses of Chapter 2; here we only recall that the $x-\dot{x}$ plane or the $x-\dot{\psi}$ plane may be used to give two-dimensional diagrams.

Figures 3.7 a and 3.7 b show the two possible phase diagrams for the general gate 1.21. Fig. 3.8 shows the equivalent diagrams for the special case 2.46 . In each diagram the graph of the linear function $\epsilon+\alpha \times$ (subscripts have been removed for simplicity) is drawn.

Of course the diagrams only show representative members of families of curves; we include here and henceforth only those members which represent a change in the number or type of singularities.

Figs. 3.8 a and 3.8 b are compartble with 3.7 a and 3.7 b respectively. The general gate has exactly one or three singularities, and when three occur the outer two are stable. The special case may have two singularities if the line $\epsilon+\boldsymbol{\alpha}$ does not cross the axis in $(0,1)$, in which case one of the singular points is stable.


Fig. 3.9 Forms of Equation 3.54
$\varepsilon_{1}(x)=0$

$\longrightarrow x_{1}$


Fig. 3.10 Forms of Equation 3.55

$$
\varepsilon_{2}(x)=0
$$

3.6.2 TWO-GATE NETWORKS: THE GENERAL CASE

State-plane diagrams of two-gate networks are constructed by combining the curves of the previous section in the $x_{1}-x_{2}$ plane. The equation

$$
\varepsilon_{1}(x)=\epsilon_{1}+\alpha_{1 x_{1}}+\alpha_{12^{x_{2}}}-\log \frac{x_{1}}{1-x_{1}}
$$

is solved for $x_{2}$ :

$$
x_{2}=\frac{1}{\alpha_{12}}\left[\log \frac{x_{1}}{1-x_{1}}-\epsilon_{1}-\alpha_{11} x_{1}\right] .
$$

The possible forms for the solutions of this equation are show in Fig.
3.9. No vertical origin or scale has been shown since these depend on the choice of the constants $\epsilon_{1}$ and the value $\frac{\alpha_{11}}{\alpha_{12}}$ respactively. The curves have symmetry properties because of the symmetry of the function $\Psi($.$) ; if other functions had been used, the symmetry would not neces-$ sarily remain.

Corresponding curves exist for $x_{1}$ in the second equation $\varepsilon_{2}(x)=0$, which is similar to 3.54 :

$$
x_{1}=\frac{1}{\alpha_{21}}\left[\log \frac{x_{2}}{1-x_{2}}-\epsilon_{2}-\alpha_{22}\right],
$$

and these are show in Fig. 3.10, for which corresponding remarks may be made.

The object is to combine the relevant curve of Fig. 3.9 with one from Fig. 3.10. The points at which the curves intersect will then be the realizable singularities of the system.


Fig. 3.11 Forms of Network Trajectories


Fig. 3.11 (continued)


Fig. 3.11 (continued)


Fig. 3.11 (continued)


Fig. 3.11 (continued)

Figs. $3.11 a$ to 3.11 f are representative diagrams of all configurations of two-gate networks. Those diagrams which may be obtained by renumbering the elements are not included since the forms would not change. Dashed lines represent typical trajectories. Fig. 3.12 is a teble which contains a summary of some results which may be obtained by inspection of Fig. 3.11. We make the following remarks about these results:

1. Since the curves of Fig. 3.9 and 3.10 extend from plus infinity to minus infinity, the number of singularities must always be odd. Since the curves cross the axes three times at most, the largest possible number of singularities of the two-gate system is 9. By an extension of this argument, the largest possible number of singularities in a system of $n$ gates is $3^{n}$.
2. Fig. 3.12 shows that all configurations may be grouped in pairs with equal numbers of singular points. The members of each pair have an equal number of saddle points, which are always unstable. The nodes of one member correspond to the spiral points of the other, and the number of stable points is equal for the two members, except for the case in which only one singularity exists.
3. No diagram contains more than two types of singularities.
4. One special case exists, that corresponding to Fig. 3.11a. In this figure and in Fig. 3.13a the singular point is shown as a stable spiral point, but Fig. 3.13b has similar topology, that is, an equal number of singularities of the same types, but has instead an unstable spiral point, and in addition a stable trajectory.

| Diagram | Number of Singular Points | Spiral Points |  |  | Nodes |  |  | Saddle Points |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Numbe | Stabl | Unstable | Number | Stable | Unstable |  |
| a | 1 | 1 | - | - |  |  |  |  |
| c | 1 |  |  |  | 1 |  |  |  |
| $b$ | 3 |  | 2 |  |  |  |  | 1 |
| d | 3 |  |  |  | 2 | 2 |  | 1 |
| $\theta$ | 5 | 3 | 2 | 1 |  |  |  | 2 |
| 1 | 5 |  |  |  | 3 | 2 | 1 | 2 |
| g | 7 | 4 | 3 | 1 |  |  |  | 3 |
| h | 7 |  |  |  | 4 | 3 | 1 | 3 |
| 1 | 9 | 5 | 4 | 1 |  |  |  | 4 |
| j | 9 |  |  |  | 5 | 4 | 1 | 4 |




Fig. 3.13 The Special Case
5. It is a general rule of realizable Lipschitzian systems that all possible trajectories:begin and end either at: singular points or are asymptotic to closed curves known as limit-cycles, such as in Fig. 3.13b. More will be said about limit-cycles in Chapter 5. The question then arises: If the other diagrams in Fig. 3.11 do not contain limit-cycles, from which unindicated singularities do trajectories originate? The anxwer is, of course, that the points: $x_{1}, x_{2} \in\{0,1\}$ which we have previously designated unrealizable are also terminations of trajectories.
6. Only two classos of diagrams, represented by Fig. 3.11c and d, are possible for two-gate networks with negative parameters $\alpha_{i j}$. Fig. 3.1ld contains exactly two stable nodes, and corresponds to the same circuit, but to a condition in which "loop-gain" is less than unity.
7. It is remarkable that a system of two threshold gates may have three or four stable points. Positive parameters $\alpha_{i j}$ are required for this situation, however.

### 3.6.3 TWO-GATE NETWORKS: THE SPECIAL CASE

Consider a system of order $n$, that is, one which contains n : gates. We shall show some results for general system, and the system of order 2 will be a special case. From section 3.5.1, assumption 4, the state equation is

$$
\dot{X}=\operatorname{diag}\left[x_{i}\left(1-x_{i}\right)\right](E+A X)
$$

This equation has at most $3^{n}$ distinct singular points, which may be characterized as follows:

1. One point, which we call the principal singularity $\Gamma$, is the solution of equation 3.19, provided the solution exists:

$$
E+A X=0 .
$$

2. Exactly $2^{n}$ points exist for which all $x_{i}$ are either 0 or 1.
3. Exactly $3^{n}-2^{n}-1$ points are solutions of 3.19 with some of the $x_{i}$ constrained to be either 0 or 1. That is, if $q$ unknows $x_{i}$ are specified as 0 or 1 a new equation,

$$
\bar{E}+\overline{A X}=0
$$

must be solved, the order of which is $n-q$.
It is not always true that there are $3^{n}$ distinct singular points. A multiple singularity exists when any two solutions of 3.57 obtained for different specifications of the $x_{i} \in\{0,1\}$, or when any

3.14 d

Fig. 3.14 The Special Trajectories

| Diagram | Singular <br> Points | Nodes |  | Saddle <br> Stints |
| :---: | :---: | :---: | :---: | :---: |
| d | 4 | 1 | 1 | 2 |
| c | 4 | 1 | 1 | 2 |
| b | 5 |  |  | 4 |
| a | 5 | 2 | 2 | 1 |

Fig. 3.15 Singularities of Fig. 3.14
unspecified solution of 3.57 is 0 or 1 .
A root of 3.57 which falls outside the unit hypercube (the unit square in the case $n=2$ ) is an unrealizable singular point.

In the case $n=2$, there are at most 9 singular points, 4 of which are solutions of equations of the form of 3.57. In this case, if the lines

$$
\varepsilon_{i}(x)=\epsilon_{i}+\alpha_{i i} x_{i}+\alpha_{i j} x_{j}=0, \quad i, j=1,2
$$

are plotted, their intersection is $\Gamma$. The intersection of the first equation with the lines $x_{2}=0$ and $x_{2}=1$, and the second with the lines $x_{1}=0$ and $x_{1}=1$ are also singuinr points. Finally, the four verteces of the unit square are singular pofnts.

The condition that $\alpha_{11}=\alpha_{22}=0$ which was mentioned in Section 3.3.1 is a special case and is showm in Fig. 3.14. The point $r$ is shown as $\left[\frac{1}{2}, \frac{1}{2}\right]$ but this need not be trus in general. In this situation there are at most 5 finite singuiar points. Only representative diagrams are show. All others may be obtained by reversing arrows or axis labels or both. Fig. 3.1/4b is analogows to the electrical network discussed in Section 3.3, and ras show to possess a constant of motion (equation 3.27) and therefore motion is alomg closed trajectories about $\Gamma_{\text {. }}$ Fig. 3.1 la is a bistable system similar to Fig. 3.11d, and is in fact the limiting case of Fig. 3.14 $d$ if the parampters $\beta_{i}$ are allowed to approach zero with $\beta_{i} \tau_{i}$ constant and finite. Fig. 3.15 is a table listing the nodes and saddle points of Fig. 3.14. No spiral points exist.


Fig. 3.16 Trajectories of 3.58

Fig. 3.16 shows representative diagrams of system 3.58 in the case $\alpha_{11} \neq 0, \alpha_{22} \neq 0$. As before, only representative diagrams are shom. A special case is Fig. 3.16a, which is shown to contain an unstable node. In fact, depending on the slopes of the lines $\boldsymbol{\varepsilon}_{1}=0$ and $\varepsilon_{2}=0$ the principal singularity may be a stable node or, in the special case of a conservative system, a centre. The results for these systems are summarized in the table of Fig. 3.17.
3.7 ENOMERATION OF SINGULARITIES: THE SPECIAL CASE.

The linear form of equations 3.19 and 3.57 make the enumeration of singularities of n-dimensional special systems particularly easy, at least for low n.

Let the binary number $k$ take on the values of the $2^{n}$ - term sequence

$$
k=0,1, \ldots, 2^{n}-1
$$

Suppose for some particular value, say $k$, there are $q$ binary digits in $k$ which are 1 , the rest being 0 . Then if all values $x_{j}$ are specified (as 0 or 1 ) for which the $j^{\text {th }}$ digit is 1 , there are exactly $2^{q}$ unique specifications of the $x_{j}$ for this value of $k$. These $2 q$ specifications may be made according to a binary progression. Consider an example. Suppose $n=4$, and $k=3$, that is, $k=1100$ if the least significant digit is on the left. We then specify $x_{1}$ and $x_{2}$ to be, in order, $(0,0),(1,0),(0,1),(1,1)$. This process is

|  | Spiral Points |  | Nodes |  | Saddle |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Diagram | Stable | Unstable | Stable | Unstable | Points |
| a | - | - |  |  | 4 |
| d |  |  | 1 | 2 | 2 |
| b |  | 1 | 1 |  | 4 |
| f |  |  | 1 | 2 | 3 |
| e |  |  | 1 | 2 | 3 |
| c |  | 1 |  | 2 | 4 |
| G |  |  | 1 | 2 | 4 |
| h |  |  | 1 | 3 | 4 |
| i |  |  | 1 | 4 | 4 |

Fig. 3.17 Singularities of Fig. 3.16

| E | A MATRIX |  |
| :---: | :---: | :---: |
| 1.000 | 0. | -2.000 |
| 1.000 | -2.000 | 0. |

gamma

$$
0.500 \cup \quad 0.5000 \text { UNSTABLE }
$$

|  | POINTS Q |  |  |
| :--- | :---: | :--- | :--- |
| $R$ |  |  | NO SOLUTION |
| 1 | 0.000 |  | NO SOLUTION |
| 2 | 1.000 | 0. | NO SOLUTION |
| 3 |  |  |  |
| 4 |  |  |  |


|  | POINTS $\dot{P}$ |  |  |
| :--- | :--- | :--- | :--- |
| $R$ |  |  |  |
| 0 | 0. | 0. | UNSTABLE |
| 1 | 1.000 | 0. | STABLE |
| 2 | 0. | 1.0000 | STABLE |
| 3 | 1.000 | 1.0000 | UNSTABLE |

Fig. 3.18 Example Enumeration of Singularities

| E | A MATRIX |  |  |
| :--- | :--- | :--- | ---: |
| 3.000 | -2.000 | -4.000 | 1.000 |
| 3.000 | -2.000 | -4.000 | -1.000 |
| 3.000 | -4.000 | -2.000 | 0. |

GAMMA
0.5000 O. 5000 O. SEMISTABLE


POINTS P

| 0 | 0. | C. | 0. | UNSTABLE |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 1.0000 | 0. | 0. | UNSTABLE |
| 2 | 0. | 1. 0000 | 0. | UNSTABLE |
| 3 | 1.0000 | 1. 2000 | 0. | UNSTABLE |
| 4 | 0. | 0. | 1. 0000 | UNSTABLE |
| 5 | 1.0000 | c. | 1.0000 | UNSTABLE |
| 6 | 0 . | 1.0000 | 1.0000 | UNSTABLE |
| 1 | 1.0000 | 1. 6000 | 1.0000 | UNSTABLE |

Fig. 3.19. Example Enumeration of Singularities
an algorithm for finding all singular points in a particular arbitrary order. The case $k=0$ is of course that for which no $x_{j}$ 's are to be specified, and the correspondine singularity is $\Gamma$. In the case $k=2^{n}-1$ all values are specified, no equation 3.57 need be solved, and the singular points are all vertices of the n-dimensional hypercube.

Let $K_{k}$ be the q-element set of values of $j$ for which all $x_{j}$ are to be specified for a particular value of $k$. Then to arrive at 3.57 from 3.19, write the equations in the form

$$
\epsilon_{i}+\sum_{j \in K_{k}} \alpha_{i j} x_{j}+\sum_{j \notin K_{k}} \alpha_{i j} x_{j}=0, i \notin K_{k} .
$$

and since the first two terms in this equation are constant, we have defined 3.57.

Some practical considerations arise:

1. Solution of linear equation 3.57 depends on the inversion of the matrix $\bar{A}$. If $\bar{A}$ is singular, then either no solution exists with that particular $\bar{E}$, or solutions are linearly dependent, in which case there is a continuum of solution of at least one dimension, and the singular point is not simple. The test for linear dependency is to substitute the colum $\overline{\mathrm{B}}$ for each column of $\overline{\mathrm{A}}$ in turn and to find the determinant of the resulting matrix. If all such determinants are zero the solutions are linearly dependent.

If, for any given $k$ and specification of the numbers $X_{j}$, $j \in K_{k}$, the determinant of $\bar{A}$ is zero, then it is zero for any other specification since $\bar{A}$ is determined by $k$ and not by any of the $2^{q}$
specifications corresponding to that $k$.
2. Solutions of 3.57 which are identical to solution for some other specification are redundant.

Figs. 3.18 and 3.19 are examples of enumerations according to the above algorithm, in which solutions of 3.57 for which $k=2^{n}-1$ are called $P$, those for $0<k<2^{n}-1$ are called $Q$, and the remainder is $\Gamma$. A remark is included about the exiswence and stability of each singular point. Fig. 3.18 corresponds to Fig. 3.14a.

### 3.8 SUMMARY

The dynamical model is analytically "well-behaved." A special case can be related by analogy to olectrical networks, and another special case can be solved exactly.

A complete topological analysis of two-gate networks is possible, and the singular points of a limiting case can be solved in closed form. Enumeration of such singular points of networks of arbitraryn ${ }^{n}$ requires the solution of sets of linear equations.
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## CHAPTER 4

### 4.1 INTRODUCTION

This chapter concerns several aspects of the stability of the systems described previously. Much of the mathematics has already been done; here it is applied to networks of arbitrary size.

Some precise definitions will be given, and then some wellknown theorems of the stability of nonlinear systems. The final portion of the chapter concerns application of linearization techniques and location of singularities of the general system.

The methods of first-order approximation used here and the general uses lyapunov functions are well-known and are found in many references. Reference 1 contains a chapter emphasizing first-order techniques, references 2 and 3 are classic treatments of nonlinear systems, and reference 4 is a useful sumary of many of the theorems and methods relating to the uses and generation of Lyapunov functions.

### 4.2 DEFINITIONS

We assume throughout that only Lipschitzian systems are considered. Proof that the gate model satisfies this condition was given in Section 3.2. The discussion in Section 1.6 specifies the gate network to be a nonlinear stationary sjstem in the usual sense. Provided the inputs are constant in a finite interval the system is also free or unforced, and a system satisfying this and the stationarity condition is called autonomous.

We have described the general nonlinear dynamic system by $n$ equations 3.1

$$
\frac{d x_{i}}{d t}=f_{i}\left(x_{1}, x_{2}, \ldots, x_{n}\right) \triangleq f_{i}(x)
$$

which becomes in vector notation

$$
\dot{X}=\frac{d X}{d t}=F(X)
$$

where the nonlinear functions $f_{i}(X)$ are specified by equation $1.2 \delta$. From 3.18,

$$
\dot{Y}=E+A X \triangleq G(Y)
$$

which also describes the system and is of the form of 4.1. In the following we consider a general system 4.1 although the theorems also apply to 4.2.

Definition 4.1: The Euclidean norm of an n-dimensional vector $\mathrm{X}=\left[\mathrm{x}_{\mathrm{i}}\right]$ is given by

$$
\|x\|=\left(\sum_{i=1}^{n} x_{i}^{2}\right)^{1 / 2}
$$

and an often used non-Euclidean norm is denoted by

$$
|x|=\sum_{i=1}^{n}\left|x_{i}\right|
$$

Definition 4.2: Let $X^{0}(t)$ be a solution of 4.1. Then $X^{0}(t)$ is stable if for every real number $\delta>0$ and solunion $X(t)$ of 4.1 there exists a real number $\eta^{(\delta)}>0$,
such that

$$
\left\|x\left(t_{0}\right)-x^{0}\left(t_{0}\right)\right\|<\delta
$$

implies

$$
\left\|x(t)-x^{\circ}(t)\right\|<\eta \quad 4.6
$$

for all $t>t_{0}$. If $X^{0}(t)$ is stable and in addition

$$
\left\|x(t)-x^{0}(t)\right\| \rightarrow 0
$$

as $t \rightarrow \infty, X^{0}(t)$ is asymototically stable. Of course $X^{0}(t)$ may be a singular point $X^{0}$ as discussed in Section 3.5.

Definition 4.3: A solution $X^{0}(t)$ of 4.1 is asymototically stable in the large if it is stable, and if every motion $X(t)$. converges to $X^{\circ}(t)$ as $t \rightarrow \infty$.

It is important to note that the above definitions do not apply to all possible situations where the intuitive concept of stability. applies. Stability as defined above is usually known as "stability in the sense of Lyapunov."

### 4.3 STABILITY OF AUTONOMOUS SYSTEMS

Consider the system defined by
$\dot{X}=H X+\bar{F}(X)$.
where $H$ is a constant matrix and $\bar{F}(X)$ is a nonlinear vector function of X. Equations 4.1 and 4.2 may be rewrititen in this form by the use of a Taylor series about some singular poimt $X^{0}$,

$$
F(X)=F\left(X^{0}\right)+\left[\frac{\partial F\left(x^{0}\right.}{\partial X}\right]\left(X-x^{0}\right)+\sum_{I=2}^{\infty} \frac{1}{r!}\left\{\sum_{j=1}^{n}\left(x_{j}-x_{j}^{0}\right) \frac{\partial}{\partial x_{j}}\right\}_{4,9}^{r} F\left(X_{0}^{0}\right)
$$

which converges in some neighboriood of $\mathrm{X}^{0}$. Since by definition $F\left(X^{0}\right)=0$ this equation will be in the correct form if the transformation

$$
Z(t)=\left[z_{i}(t)\right] \triangleq X(t)-X^{0}
$$

is made, giving

$$
\dot{\mathrm{Z}}=\mathrm{HZ}+\sum_{r=2}^{\infty} \frac{1}{r!}\left\{\sum_{j} z_{j} \frac{\partial}{\partial z_{j}}\right\}^{r} F\left(X^{0}\right) \equiv \mathrm{EZ}+\bar{F}(Z)
$$

where H is the constant matrix of first derivatives. This matrix is identical to that discussed in section 3.6, except that in this case it is of order $n$.

Consider the first-order approxination to 4:11, that is,

$$
\dot{\mathrm{Z}}=\mathrm{HZ} .
$$

Theorem 4. 1: Solutions of 4.12 are asymptotically stable at the point $Z=0$. if and only if all the eigenvalues of the matrix $H$ have negative real parts.

The above result is well-known. The eigenvalues are the solutions of the characteristic equation

$$
|H-\lambda I|=0,
$$

which may be rewritten

$$
\lambda^{n}+c_{1} x^{n-1}+\ldots+c_{n-1} \lambda+c_{n}=0 .
$$

The criterion in the theorem may be established by solving equation 3.53 or by the well-known Hurwitz procedure ${ }^{5}$ or the Routh ${ }^{6}$ test . which is preferable for hand computation.

Theorem $4.2^{1}$ : Solutions of 4.11 are asymptotically stable at $Z=0$ if every solution of 4.12 is asymptotically stable in the large, if $\bar{F}(Z)$ is continuous in some region about $z=0$, if $\frac{|\bar{F}(Z)|}{|Z|} \rightarrow 0$ as $|Z| \rightarrow 0$, and if $|Z(0)|$ is sufficiently small.

The Taylor series representation ensures that the theorem is satisfied since $\bar{F}(Z)$ is of second- and higher-order terms, provided of course the linearized system is asymptotically stable by theorem 5.1. A linear system which is asymptotically stable is always asymptotically stable in the large.

Theorem 4.2 applies only in on arbitrarily small neighborhood of the singularity $X^{0}$, that is near $Z=0$. To show behavior in a finite region, a result due to Lyapunor is used?:

Theorem 4.3: Let $\Omega$ be a bounded closed region about $Z=0$ in the state space of system 4.11. Let $\Omega$ have the property that every solution $Z\left(t ; Z\left(t_{0}\right), t_{0}\right)$ that starts in $\Omega$ remains for all future time in $\Omega$. If there exists a
scalar function $W(Z)$ which is continuous and has continuous first partial derivatives in $\Omega$ and such that in $\Omega, W(0)=0$, $W(z)>0$ for all $Z \neq 0, \dot{W}(z) \leqslant 0$ for all $z$ (i.e. $\dot{W}(z)$ negative-semidefinite), and $\dot{W}\left[Z\left(t ; Z\left(t_{0}\right), t_{0}\right)\right\}$ does not vanish identically in $t \geqslant t_{0}$ for any $t_{0}$ and $Z\left(t_{0}\right)=0$, then every solution starting in $\Omega$ is asymptotically stable to $Z=0$.

The selection of $W(Z)$ which is called a Lyapunov function may require much effort in general. Several methods for finding Iyapunov functions for certain classes of systems exist, and the next chapter is concerned with their application.

Corollary 4.3.1: If there exists se scalar function $W(z)$ which satisfies the theorem, except that $\dot{W}(z) \geqslant 0$ for all $Z$ in $\Omega$ and $\dot{W}$ does not vanish identically along a trajectory, then $Z=0$ is unstable.

The time derivative $\dot{W}$ along a trajectory is calculated as follows:

$$
\dot{W}=\sum_{j=1}^{n} \frac{\partial W}{\partial x_{j}} x_{j}=\sum_{j} \frac{\partial W}{\partial x_{j}} f_{j}(x)=(\nabla W)^{T} F(x)
$$

Clearly if $\dot{W}=\frac{d W}{d t}$ is sign-definite, then $-\frac{d W}{d t}=\frac{d W}{d(-t)}$ is also sign-definite and of the opposite sign. Thus if system 4.1 is stable, then the system defined by

$$
-\dot{X}=F(X)
$$

is unstable, end vice-versa. Hence all stability theorems may be used to show instability by reversing time (at least for Lipschitzian systems which have unique trajectories as $t \rightarrow+\infty$ or $t \rightarrow-\infty$ ).

We note that if it is possible to find a scalar function $W$ whose derivative as calculated in $4.1 / 4$ is identically zero along a trajectory then $W$ is a constant of motion (section 3.3.1) and tha system, under this condition said to be conservative, satisfies Liouville's theorem ${ }^{8}$.

Finally we quote a result for linear systems, for which it is always possible to find Lyapunov functions in closed form.

Theorem 4.4: The equilibrium state $\mathrm{Z}=0$ of the linear system 4.12 is asymptotically stable if and only if given any symmetric, positive-definite matrix $Q$ there exists a symmetric, positive-definite matrix $P$ which is the unique solution of the $n(n+1) / 2$ linear equations

$$
\mathrm{PH}+\mathrm{H}^{\mathrm{T}} \mathrm{P}=-\mathrm{Q} .
$$

Moreover $Z^{T} \mathrm{PZ}$ is a Lyapunov function for the system.

Equation 4.16 is known as the Lyapunov Matrix Equation. If Q isthe zero matrix then $2^{T} \mathrm{PZ}$ is a constant of motion and has the units of energy in usual physical situations.

Lyapunor functions are not unique for given dynamic systems. Glearly if $W$ is a Lyapunov function then $\alpha$ where $\alpha$ is a positive
constant is also a Lyapunov function. A given nonlinear system may also have Lyapunov functions of different forms.

### 4.4 SERIES EXPANSION OF THE GATE EQUATIONS

Equations 4.7 will be expanded about a singular point $x^{0}$, using assumption 1 of section 3.5.1; hence $\psi\left(x_{i}\right)$ is specified, and 3.1 becomes

$$
\frac{d x_{i}}{d t}=f_{i}(x)=\frac{1}{\beta_{i} \tau_{i}} x_{i}\left(1-x_{i}\right)\left(\epsilon_{i}+\sum_{j} \alpha_{i j} x_{j}-\beta_{i} \log \frac{x_{i}}{1-x_{i}}\right) 4.17
$$

which is zero by definition at all singularities $X^{\circ}$. The matrix $H$ is defined by

$$
\begin{align*}
\frac{\partial f_{i}\left(x^{0}\right)}{\partial x_{i}}= & \frac{I}{\beta_{i} \gamma_{i}}\left\{\left(1-2 x_{i}\right)\left(\epsilon_{i}+\sum_{j} \alpha_{i j} x_{j}-\beta_{i} \log \frac{x_{i}}{1-x_{i}}\right)\right. \\
& \left.+x_{i}\left(1-x_{i}\right) \alpha_{i i}-\beta_{i}\right\}_{X=x^{0}} \\
= & \frac{I}{\beta_{i} z_{i}}\left\{x_{i}^{0}\left(1-x_{i}^{0}\right) \alpha_{i i}-\beta_{i}\right\}
\end{align*}
$$

and

$$
\frac{\partial f_{i}\left(x^{0}\right)}{\partial x_{j}}=\frac{1}{\beta_{i} r_{i}} x_{i}^{0}\left(1-x_{i}^{0}\right) \alpha_{i j}
$$

which correspond to general forms 3.2 and 3.3. The higher derivatives may be found by further differentiation of 4.18 and 4.19. No further comments on the resulting series will be made except the following; If $\beta_{i} \rightarrow 0$ with $\beta_{i} \tau_{i}$ finite, 4.17 is an equation of degree three, and therefore all derivatives of order four and higher will be zero.

The alternate form 4.2 may be written from 1.21:

$$
g_{i}(Y)=\frac{d y_{i}}{d t}=\frac{1}{\beta_{i} \tau_{i}}\left\{\epsilon_{i}-\beta_{i} y_{i}+\sum_{j} \frac{\alpha_{i, j}}{-y_{j}}\right\}
$$

and the matrix $H$ is defined in this case by

$$
\begin{align*}
\frac{\partial g_{i}}{\partial y_{i}} & =\frac{1}{\beta_{i} \tau_{i}}\left\{-\beta_{i}+\frac{\alpha_{i i} e^{-y_{i}}}{\left(1+e^{-y_{i}}\right)^{2}}\right\}_{Y=Y^{0}} \\
& =\frac{1}{\beta_{i} r_{i}}\left\{-\beta_{i}+\alpha_{i i} x_{i}\left(1-x_{i}\right)\right\}_{X=X^{0}}
\end{align*}
$$

and

$$
\frac{\partial g_{i}}{\partial y_{j}}=\frac{1}{\beta_{j} \tau_{j}}\left\{\frac{\alpha_{i j^{e}} e^{-Y_{i}}}{\left(I+e^{-Y_{i}}\right)^{2}}\right\}_{Y=Y^{0}}=\frac{1}{\beta_{i} \gamma_{i}}\left\{\alpha_{i j} x_{i}\left(1-x_{i}\right)\right\}_{X=X^{0}} 4.22
$$

which are identical to 4.18 and 4.19.
4.5 ENUREATION OF SINGULARITIES: THE GENERAL CASE

In order to apoly theorems $4.1,4.2$ or 4.3 in any specific case it is necessery to be able to locate all singular points $\mathrm{X}^{\circ}$. The case $\boldsymbol{\beta}_{\mathrm{i}}=0$ for all $i$ was treated in the last chapter and was seen to require the solution of at most $n$ simultaneous linear equations for each singular point. An algorithm was given for enumerating all $3^{\mathrm{n}}$ possible singular points, some of which may be unrealizable. In the general case $n$ nonlinear equetions must be solved, written

$$
E-B \Psi(X)+A X=0
$$

from 3.40.

It has been demonstrated in section 3.6.2 that because of the form of the nonlinearity there are at most $3^{n}$ solutions to 4.23. From the finiteness assumption the solutions of this equation are the only realfzable singularities of the system.

Equation 4.23 is transcendental and it is not possible to write its solution in closed form. Solution of such equations is a standard computational problem for which relaxation or other methods may be used. It is a general requirement, however, that an initial guess of the solution must be made sufficiently near the actual solution for the method to succeed. We take refuge in simplifying assumption 3, section 3.5 .1 to ensure that such a guess may always be made, subject to a further constraint.

Assertion 4.1: Let the matrix A in 4.23 be nonsingular. Let the principal singularity $\Gamma=\left[\gamma_{i}\right]$ be defined as that point which by definition satisfies 4.23, and in addition

$$
\|\Psi(\Gamma)\|<\left\|\Psi\left(x^{0}\right)\right\|
$$

for all other singular points $x^{0}$. For any $\mu>0$ there exists a number $M(\mu)<\infty$ such that for some real square matrix $C=\left[c_{i j}\right]$, if

$$
\max _{i, j}\left|c_{i j}\right|<M
$$

then

$$
\|r-\hat{x}\|<\mu
$$

where $\hat{\mathbf{X}}$ is the solution of the equation

$$
E+A X=0 .
$$

Proof: From 4.23 and 3.19,

$$
A(\Gamma-\hat{X})+B \Psi(\Gamma)=0
$$

and thus

$$
\Gamma-\hat{\mathrm{x}}=A^{-1} B \Psi(\Gamma)
$$

since A is nonsingular. From the phase plane analysis it is clear that at least one point $\Gamma$ exists for which $\Psi(\Gamma)$ is finite. Thus if $C=A^{-1}$ which is finite, we can find a finite number $M$ which allows 4.25 for any $\mu>0$ in 4.26.

Assertion 402 : Let $r$ be the principal singularity of 4.23. Consider the linear equation

$$
(E-B \Psi(\Gamma)+A \Gamma)+\left(A-\operatorname{diag}\left[\beta_{i} \Psi^{\prime}\left(\gamma_{i}\right)\right]\right)(x-\Gamma)=0
$$

obtained from the Taylor series 4.9 with second-degree and higher terms omitted. Let $\hat{X}_{0}, \hat{X}_{1}, \ldots, \hat{X}_{3} n$ be the sequence of singularities of 4.29 enumerated according to, say, the algorithm of section 3.7. Then for every singular point $X^{0}$ of 4.23 and $\mu>0$ there exists a number $M<\infty$ such that
if either
*

$$
\left|\alpha_{i i}\right|>M\left|\beta_{i} \psi^{\prime}\left(\gamma_{i}\right)\right|
$$

or

$$
\left|\epsilon_{i}+\sum_{j} \alpha_{i j} \hat{x}_{j}^{r}\right|>M
$$

hold for any $i=1,2, \ldots, n$, and some $r \leqslant 3^{n}$ in the sequence, then

$$
\left\|x^{0}-\hat{x}^{r}\right\|<\mu
$$

Proof: If 4.31 holds for gate $i$ and $M$ satisfies theorem 2.3, gate $i$ realizes a linear threshold function and $\left|x_{i}^{0}-\hat{X}_{i}^{r}\right|$ may be specified as arbitrarily small. If 4.30 holds for gate $k$, say, then for arbitrarily large $M$ the eth equation

$$
\begin{gathered}
\left(\epsilon_{k}-\beta_{k} \psi\left(\gamma_{k}\right)+\sum_{j} \alpha_{k j} \gamma_{j}\right)+\left\{\sum_{j} \alpha_{k j}\left(x_{j}-\gamma_{j}\right)-\beta_{k} \psi^{l}\left(\gamma_{k}\right)\left(x_{k}-\gamma_{k}\right)\right\} \\
=0
\end{gathered}
$$

must have a solution arbitrarily near $\hat{X}_{k}^{r}$ since the $\Psi$ and $\Psi^{\prime}$ terms are arbitrarily small compared to $\alpha_{i i}$.

We remark that these assertions specify conditions which the network must satisfy for good approximate solutions of 4.23 to be found in a specified order. Obviously since the unit hypercube is a bounded set it is always possible to find an unordered sequence of approximate solutions simply by generating sequences of uniformlyspaced points in the set. A closed-form solution for an ordered sequ-
ence of good approximations to the singular points of an arbitrary network is not knotm.

The twomgate diagrams of Fig. 3.11 may be used to illustrate the restriction of essertion 4.2 , which admits $3.11 a, b, c, d, i$ and $j$ and their equivalents but no others.

### 4.6 STABILITY OF THE LINEARIZED GENERAL SYSTEM

Theorem 2.3 is a specification of the conditions for a gate described by equation 1.21 to realize a linear threshold function. Definition 2.7 and the discussion in section 2.5 related the system to a time-discrete representation. We shall show that theorems 4.1 and 4.2 are sufficient to establish certain conditions under which a collection of gates realizes a linear threshold net, the functional behavior of which is defined for timemiscret 9 representations. Here we treat realization as a generalization of the single-gate realization criteria. The time-continuous behavior of our model of networks of threshold gates has been shown previously to be described by equation 1.38 , repeated here ( $\mathbb{U}$ is assumed zero in the time interval of interest):

$$
(T D+I) B(Y-m)=A(X-\Gamma)+P U \quad 1.38
$$

Definition 4.1 : A physical system described by 1.38 realizes
a linear threshold net if, for any integer $M$ there exists an integer $m \geqslant M$ such that the system is m-discrete, and in addition there exists a number $T<\infty$ such that

$$
t_{o i}<T
$$

## for all $i$, $1 \leq i \leq n$.

Obviously, at any singular point of 1.38 which is near enough to a vertex of the unit hypercube so that every gate realizes a linear threshold function, the system realizes a linear threshold net for all time subsequent to the initial time, that is for any $T>t_{0}$, provided the system remains at the singular point.

Theorem 4.5: Let a system of $n$ gates be described by 1.38 and let $X^{0}$ be a singular point. Then there exists a set of numbers $\mu_{i}>0,1 \leqslant i \leqslant n$ such that if either

$$
\left|x_{i}^{0}\right|<\mu_{i}
$$

or

$$
\left|1-x_{i}^{0}\right|<\mu_{i}
$$

hold for $I \leqslant i \leqslant n$, all solutions with initial points $X\left(t_{0}\right)$ In a region $\Omega_{1}$ containing $X^{0}$ approach $X^{0}$ as $t \rightarrow \infty$.

Proof: The system will be shown to satisfy theorem 4.2. From 3.2 and 3.3 the linearized system obtained from the Taylor series 4.9 at the point $X^{\circ}$ has the matrix

$$
\mathrm{H}=\operatorname{diag}\left[\frac{1}{\beta_{i} \tau_{i} \psi^{\prime}\left(\mathrm{x}_{i}^{0}\right)}\right] \mathrm{A}-\operatorname{diag}\left[\frac{1}{\gamma_{i}}\right]
$$

Some results in matrix theory will be quoted:

Lemma 4.10: Let $H$ be a real square matrix. The quadratic form $Q=Z^{T} H Z$ is equal to the quadratic form of the symmetric part of $H$, ie.

$$
Q=\frac{1}{2} Z^{T}\left(H+H^{T}\right) Z
$$

Lemma 4.211,12: A real square matrix $H(Z)$ for which

$$
h_{i i}-\sum_{j \neq i}\left|h_{i j}\right| \geqslant \mu>0
$$

is said to be uniformly Hadamard. If $H$ is uniformly Hadamard and symmetric, then it is positive-definite, ie.

$$
\mathrm{Z}^{\mathrm{T}} \mathrm{HZ}>0
$$

for all $Z \neq 0$.

Consider the matrix $G=-H$. If $G$ is positive-definite then $H$ is negative-definite. The symmetric part of $G$ is

$$
G_{s} \triangleq \operatorname{diag}\left[\frac{1}{\gamma_{i}}\right]-\operatorname{diag}\left[\frac{1}{2 \beta_{i} \tau_{i} \psi^{\prime}\left(x_{i}^{O}\right)}\right]\left(A+A^{T}\right)
$$

Since $G_{s}$ is a constant matrix it is uniformly Hadamard provided

$$
\frac{1}{\tau_{i}}-\frac{1}{2 \beta_{i} \tau_{i} \psi^{l}\left(x_{i}^{q}\right)}\left\{2 \alpha_{i i}+\sum_{j \neq i}\left|\alpha_{i j}+\alpha_{j i}\right|\right\}>0,1 \leqslant i \leqslant n .4 .42
$$

Let 4.42 hold. Then by lemma $4.2 G_{s}$ is positivemefinits, and by lemma 4.1 $G$ is also positive-definite, and hence $H$ is negative-
definite. Consider the positive-definite scalar function

$$
W=\frac{1}{2} Z^{T} Z
$$

The total derivative is

$$
\dot{W}=(\nabla W)^{T} \dot{Z}=Z^{T} H Z
$$

which is negative-definite in an unbounded region $\Omega$ containing the origin and thus the linear system

$$
\dot{Z}=H Z E\left(X-X^{\circ}\right)
$$

is asymptotically stable in the large.
The high-order terms of the Taylor series obey the equation

$$
\operatorname{Lim}_{|Z| \rightarrow 0} \frac{|\bar{F}(z)|}{|Z|} \rightarrow 0
$$

in a region $\Omega_{1}$ containing $Z=0$ which corresponds to $X=X^{\circ}$ and thus theorem 4.2 is true for this linear system provided 4.42 is true. Now from 4.42

$$
\left.\psi^{\prime}\left(x_{1}\right)\right\rangle \frac{1}{2 \beta_{i}}\left\{2 \alpha_{i 1}+\sum_{j \neq 1}\left|\alpha_{i j}+\alpha_{j i}\right|\right\}
$$

and since (from section 1.6.1) $\Psi^{\prime}\left(x_{i}\right) \rightarrow+\infty$ as $x_{i} \rightarrow 0$ or $x_{i} \rightarrow 1$ there exists a set of numbers $\mu_{i}>0$ for which 4.47 is satisfied when one of 4.35 or 4.36 is satisfied. This completes the proof.

The following comments may be made about the theorem:
I. It provides a proof that singular points sufficiently near to the vertices of the unit hypercube are stable. Examples are provided in Fig. 3.11; all singular points "near" cormers of the unit square are stable.
2. Initial conditions sufficiently close to appropriate stable singular points imply that after a time the system realizes a linear threshold net. This will be expressed as

Gorollary 4.5.1: Let there exist numbers $a_{i}$ and $b_{i}$ with $0<a_{i}<b_{i}<I$ and singular point $X^{\circ}$ which satisfies, for arbitrary $\mu>0$,

$$
\left|x_{i}^{0}-\zeta_{j}\right|<\mu, 1 \leqslant i \leqslant n \quad 4.48
$$

where $\zeta_{i}$ equals either $\varepsilon_{i}$ or $b_{i}$. Let $X^{0}$ satisfy theorem 4.5. Then there exists a number. T such that if the initial point $X\left(t_{0}\right)$ is in $\Omega_{1}$ the system realizes a linear threshold net in ( $T, \infty$ ).

Proof: From theorem 4.5 if $X\left(t_{0}\right) \in \Omega 1, X(t) \rightarrow X^{0}$ as
$t \rightarrow \infty$. Hence there exists $T$ such that

$$
\left|x_{i}(t)-\xi_{i}\right|<\mu, 1 \leqslant i \leqslant n
$$

for all $t>T$ and thus both definitions 2.6 and 4.4 are satisfied in ( $T, \infty$ ), i.e. the system realizes a linear threshold net in ( $T, \infty$ ).
3. The theorem and corollary specify sufficient conditions for a system to realize a linear threshold net at or near a singular point. It is important to observe that there is no reason to suppose that constraint 4.47 under which the theorem is true is also a necessary condition.

A theorem of instability will be quoted:
Theorem 4.64: The singular point $Z=0$ of 4.11 is unstable if $\bar{F}(z)$ is continuous in a region about $Z=0$, if $\frac{|\bar{F}(Z)|}{|Z|} \rightarrow 0$ as $|z|>0$, and if the matrix $H$ possesses at least one eigenvalue with positive real part.

We now consider singularities of the system which do not satisfy theorem 4.5. Attention will first be given to those "near" the edges of the unit hypercube.

Theorem 4.7: Let $\left\{=\left\{i_{1}, \ldots, i_{n}\right\}\right.$ be the set of $n$ threshold gates in system 1.38. Let $g_{1}$ be a proper subset of $\mathcal{I}$ and let $X^{0}$ be a singular point. There exist $\mu>0$ and $M$ such that if $i \in \mathcal{G}$,

$$
\left|x_{i}^{0}\left(1-x_{i}^{0}\right)\right|<\mu
$$

for all $i \in \mathscr{I}_{1}$ and
$\alpha_{i i}>M$
for all $i \notin \mathscr{G}_{1}$, then $X^{\circ}$ is unstable.

## Proof: It will be established that the system satisfies

 theorem 4.6. Consider the matrix of the linearized system given by 4.37. Let the number $\mu$ approach 0 . Then for 4.50 to hold, the quantity $\beta_{i} \boldsymbol{\tau}_{i} \Psi^{\prime}\left(x_{i}^{0}\right)$ must approach $+\infty$. Hence for any positive number, $\mu_{1}$ say, there exists $\mu>0$ such that 4.50 holds and furthermore$$
\sum_{i \in \mathscr{G}} \frac{\alpha_{i j}}{\beta_{i} z_{i} \psi^{\prime}\left(x_{i}^{0}\right)}<\mu_{1}
$$

and thus

$$
\sum_{i \in g_{I}} h_{i i}<\mu_{I}-\sum_{i \in g_{I}} \frac{1}{\tau_{i}}
$$

The quantity $\beta_{i} \tau_{i} \psi^{\prime}\left(x_{i}^{0}\right)$ is finite. Hence for any positive number, $\mu_{2}$ say, a number $M$ exists which satisfies

$$
\sum_{i \notin g_{1}}\left\{\frac{M}{\beta_{i} \gamma_{i} \psi^{\prime}\left(x_{i}^{0}\right)}-\frac{1}{\gamma_{i}}\right\}-\mu_{2}=0
$$

in which case

$$
\sum_{i \notin g_{1}} h_{i i}-\mu_{2}>0
$$

Since $\mu_{1}$ may be chosen arbitrarily small, there exists a number $\mu_{2}$ which satisfies the inequality

$$
\sum_{i \notin g_{I}} h_{i i}>\mu_{2}>\sum_{i \in g_{1}} \frac{1}{\gamma_{i}}-\mu_{I}
$$

in which case

$$
\sum_{i \in g} h_{i i}>0 .
$$

Now consider the characteristic equation 4.13 of H . From ${ }^{13}$ elementary algebra the sum of the $n$ roots of 4.13 is equal to $\operatorname{tr}(H)$, i.e. if $c_{0} \equiv 1$,

$$
c_{1}=-\operatorname{tr}(H)=-\sum_{i=1}^{n} \lambda_{i}
$$

and thus if the trace is positive, at least one root must have positive real part. Equation 4.58 and 4.9 thus imply that the system satisfies theorem 4. 6 and is unstable.

The final result of this section concerns the point $r$, which generally does not satisfy theorem 4.5., in which case it must be unstable for the system to realize a linear threshold net. We show a necessary restriction on the $B$-matrix.

Theorem 4.8: There exist numbers $\hat{\beta}_{i}>0$ such that if

$$
\ddot{\beta_{i}}>\hat{\beta}_{i}
$$

for all $i=1,2, \ldots, n$, all solutions with initial conditions in a neighborhood $\Omega_{1}$ of $\Gamma$ approach $\Gamma$ as $t \rightarrow+\infty$.

Proof: The argument is similar to the proof of theorem 4.5 . The matrix $H$ of the linearized system at $\Gamma$ is to be show to be negative-definite.

By definition the quantity $\boldsymbol{\gamma}_{\boldsymbol{i}} \psi^{\prime}\left(\boldsymbol{\nu}_{i}\right)$ is finite. Therefore a set of numbers $\hat{\boldsymbol{\beta}}_{i}$ exists for which

$$
\frac{1}{\gamma_{i}}-\frac{1}{2 \hat{\beta}_{i} \tau_{i} \psi^{\prime}\left(\gamma_{i}\right)}\left\{2 \alpha_{i i}+\sum_{j \neq i}\left|\alpha_{i j}+\alpha_{j i}\right|\right\}>0,1 \leqslant i \leqslant n \quad 4.61
$$

and therefore from lemma 4.1 and 4.2 , if 4.60 and 4.61 hold, the scalar function 4.43 has total derivative 4.44 which is negative-definite. Hence theorem 4.2 is satisfied and $\Gamma$ is stable.

Some comments will be made:

1. Theorems $4.5,4.7$ and 4.8 establish sufficient conditions for their respective stability or instability results. The proofs are existence proofs and do not give tight bounds for the theorems to be true. It is quite possible, for example, that a characteristic polynomial whose second coofficient ( $c_{1}$ ) is positive will have roots in the right half-plane. The most useful test in any specific case is to find the characteristic polynomial and test it for roots with positive real part.
2. The theorems allow a conclusion about the realization of linear threshold nets:

Assertion 4.3: If a threshold system has the properties
(a) all singular points satisfy theorem 4.5 or 4.7,
(b) all eigenvalues of the matrix $H$ of the linearized system are real at $\Gamma$ and at points satisfying theorem 4.5, (c) $\Gamma$ is unstable, then the system realizes a linear threshold net.

Proof: Property (b) ensures that no stable closed trajectories (stable limit-cycles) exist, since if one did exist then it would be possible to find a linear approximation which has complex eigenvalues. Pronerties (a) and (c) ensure that all stable points realize a linear
threshold net. Therefore a system which satisfies these properties must approach a singular point at which it realizes a linear threshold net.

Fig. 3.11 b and d both satisfy the assertion, and systems of higher order may also satisfy it. It is straightforward to show for example that a system whose coupling coefficients $\alpha_{i j}, j \neq i$ all have the same sign has real eigenvalues and satisfies the assertion provided it has properties (a) and (c).
4.7 STABILITY OF THE LINEARIZED SPECIAL SYSTEM

We consider the negate special system described by the equation

$$
\mathrm{BT} \frac{\mathrm{~d}}{\mathrm{dt}} \Psi(\mathrm{X})=\mathrm{E}+\mathrm{AX}
$$

which is obtained from 2.46. Solutions will be examined in the neighborhood of singular points $X^{0}$ enumerated as in section 3.7. The equation of first variation at $X^{\circ}$ may be obtained from 4.18 and 4.19 , in which $\psi\left(x_{1}\right)$ has been specified:

$$
\begin{align*}
& h_{i i}=\frac{\partial f_{i}\left(x^{0}\right)}{\partial x_{i}}=\frac{1}{\beta_{i} \tau_{i}}\left\{\left(1-2 x_{i}^{0}\right)\left(\epsilon_{i}+\sum_{j} \alpha_{i j} x_{j}^{0}\right)+x_{i}^{0}\left(1-x_{i}^{0}\right) \alpha_{i i}\right\} 4.63 \\
& h_{i j}=\frac{\partial f_{i}\left(x^{0}\right)}{\partial x_{j}}=\frac{1}{\beta_{i} \tau_{i}} x_{i}^{0}\left(1-x_{i}^{0}\right) \alpha_{i j} .
\end{align*}
$$

The eigenvalues of the matrix $H$ depend on the relative values of the quantities $\beta_{i} \tau_{i} \Psi^{\prime}\left(x_{i}^{O}\right)$ and the elements of $A$, whereas in the general
case the absolute value of the parameters $\beta_{i}$ also influence system stability.

The principal singularity $\Gamma$ of the special system has been defined as the solution of the equation

$$
E+A X=0
$$

It will be assumed here that such a solution exists and is unique; systems which do not have unique solutions will be discussed later. Provided $\boldsymbol{r}$ is in the unit hypercube its stability has physical meaning. The matrix is

$$
H=\operatorname{diag}\left[\frac{1}{\beta_{i} \tau_{i} \Psi^{\prime}\left(\gamma_{i}\right)}\right] \mathrm{A} .
$$

Little is known about the behavior of eigenvalues with respect to. $\Gamma$ for arbitrary matrices $A$.

$$
\text { Singularities at which } x_{i} \in\{0,1\} \text { for all i realize linear }
$$ threshold nets by definition, provided they are stable. In this case the matrix is

$$
H=\operatorname{diag}\left[\frac{-1}{\beta_{i} r_{i}}\left(1-2 x_{i}^{0}\right)\left(\epsilon_{i}+\sum_{j} \alpha_{i j} x_{j}^{0}\right)\right]
$$

and the eigenvalues are the nonzero elements of $H$. The system is stable provided all eigenvalues are negative. Obviously if $x_{i}^{0}$ is $I$ and $\epsilon_{i}+\sum_{j} \alpha_{i j} x_{j}^{o}$ is positive then the solution $x_{i}(t)$ will tend to $x_{i}^{0}$ provided the initial point is near enough to $x_{i}$. A similar situation exists for $x_{i}^{0}=0$, in which case the excitation quantity must be negative for stability. The terms ( $1-2 x_{i}^{0}$ ) in 4.66 confirm that
in both cases the eigenvalues are negative. The choice of the logistic curve gives this simple expression.

Assertion 4.4: If the special system is unstable at a vertex $X^{0}$ of the unit hypercube and no solution $\gamma_{i}$ of 3.19 equals $x_{i}^{0}$, then the general system which satisfies assertions 4.1 and 4.2 has no realizable singularity arbitrarily close to $x^{0}$ 。

Proof: Assertions 4.1 and 4.2 ensure that no more than one singularity of the general system is near $X^{0}$ provided no $\gamma_{i}$ equals $x_{i}^{0}$. If such a singularity exists it is stable by theorem 4.5. If it is stable then the singularity $X^{0}$ of the special case must also be stable. We show this as follows: Assume $x_{i}^{0}$ is 1. Let the singular point of the general system be denoted by $X^{1}$. If $x_{i}^{1}->1$ the quantity $-\beta_{i} \psi\left(x_{i}^{I}\right)$ is negative and the quantity $\epsilon_{i}+\sum_{j} \alpha_{i j} \frac{1}{j}$ must be positive. Hence the quantity $\epsilon_{i}+\sum_{j} \alpha_{i j} x_{j}^{0}$ is also positive and $x_{i}^{0}$ is stable. A similar argument applies near $x_{i}^{0}=0$.

Points $X^{0}$ for which some $x_{i}^{0}$ are 0 or 1 and others are in $(0,1)$ have the character of the point $\Gamma$ and of the vertex points and must therefore be treated individually.
4.8 REDUCTION OF THE ORDER OF A NETWORK

We consider some of the situations which may be encountered in the analysis of general linear threshold nets. Let $A$ be the weight matrix of an arbitrary net $\&$ of order $n$.

Assertion 5.5: Let $\alpha_{i j}=0$ for all $j$. Let $\hat{A}$ be the matrix obtained from $A$ by removing the $i^{\text {th }}$ row and $i^{\text {th }}$ column. Then the asymptotic stability of the system $\hat{\mathfrak{g}}$ characterized by $\hat{A}$ is identical to the system $f$ characterized by $A$.

Proof: If $A$ has a zero row it has an element whose inputs are the "external" input set $\mathrm{U}_{\mathrm{k}}$. Thus its output $\mathrm{x}_{\mathrm{i}}$ is
(a) asymptotically stable since we assume that $\mathrm{J}_{\mathrm{k}}$ is constant over the time interval of interest, and
(b) an input to system $\hat{\mathrm{g}}$.

Hence if $\hat{g}$ is asymptotically stable, $g$ is also asymptotically stable, and if $\hat{g}$ is unstable, $g$ is unstable.

Assertion 4.6: Let $\alpha_{i j}=0$ for all $i$. Let $\hat{A}$ be the matrix
A with the $j^{\text {th }}$ column and the $j^{\text {th }}$ row removed. Then the asymptotic stability of system $\hat{g}$ characterized by $\hat{A}$ is identical to that of 9 characterized by $A$.

Proof: If $A$ has a zero column it has an element $j$ whose output does not affect the other gates in the system. Its inputs are the external input set and the variables $x_{i}, l \leqslant i \leqslant n$, ie. gate $j$ is
dynamically dependent on the rest of the system, which is $\hat{\mathscr{G}}$. Hence the stability of the reduced system $\hat{g}$ determines the stability of 4 .

Assertion 4.7: Let $\hat{g}$ be a proper subset of g. If $\alpha_{i j}=0$ for all $i \in \hat{g}$ and $j \notin \hat{\mathcal{G}}$ or for all $i \notin \hat{g}$ and $j \in \hat{g}$ then the system stability is determined by the distinct notworks $\hat{g}$ and $g-\hat{g}$.

Proof: Let $\alpha_{i j}=0$ for all $i \in \hat{g}$ and $j \notin \hat{g}$. This constraint specifies that system $\hat{g}$ may affect the rest of the system if some $\alpha_{j i} \neq 0$ for $i \in \hat{g}$ and $j \notin \hat{g}$, but $\hat{g}$ is independent of $4-\hat{g}$. Hence if $\hat{\mathscr{y}}$ is stable, $\mathscr{G}$ is stable if $\hat{\mathscr{G}}-\hat{\mathscr{g}}$ is stable, and if $\hat{\mathscr{g}}$ is unstable then $g$ is unstable. A similar argument holds for the alternate constraint.

Assertions 4.5 and 4.6 are special cases in which the rank of A is less than $n$, the order of the system. It has been argued ${ }^{1 / 4}$ that tims-discrete threshold networks are characterized by the rank of the weight matrix, rather than the order. Here this result will be generalized and proved for our continuous model. We shall use

Definition 4.5: Two networks are logically similar if there exists a nonsingular transformation such that every stable singular point of one network is mapped one-tomone onto a stable singular point of the other, and in addition every point on a stable trajectory of one is mapped one-to-one onto a stable trajectory of the other.

Theorem 4.9: Let $A$ be the $n \times n$ weight matrix of an $n-$ gate linear threshold net. Let the rank of $A$ be $r \leqslant n$. Then the threshold net is logically similar to a network of r gates (not necessarily threshold gates).

Proof: An elementary result ${ }^{15}$ in matrix theory will be quoted:

Lemna 4.3: Let $A$ be a square matrix of order $n$ and rank $r \leq n$. There exists a nonsingular matrix $Q$ such that

$$
A Q=C
$$

$$
4.67
$$

which is of the form

Consider the zero-input system 1.38 with transformations 1.40
and 1.41. The state equation is

$$
(T D+I) V=A Z
$$

From leman 4.3 there exists a nonsingular matrix $Q$ such that, by the linear transformation

$$
Z=Q \Theta,
$$

the equation becomes

$$
(T D+I) V=A Q Q
$$

where $A Q$ is of the form of 4.68 . The solution of 4.71 is

$$
V(t)=e^{-t T^{-1}} V(0)+\int_{0}^{t} \dot{G}_{\delta}(t-\tau) \Theta(\tau) d \tau
$$

where

$$
G_{\delta}=\mathcal{L}^{-1}\left\{(T s-I)^{-1} A Q\right\}
$$

which is also of the form of 4.68. Equation 4.71 defines the dynamical behavior of a certain network with output vector $\Theta$. Since $X$ is the output of a network of threshold gates, the state-space of which is a cube of $n$ dimensions, the state-space of system 4.71 is a linear transformation of the $X$-space, and is a parallelpiped of $n$ dimensions. But from 4.72 and 4.73 it is clear that after an initial transient (after the first term on the right-hand side of 4.72 has become negligible) the first $r$ elements of $V$ are independent of the rest, and the last $\mathrm{n}-\mathbf{r}$ elements are dependent on, i.e. have as inputs, only the first $\mathbf{r}$ elements. Thus as $t \rightarrow \infty$, trajectories in $\nabla$-space are constrained to a manifold of $r$ dimensions, and thus there are exactly $r$ degrees of freedom in the $\Theta$-space. In such a case there are at most $3^{5}$ stable singularities of this system and since transformation 4.70 is nonsingular, there are at most $3^{r}$ stable singular points of 4.69. Hence netrork 4.69 is logically equivalent to a network of order $r$.

Only in assertion $4.5,4.6$ or 4.7 holds is it clear that the threshold network is similar to one or more smaller threshold nets. Nevertheless theorem 4.9 specifies a fundamental limitation on the logical behavior of threshold nets with singular weight matrices.

### 4.9 SUMMARY

The behavior of autonomous systems in the neighborhood of singular points is determined by finding the eigenvalues of the matrix of the linearized system at each point. Such techniques may be applied to the gate netrork model, provided the singuiar points can be found.

Each singular point is near a point of a system similar to that discussed in the previous chapter, provided the magnitudes $\left|\alpha_{i j}\right|$ are larger than a cartain finite number.

The analysis of the stability of linearized systems enables: conclusions to be reached about the realization of linear threshold nets by groups of threshold gates. Further, it leads to methods of reducing large networks to groups of subnetworks for purposes of analysis.
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THE SECOND METHOD OF LYAPUNOV APPLIED TO THE NETWORK MODEL

### 5.1 INTRODUCTION

The stability analyses of chapter 4 are limited exclusively to linearizations of the threshold system at singular points. Such Iinearizations approximate the nonlinear system with accuracy within small neighborhoods of the singularities, but it is also desirable to predict the global behavior. Usually the initial point of a system will not be within such a neighborhood, and it is necessary to predict the stable singular point at which the system will come to rest if, in fact, there is such a point. There may be a stable limit-cycle, in which case the network exhibits a continuous stable oscillation of constant period (in the absence of perturbations of the system) and therefore may realize a linear threshold net in a manner which cannot be predicted using the theorems of the previous chapter. Finally the Lyapunov functions which are required in determining global stability are often of the form of potenial functions and may be analogous to energy in physical dynamics, and may therefore provide insight into the behevior of the network model.

The method for the analysis of a general network is to proceed according to the discussion in chapter 4. The system may be reduced to one or more minimal nonsingular systems, and these may then be considered separately for stability analyses. The nature of the singular points should be investigated to determine the local stability near them. Finally if more information is required the techniques to be discussed In this chapter may be used.

We shall attempt to present some general results using various techniques for the generation of Lyapunov functions. Relevance to previous discussion will also be mentioned where appropriate.

### 5.2 LYAPUNOV FUNCTIONS OF THE GPNERAL SYSTEM

We shall work with equation 4.69 , which is a concise description of the threshold system:

$$
(T D+I) V=A Z
$$

An alternative representation is the equation

$$
\dot{z}=\operatorname{diag}\left[\frac{1}{\beta_{i} \tau_{i} \psi^{\prime}\left(x_{i}\right)}\right](A Z-V)
$$

which obtains directly from 1.38 or 4.69 .
By definition these equations have singular points at $V=Z=0$, and the vectors $V$ and $Z$ are mutually dependent.

Some properties of Lyapunov-type functions in a neighborhood
$\Omega$ of singular points will be recalled:

- Positive-definiteness or semidefiniteness: $W\left(X^{0}\right)=0$, and $W(X) \geqslant 0, X \neq X^{\circ}, \quad X \in \Omega$.
- Uniqueness: If $W$ is unique, it satisfies

$$
\frac{\partial^{2} W(X)}{\partial x_{i} \partial x_{i}}=\frac{\partial^{2} W(x)}{\partial x_{j} \partial x_{i}}, \quad i \neq j
$$

for all X in $\Omega$. This is equivalent to a generalized curl equation, i.e.

$$
\nabla \times \nabla W=0 .
$$

- If

$$
\dot{W}(x) \leqslant-\nu W(x)
$$

where $\nu$ is an arbitrary positive constant, then

$$
W(x(t)) \leqslant W(X(0)) e^{-\nu t}
$$

which approaches 0 as $t \rightarrow \infty$. Since $W$ is continuous and positive-definite this equation implies that $X \rightarrow 0$ as $t \rightarrow \infty$. Let $W(X)=c \neq 0$ be the smallest value of $W$ for which $\dot{W}=0$. Then all solution trajectories with initial conditions within the region $\Omega$ bounded by $W(X)=c$ remain within $\Omega$ for all $t>0$, and the system satisfies theorem 4.3 and is therefore asymptotically stable in the large. If $\nu$ is an arbitrary negative constant then the above discussion applies to a system which is unstable, and whose solution trajectories leave $\Omega$ as $t \rightarrow \infty$. If

$$
\dot{\mathrm{W}} \equiv 0
$$

for all $X$ in a region containing $O$ the system is said to be conservative.

Finally we quote a theorem which guarantees the existence of Iyapunov functions for systems such as ours, described in general by 4.11.

Theorem 5.1 ${ }^{\text {I }}$ : Let 4.11 describe an autonomous Lipschitzian system, and let $Z=0$ be asymptotically stable in the large. Then there exists a Lyapunov function $W(Z)$ which is infinitely differentiable with respect to $Z$.

A consequence of the theorem is that every unstable system has a suitable function $W$ whose time-derivative is negative-definite, and every conservative system such a function with derivative identically zero.

Unfortunately no general rules exist for writing down expressions for Lyapunov functions. Methods do exist ${ }^{2}$ but suitable functions are not guaranteed. We shall apply several such methods, beginning with the assumption that stability in a neighborhood of each singular point has been established by the methods of the previous chapter, and that the system is in minimal form.

It is a general requirement that the region $\Omega$ be as large as possible in order that the strongest possible conditions for system behavior may be established.

### 5.2.1 VARIABLE GRADIENT METHODS

We assume that the gradient of $W$ is of the form

$$
\nabla W(Z)=P Z
$$

or

$$
\nabla W(\dot{V})=\mathrm{PV} \cdot \quad 5.8
$$

The function $W$ is required to satisfy 5.2 and be sign-definite, i.e. it is required to satisfy 5.3 and 5.4 or 5.6. $P$ need not be a constant matrix. We are thus required to find a matrix $P$ and, if possible the matrix which gives the largest region $\Omega$.

Consider a constant matrix $P$ and a quadratic form

$$
\mathrm{W}(\mathrm{~V})=\frac{1}{2} \mathrm{~V}^{\mathrm{T}_{\mathrm{P}}},
$$

for which the curl equation is

$$
\frac{\partial \nabla_{i} W(v)}{\partial v_{j}}=\frac{\partial}{\partial v_{j}} \sum p_{i k} v_{k}=p_{i j}=\frac{\partial \nabla_{j} W(v)}{\partial v_{i}}=p_{j i},
$$

i.e. $P$ is symmetric. If $W(V)$ is to be a Iyapunov function $P$ must also be positive-definite. We quote some useful results from matrix theory ${ }^{3}$, recalling lemma 4.1, which states that the symmetric part of a matrix determines its quadratic form.

Definition 5.1: For a symnetric matrix $A=\left[a_{i j}\right]$, the leading principal minors are:

$$
p_{0}=1, p_{1}=a_{11}, p_{2}=\left|\begin{array}{ll}
a_{11} & a_{12} \\
a_{21} & a_{22}
\end{array}\right|, \ldots, p_{n}=|A| . \quad 5.11
$$

Theorem 5.2: A real symmetric matrix $A$ of order $n$ is positi $3-d e f i n i t e$ if and only if its rank is $n$ and all leading principal minors are positive.

Consider system 4.69, which may be rewritten

$$
\dot{\mathrm{V}}=-\mathrm{T}^{-I_{V}}+\mathrm{T}^{I_{A Z}}
$$

We require the derivative

$$
\dot{\mathrm{W}}=-\mathrm{V}^{\mathrm{T}_{\mathrm{PT}}-\mathrm{I}_{\mathrm{V}}+\mathrm{V}_{\mathrm{PT}}{ }^{-1} \mathrm{I}}
$$

to be sign-definite in a region $\Omega$ which depends on $P$, and furthermore we require that solutions enter or remain in $\Omega$ for positive $t$.

> Assertion 5.1: Let $V=Z=0$ be an asymptotically stable point of 5.12 . Then there exists a constant, symmetric, positive-definite matrix $P$ for which 5.13 is at least negative semidefinite in a region $\Omega$ which may be vanishingly small. If $V=Z=0$ is unstable there exists a positivedefinite matrix $P$ for which 5.13 is at least positive-semidefinite in $\Omega$, which may be vanishingly small.

Proof: If $\mathrm{V}=\mathrm{Z}=0$ is asymptotically stable then its linear approximation

$$
\dot{\mathrm{V}}=\mathrm{HV}
$$

is a valid description of the system in a region $\Omega$ containing 0 which may be vanishingly small. Thus by theoren 4.4 there exists a constant matrix $P$ which satisfies the theorem in $\Omega$. The proof of the unstable case follows directly from the stable case.

The following considerations arise:

1. It is desired to make the region of stability $\Omega$ finite, and as large as possible, that is, we wish to find $\Omega$ such that if the initial point is outside $\Omega$, system behavior is different in character from behavior for initial conditions in $\Omega$.
2. A constant matrix $P$ may not give rise to a satisfactory region $\Omega$.
3. $P$ need not be a constant matrix. However it is extreme-

Iy difficult in the general case to find a non-constant matrix which satisfies the curl equation, the positive-definiteness criterion, and which has a sign-definite derivative.
4. In general the easiest method for ensuring that trajectories remain in $\Omega$ is to specify that the boundary of $\Omega$ is a level contour $\mathrm{W}=\mathrm{c}$.
5. There are exactily $n(n+1) / 2$ independent elements of the matrix $P$ which may be adjusted so that $\Omega$ is suitable.

An elementary example will be used to illustrate the above discussion. Consider the completely symmetrical bistable circuit containing two gates described by the matrices

$$
\begin{align*}
& T=I, \quad B=I, \\
& E=\left[\begin{array}{l}
10 \\
10
\end{array}\right], \quad A=\left[\begin{array}{cc}
0 & -20 \\
-20 & 0
\end{array}\right]
\end{align*}
$$

The phase diagram for this system is Fig. 3.11d, which is repeated in Fig. 5.1a. Obviously since the system is symmetric all trajectories below the diagonal approach the singular point near ( 1,0 ) and all trajectories above the diagonal approach the singular point near ( 0,1 ). The point $r=\left(\frac{3}{2}, \frac{1}{2}\right)$ is a saddle point. The system is to be transformed to the form of 4.69 , taking, for example, the singular point near ( 1,0 ) as the origin. We have

$$
\begin{align*}
& 10-\psi\left(x_{1}^{0}\right)-20 x_{2}^{0}=0 \\
& 10-\psi\left(x_{2}^{0}\right)-20 x_{1}=0
\end{align*}
$$



Fig. 5.la A Symmetric Bistable

the solution of which is

$$
\begin{align*}
& x_{1}^{0}=1-\eta \\
& x_{2}^{0}=\eta
\end{align*}
$$

where $\eta$ is a small positive number (of the order of $4.5 \times 10^{-5}$ ). Hence

$$
\begin{align*}
& \psi\left(x_{1}\right)=10-20 \eta \\
& \psi\left(x_{2}^{0}\right)=-10+20 \eta
\end{align*}
$$

from which

$$
\begin{align*}
& v_{1}=\psi\left(x_{1}\right)-10+20 \eta \\
& v_{2}=\psi\left(x_{2}\right)+10-20 \eta \\
& z_{1}=x_{1}-1+\eta \\
& z_{2}=x_{2}-\eta
\end{align*}
$$

and these transformations give the required form.
The unit square is mapped one-tc-one onto the $V$-plane which is shown in Fig. 5.1b. The point nearest the origin at which equation 5.13 is zero is the point $\hat{V}=(-10+20 \%, 10-20 \eta)$ which is the image of $\Gamma$. We choose $\Omega$ to be an ellipse with centre at the origin, minor axis $0-\hat{V}$ and arbitrarily large major axis a, say. That is, in a set of orthogonal coordinates $r_{1}, r_{2}$, the equation of the ellipse is

$$
\frac{r_{1}^{2}}{a^{2}}+\frac{r_{2}^{2}}{\|\hat{v}\|^{2}} \equiv R^{T}\left[\begin{array}{cc}
\frac{1}{a^{2}} & 0 \\
0 & \frac{1}{\|v\|^{2}}
\end{array}\right] R \equiv R^{T} \wedge R=1
$$

To write this equation in terms of $v_{1}, v_{2}$ we find an orthogonal trans-
formation $R=S V$, for example

$$
s=\frac{1}{\sqrt{2}}\left[\begin{array}{ll}
1 & 1 \\
-1 & 1
\end{array}\right]
$$

from which we have

$$
V^{T} S^{T} \wedge S V=\frac{-2}{2} V^{T}\left[\begin{array}{ll}
\frac{1}{a^{2}}+\frac{1}{\|\hat{v}\|^{2}} & \frac{1}{a^{2}}-\frac{1}{\|\hat{v}\|^{2}} \\
\frac{1}{a^{2}}-\frac{1}{\|\hat{v}\|^{2}} & \frac{1}{a^{2}}+\frac{1}{\|\hat{v}\|^{2}}
\end{array}\right] v=1
$$

An ellipse, $\Omega_{I}$ say, defined by this quadratic form transforms into the region indicated in Fig. 5.la. In the limit we may take the major axis a to be infinitely large, in which case the stable region approaches the total area below the diagonal.

The procedure used above may be generalized to arbitrary networks and dimensions in a straightforward manner. A symaetric positivedefinite matrix $P$ always results from the choice of an ellipsoid as the region $\Omega$. One or more dimensions of the ellipsoid may be arbitrarily large, in which case $P$ is positive semidefinite.

### 5.2.2 FREQUENCY-PLANE STABILITY CRITERIA

Generalizations of the Popov ${ }^{4}$ frequency-plane criterion to systems with many nonlinearities of a certain form are available $5,6,7$. We quote a result which gives necessary and sufficient conditions for the existence of Lyapunov functions of the form

$$
W=\int_{0}^{V} z^{T} d V+V^{T} P V
$$

for the threshold system, where $P$ is symnetric. Define the function $\phi_{i}\left(v_{i}\right)$ to be

$$
z_{i}=\phi_{i}\left(v_{i}\right) \leqq \psi^{-1}\left\{\frac{v_{i}}{\beta_{i}}+\psi\left(x_{i}^{0}\right)\right\}-x_{i}^{0} \equiv \psi^{-1}\left(y_{i}\right)-x_{i}^{0} \quad 5.24
$$

where $x_{i}$ is the singular point to be investigated. From the shape of the function $\phi_{i}\left(v_{i}\right)$, it is clear that the integral in 5.23 is always positive. Thus $W$ is positive definite if, but not only if $P$ is positive semidefinite.

Consider 5.2a, which is a block diagran of a type of nonlinear multivariate control system in which $R, V, Z$ and $S$ are n-vectors. $\Phi$ is a set of $n$ time-invariant, inertialess nonlinear gain elements whose outputs are $\phi_{i}\left(v_{i}\right)$ where

$$
0 \leqslant \nabla_{i} \phi_{i}\left(v_{i}\right) \leq k_{i} v_{i}^{2} .
$$

This inequality is referred to by stating that $\phi_{i}$ is confined to the sector $\left[0, k_{i}\right]$. G is a linear, time-invariant subsystem and the closedloop system is described by the equation

$$
-\nabla(t)=-\nabla_{0}(t)+\int_{0}^{t} G_{g}(t-\tau) z(\tau) d \tau
$$

where $V_{0}(t)$ is a linear function of the zero-input response of $G$ and the input $R(t)$ which is assumed zero or a small disturbance which eventually dies away. It is assumed that the following conditions apply for $1 \leqslant i, j \leqslant n$ :

1. For all inputs and initial states
(a) $v_{i}$ is bounded,
(b) $\nabla_{o i}(t) \rightarrow 0$ as $t \rightarrow \infty$,
(c) $\nabla_{o i}, \dot{\nabla}_{0 i} \in I_{2}(0, \infty)$ where the notation $s(t) \in I_{r}(a, b)$ means

$$
\left\{\int_{a}^{b}|s(t)|^{r} d t\right\}^{7 / r}<\infty
$$

2. $g_{i j} \in L_{1}(0, \infty)$.

Systems of the above description are said to be in the Laurie form ${ }^{9}$, and for purposes of analysis are often transformed into equivalent canonical systems by expanding the linear functions $g_{i j}(s)$ in partial fractions. Note that the first-order form assumed for $g_{i j}$ implies that the threshold system model is in a canonic form, but the following theorem applies for higher-order rational transfer functions with all poles in the left half-plane.

Let

$$
\begin{array}{ll}
Q=\operatorname{diag}\left[q_{i}\right] & 5.28 \\
K=\operatorname{diag}\left[x_{i}\right] & 5.29
\end{array}
$$

be real $n \times n$ matrices and let

$$
\begin{array}{ll}
R(j \omega)=[I+j \omega Q] G(j \omega)+K^{-1} & 5.30 \\
F(j \omega)=R(j \omega)+R^{*}(j \omega) & 5.31
\end{array}
$$

where $R^{*}$ is the complex conjugate transpose of $R$. The elements $k_{i}$ of $K$ are to satisfy 5.25 .


Fig. 5.2a A Multivariate Control System


Fig. 5.2b A Threshold Network

Theorem 5.3 ${ }^{8}$ : Let the system of Fig. 5.2a satisfy the above conditions. If there exists a real diagonal matrix $Q$ such that for $\& I I \omega \geqslant 0, F(j \omega)$ is positive-definite, then the elements of $V(t)$ are bounded elements of $L_{2}(0, \infty)$ and tend to zero as $t \rightarrow \infty$.

Fig. 5.2b shows the threshold system in block-diagram form similar to the control system of Fig. 5.2a. When $X^{\circ}$ is constant the state $Z=V=0$ is stable provided the control system is stable. This is true since 5.26 is identical in form to 1.45 which, with zero input, describes Fig. 5.2b. Hence theorem 5.3 may be applied to find the maximum sectors $\left[0, k_{i}\right]$ in which a Lyapunov function 5.23 exists. Replacing the functions $\phi_{i}\left(\nabla_{i}\right)$ by $k_{i} \nabla_{i}$ on ellipsoidal region $\Omega_{2}$ exists within the surface defined by

$$
V^{T}(P+K) V=c,
$$

and the region $\Omega$ inside $W(V)=c$ is greater than that defined by this equation, but smaller than $\Omega_{1}$ defined by

$$
\mathrm{V}^{T}\left(\mathrm{P}+\mathrm{K}_{1}\right)=\mathrm{c}
$$

where $K_{1}=\left[k_{1 i}\right]$ is a diagonal matrix whose elements satisfy

$$
\nabla_{i} \phi_{i}\left(v_{i}\right) \geqslant k_{1 i} \bar{v}_{i}^{2} .
$$

It may not aluays be possible to specify such a matrix with nonzero
elements. Thus we have

$$
\Omega_{2} \subset \Omega \subseteq \Omega_{1}
$$

where $\Omega_{1}$ and $\Omega_{2}$ are quadratic forms. Hence if $\Omega_{1}$ is chosen to be the largest ellipsoid in $V$-space for which $\dot{W}$ is negative-definite, $\dot{W}$ is also negative-definite in $\Omega$. Indeed $\Omega_{I}$ may be chosen larger than this, so long as $\dot{W} \leqslant 0$ in $\Omega$, but $\Omega_{1}$ may be considerably easier to find.

As to the matrices $Q, R$ and $F$, these are obtained as
follows: From Fig. 5.2b which is described by equation 1.45 or 4.69 ,

$$
-\nabla(t)=-V_{0}(t)+\int_{0}^{t}-G \delta(t-\tau) Z(T) d \tau
$$

and the linear transfer function matrix is

$$
G(s)=\mathcal{L}\left[G_{\delta}(t)\right\}=(s T+I)^{-1} A=\left[\frac{\alpha_{i j}}{1+s \tau_{i}}\right]
$$

Hence,

$$
\begin{aligned}
& R(j \omega)=\operatorname{diag}\left[1+j \omega_{Q_{i}}\right]\{-G(j \alpha)\}+K^{-1}=\left[\frac{-\alpha_{i j}\left(1+j \omega q_{j}\right)}{1+j \omega \tau_{i}}\right]+K^{-1} 5.38 \\
& F(j \omega)=\left[\frac{-\alpha_{i j}\left(1+j \omega q_{i}\right)}{1+j \omega \tau_{i}}-\frac{\alpha_{j i}\left(1-j \omega q_{j}\right)}{1-j \omega \tau_{j}}\right]+2 K^{-1} \cdot 5.39
\end{aligned}
$$

The usual test for the positive-definiteness of $F(j \omega)$ is to find the leading principal minors and apply theorem 5.2. Now let

$$
R(j \omega)=R(R)+j g_{m}(R) .
$$

Then

$$
F(j \omega)=R_{0}(R)+\left[R_{0}(R)\right]^{T}+j m_{m}(R)-j\left[g_{m}(R)\right]^{T} \cdot 5.41
$$

It is easy to show that lemma 4.1 applies to complex as well as real matrices; $F(j \omega)$ is positive-definite if and only if its symmetric part is also positive-definite. Thus

$$
F_{s}(\omega)=\operatorname{Ra}\{F(j \omega)\}
$$

is to be investigated. From 5.37,

$$
F_{s}(\omega)=\left[-\frac{\alpha_{i j}\left(1+\omega^{2} q_{i} \tau_{i}\right)}{1+\omega^{2} \tau_{i}^{2}}-\frac{\alpha_{j i}\left(1+\omega^{2} q_{i j} \tau_{j}\right)}{1+\omega^{2} \tau_{i}^{2}}\right]+2 K^{-1} \cdot 5.43
$$

When $\omega \rightarrow 0$,

$$
F_{s}(0)=\left[-\alpha_{i j}-\alpha_{j i}\right]+2 K^{-1}
$$

and when $\omega \rightarrow \infty$,

$$
F_{s}(\infty)=\left[-\alpha_{i j} \frac{q_{i}}{\tau_{i}}-\alpha_{j i} \frac{q_{j}}{\tau_{j}}\right]+2 K^{-1}
$$

For 5.43 to be positive-definite,

$$
\frac{1}{k_{i}}>\alpha_{i i}
$$

for all i, and if 5.45 is positive-definite,

$$
\left|q_{i}\right| \leqslant \tau_{i}
$$

for all i, if $\alpha_{i j}$ is nonzero. Equations 5.44 and 5.45 are of course only necessary conditions, unless $Q$ is made equal to $T$, in which case 5.44 is also sufficient.

Before proceeding further with mathematical detail, it may be useful to discuss the significance of the development of frequencyplane methods so far. If theorem 5.3 is satisfied, i.e. if 5.43 is positive-definite, then the origin of the $\nabla$-plane is asymptotically stable, provided the quantities $\frac{\phi_{j}\left(v_{i}\right)}{v_{i}}$ do not exceed $k_{i}$ at any time. Furthermore, 5.23 is the form of a suitable Lyapunov function W. The theorem is suually employed merely to specify the sectors $\left[0, k_{i}\right]$ within which the nonlinear functions must lie. It is used less often to specify regions of stability since the constraint on $\frac{\Phi_{i}\left(v_{i}\right)}{v_{i}}$ is often unnecessarily severe, and stable systems may be rejected. This may also be true of the threshold network. The use which may be made of the above development is to find extreme points of $\Omega$, which is to be described by forms similar to 5.23.

Consider the following example, illustrated in Fig. 5.3, which is of the form of 3.11i: Such a system is described by matrices such as

$$
\begin{align*}
& T=I, \quad B=I, \\
& E=\left[\begin{array}{l}
-17 \\
-19
\end{array}\right], \quad A=\left[\begin{array}{ll}
36 & -2 \\
2 & 36
\end{array}\right],
\end{align*}
$$

and we shall investigate the point $\mathrm{X} \circ$ near ( 1,1 ). In this case from the diagram it is clear that $\mathrm{XO}^{\circ}$ is stable with region $\Omega$ at least as large as the rectangle indicated passing through the singular points $X^{1}$ and $X^{2}$. Using assertion 4.3, that is, by assuming that the curves $\varepsilon_{1}=0$ and $\varepsilon_{2}=0$ are piecewise linear within the unit square, it is


possible to find the coordinates of the singularities as show. We shall demonstrate that in this easily verifiable case the extended Poor criterion results in a region nearly equal to the rectangle through the singular points.

Selecting $q_{i}$ to equal $\tau_{i}$, equation 5.43 results in 5.44 for all frequencies, and using 5.48 , we have

$$
\left[\begin{array}{cc}
-72+\frac{2}{k_{1}} & 0 \\
0 & -72+\frac{2}{k_{2}}
\end{array}\right] \geqslant 0
$$

which is to be positive-definite. Using theorem 5.2, this matrix is positive-definite if

$$
k_{i} \leqslant \frac{1}{36}
$$

where $i=1$, 2 . Solving the equation

$$
x_{i}+k_{i} v_{i}=x_{i}+\frac{17-\psi\left(x_{i}\right)}{36}=1
$$

we arrive at

$$
\begin{array}{ll}
x_{i}=0.532, & 5.52 \\
\nabla_{1}=-16.872, & 5.53 \\
\nabla_{2}=-18.872, & 5.54
\end{array}
$$

which, as show in the diagram, results in a region slightly smaller than the region we have already obtained.

Another example in which the Popov method results in a suitable region will be given later.

Note that the restrictions imposed by 5.43 always result in a rectengular region which, provided no trajectories leave it, is a region of stability. It is necessary in general to check that trajectories remain in this region, and in such cases it may be easier to use the form 5.23 so that the boundary of $\Omega$ is a level-surface of W .

### 5.3 LYAPUNOV FUNCTIONS OF THE SPECIAL SYSTEM

We apply variable-gradient methods to the system described by the equation

$$
\dot{\nabla}=A Z
$$

which arises directly from 4.62 or 4.69 when $0.11 \quad \beta_{i} \rightarrow 0$ and $\beta_{i} \tau_{i}$ is finite. We now take $v_{i}$ to equal $\beta_{i} \tau_{i}\left\{\psi\left(x_{i}\right)-\psi\left(x_{i}\right)\right\}$. A funcition is required which satisfies the description of section 5.2.1. Suppose there is a matrix $P(Z)$, such that

$$
\nabla W=P(Z) Z
$$

and suppose that the curl equation is satisried, i.e.

$$
\frac{\partial \nabla_{i} V}{\partial v_{k}}=\frac{p_{i k}}{\beta_{k} \psi^{1}\left(x_{k}\right)}+\sum_{j} z_{j} \frac{\partial p_{i j}}{\partial v_{k}}=\frac{p_{k i}}{\beta_{i} \psi^{\prime}\left(x_{i}\right)}+\sum_{j} z_{j \partial v_{i j}}^{\partial p_{i j}} .5 .57
$$

One way to satisfy this equation is to specify that $P$ be a constant diagonal matrix. Then we would have

$$
\dot{\mathrm{W}}=\mathrm{z}^{\mathrm{T}_{P A Z}} .
$$

Observe that if 5.58 is identically zero and $W$ is positive-definite,
then $W$ is a constant of motion, i.e. the system is conservative and the results of statisticsl mechanics may be applied. We rewrite this result as

Assertion 5.2: If $\beta_{i}=0,1 \leqslant i \leqslant n$ and there exists a diagonal matrix $P$ with positive nonzero elements such that the product PA is skew-symmetric then the threshold system described by 5.55 is conservative.

Proof: It will be demonstrated that $W$ is positive-definite'. From 5.55,

$$
\frac{\partial W}{\partial v_{i}}=p_{i i} z_{i}
$$

Hence

$$
W=\sum_{i} p_{i i} \int_{0}^{\nabla_{i}} z_{i} d \nabla_{i}=\int_{0}^{V} z^{T} P d V
$$

which is always positive for $V \neq 0$ and $\dot{p}_{i i}>0$ because from 5.24 the function $z_{i}=\phi_{i}\left(v_{i}\right)$ is strictly positive-monotonic and passes through the origin. Now since $P$ in 5.58 is a positive diagonal matrix and PA is skew-symmetric the assertion follows directly.

The above result is a minor generalization of the criterion for the existence of constants of motion mentioned by Corvan ${ }^{10}$.

The function which results from the integral 5.60 , when the explicit form of $\Psi$ is used, is

$$
W=\sum_{i} p_{i i} \log \left(\frac{x_{i}^{0}}{x_{i}}\right)^{x_{i}^{0}}\left(\frac{1-x_{i}^{0}}{1-x_{i}}\right)^{1-x_{i}^{0}}
$$

which is identical in form to 3.27, the function derived for the R-L C electrical network analogue.

Of course this assertion specifies only a sufficient condition for a constant of motion. Results of simulation of the system as discussed In appendices $A$ and $B$ suggest that the system is conservative (within experimental error) for any $A$-matrix with pure imaginary eigenvalues. That is, if there exists a symnetric positive-definite matrix $P$ for which PA is skew-symnetric, then the system would appear to be conservative. An explicit form for a constant of motion is not available, however.

We now consider special systems for which the matrix of the linearized system at a singular point has eigenvalues with negative real parts. Only the point $\Gamma$ will be considered since the other singular points are never reached in finite time. Consider a system of the form

$$
(\mathbb{D}+I) B(Y-m)=A Z
$$

which comes directly from 1.38 and is equivalent to 5.55 . Assertion 5.3: Let 5.62 describe the special system as $\beta_{i} \rightarrow 0$ with $\beta_{i} \tau_{i}$ finite, and lot $\Gamma$ be stable. Then $\Gamma$ is asymptotically stable in the large.

Proof: The extended Popov method of section 5.2 .2 will be applied. The theorem is satisfied if $\Gamma$ is stable because the linear transfer function has poles in the left half-plane. Straightforward
application of the method results in the matrix

$$
F_{s}(\omega)=\left[\frac{-\alpha_{i j}\left(1+\omega^{2} q_{i} \tau_{i}\right)}{\beta_{i}\left(1+\omega^{2} \tau_{i}^{2}\right)}-\frac{\alpha_{j i}\left(1+\omega^{2} q_{j} \tau_{j}\right)}{\beta_{j}\left(1+\omega^{2} \tau_{j}^{2}\right)}\right]+2 K^{-1} \cdot 5.63
$$

Consider the quantity

$$
\frac{1+\omega^{2} q_{i} \tau_{i}}{\beta_{i}\left(I+\omega^{2} \tau_{i}^{2}\right)}=\frac{\frac{1}{\gamma_{i}}+\omega^{2} q_{i}}{\beta_{i}\left(\frac{I}{\gamma_{i}}+\omega^{2} \tau_{i}^{2}\right)}
$$

In the limit $\beta_{i} \rightarrow 0$ and $\tau_{i} \rightarrow \infty$ such that $\beta_{i} \tau_{i}$ remains finite. The limiting value of this quantity is $\frac{q_{i}}{\beta_{i} \gamma_{i}}$. Thus if all $q_{i}$ are specified to be $0, F_{s}(\omega)$ is positive-definite for all positive values of $k_{i}$, and the system is asymptotically stable in the large.

A consequence of the above result is that if $\Gamma$ is unstable, the vector $Y$ - M becomes infinitely large as $t \rightarrow \infty$.
5.4 LIMIT-CYCLES IN THRESHOLD NETWORKS

In chapter 4 several conclusions were reached about realization of threshold nets, using only analyses of singular points and a knorledge of the topology of the state-space of threshold networks. The results are summarized in assertion 4.3 , which specifies that the eigenvalues of the linearized system must be real at $\Gamma$ for the results to apply, in which case this point is a node or saddle point. If $\Gamma$ is a centre geometrical methods may be used, but with less specific results. Using the global techniques of this chapter the existence of limit-cycles may also be shown, and furthermore, bounds of the regions in which they must exist may be established.

Consider a general threshold system of $n$ gates with connexion matrix A of rank $n$. Assume that there is exactly one realizable singularity, denoted $T$. We shall use

Definition 5.2: A limit-cycle is an isolated closed trajectory.

Consider a closed trajectory in the state-plane, or its projection onto an arbitrary plane if $n$ is greater than 2.

Theorem 5.411: A closed trajectory surrounds at least one singular point.

When $n>2$ the theorem is interpreted to moan that a closed trajectory surrounds the image of at least one singular point.

By half-trajectory is meant a soluzion trajectory from $t_{0}$ to $\infty$ or $-\infty$. The Poinceré-Bendixon thearem ${ }^{11}$ states:

Theorem 5.5: If a half-trajectory remains in a finite region $\Omega$ without approaching any singularities, then either the trajectory is closed or it approaches a closed trajectory.

We now state an application to the general threshold network:

Assertion 5.4: Solution half-trajectories of the threshold net approach either a singular paint within the unit hypercube or a closed curve within the unit hypercube.

Proof: It is sufficient to demonsitrate that solutions remain
bounded in the V-space, since the boundaries of the unit hypercube correspond to infinity in the $V$-space. We show that there exists a finite region $\Omega_{2}$ and a positive-definite function $W(V)$ with negative derivative everywhere outside $\Omega_{2}$, and on the boundary of $\Omega_{2^{\prime}}$. Consider the equation

$$
\left(\tau_{i} \frac{d}{d t}+1\right) v_{i}-\alpha_{i i} z_{i}=\sum_{j \neq i} \alpha_{i j} z_{j}
$$

which describes the $i^{\text {th }}$ gate. For all $j \neq i$, let

$$
x_{j}=z_{j}+x_{j} \in\{0,1\}
$$

such that the right-hand side of 5.65 is a maximum:

$$
\sum_{j \neq 1} \alpha_{i j^{2}}{ }_{j}=M_{i}
$$

and let $z_{i M}=\phi_{i}\left(\sigma_{i M}\right)$ be the solution of the equation

$$
v_{i}-\alpha_{i i} z_{i}=M_{i}
$$

If a trajectory ever reaches $\nabla_{i M}$, since $0<x_{i}<1$ for all $i$,

$$
\left.\frac{d v_{j M}}{d t}=\frac{1}{\tau_{i}}\left\{-M_{i}+\sum_{j \neq i} \alpha_{i j^{2}}\right\}\right\}<0
$$

Now select all $x_{j}, j \neq i$ in 5.66 such that

$$
\sum_{j \neq i} \alpha_{i j} z_{j}=m_{j}
$$

is a minimum, and solve the following equation for $z_{i m}$, $\nabla_{i m}$ :

$$
\nabla_{i m}-\alpha_{i i^{z}}{ }_{i m}=m_{i}
$$

Now,

$$
\frac{d v_{j m}}{d t}=\frac{1}{\tau_{i}}\left\{-m_{i}+\sum_{j \neq i} \alpha_{i j} z_{j}\right\}>0
$$

if a solution trajectory reaches $\nabla_{\text {im }}$. Such trajectories pass through these points only during an initial transient, after which, for all time,

$$
m_{i}<\nabla_{i}-\alpha_{i i} z_{i}<M_{i} .
$$

Let $W=\frac{1}{2} V^{T} V$. There exists a region $\Omega_{2}$ bounded by the planes $\nabla_{i}-\alpha_{i i} z_{i}=m_{i}$ and $v_{i}-\alpha_{i i} z_{i}=M_{i}$ for all $i$, such that on the boundary,

$$
\dot{W}=\sum_{i} \dot{v}_{i} \dot{v}_{i}<0
$$

and the proof is complete.

The above result has been used implicitly in the original choice of 1.21 as a model of physical devices. The assertion gives a justification of the model in semi-formal terms.

Assertion 5.5: Let $\Gamma$ be the sole finite singular point of a threshold network. If $\Gamma$ is unstable then there exist bounded regions $\Omega_{1}, \Omega_{2}$ and $\Omega=\Omega_{2}-\Omega_{1}$ such that trajectories within $\Omega$ remain in $\Omega$ as $t \rightarrow \infty$.

Proof: It was established in the proof of assertion 5.4 that a bounded region $\Omega_{2}$ exists, such that trajectories enter the region at every point on its boundary. Furthermore $\Gamma$ must be inside $\Omega_{2}$
since $r$ is finite, in which case $m_{i}$ is negative and $M_{i}$ positive in 5.73. If $\Gamma$ is unstable there is by definition a region $\Omega_{1}$ containing $\Gamma$, and from which solutions enter $\Omega$. Now since $\Gamma$ is the only finite singular point the assertion has been proven.

It may be remarked that it is usually possible to find a much larger region $\Omega_{1}$ which satisfies the assertion, as follows:

Consider the network defined by the matrices

$$
\begin{array}{ll}
T=I, & B=I, \\
E=\left[\begin{array}{c}
-4 \\
-12
\end{array}\right], & A=\left[\begin{array}{cc}
28 & -20 \\
20 & 4
\end{array}\right]
\end{array}
$$

Fig. 5.4 shows the two state-planes of such a system. The matrix of the linearized system

$$
\dot{\mathrm{V}}=\mathrm{HV}
$$

at $\Gamma=\left(\frac{1}{2}, \frac{1}{2}\right)$ from 4.37 is found to be

$$
H=\left[\begin{array}{cc}
6 & -5 \\
5 & 0
\end{array}\right]
$$

which has eigenvalues in the right half-plane and therefore $\Gamma$ is unstable. A quadratic form $W=V^{T} P V=c$ may be found by specifying a symmetric positive-definite matrix $P$ and a constant $c$ for which the derivative

$$
\dot{W}=V^{T} P\left(-T^{-I_{V}}+T^{-I_{A Z}}\right)
$$

is positive everywhere in $\Omega_{I}$ bounded by $W=c$. In this case $P$


Fig. 5.4a Example V-Plane


Fig. 5.4b Sketch of Example X-Plane
cannot be diagonal because $\dot{\mathrm{v}}_{2}<0$ everywhere on the $\mathrm{v}_{2}$-axis except 0 , and it would be impossible to find a nonzero constant $c$ for which $\dot{W}$ is positive in a finite region. The matrix $P$ may be assumed to be of the form

$$
P=\left[\begin{array}{cc}
b & -a \\
-a & 5
\end{array}\right]
$$

where $p_{22}$ has been chosen as an arbitrary positive number. We assume that $\Omega_{1}$ cuts the $\nabla_{1}$ - and $V_{2}$-axis far enough from the origin so that $\dot{\nabla}$ may be approximated by a linear equation, i.e. if $\nabla_{1}=0, \dot{W} \geqslant 0$,

$$
\begin{align*}
& -a(-4+14-20)+5\left(-12-v_{2}+10+4\right) \geqslant 0, \\
& v_{2} \leqslant 2(a+1),
\end{align*}
$$

and if $v_{2}=0, \dot{W} \geqslant 0$,

$$
\begin{align*}
& \mathrm{b}\left(-4-\mathrm{v}_{1}+28-10\right)-a(-12+20+2) \geqslant 0 \\
& \mathrm{v}_{1} \leqslant 14-\frac{10 a}{\mathrm{~b}} .
\end{align*}
$$

The values $a$ and $b$ must be such that $P$ is positive-definite, and in addition the boundary of $\Omega_{1}$ must cut the axes inside the values specified by 5.79 and 5.80. If, for example, $P$ is

$$
P=\left[\begin{array}{cc}
5 & -1 \\
-1 & 5
\end{array}\right]
$$

and if $c$ is chosen to be 79 then the axes are cut at $(0,3.97)$ and at $(3.97,0)$ which are inside the constraints $\nabla_{2} \leqslant 4$ from 5.79 and $v_{1} \leqslant 12$ from 5.80. It is easy to verify that $\dot{W}$ is indeed positive
everywhere inside this region.
In general a quadratic form is available and defines a finite region $\Omega_{1}$, provided some other suitable function defines a finite region, as stated in the following

Theorem 5.6 ${ }^{12}$ : Let a system be represented by the form

$$
\dot{Z}=H Z+\bar{F}(Z)
$$

In which $H$ is an $n \times n$ matrix, and $\bar{F}$ is a vector function of $Z$ whose components are power series of $z_{1}, \ldots, z_{n}$, $\therefore \therefore$. $\quad \therefore$ convergent for all $\|z\|<\delta$ for some $\delta>0$. Then, if there exists a positive-definite function $W(Z)$ such that $\dot{W}(Z)$
is negative-definite, there also exists a $W(Z)$, a quadratic
form in the variables $z_{1}, \ldots, z_{n}$ with the same properties.
Moreover, this quadratic $W(Z)$ satisfies the conditions

$$
\begin{align*}
& W(z) \geqslant e^{2} \sum_{i} z_{i}^{2}, \\
& \dot{W}(z) \leqslant-b^{2} \sum_{i} z_{i}^{2}
\end{align*}
$$

for some $a, b>0$.

Obviously the theorem applies to functions with negative derivatives.

The final result of this chapter is

Theorem 5.7: Let $\Gamma$ be the only finite singular point of a threshold network of $n$ gates, and let $r$ be unstable such
that for no gate $i$ doss the value $\left|x_{i}-\gamma_{i}\right|$ tend to zero as $t \rightarrow \infty$. Then there exists a: number $T<\infty$ and numbers $t_{\text {oi }}, 1 \leqslant 1 \leqslant n$ such that at $t_{\text {aid }}<T$ every gate $i$ realizes a linear threshold function, and l furthermore the system is m-discrete where $m$ is an arbitmarily large integer.

Proof: Since $\Gamma$ is unstable ama the sole finite singular point, by assertion 5.4 there must be a closed curve $C$ which all trajectories approach as $t \rightarrow \infty$. Therefore for any number $\mu>0$ there exist points $a_{i}$ and $b_{i}$ on $C$ and numbers $t_{0 i}<\infty$ such that for all $i$, the quantity $\left|x_{i}\left(t_{o i}\right)-\zeta_{i}\right|$ is res than $\mu$ where $\zeta_{i} \in\left\{a_{i}, b_{i}\right\}$. Furthermore the existence of a closed trajectory implies that there exist numbers $\nu_{1}<\nu_{2}<\ldots$ such that the above condition holds at each time $t_{o i}+\nu_{r}$. Now it is always possible to choose $a_{i}$ and $b_{i}$, so that at every time $t_{o i}+\nu_{r}$, if $\epsilon_{i}+\sum_{j} \alpha_{i j} x_{j}>0$ then $\dot{x}_{i}>0$, and if $\epsilon_{i}+\sum_{j} \alpha_{i j} x_{j}<0$ then $\dot{x}_{i}<0$ and by definition 2.7 the system is m-discrete and by definition 4.4 it realizes a linear threshold net.

This theorem establishes that the existence of a limit-cycle in the dynamic system corresponds to a condition in switching circuits usually called simply a cycle ${ }^{13}$.

### 5.5 SUMMARY

The behavior of the gate network, may be predicted by applying the second method of Lyapunor, which requites the existence of an explicit form for a positive-definite function $W$ with sign-definite derivative
in a region of the system state-space. The method of variable gradients may be applied; for arbitrary matrices \& it does not result in a unique function $W$ unIess the gradient of $W$ is assumed to be a Iinear function, in which case $W$ is quadratic. Other forms are possible, but except for a case to be mentioned below, have not been obtained.

It is possible to find a constant of motion $H$, analogous to the Hamiltonian of classical mechanics, for the Cowan system with a restriction on the matrix A. It is conjectured, however, that this restriction need not apply.

As to finding the best quadratic Lyapunor function, this problem requires an exact knowledge of the state topology, but appropriate approximate methods for systems with large weights are available. The generalized Popov method also applies to the dynamic gate system, and provides a straightforward method of finding regions of convergence in certain cases. The form of the resulting function is of a quadratic plus the integral of nonlinear terms.

The ability to generate Lyapunov functions for the system allows a concIusion to be reached about the existence of limit-cycles; and bence about the existence of cycles in switching circuits.
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### 6.1 INTRODUCTION

This chapter concems applications of the model proposed in section 1.6 and analysed in chapters 3 to 5 . Some of the questions which it can reasonably be used to answer or partly answer are given here.

### 6.2 SIMULATION OF NETWORKS

The obvious application of a differential equation model is to solve it. If closed-form solution is not possible then analogue or digital computers must be used. Four examples are presented here.

Fig. 6.1 is a plot produced by analogue computer of the transient step response of a single gate for various step heights, and a constant initial point. Such plots could, for example, be used in specifying gap tolerance limits (see Fig. 3.5) or switching times.

At a slightly greater order of complexity, Fig. 6.2 shows typical oscillation waveforms of a two-element system with weight matrix

$$
A=\left[\begin{array}{cc}
0 & \alpha_{12} \\
\alpha_{21} & 0
\end{array}\right]
$$

and various initial conditions. In this case the constants $\beta_{i}$ are assumed negligible ( $\beta_{i}$ was zero in the simulation).

Fig. 6.3 is a state-plane diagram generated by digital computer. The circuit, described by

$$
B=\left[\begin{array}{ll}
2 & 0 \\
0 & 2
\end{array}\right], \quad T=I,
$$

- Normalized Output


Fig. 6.1 Gate Transient Response
$x_{1}$

| 0 | $\epsilon_{1}=0.5, \quad \alpha_{12}=-1.0 \quad x_{1}(0)=0.5$ |
| :--- | :--- | :--- |
| $x_{2}$ | $\epsilon_{2}=-0.5 \quad \alpha_{21}=1.0 \quad x_{2}(0)=0.5$ |



Fig. 6.2 Typical Oscillations

$$
E=\left[\begin{array}{l}
10.4 \\
-9.6
\end{array}\right], \quad A=\left[\begin{array}{cc}
28 & -36 \\
36 & -8
\end{array}\right]
$$

exhibits a limit-cycle. The lines $\mathcal{E}_{1}=0$ and $\mathcal{E}_{2}=0$ are also shown.
Fig. 6.5 shows a digital computer solution of the master-slave flip-flop of Fig. 6.4. ${ }^{*}$ In this case ten gates were simulated, the first two as a clock wave-form generator, and the remainder in the flip-flop itself. Of course much more accurate digital computer plots could be produced easily using a computer-controlled plotter, but the outputs shown give a reasonable view of waveforms, and at a lower cost in time and complexity. The solution shown required 1.2 minutes on an IBM 7090 computer.

### 6.3 NOISE IN LOGIC SISTEMS

A problem which occurs in the design of logic circuits is the amount of "noise" a circuit will tolerate ${ }^{l}$ before either giving an incorrect output or coming to rest at an incorrect stable state. The techniques of chapter 5 are directly applicable to this problem, and the following result can be stated: If a singular point is stable, then any disturbance which does not take the system out of the maximum region $\Omega$, defined by either 5.9 or 5.25 and for which there exists a Lyapunovi function, does not make the system more to a new stable state. In the simpler case of a temporary change of the output of a single gate, theorem 2.3 may be applied, with the addition of a noise signal, $N(t)$. * In the diagrams RHO refers to the elements $\beta_{i}$, and in Fig. 6.5 GAMMA is the solution of $E+A X=0$.

Fig. 6.3
Two-Gate Network
State Plane



Inequality 2.33 is replaced by

$$
\left|N(t)+\epsilon_{i}+\sum_{j=1}^{n} \alpha_{i j} x_{j}\right|>\delta
$$

and as long as this remains true the element realizes a threshold function.

### 6.4 THE RANK OF A NDTWORK

In section 4.8 is a fundamental result which applies to design as well as analysis of logic circuits. Theorem 4.8 states that the rank of the connexion matrix $A$ determines the logical character of a network. For example, if the maximum number of stable states ${ }^{2}$ of a circuit of $n$ gates is $k$, then adding an additional gate will not increase the number of stable states unless the rank of the new matrix is $n+1$. The applicability of the results in section 4.8 to the reduction of large networks of non-maximal rank is mentioned in that section.

### 6.5 DESIGN OF SEQUENTIAL CIRCUITS.

A result which relates to the discussion of section 6.2 will be stated. Let a logic circuit be partitioned into circuits of maximal rank. Let the statemspace of a maximal circuit be partitioned into stable regions $\Omega_{i}$. In general these regions depend upon the values $\mathscr{V}_{i}$ which are functions of $\epsilon_{i}$ and therefore of the circuit inputs. Then any inpilt which changes the state topology so that the state vector is in a stable region $\Omega_{i}$ causes the next stable point to be in $\Omega_{i}$. The
input may be external, or may be an action from one or more of the other maximal circuits in the network.

The above is not intended as a new mothod for the design of sequential logic, because the computation required in such an analysis of stable regions is large. However, when applied to small circuits, this type of analysis could be used, for example, in specifying minimum input levels and their required duration.

### 6.6 BOOLEAN MEMORTIS

It is a safe assumption that most.logical memories not using a particular physical effect (ferromagnetism for example) are designed using bistable circuits as basic units. Recently memory circuits containing more general feedback connections have been mentioned in the Iiterature $3,4,5$. A timemcontinuous model has not appeared, however. The enumeration of singular points of threshold circuits as discussed in chapter 3 is of direct relevance to this problem because a mothod has been presented for finding every singular point and testing its stability. The only restriction in this case is that the weights $\alpha_{i j}$ all have a magnitude large inough to guarantee that the singular points (except $\Gamma$ ) are sufficiently near edges of the unit hypercube. It must be emphasized that this is not a restriction on the logical function of a threshold gate, but only on its transient behavior. This is easily seen by noting that the multiplication of $\epsilon_{i}$ and $\alpha_{i j}, j=1, \ldots, n$ by a positive constant does not change the gate function. This is a linear transformation as discussed in chapter 2.
6.7 HAZARDS IN SEOUENTIAL CIRCUITS

The term "hazard" is used with a certain lack of precision in the literature of sequential circuits. The definitions of Unger ${ }^{6}$ will be used here:

A transient hazard is a momentary false output of a circuit.
A steady-state or essential hazard is the condition in waich a circuit may enter a "wrong" stable state after certain input changes. Other definitions than the above wordings are available? Transient hazards will be taken to mean the following in the context of the continuous model. Suppose that all inputs $u_{q}(t)$ are constant in the interval $\left(t_{0}, t_{5}\right)$, and that gate $i$ satisfies

$$
\left|x_{i}-a_{i}\right|<\mu
$$

in ( $\left.t_{0}, t_{1}\right)$,

$$
\left|x_{i}-b_{i}\right|<\mu
$$

in $\left(t_{2}, t_{3}\right)$ and the first inequality again in $\left(t_{4}, t_{5}\right)$ with $t_{0}<$ $t_{1}<t_{2}<t_{3}<t_{4}<t_{5}$. Now from theorem 2.3 it is evident that the point $\boldsymbol{\gamma}_{i}$ lies between $a_{i}$ and $b_{i}$. Therefore, if a transient hazard exists the output $x_{i}$ must pass through $\gamma_{i}$ at least twice. The following conclusion arises directly from the topological analysis: If all eigenvalues of the linearized system are real at $\Gamma$ then the singularity is a saddle-point, and no variable $x_{i}$ passes through $\gamma_{i}$ more than onee.

Therefore no transient hazard exists.
A conclusion about essential hazards may also be reached, although it is not a very useful one. The following argument is used: If an essential hazard exists the system is not completely controllable ${ }^{8}$. The condition that a system be completely controllable is that the external input weight matrix $P$ (see equation 1.34) have as many nonzero rows as A has rows, that is, as there are gates in the circuit. If the elem ents of $P$ have large enough magnitude then every stable state may be reached from any other with exactly one input chonge. The concept of controllability belongs to the theory of automatic control systems. This result has not been proven explicitily in the analysis but is evident from theorem 2.3.

The above discussion is only relevant when every stable state of the threshold system is a realization of a threshold net (by definition 4.4). The discussion of essential hazards is applicable as a definition in control-system terminology but is not very useful in the design of circuits because it requires an external input to every gate.

### 6.8 CYCLES AND LIMIT-CYCLES

Assertion 4.4 and theorem 5.7 demonstrate that the dynamic model can exhibit oscillatory behavior under certain conditions. The theorem states that under such conditions the system realizes a linear threshold net in a set of intervals, and therefore "limit-cycles" in the dynamic system correspond to "cycles" in logic networks. The following
argument applies: Let assertion 4.7 and theorem 4.9 be applied to divide the system into independent subnetworks. Cyclic behavior in an m-discrete subnetwork implies that the trajectory (or, as stated previously, its projection on some plane) must enclose the principal singularity $\Gamma$. In such a case, (a) $\Gamma$ must be unstable, (b) no output $x_{i}$ of the subnetwork approaches $\gamma_{i}$ as $t \rightarrow \infty$, and (c) at least tiva of the eigenvalues of the linearized system at $\Gamma$ must be complex. Therefore, if all eigenvalues of the linearized syster are real at $\Gamma$, the network contains no cycles. This conclusion applies independently to each maximal network within a system, but account must be taken of the interaction between subnetworks, i.e. the existence or shape of a cyclic waveform depend on the stability of interacting subnetworks vithin the system. The action of an independent network on gate $i$ has the effect of making $\epsilon_{i}$ non-constant if the independent network is cyclic.

### 6.9 REALIZATION OF THRESHOLD NETS

The question as to whether a given circuit conputes a logical function is non-trivial if it must be answered a priori, that is, before all possible inputs are presented to it. Definitions 2.6 and 4.4 relate logical function to the dynamic model, and assertion 4.3 and theorem 5.7 summarize the analysis. The conclusion is that a network conforming to the model does compute a logical function provided (a) $\Gamma$ is unstable, and (b) the magnitudes $\left|\alpha_{i j}\right|$ are large enough. Necessary conditions, however, have not been discussed. If theorem 5.7 applies then the
threshold net realized contains a cycle.
6.10 APPLICATION OF THE SPECIAL SYSTEM

As stated in chapter 1 , only applications to switching systems are considered here. Two uses of the special system may be made. Solutions for the singular points of such a system are available in closed form; only solution of sets of linear equations is required. As stated in chapter 4 , the singular points of the general system approach those of the special system as the magnitudes of $\alpha_{i j}$ increase. Furthermore, from assertion 4.4, if the special system is unstable at a vertex of the unit hypercube, then the general system does not have a singularity near this vertex. These two results are not very profound from the theoretical point of view but greatly simplify the computations required in ana:lysing the general system.

### 6.11 SUMMARY

The dynamical model is of a form which easily may be solved by computer. It is asserted that such simulations predict the behavior of switching circuits more accurately than binary models. They are particularly useful when circuits are operated near their limits of speed.

The problem of the noise immuity of logical circuits has a fundamental relation to the second method of Lyapunov. The analysis of chapter 5 therefore applies to this problem.

Another fundamental result is that the rank of the weight
matrix is indicative of the system dynamic behavior. This, together with the topological conclusion, is useful in sequential design.

The discussion of the enumeration of singular points relates to recent developments regarding "Boolean memories."

The results on realization allow conclusions about hazards in sequential circuits, and also provide a framework for determining the functional behavior of an arbitrary circuit.

Finally, the special system is useful from a computational point of view.
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## GHAPTER 7

CONCLJSIONS AND SUGGESTIONS FOR FURTHER RESEARCH

### 7.1 Introduction

A mathematical model of a physical device can only be judged subjectively, according to the results which it is used to predict. This thesis is intended as a preliminary exploration of a model and some of the questions which reasonably may be asked of it. This, the final ohapter, contains a discussion of the validity of the model, some conclusions which may be reached from and about it, and suggestions for future work.
7.2 THE PLACE OF THE MODEL IN A FUNGTIONAL HIERARGHY

A- model is used to predict the behavior of the object being modelled. The assumption in this work is that we have a model permitting a reasonable amount of detailed prediction of a certain kind at a reasonable cost of complication and computation.

Consider an "object" with a finite number $q$ of "input terminals" and one "output terminal." A mathematical model of such an object is a function which states a relation between two sets: a set of inputs or domain, and a set of outputs or range. Let $Q$ be the set of input terminals at which inputs: $U$, which are elements of the domain set, appear, and which cause an output $x$, an element of the range set. Fig. 7.1 is an attempt to present the dynamical model in a hierarchy of models of logical function.

Two questions are to be answered: (a) how can a device be

|  | DOMATN | INPUT | FUNGTION TYPE | RANGE |
| :---: | :---: | :---: | :---: | :---: |
| (1) | $u \in U(Q)$ <br> The set of subsets of $Q$ | $U=\left\{i \mid u_{i}{ }^{\prime}=\text { True }\right\}$ | Logical (Boolean) $x=f_{\mathrm{L}}(\mathrm{U})$ | $x \in L=\{T r u e, F a l s e\}$ |
| (2) | $u \in S^{q}$ <br> A q-dimensional vector space | (I) or $\begin{aligned} & U=\left[u_{I}, \ldots, u_{q}\right] \\ & u_{i} \in B \end{aligned}$ | Binary (Two-level) $x=f_{B}(U)$ | $\begin{aligned} & x \in B=\{a, b\} \\ & a, b \text { distinct } \end{aligned}$ |
| (3) |  | or (2) | Threshold $\mathrm{x}= \begin{cases}\mathrm{b}, & \mathcal{E}(\mathrm{U}) \geqslant 0 \\ \mathrm{a}, & \text { otherwise }\end{cases}$ <br> $\varepsilon$ unique with ordered range | as (2) |
| (4) | $\begin{aligned} & \mathrm{U} \in \mathrm{Sq} \\ & \text { usually real } \end{aligned}$ | $\begin{aligned} & \text { (1) or } \\ & =\left[u_{1}, \ldots, u_{q}\right] \\ & u_{1} \in\{a, b\} \end{aligned}$ | Linear Threshold $\begin{aligned} & x= \begin{cases}b, & \varepsilon(J) \geqslant 0 \\ a, & \text { otherwise }\end{cases} \\ & \mathcal{E} \text { Inear } \end{aligned}$ | as (2), <br> with $a, b$ real |
| (5) | U $\in\{$ triplo partitions on $Q$ \} | $\begin{aligned} & U=\left\{U_{I}, U_{2}\right\} \\ & U_{1}=\left\{1 \mid u_{i}=d\right\} \\ & U_{2}=\left\{1 \mid u_{1}=c\right\} \end{aligned}$ | Termary (Three-level) ${ }_{x}=f_{D}(\mathrm{U})$ | $\begin{array}{r} x \in D=\{a, b, d\} \\ a, b, d \text { distinct } \end{array}$ |
| (6) | $\begin{gathered} U \in R^{q} \\ q-d i m e n s i o n a l \\ \text { real space } \end{gathered}$ | $\begin{aligned} & U=\left[u_{1}, \ldots, u_{q}\right] \\ & u_{i} \in R \end{aligned}$ | Continuous $x=f_{C}(U)$ | $x \in G=(a, b)$ an open interval on the real line |
| (7) | Physical quantities |  | Device | Physicel measurements |

Fig. 7.1 A.Hierarchy of Functional Models
designed so that it "computes" a logical function, and (b) given a device, what logical function does it compute, if any? The levels of the hierarchy in the figure are various levels of abstraction. Logical functions are the essence of computation. Binary functions are used mainly for convenience in representing logical functions, and are equivalent to logical functions. Further, it can easily be demonstrated that every binary function can be computed by a threshold function, and vice-versa. Similarly, every linear threshold function is a threshold function, but not every threshold function is a linear threshold function. Much work has been done in devising ways of using one or more Inear threshold function to compute arbitrary logical functions. A linear threshold function also "resembles" physical devices in that it is comparatively easy to "realize" a Iinear threshold function using real objects. Obvious examples are gates encorporating transistors, diodes, ferromagnetic materials, and of course, neurons.

One common characteristic of the functions discussed so far is the following: without exception they are defined only for a discrete time scale, and only for finite output sets. Clearly no physical event above the level of quantum mechanics is discrete in time or any other measurement.

The bebavior of asynchronous logic circuits in time is accounted for by various techniques, mostly to do with "statemassigaments" which are intended to ensure that a system is completely stable at the proper atates. An important restriction in most cases is that only one input to
a. network is allowed to change at a time for proper operation to be guaranteed.

The principal use of ternary functions in logical design and analysis is the detection of hazard conditions. Although the fanctions themselves are not explicit functions of time their proper use enables bazard-free design of large circuits with two or more simultaneous input changes. However, questions about wave-shepe detail cannot be answered.

As to the time-scale of continuous models, this need not be the set of real numbers, but only the set of integers, say, because the linitm ing behavior of a time-discrete function as the interval between points decreases is by definition the time-continuag behavior. This subject was dealt with in section 2.5.

In the light of the above discussion the conclusion may be reached that predictions which concern infinite output sets must be made using continuous functional models.

### 7.3 FUTURE RESEARCH PROBLEMS

More unsolved problems than solutions result from an investigation such as the one presented here. In this section some of the more important and obvious problems will be mentioned, divided into threa categories: problems arising from or generated by the analysis given in previous chapters, algebraic problems relevant to the theory of automata, and engineering problems relevant to the analysis and design of sequential circuits.

### 7.3.1 PROBLEMS ARISING FROM THE ANALYSIS

1. A general problem is the tightening of bounds given in the proofs of several of the theorems and assertions, which, for the most part, are existence proofs. Particular cases where such improvements would be useful are assertions 4.1 and 4.2, and theorem 4.7.
2. A. useful computational result would be an efficient algorithm for locating all the singular points of an arbitrary threshold system. The restrictions on weight magnitudes mentioned previously are not severe, but do restrict the class of systems satisfactorily treated.
3. The discussion of regions of stability in chapter 5 points to the need for an algorithm for generating the maximum stability region enclosing a singular point. Such a region might be defined by a quadratic form or the form of 5.23.
4. The result quoted in theorem 5.3 is valid for Iinear transfer functions of arbitrary order. An extension of the first-order model to one containing a transfer function, the nonlinearity, and another transfer function at the output of the nonlinearity would result in a model which is in the Lur'e form, provided the restrictions on the transfer functions hold. Such a model could account for more detailed behavior of threshold gates, and would be necessary where, for example, "ringing" transients are encountered.
5. An extension of the electric network analogy would be useful, both in the theory of electric networks and in the theory of threshold nets. Such an extension would result in electric networks with nonreciprocal elements, mutual inductance and capacitance, and coupling between
inductors and capacitors. Some useful results in the stability of such networks might arise. This extension with item 4 above would be useful in the large-signal characterization of arbitrary networks containing active elements which may be represented in the Lur'e form.
6. An extension of assertion 6.2 to positive-definite symmetric matrices would be useful, both for applications in neurodynamics, and as a potential function for electric networks such as discussed in item 5.

### 7.3.2 ALGEbRAIC PROBLEMS

Theorem 4.9 demonstrates that threshold network dynamics are characterized by the square matrix A. It is to be expected that the rich body of knowledge about matrices should contribute further results.

1. A useful result would be necessary and sufficient conditions under which two matrices characterize logically similar systems according to definition 4.5. A possible extension of this definition is as follows: Two networks might be defined to be logically equivalent if they are logically similar and if, in addition, they are both threshold networks. Then necessary and sufficient conditions for two matrices to describe logically equivalent networks would be desirable because it would allow. generation of canonical networks.
2. The conditions under which threshold functions may be said to be equivalent are well-known ${ }^{1,2,3,4}$. In particular, tabulations are available of canonical weight-sets of all threshold functions of up to seven variables. It is thus possible to generate all logically equivalent threshold nets in a systematic way. However, the number of equivalent
nets so generated is astronomicel unless an algorithm is available for generating only distinct (non-aquivalent) nets, or the distinct nets plus a few more which may be easily tested for equivalence to previously generated nets.

Enumerations are easier at lower levels of sophistication. It is easier, for example, to identify nets with complex eigenvalues at. $\Gamma$.

A useful point is that given $n$ sets of weights for an $n \times n$ matrix representing an n-gate network, the various interconnexions may be generated by permuting elements within rows, and interchanging rows. Such a system of rows is known in the jargon of the theory of finite groups ${ }^{5}$ as an imprimitive transitive permutation group, and obeys the laws of such groups. . Indeed an algebraic approach to the problem of establishing equivalences in threshold nets may be of great value.
3. An algebraic defintion of finite linear threshold nets has been published ${ }^{6}$, and a result given regarding transition or nextstate functions. It would be useful to have a clear connexion between the restrictions on such functions, and the conditions for realization of threshold nets by the continuous model.
4. The dynamic behavior of linear systems $7,8,9$ is characten ized by matrices or polynomial factors. Bearing in mind the discussion of item 1 and sections 1.7 .1 and 2.5 , it would be extremely useful to knon exactly which results of linear theory apply to threshold networks and which do not. A reason for optimism is that, as has been
stated, the threshold network is dependent on its weight matrix.

### 7.3.3 PROBLEMS IN SEQUENTIAI-CIRCUIT ENGINEERING

From the engineering point of view it would be useful to relate the dynamic model more closely to spocific electric circuite and to problems encountered when designing them. A better understanding of such relations would undoubtedly result in research problems. A few such problems will be mentioned here.

1. The most general use of a system model is to construct real systems which are optimal in some sense. The construction of systems with the minimum number of gates is a classical problem, and requires the solution of some of the problems mentioned previously in this chapter. However, the model is evidently userul in finding networks less sensitive to noise, say, or which have shorter signal propagation times.
2. A useful result would be the listing of the static and transfent behavior of common logic gates. Consideration would also need to be given to their interactions, for example in an integrated circuit. Cases in which the model is inadequate would show how it needs to be extended.
3. Although it is certainly true that there is no perfect delay in nature, cases may arise where a model incorporating pure delay gives reasonable predictions easier than one which does not. Two examples are contact networks and those in which signal propagation time between circuits is comparable to switching times. Results for such situations
exist in the control-systems literature ${ }^{10}$, and could be incorporated profitably into the results presented here.
4. An effect mentioned in section 6.5 needs some clarification. A. basic assumption in this work has been that external system inputs are constant during the intervals of interest. It would be extremely helpful to sequential design if the results given here were extended to non-constant inputs, or at least if discrate input changes could be related to system topology.

### 7.4 CONCLUSIONS

Many of the conclusions to be reached from this work have been mentioned previously. Here only the main points will be summarized.

Many good reasons exist for the consideration of continuous models of switching circuits. From the discussion of chapters 1 and 2 it may be concluded that the dynamic model which has been developed does to a degree represent the class of switching circuits know as linear threshold nets, and that it is also relevant to models, one in particular, of neurons. A method exists for relating this time-continuous model to others defined only in discrete time.

It may be concluded that the topological analysis of chapter 3 is suitable to indicate the behavior of two-gate networks, and that several of the results for such networks are directly extendable to networks of higher order. A. special case is directly analogous to an electrical network.

The stability analysis of chapter 4 is based upon linearization of the nonlinear model in neighborhoods of its singular points. It is concluded that this type of analysis is useful for specifying the conditions under which a collection of threshold gates realizes a threshold function.: Furthermore, methods for dividing arbitrary networks into :: smaller subnetworks for analysis have been given.

Questions of global stability discussed in chapter 5 are useful in determining network behavior. Two forms of positive-definite functions may be used in defining regions of convergence of the system. These results apply to the determination of conditions under which the system exhibits cyclic behavior.

The model which has been developed is useful in the understanding and analysing of several problems connected with logic circuit design, as demonstrated in chapter 6.

### 7.5 SUMMARI

It is concluded that the system model, based upon a function which has a continuous output set, explicates behavior predicted by simpler functions, predicts behavior which they cannot, and is necessary for answering several questions about logical circuits. A quotation from the literature ${ }^{17}$ is relevant:
"It is well known that electronic asynchronous circuits are rather sickly specimens when exposed to the full garbit of diseases which arise from variations in the response times of active elements and rariations in the propagation times of signals between active elements."

This thesis is an attempt to explain and alleviate some of the
difficulties which arise in the analysis and design of such systems.
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## APPENDIX A

SIMOLATION OE THE MODEL BY ANALOGUE COMPUTER
A TR-48 analogue computer was used to solve equations 4.17:

$$
\frac{d x_{j}}{d t}=x_{i}\left(I-x_{i}\right)\left(\epsilon_{i}+\sum_{j} \alpha_{i j x_{j}}-\beta_{i} \log \frac{x_{i}}{1-x_{i}}\right) \cdot 4.17
$$

In an orthodor solution of such a system the number of equations to be solved simultaneously is Iimited by the number of computing units available, usually the number of multipliers. A maximum of four equations of the specisl system could be solved, and Fig. A. 1 is an operational diagram of such a solution.

This method produces reasonable accurany, but is limited by the resolution of the multipliers used. When any input approaches 0 they are inaccurate.

To overcome these problems and to enable a larger number of equations to be solved using the same number of operational amplifiers, transistorized function generators were constructed. The procedure is to perform the functional operations of Fig; 1.12a.

The computation requires the following function to be calculated:

$$
x_{i}=\frac{e^{y_{i}}}{1+e^{y_{i}}}
$$

This can be accomplished using the principle of the longtailed pair amplifier. Consider the circuit in Fig. A. 2. To a good approximation, the collector current in a transistor is an exponential function of emitter-base voltage. Thus
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Fig. A. 1 Computer Diagram


Fig A. 2: Long - Tailed Pair

| Function <br> No. | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $a$ | 37.7 | 38.2 | 37.9 | 37.9 | 37.5 | 36.3 | 37.9 | 38.2 |
| $b$ | -.045 | -.021 | -.004 | -.001 | -.023 | -.053 | -.041 | -.013 |

$$
\begin{aligned}
& \log _{e} \frac{x_{i}}{5-x_{i}}=a Y_{i}+b \\
& \bar{a}=37.8
\end{aligned}
$$

Fig. A. 3: Function Generator Constants

$$
\begin{align*}
& I_{1}=\exp \left\{a_{1} \nabla_{B E_{1}}-b_{1}\right\}, \\
& I_{2}=\exp \left\{a_{2} \nabla_{B E_{2}}-b_{2}\right\} \tag{A. 3}
\end{align*}
$$

The parameter $a_{i}$ is of the order of $\frac{q}{k T}$, and $b_{i}$ is largely determined by $I_{\text {CBO }}$ Also to a good approximation, assuming the current gains are high,

$$
I_{1}+I_{2}=I_{0}
$$

1.4

From the diagram,

$$
\begin{align*}
& E-\nabla_{B E_{1}}+\nabla_{B E_{2}}=0  \tag{A. 5}\\
& E_{o 1}=V-I_{1} R  \tag{A. 6}\\
& E_{02}=V-I_{2} R .
\end{align*}
$$

4. 7

Combining equations A.2-ma.5,

$$
I_{2}=\exp \left\{a_{2}\left[\frac{\log \left(I_{0}-I_{2}\right)+b_{1}}{a_{1}}-E\right]-b_{2}\right\}
$$

Define:

$$
\begin{array}{ll}
a_{1}=a, & a_{2}=a+\Delta a,  \tag{A. 9}\\
b_{1}=b, & b_{2}=b+\Delta b .
\end{array}
$$

Then

$$
\begin{aligned}
& I_{2}=\exp \left\{(a+\Delta a)\left[\frac{\log \left(I_{0}-I_{2}\right)+b}{a}-E\right]-(b+\Delta b)\right\} \\
& =\exp \left\{\log \left(I_{0}-I_{2}\right)+b-a E-b+\frac{\Delta a}{a} \operatorname{Iog}\left(I_{0}-I_{2}\right)+b \div \Delta a E-\Delta b\right\}
\end{aligned}
$$

If the transistors are chosen to have nearly identical values of $a$, so that $\frac{\Delta a}{a} \rightarrow 0$, the equation becomes

$$
\begin{equation*}
I_{2}=\left(I_{0}-I_{2}\right) \exp \{-a E-\Delta b\} \tag{A. 11}
\end{equation*}
$$

or

$$
\begin{equation*}
\frac{I_{2}}{I_{0}-I_{2}}=\exp \left\{-a\left(E+\frac{\Delta b}{a}\right)\right\} . \tag{0}
\end{equation*}
$$

A. similar equation obtains for $I_{1}$, except for a sign reversal:

$$
\begin{equation*}
\frac{I_{1}}{I_{0}-I_{1}}=\exp \left\{a\left(\mathrm{E}+\frac{\Delta \mathrm{b}}{\mathrm{a}}\right)\right\} \tag{4. 13}
\end{equation*}
$$

From A. 12 and A. 13 we can write

$$
\begin{align*}
& I_{1}=\frac{I_{0} \exp \left\{a\left(E+\frac{\Delta b}{a}\right)\right\}}{1+\exp \left\{a\left(E+\frac{\Delta b}{a}\right)\right\}}  \tag{.}\\
& I_{2}=\frac{I_{0} \exp \left\{-a\left(E+\frac{\Delta b}{a}\right)\right\}}{1+\exp \left\{-a\left(E+\frac{\Delta b}{a}\right)\right\}}
\end{align*}
$$

Combining equations A. 6 and A. 7 with equations A. 14 :

$$
\begin{align*}
& E_{01}=V-\frac{I_{0} R \exp \left\{a\left(E+\frac{\Delta b}{a}\right)\right\}}{1+\exp \left\{a\left(E+\frac{\Delta b}{a}\right)\right\}},  \tag{A. 15}\\
& E_{02}=V-\frac{I_{0} R \exp \left\{-a\left(E+\frac{\Delta b}{a}\right)\right.}{1+\exp \left\{a\left(E+\frac{\Delta b}{a}\right)\right\}} .
\end{align*}
$$

It can bes sean that the second terms in these equations have the required forms, except that the input value $E$ is multipiled by a constant, and is offset by the voltage $\frac{\Delta b}{a}$. This circuit can therefore be used to perform the necessary function generation provided the transistors are chosen so that the following conditions hold:

1. The function $I_{C}\left(V_{B E}\right)$ must be logarithmic in both transistors.
2. The transistors must have nearly identical exponential factors a.
3. The base current of both transistors must be negligible compared to the emitter current.

Transistors $2 N 2926$ have been found to satisfy the above requirements. Typical values of $a$ and $b$ are listed in Fig. A.3, and Fig. A. 4 is a typical experimental plot of $I_{C}$ against $V_{B E}$. These: transistors have been used in the circuit of Fig: A.5.

The stabilized power supplies of the TR-48 are used. $P_{1}$ is adjusted so that $X_{i}=0$ for open-circuit input and the switch in the $(+)$ position. The switch is then changed to ( - ) and $P_{2}$ used to adjust $X_{i}$ to +5.00 volts. This makes $I_{0} R=5.00$ in $A_{0}$ 15.

Fig. A. 6 is a graph of the transfer function of a typical circuit, and Fig. A. 7 is a graph of $\log \frac{\mathbf{X}_{1}}{1-\bar{X}_{1}}$ for the function of Fig A.6. It shows a nearly linear characteristic.



Fig. A. 5 Function Generator


Fig. A. 6 Function Generator Transfer Function


APPENDIX B:
SIMULATTON OF THE NODEL BY DIGITAL COMPUTER
Details of the digital simulation will not be discussed, because the solution of the equation $\dot{X}=F(X)$ is a standard computing problem. It will only be mentioned that care must be taken whenever a value $x_{i}$ epproaches 0 or 1 . Standard integration techniques are of course time-discrete, and it is possible to set $x_{i}$ outside the interval $(0,1)$. Such a condition maj have several results, a common one being a. negative argument in the function $\log \frac{x_{i}}{1-x_{i}}$, in which case execution is stopped or becomes meaningless. This trpe of fault is avoided by ensuring always that initial conditions are within $(0, I)$, that $x_{i}$ is never set outside this interval, and that error tests are more stringent near 0 or 1. Another expedient is to solve the equations in terms of the variablea $\nabla$, in which case this difficulty is avoided. However, care must be taken to have small step-lengths near $x_{i}=\gamma_{i}$, as trajectories tend to have sharp changes of direction in this neighborhood.

APPENDIX C
GRAPHICAL SOLUTION OF A SPECIAL CASE
Consider the equations

$$
\begin{aligned}
& \dot{x}_{1}=x_{1}\left(1-x_{1}\right)\left(\epsilon_{1}+\alpha_{12} x_{2}\right), \\
& \dot{x}_{2}=x_{2}\left(1-x_{2}\right)\left(\epsilon_{2}+\alpha_{21} x_{1}\right),
\end{aligned}
$$

C. 1
which are a special case of 3.17. In the same notation, Volterra's equations (chapter 3, reference 2) are

$$
\begin{align*}
& \dot{x}_{1}=x_{1}\left(\epsilon_{1}+\alpha_{12} x_{2}\right), \\
& \dot{x}_{2}=x_{2}\left(\epsilon_{2}+\alpha_{21} x_{1}\right) . \tag{C. 2}
\end{align*}
$$

It is possible to obtain the equation of the phase trajectories, that is, the: solution of the equation

$$
\frac{d x_{2}}{d x_{1}}=\frac{x_{2}\left(1-x_{2}\right)\left(\epsilon_{2}+\alpha_{21} x_{1}\right)}{x_{1}\left(1-x_{1}\right)\left(\epsilon_{1}+\alpha_{12} x_{2}\right)} .
$$

This can be achieved following the method of Volterra as follows: Since
$x_{1}$ and $x_{2}$ satisfy equations C.1, we can write

$$
\begin{equation*}
\frac{d x_{2}\left(\epsilon_{1}+\alpha_{12} x_{2}\right)}{x_{2}\left(1-x_{2}\right)}=\frac{d x_{1}\left(\epsilon_{2}+\alpha_{21} x_{1}\right)}{x_{1}\left(1-x_{1}\right)} . \tag{C. 4}
\end{equation*}
$$

Separating into partial fractions:

$$
\frac{\epsilon_{1} \mathrm{dx}_{2}}{x_{2}}+\frac{\left(\alpha_{12}+\epsilon_{1}\right) \mathrm{dx}_{2}}{1-x_{2}}=\frac{\epsilon_{2} \mathrm{dx}_{1}}{x_{1}}+\frac{\left(\alpha_{21}+\epsilon_{2}\right) \mathrm{dx}_{1}}{1-x_{1}} . \quad 0.5
$$

Integrating this equation, we obtain

$$
\begin{equation*}
\frac{x_{2}^{\epsilon_{1}}}{\left(1-x_{2}\right)^{\alpha_{12}+\epsilon_{1}}}=\frac{\mathrm{kx}_{1}^{\epsilon_{2}}}{\left(I-x_{1}\right)^{\alpha_{21}+\epsilon_{2}}} \tag{c. 6}
\end{equation*}
$$



Fig.C. 1 ors rs. $x$


Fig. c. 2 Phase Plane Diagram
where $k$ is an arbitrary constant. Solving for $k$ in terms of $x_{1}(0)$ and $x_{2}(0)$ :

$$
\begin{equation*}
\frac{x_{2}(0)^{\epsilon_{1}}\left(1-x_{2}(0)\right)^{\alpha} 21+\epsilon_{2}}{x_{1}(0)^{\epsilon_{2}}\left(I-x_{1}(0)\right)^{\alpha} 12+\epsilon_{1}} \tag{C. 7}
\end{equation*}
$$

Equation $C .6$ is a functional relationship between $x_{1}$ and $x_{2}$. A. graphical method devised by Volterra can be used to determine trajecttory points most easily. Let

$$
\begin{align*}
& \eta=\frac{x_{2}}{\left(1-x_{2}\right)^{\alpha} 12^{+\epsilon_{1}}},  \tag{C. 8}\\
& \xi=\frac{x_{1}}{\left(1-x_{1}\right)^{\alpha_{21}+\epsilon_{2}}} . \tag{C. 9}
\end{align*}
$$

Typical graphs of 2 or $\xi$ for $0<x<1$ are shown in Fig. C.I. $\eta$ is plotted with respect to $x_{1}$ and $\xi$ with respect to $x_{2}$ as in Fig. Co 2. The line in the $\eta-\xi$ quadrant has slope $k$. Then for any point on $\eta$ a corresponding point or pair of points can be found on $\boldsymbol{\xi}$ and on the phase trajectory if such points exist.

Fig. C. 2 illustrates the particularly interesting case for which $\epsilon_{1}=A, \epsilon_{2}=-B, \alpha_{12}=-C, \alpha_{21}=D$ where $A, B, C$ and $D$ are positive constants, and $B>A, D>C$. In this case the trajectory is a closed curve and the values $x_{1}(t)$ and $x_{2}(t)$ are bounded nonlinear oscillations.


[^0]:    * Figs. 1.3 and 1.4.

