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Abstract

A study was made of the effect of plastic defor-
mation on the electrical properties of indium antimonide.
Single crystal specimens oriented for single slip were
plastically bent to introduce an excess of dislocations
having either In-atoms at the edge Of their extra half-
planes (In-dislocations) or having Sb-atoms there

(Sb-dislocations).

Plaétic bending at a constant strain rate was
characterised by a sharp yield point followed by a region
of constant stress where single slip predominated. The
lower yield stresé for bending at 270°C was dependent on
the direcfion of bend, béing greater when SPecimens were
bent to produce an excess of Sb-dislocations than when
they were bent to produce an eicess of In-dislocations.
This may be due either to the glide mobility of
In-dislocations being greater than that of Sb-dislocations,

or to the more rapid climb of the former.

The reliability of etching reagents in revealing
dislocations as etch—pits‘was tested by a series of
bending and annealing cxperiments. It was shown that one
type of etchant attacks In-dislocations preferentially.
Aﬁother etchant Qas found to give a reliable estimate of

the total density of dislocations present.
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The electrical properties of dislocations were
investigated by Hall coefficient and electrical
conductivity measurements on bent samples. It was found
that both In~ and Sb-dislocations act as acceptor centres
in n—type material. - The .conductivity of bent samples
was highly anisotropic indicating that the dislocations
were lying predominantly parallel to the bend axis. The
results were analysed in terms of two models, and, in
each case, an energy level in the forbidden gap was

assigned to each type of dislocation.
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CHAPTER 1.

INTRODUCTION.

The industrial applications of indium antimonide,
for example in infra-red detectors and Hall effect
-devices, render it a very imPortant electronic material.
For Hall effect devices an important feature is its
extremély high electron mobility which, in samples with
low impurity concentrations, is about 7O,OOO'cm2/VOlt'sec
at room temperature and about 500,000 cme/volt sec at
80°K. It is therefore important to have under control
all those factors which influence this mobility. The
effects of impurities are well uhderstood and purification
techniques haﬁe been developed which have reduced the con-
centration of electrically active impurities to very ibw
levels. The importance of crystal defects is not nearly
so well understood.although preliminary experiments have
indicated that dislocations are very effective in

reducing the mobility.

In semiconductors, dislocations influenée not only
the mobility of the current carriers, but also the number |
of current carriers. From this viewpoint, indium
antimonide presents some interesting possibilities since
the carrier-trapping properties of an edge dislocation
with indium atoms at the edge of its extra half plane

(an .'In-dislocation') are expected to be different from
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those of a dislocation with Sb-atoms at the edge of its
extra half-plane (an ‘Sbédislocation')o Highly perfect
crystals of indium antimonide are available, and thus a
study of the electrical effects of plastic deformation
should not be unduly complicated by the presence of

impurities and grown-in dislocations.

Tn order to introduce an excess of In- or Sb-
dislocations, high temperature plastic bending was adopted
as the method of deformation. Although etchants have been
developed which can reveal dislocations as surface pits it
was not known whether all the dislocations could be
revealed in this way. Furthermore, there was a possibility
that some etchants revealed In-dislocations but not Sb-
dislocations. In order to investigate the reliability of
certain etchants in revealing dislocations a series of
bending and annealing experiments was carried out. The
etch-pit densities were then compared direcﬁly with the
theoretical dislocation densities calculated from the

radii of bend.

The major part of the work, however, was concerned
with the electrical effects of plastic deformation. In
the first series of experiments, specimens which had been
deformed by R. Latkowski by a three-point bending
technique, were measured electrically. This series of
experiments yielded interesting qualitative results about

the effects of bending, but measurements were limited
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because of the non-uniformity of samples. In order to
produce uniform specimens, four-point bending was adopted.
These results were analysed in detail in terms of two
models and, in each case, an energy level in the forbidden
gap was assigned to each type of dislocation. It was
found that the electrical properties of In-dislocations
are different from those of Sb-dislocations in n-type
materisl. The plastic bending experiments indicated that
In~dislocations and Sb-dislocations have different

dynamical properties also.

The results presented here enable one to assess
the extent to which dislocations can 1limit the electron -
mobility in indium antimonide. For instance, the maximum
dislocation density which can be present without J
significantly reducing the electron mobility in n-type
material at 80°K is estimated as 5x 105/cm2 for a sample
14 -3

of extrinsic carrier concentration ~~ 10 m .

The thesis is divided into two parts. Part I
contains a review of previous work and Part II contains
an account of the present experimental programme, the
results and discussion. The extent of Part I is mainly
due to the long Chapter 4, which deals with the electrical
properties of dislocations in gérmanium° However, the
material contained there is of extreme importance to the

present work, and for this reason it was felt necessary
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to treat it in some detail. Chapter 4 contains some
original contributions by the author, viz., alternative
analyses of results obtained by previous workers, and

these too have contributed to the length of the chapter.
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PART T

REVIEW OF LITERATURE.

The following literature review is divided into
four chapters. Chapter 2 is concerned with the structure
of dislocations, their movement during plastic bending,
and with etchiné'techniques to reveal them. In Chapter 3
a summary of the electrical properties of undeformed
indium antimonide is given. Chapters 4 and 5 deal with
the electrical properties of dislocations in semiconductors,
Chapter 4 being concerned with germanium and Chapter 5

with indium antimonide.
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. CHAPTER 2.

DISLOCATIONS IN SEMICONDUGTORS.

2.1. Geometrical properties'cf‘dislocations in the

diamond and sphalerite structure.

The semicondﬁcting compound indium antimonide
crystallises in the sphalerite structure, which is similar
to the diamond cubic structure (of group IV semiconductors)
except that it‘has In and Sb atoms on alternate sites.

The diamond lattice can be visualised as two inter-

- penetrating face centred cubic lattices with-origins at
(0, 0, 0) and (£, #, #). The sphalerite‘sfructure can
also be visualiséd in this way but the face centred cubic
lattice with origin at (0, O, 0) is composed of a
different type of atom from that with origin at (4, {, 2.
The glide plane and glide direction in germanium, silicon
and indium antimonide have been identified as {111} and

{110> respectively.

Flg 2. l(a) illustrates the diamond lattice as a
series of (111) planes with alternate large and small
spacings between‘them° Sllp most probably occurs between
the widely spaced pairs of (111) planes, i.e. between
planes A and &, hot o and B. This type of slip is
favoured both by the larger interplanar spacing and by

the breakage of bonds (slip between planes A and o will
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"~ FI6.2.1.(a) Projection of diamond structure on (110) plane.
| - A, B and B, mark the traces of (111) planes.

F16.2.1.(b) Pbojection of InSb structure on (110) plane.
AoL,B and g, mark the traces of (111) planes.”
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break oﬁe third as many bonds as slip between.ol’and.B')°
Hornstra (1958) has discussed possible dislocation core
structures in the diémond lattice. For slip between thé
widely spaced (111) planes the simplest dislocation is the
"60° dislocation" shown in Fig.2.2(a). This dislocation
runs in the [Oii] direction in the (111) plane, and the
Burgers Vector, l/2a [110], is at 60° to the line
direction. The atoms at the edge of the extra half-plane
have free or ‘dangling' bonds as there are no. |
neighbouring atoms in the plane-above° Hornstra found
that all slip dislocations with ah edge cdmponent
required 'dangling bonds'. Screw dislocations, however,
could be drawn in two forms, neither of which required

'dangling bonds'.

In thevsphalerite structure the {11;} sheets are
occcupied alternately by group III and group V atoms as
shown in Fig.2.1(b). Because of the polar nature of this
structure, positive and negative edge dislocations will
have different core structﬁres° Considering slip between
planes A and « in Fig.2.1(b), we will define a positive
eage dislocation as that formed by inserting an extra
half-plane from above the slip plane. Thus a positive
edge dislocation will have a row of Sb atoms at.the edge
of its extra halféplane, and a negative edge disloéation ‘

will have a row of In atoms there. We will refer to
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Dislocations lying in the {111} slip plane

FIG.2.2.
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these as Sb-dislocations and In-dislocations respecti\}ely°
Fig.2.2(b) shows an Sb-dislocation correSPQnding to the
6d° dislocation in the diamond lattice. Holt (1962) has
shown that‘most simple dislocations in the sphalerite
structure can be envisaged in two fd;ms.‘ Forlexample,
the pure edge dislocation which runs in the <112>
direction (perpendicular to the < 110> slip vector) is
shown in Fig°2°2(c),with a double row of In atoms at the
edge of its two extra half-planes. The dislocation of
similar character but opposite sign would have a double
row of Sb atoms there. Holt also drew the core structure
of screw dislocations lying in the < 110> direction. |
When the Burgers vector is parallel to the positive line
&irection the screw is right-handed and Holt found that
the minimum Burgers circuit had only one step with a com-
ponent antiparallel to the Burgers vector. This step
could occur either in the sequence In-»Sb or Sb-» In. and
hence theré are two types of right—handed screw disloca-~
tion. Sihilarly the minimum Burgers circuit round a left
handed screw had only. one step with a component anti-
parallel to the Burgers vector and this could occur in
two sequences giving Tise to two types of left-handed
screw dislocations. Holt found that none of these screw

dislocations required 'dangling bonds'.

Hornstra (1958) and Holt (1962) emphasised that

the dislocations in Fig.2.2 are not necessarily the
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lowest energy structures. They suggested‘that, in all the
dislocations, rearrangements of the bonds were possible if
these would lower the energy. Bond rearrangements which-
eliminated broken bonds could be envisaged, and in the
case of certain types of dislocation, the number of broken
bonds could be reduced by diffusion of atoms away from the
core. As will be discussed in Chapter 4, measurements of
the electrical properties of dislocations in germenium
provide some indication that all the broken bonds in their

cores have not been eliminated by rearrangement.

A second type of process which mayvlower the energy
of dislocations is dissociation. Hornstra showed that it
» "was possible for a 60’ dislocation to split into two
partial dislocations separated by a stacking fault.
Aerts, Delavignette, Siems and Amelinkx (1962) examined
hexagonal networks of dilecatibns in silicon by trans-
mission électron microscopy and reported that the
dislocations were separated into partials. The stacking
fault energy measured from the geometry of the extended
nodes was about 50 ergs/cmgo Later, Art, Aerts,
Delavignette and Amelinckx (1963%) reported extended nodes
in germanium and gave the stacking fault energy as about
90 ergs/cm2° From similar measurements Siethoff and
Alexander (1964) obtained stacking fault energy values of
66 ergs/cm2 for germanium, and 31 ergs/cm2 for indium

antimonide. Recently, however, the experiments of
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Booker (private communication) have thrown doubt on the
interpretations of Aerts et al., Art et al. and Siethoff
and Alexander, and Booker's results indicate no

dissociation of dislocations in silicon.

Summarising, there is a possibility that bond
rearrangement could occur in the simple dislocation core
structures drawn by Hornstra (1958) and Holt (1962), but
there is no evidence at present to suggest that
dissociation occurs.

B 1

2.2. Plastic deformation:of semiconductors.

The semiconductors germanium, éilicon, and indium
antimonide have the same slip systems as the face centred
cubic metals. Hdwevers there are considerable differences
in their plastic behaViouror Materials with the diamond
and sphalerite structure are very brittle at room
temperature but become plastic above a temperature Ty

‘where in general

Tl/Tm o/ 0.45 - 0.65

if T ié the melting point. Alexander (1961) carried out
constant strain-rate tensile tests on germanium single
crystals and showed that, after a large yield drop, the
stress-strain curve shows three stages of work-hardening

rather similar to those of face centred cubic metals.
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The yielding phenomenon, which is most unlike that in
face centred cubic metals, has been studied extensively

and will be discussed in greater detail.

Treuting (1955) and Carreker (1956) noted sharp
yield points when deforming germanium specimens in
tensile loading. The yield point was not observed on
unloading and immediate reloading of the specimen, noi
did it return after annealing. Treuting and Carreker
suggested that these yield points could be explained in
terms of the impurity locking of dislocations, while noting
that the yield point did Hot return &fter anneélingo This
theory seemed unsatisfactory since one would expect a
recovefabié yield point with iﬁpufity locking (Co%trell,
1958).

Early experiménts employing constant loading were
also interpreted in terms of the locking of dislocafions
by impurities. Gallagher (1952), and subsequently Patel
(1956) and Treuting (1955), in constant load tests of
germanium, observed a 'delay time' before defbrmainnVWas
detected, which indicéted the exiétence of a yield stress
to be overcome by thermal fluctuations. Seitz (1952)
associated this delay time with the freeing of edge
dislocations locked by impurity atoms. Delay times were

also observed in,creep of indium antimonide (Allen 1957).

More recent work has indicated that the yield point
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in constant strain rate tests, and the delay time in con-
stant load tests, is not due to impurity locking of dis--
locations but to the multiplication of the origiﬁally
small number of dislocations. This idea was first
suggested by Johnston and Gilman (1959) in connection with
the plastic behaviour of lithium fluoride. It is

summarised in two equations

v =

© 000 o0cacn0 6 00 0pPOCo0B 00 a0c o0 (2.1)

v is the average velocity of /Cl mobile dislooatioﬁs per
en® when the glide strain rate is ‘a. Thus an increase in
/9 by dislocation multiplication will produce a reduction
in ¥ at corstant a. If the relation between the stress

and dislocation velocity is of the form
; x SmBcﬂDQOOOGODQQOQO"BQGOOOCO (262)

then a reduction in '? will produce a significant drop in
stress s, provided m is not too large. The exponent

m has been determined for a range of semiconducting
materials by the direct measufements of dislocation
velocity of Chauduri et al. (1962), and for germanium,
silicon, indium antimonide and gallium antimonide the
value of m 1lies between 1.3 and 1.9. This may be con-
trasted with m = 44 for silicon-iron (Stein and Low
1960), and m = 25 for ILiF (Johnston and Gilman 1959).

Thus one important condition for the Johnston-Gilman
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yield point is fulfilled in diamond structure materials.

Alexander (1961) explained the large yield points,
whibh he had observed, in terms of this dislocation
velocity mechanism. The experiments of Dew-Hughes (1961)
also supported the idea of the Johnston-Gilman yield
point and his direct measurements of dislocation velocity
were in agreement with those of Chaﬁduri et al (1962).
Bell and Bonfield (1964) investigated the yielding of
germanium single crystals as a function of initial
dislocation density, temperature and strain rate. They
observed large inéreases in the dislocation density on
yielding (for a typical specimen it increased from 1 x lO5

cm"2 to 7 x 106

cm_a)o This large increase would favour
the Johnston-Gilman yield point since, according to
0(2,1),3 large decrease in dislocation velocity would
result. Bell and Bonfield noted a critical initial dis-
location density above which nb yield point was observed.
There was a strong dependence of upper yield stress on’
initial dislocation density and generally the yield point
was not recoverable 5y ageing. All these measurenents
led to the conclusion that the yield point in germanium
is produced by the Johnston-Gilman mechanism rather than
by the impurity locking mechanism. Patel and Chauduri
(1962) made similar deductions for silicon. When silicon
crystals containing oxygen were heated to precipitate the

oxygen as a second phase, dislocation loops were created
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to accommodate the volume change. These extra dislocations
reduced the magnitude of the yield point in a subsequent
test. This oxygen effect was thus readily explained in
terms of the Johnston-Gilman model of yielding. Subse-
quently Patel and Chauduri (1963) observed large yield
drops in tensile deformation of germanium, silicon, indium
antimonide and gallium antimonide and obtained results
which indicated that the Johnston-Gilman mechanism is

applicable to all these materials.

Chauduri et al. (1962) obtained the following

empirical relation between dislocation velocity and stress

v o= Bo(s/so)(m exp (—U/kT)Gf.ooo.ocoeec (2.3)

Haasen (1957) proposed a model of dislocations in the
diamond lattice which predicted an expression fof the
dislocation velocity similar to (2.3). He suggested that,
in the 663 dislocation, certain saturated bonds beneath
the edge of the extra half plane could not accommodate

the strong distortions occurring there, and an atomic

rupture would occur as in Fig.2. 3.
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A 60° dlslocatlon in the diamond lattice (schematic).
Slip on (111) planes probably occurs between those marked
A and B (not B and C). The triangle marks the ‘“‘crack’ at
the dislocation.

 Fige 2.

If this dislocation moves the rupture must diffuse with
.it, and this 1léd to the~followiﬁg expression for the
velocity ¥ of the 'cracked' dislocation.

? = . D « B = DQ Sb2 C‘Xp (“ U/kT)unouovo.o(2oL;‘)
KT oxr

where s 1is the shear sgtress,
F = sb2 is the force on a dislocation of length b,
D is the 'diffusion constant' of the crack,

U is the activation energy for diffﬁsion of the crack.
Equation (2.4) agrees quite well with (2.3) except
that the value of the activation energy U obtained by

Chauduri et al. is about half that for self-diffusion.

The predicted m = 1 , however, is close to the
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experimental m = 1.5 wvalue.

Haasen (1964) has developed a technique which calcu-~
lates macroscopic plastic properties (such as stress-strain
curves for constant strain rate tests, and strain—tiﬁe
curves for constant load tests) from measurements 6f dislo-
cation veiocity and dislocation density. He used ﬁhe
empirical relation (2.3) between dislocation velocity and

stress.

In his analysis, Haasen allowed for the work
hardening contribution to the stress s. He pointed out
that, during yield, the dislocation distribution was very
inhomogeneous over the length of a specimenn When a
certain 1imitihg dislocation density, /o , Was reached in
a particular region dislocation multiplication ceased, and
subséquently this region did not contribute to the strain.
He wrote the relation between the limiting dislocation

density and the stress as

which is Taylor's expression for the mean internal stress
of a distribution of pbsitive and negative dislocations
where A = ub G* b and lxocz 0.3 for germanium (G* is
the shear modulus)u Thus this model assumed that disloca-
tion multiplication would stop when the mean internal
stress of the dislocations balanced the applied stress.

In calculating the total strain rate, therefore, Haasen
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.
left out all the 'dead' regions with{ﬁ)? = s/A° He

introduced an 'effective' stress Sefr , wWhere

Segp = S - A/D% cccococcncscas coaosae(2.6)
Haasen (1964) assumed a mechanism of dislocation
multiplication which had been suggested by Alexander
(private communication quoted by Haasen (1964)). .This
mechanism led to an exponential dependence of dislocation
density on time. Alexander had concluded from electron
transmission microscopy that edge dislocaticn dipoles,
formed at long jogs in screws, constitute potential sources
for dislocation multiplication. The partners of a dipole

might pass each other and develdp into a loop. This led

to the relatibn
d/,) . Spvdt e cneseacececcesacoasane(2.7)

where the multiplication constant S, determined by the
process of two edge dislocations passing each other, is

proportional to stress and is written
S = Y ® Séff ooooooo o c oo oo o ooonooeo(208)

Now, substituting (2.3%), (2.6), (2.7) and (2.8) into (2.1)

L3

Haasen obtained the plastic strain rate a P

-]

4
| &, = b Bp (s—A/oa)m‘
where B = B_ so_m éxp (,— U/kﬁ)

.

Adding the elastic strain rate a_ = S/G*
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©

he obtained the total strain rate a

a = bB/o (s-—A/oa?m + OS/G*
and, from (2.7) (2.9)

/5 = YT%/5( s - %&-%)m 1

Solutions of equations (2.9) could then be compared
with experimental results. It is obvious that, for a con-
stant strain rate test, (2.9) will predict a yield point
- since these equations are only an extension of (2.1) and
(2.2). For the lower yield stress Siy s Haasen neglected
the elastic term s/gs in (2.9) and, using the criterion

ds/da = 0O , he obtained

2 l/(2+m) ° l/(2-1,-m) U
SLy = S, (A Cm/b 5 ) a exp ?EEEEEET (2.10)

: m+2 2
where C = (1 + 2 m
n 2

Haasen showed that his experimental values of SEY (; , T)
for compression of germanium, were best described by
(2.10) with m = 1.1 , U= 1l.64 e.V. and &« = 0.3,

These values are close to those obtained by the disloca-
tion velocity measurements of Chauduri et al. which gave
for germenium U = 1.6 e¢.V. and m = 1.5. For com-
pression of InSb the results of Schafer, Alexander and
Haasen (1964) could also be described by (2,10) with

values of m , U and X4 in good agreement with
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independently measured values.

Haasen also used equations (2.9) to analyse creep
tests. The lower yield stress in a constant strain-rate
test corresponds to steady state creep under constant load
conditions. The constant creep rate %m follows by
inversion of (2.10) .

.  m+2 -
aw = .t2) BD SS eXp (— /kT) ocoaeo(2nll)
A” Gy 0

o

The values of 8, predicted by (2.11) were in good agree-
ment with experimental values for compression of germanium
when U' = 1.75 e.¥. and m 2 1.2 and for bending of
InSb when U =0.88 e.V. , m = 1.5. Thus the main
features of both constant strain-rate and creep tests could
be calculated from independent measurements/of dislocatioh

density and Veloci’cy°

Peissker, Haasen and Alexander (1961) applied this
énalysis to some interesting results obtained for indium
antimonide. Specimehs oriented for single slip‘were
plastically bent under creep conditions. In order to
introduce an excess of either In- or Sb-dislocations,
samples were plastically bent in opposite directions (The
direction of bending was determined by an etching tech-
~nique similar to that described in Section 6). The
measured values of the constant creep rate (;W,)‘

depended on the bending direction and indicated a higher
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mobility for In- than for Sb—dislocatignsu The average
values of ;w_ obtained for In- bending were about 1.5
times larger than those for §Sb- bending. Peissker et al.
deduced that Sb-dislocations are on the average 1.5 times
slower than In-dislocations. The measurements of ;W
could be accommodated by (2.11) if the activation energy
U for Sb-bending was 1 - 2% higher than that for
In-bending. Peissker et al. suggested, by analogy with
Haasen's 'crack-diffusion' model, that this was in agree-
ment with the measurements of the self-diffusion of In
and Sb in InSb by Eisen and Birchenall (1957), which
gave a higher activation energy for diffusion of Sb than
for diffusion of In. However, the relativé difference in
aétivation energies for diffusion is greater than for
dislocation movement énd Peissker et al. suggested that
this was due to the motion of minority sign dislocations

in the bend test.

From measurements .of the dependence of the
incubation time on the specimen dimensions, Peissker
deduced that dislocation multiplication was not markedly
influenced by‘sources at the surface. The height of the
specimens was varied but the breadth and thus the upper
and lower surface areas, which presumably would act as
sources, was held constant. The incubation time was

found to be shorter for thick specimens and Peissker et al.
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deduced that dislocation sources must exist in the interior

of the crystal.

2.3, Observation of dislocations by the etch-pit

technique.

2.3.1. Dislocation distributions in bent crystals -

-general.

Cahn (1949) first suggested that plastic bending
of a éingle crystal produces an array df edge dislocations
which are all of the same sign. Fig.2.4 shows how the
curvature can be accommodated by such an array. For a
bent crystal with its glide plane parallel to the neutral
plane,and glide direction perpehdicular to the bend axis,

Cahn showed that the density of edge dislocations is given

by

where R = radius of curvature,

b = Burgers Vector.
In any real case plastic bending will produce dislocations
of both signs, but there must always be an excess of the
one or the other to maintain the curvature of the bent
sample. The dislocations which are required to maintain
the curvature will be termed the "majority" dislocations

and the ones of opposite sign the "minority" dislocations.
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FIG.2.4 . ' n

‘Bending pro-
duced in simple cubic
lattice by edge dis-
locations: p =
density of edge dis-
locations, R =
radius of curvature
of slip plane, and

-9
b = Burgers vector.
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Assuming single glide and the absence of macroscopic
elastic stresses, Nye (195%) derived an expression for the
excess density of majority dislocations

/4)MAJ “"/C)MIN - 1 e enneeal(2.12)

Rb cos W

‘which is a general form of Cahn's relation where

() = angle between slip plane and neutral plane. Nye
predicted that; for a bar bent to a radius which is large
comparéd with ifs thickness, the disiocation density should

be uniform across the bar.

Vogel (1956) tested (2.12) by bending germaniﬁm
samples to various radii, annealing to reﬁove macroscopic
elastic stresses, and measuring the resulting etch-pit
densities. Specimens oriented to favour single slip were
bent about a 112> bend axis. After bending, the etch-
pit density was very small at the neutral axis but
increased towards the upper and lower surfaces. This was
explained by Vogel in terms of the stress distributioh in
a bent bar. The total strain, ay was assumed to be
roughly proportional to the distance from the neutral plane
as shown in Fig.2.5(a). (There appears to be no |
theoretical reason for this assumption). Vogel also
estimated the elastic strain &, ‘as shown in Fig.2.5(a).
The difference between these two curves, ap - a, , is

“e
the plastic strain curve, which is shown in Fig.2.5(b).
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Assuming the dislocations to be all of the same sign, the
plastic strain at any point is proportional to the number
of dislocations which have glided through that point.
Therefore the slope of the plastic strain curve at a
particular point is proportional to the dislocation
density there. The dislocation distribution was thus
obtained from Fig.2.5(b) by differentiation. This dis-
tribution is the same as that observed experimentally by
Vogel, but it is evident that the theory is qualitative
and only gives a general picture of the dislocation
distribution. A quantitative treatment would require
accurate estimates of ap and a, and would be a more

‘complex problem.

Average etch-pit densities in the bent bars were
consistently higher than the dislocation densities
Predicted from (2.12). This discrepancy was attributed
to the presence of dislocations of the minority sign
trapped inside the crystal but, since the specimens had
not been annealed to remove macroscopic elastic stresses,
one would not expect (2.12) to hold. Vogel suggested
that, at the earliest stage of bending, dislbcation
sources at the surface of the beam operate because the
stress is greatest there. As the material at the outside
deforms, sources further in become active when their
critical stresses are exceeded. Minority sign disloca-

tions nearer the neutral axis have greater distances to
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travel and are more likely to be trapped in the bar.

After annealing, the distribution of etch-pits
became uniform across the bar, presumably by dislocation
migration from the high density outside regions to the
low density neutral axis jregion° Also the pits became
aligned into walls perpendicular to the glip plane, a
process which is known as 'polygonisation' (Cahn, 1949).
Purthermore, the average etch—pit densities of the bent
crystals weré reduced‘to values which were in good agree-
ment with those predicted by (2.12) from the bend radius.
Vogel suggested that this reduction occurred by
annihilation of dislocations of opposite sign until only

those of the majority sign remained.

Vogel proposed a mechanism of plastic bending
which would produce an array of edge dislocations of one
sign. When a bending couple is applied.to a single
crystal bar a critical stress is reached for the operation
of dislocation sources. Fig.2.6(a) shows two sources,
one above and one bélow the neutral plane, which have
emitted dislocation rings such as a and ©b. ZEach ring
expands under the applied stress, the screw orientations
of both signs movingito the surfaces of the bar where
they are rejected. Now when a crystal is bent the shear
stress on a given slip plane 1s opposite in sense on

opposite sides of the neutral plane. Thus, like sign
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Formation of excess edge dislocations on bending by
expansion of dislocation rings and rejection of certain ori-
entations: a) slip plane is shown in perspective; b) section
cutting dislocation rings is shown in edge orientation. Letter-
ing in diagram, a, b, ¢, etc., represents successive positions
of dislocations coming from source, S.

FIG.2.6.
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dislocations on opposite sides of the neutral plane will
be moved in opposite directions. Therefore, as shown in
Fig.2.6(b), edge segments of one sign from the two
sources will move to the surface, while edge segments of
the opposite sign (from both sources) will move inwards
towards the neutral axis until the stress can no longer
support their motion. Thus, an excess of edge disloca-
tions of the sign which accomzodates the bending can be

produced.

Thé application of (2.12) has also been tested in
silver single crjstals by Hendricksoﬁ and Machlin (1955),
in silicon-iron by Hibbard and Dunn (1956) and in silicon
by Patel (1958). In each case the etch-pit densities in
bent - and - annealed samples were 1n agreement with the
dislocation densities predicted by (2.12) from the bend
radii. This verification appears to be good statistical
proof that the etch-pits occur at individual edge dislo-
cations. In these materials (germanium, silicon,
silicon-iron and silver) tﬁe average etch-pit density of
the as—beﬁt samples (before annealing) was about two or
three times higher than the calculated dislocation
density. The distribution of etch-pits in the as-bent
germanium samples of Vogel, however, was very different
froﬁ that observed by Patel in as-bent silicon samples.
Fig.2.7 shows the etch-pit density as a function of the

distance from the neutral axis for a silicon and a
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germanium sample bent to radii of 19 cms and 14.3 cms
respectively. These radii have been chosen because the
dislocation density predicted by (2.12) is 1.9 x 10° cm™2
for both samples (the different radii compensating for
the different Burgers vectors of germanium and silicon).
Fig.2.7 shows that the distribution of etch-pits in the
silicon sample is more vniform than in the germanium
sample. It is very probable that this difference (which
“occurred in samples bent to other radii) is due to. a
difference in the temperatures of deformation, since the
.silicon sample was deformed at 105000 = 0.7Y Tm, a
relatively higher temperature than that of the germanium
sample (55000 = 0.67 Tm)° Now, the measurements of
dislocation velocity by Chauduri et al (1962) indicated
that, as the temperature was raised, the dislocation
mobility increased very rapidly. Thus at the higher
temperature one would expect dislocations to be able to
move farther toward fhe neutral axis in a bent sample and

hence produce a more uniform distribﬁtion than at the

lower temperature.

Livingston (1963) showed that the sign of individual
edge dislocations in'copper single crystals could be
determined by an etch-pitting technique. The application
of this technique indicated that 95% of the edge disloca-
tions in bent crystals were of the majority sign, although

no quantitative comparison with Nye's relation was made.
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Livingston suggested, in accordance with Vogel's deduction
for germanium, that in copper nearly all the dislocations
were generated at or near the surface and moved in without
further multiplication. The multiplication mechanism of"
double cross slip, which continually creates new disloca-
tions of both signs, was thought not to be important in

copper.

The only attempt at a quantitative test of the Nye
relation in indium antimonide has been made by Duga (1962).
Specimens were bent at BOOOC to radii of bend from 15 cms
to 200 cms. He found that the etch-pit densities (with
an unspecified etchant) of as-bent samples were in good
agreement with dislocation densities which hé calculated
from the Nye relation (2.12). There is some ambiguilty
concerning the precise orientation of the samples since
the only information given is that specimens with bounding
planes {111} . {110} and {211} were bent about a
€£211> axis. If {lli} were the neutfal plane, three
{111} slip planes would be favourably oriented for slip,
while if {110} were the neutral plane, two slip planes
would be favourably prientedo There is further uncertainty
concerniﬁg the calculation of the theoretical dislécation
density, since the dislocations could not lie parallel to
the bend axis and one must make some assumption about
their line direction in order to apply the general Nye

relation for multiple glide. In view of these ambiguities,
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therefore, it is not possible to check Duga's calculation
of the theoretical dislocation density. However, the
agreement between etch-pit densities and theoretical
dislocation densities in the as-bent samples is quite
unlike the measurements on silicon and germanium, where
the etch-pit densities in as-bent samples were two or
three times higher than the theoretical densiﬁies, after
bending at temperatures which were a similar fraction of
the absolute'melting temperature. The measurements of
Peissker et al. (1961) which indicated that internal
sources were important in indium antimonide, suggest the
presence of minority sign dislocations in bent samples.
Furthermore, Duga's specimens were oriented to favour
doubie or multiple slip and the intersection of slip -
planes would be expected to result in work-hardening and
a high density of dislocations. Therefore, it is probable
either that the etch used by Duga did not reveal all the
dislocations present, or that the calculation of the

theoretical dislocation density was in error.

Patel (1958) presented some direct evidence
concerning the orientation .of dislocation lines in silicon
samples bent in the single slip orientation (as used fy
Vogel, 1956). Lightly bent samples were 'decorated' with
copper and examined by infra-red transmission microscopy
which revealed long straight dislocations lying parallel

to the [112] bend axis. This observation has important
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implications when considering the electrical properties
of dislocations in bent samples, as will be discussed in

Chapter 4.

Dislocation etching in indium antimonide presents
some interesting possibilities which were not envisaged
by Duga. These will be discussed more fully in the next

section.

2.3.2 Dislocations in indium antimonide.

v | Bardsley and Bell (1957) observed etch-pits on
a {lli} surface of a single crystal of InSb wusing
CP4 type etches. The alignment of the pits suggested
that they were formed at polygonised walls of disloca-
tions. The geometry of the pit arrangement was
consistent with the dislocations being pure edges
corresponding to slip on {111} .in a (110> direction;
the slip syétem in germanium. Subsequently Bell (1957)
examined indium antimonide single crystals by the
Guinier-Tennevin x-ray technique. The dislocation
densities deduced from line~broadening were in order-of-
magnitude agreement with the etch-pit density. A closer

comparison was not possible using this technique.

It was noted in section 2.1., that, in the
crystallographic structure of indium antimonide, < 111>

is not equivalent to £111>. Dewald (1957) found that

the kinetics of formation of anodic films on {lll} and
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111} surfaces were different and he assigned the index
(111) to the face which formed the thicker oxide film
under the same conditions. The results. could be under-
stood most easily if it were assumed that the (111)
face terminated in antimony atoms triply bonded to the
lattice, or indium atoms singly bonded to the lattice.
Furthermore, it seems reasonable to assume that {111}
faces terminate with atoms triply bonded to the lattice,
since this would minimise the number of broéken bonds.
Thus it is likely that the (111) face forming the

thicker oxide film terminated with antimony atoms.

Allen (1957) stated that his CP,A etch produced
pits on faces of the form {1ii but not on faces of the
form {11i} , using Dewald's sign convention for the
crystallographic directions. (Strictly, however, Allen
could not label the faces in this way unless he had
repeated Dewald's experiments on these faces). By
successive grinding and etching of the same sample, Allen
confirmed that the pits were formed at line imperfections.
Experiments on bent bars showed that the etch-pit density

was of the same order of magnitude as the dislocation

density predicted by (2.12).

Maringer (1958) etched a single crystal sphere
with a mixbure of lactic and nitric acids. He observed

etch-pits on four equivalent octahedral faces but it was
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not determined whether these were the four {lli} or the
four {111 faces as defined by Dewald. The shape of
the etch-pits was conical on an octahedral face, but
became elongated as the surface departed from this orien~
tation. On the etched sphere two different types of
elongation were observed. Allen had previously observed
elongated pifs on {112}* faces while Maringer observed
pits up to 263 away from the octahedral face. Venables
and Broudy (1958) produced etch-pits on a {110} surface
(35° away from {111} Y with a 1 : 1 mixture of KF

and HNO These pits were only observable with dark

3
field microscopy and were elongated in <(OOi>' directions.
By successive grinding and etching, Venables and Broudy
traced dislocations through the crystal, both in as-grown
material and in samples which had been bent at 400 - 45600
around a <1107 bend axis in an orientation which
favoured slip on two slip planes at 55O to the neutral
plane. In all cases the dislocations lay in 110>
directions. The authors pointed out that it was strange
for pits to be elongated when dislocations ran perpen-
dicular to the {110}- surface, since elongated pits can
often be associated with dislocations meeting the surface
at a shallow angle. It appears that, in indium‘
antimonide, the elongation of a pit is determined by the

crystallographic orientation of the etched plane as well

as by the direction of the dislocation line relative %o
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the surface. By etching a single crystal cylinder,
Venables and Broudy confirmed previous observations of the
characteristic etchihg properties of {?l;} planes.
However, they observed that pits formed on all {lld}
planes. This 1s consistent with the sphalerite structure
in which the [110] direction is equivalent to the {iiO]
direction. The direction of elongation of- the pits on
{110}- surfaces, however, was found to depend on the.
polarity of the specimen. Pits on opposite {lld} faces
pointed in the same direction, but pits on, say, a (110)
plane pointed in an opposite direction to those on a

(110) planeo As the pits pointed in an [0012 direction,
Venables and Broudy suggested that this experiment
distinguished [OC%] from [bOi]o However, —bo%] and

[bOi] are crystallographically equivalent directions and
it should therefore be impossible to distinguish them.

The results can be understood qualitatively with reference
Yo Fig.2.8. The (110) plane is unlike a (110) plane
when viewed along an [bO%] direction. It therefore
seems reasonable that pits point, say, towards [@O{] in

a (110) plane and towards [ooi] in a (110) plane.

From observation of slip lines on bent specimens,
Venables and Broudy deduced that the slip plane in InSb
was {111} and they suggested that <110> was the slip
direction, since it is the shortest translation direction.

This slip system had previously been suggested by Bardsley
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(a) (110) plane

(b - (110) plane.

FI1G.2.8. Atomic arrangement on {110} planes -
of InSb. : '
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and Bell (1957) and by Allen (1957). In Section 2.1 it
was noted that edge dislocations in indium antimonide
could exist in two forms, which were called In-
dislocations and Sb-dislocations. It was also noted
that, in Fig.2.1(b), positive edge dislocations would
always be In-dislocations and negative edge dislocations
would always be Sb-dislocations (if slip only occurred
between the widely spaced pairs. of ‘{lil}- planes).
Plastic bending, therefore, should produce dislocations

of one sort or the other in excess.

Vénables and Broudy plastically bent specimens to
introduce an excess of In- or Sb-dislocations, the rela-
tive polarity of the specimens having been determined from
the direction of elongation of the etch-pits on %jllO}
planes. Samplé A wasvbent in one direction and sample B
was bent in the opposite direction. After bending, the
etch-pit density on {110} in sample A was higher than in
sample B. Also etéh—pits extended far into the neutral axis
region in A, whereas in B they did not, B having a much more
clearly defined neutral axis region. After annealing
the etch-pit density decreased for both samples. For
sample B the etch-pit density became very small, while
sample A had a higher density of pits than sample B.

The pits in sample A were more uniformly distributed after
the annealing treatment than before it. Venables and

Broudy concluded that only one type of dislocation was
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revealed by their etchant; that type in excess in sample
A. According to their model this type of dislocation
should be almost eliminated in sample B by annihilation
of opposite signs during annealing. It was not possible
to say whether the dislocations revealed were Sb-type or
In-type since the absolute polarity of the specimens was
not known. Venables and Broudy also found that etching
of octahedral planes of as-bent samples showed similar
differences in etch-pit distribution. The neutral axis
was well defined for sample B but not well défined for
sample A. From this they deduced that only one type of
dislocation was responsible for etch-pits on {il@} and
octahedral faces of InSb. |

Warekois (1959), using an x—fay technique
developed by Koster, Knol and Prins (1930), was able to
distinguish the {lll}‘ surface from the {111 surface.
Because of the polarity of the structure the moduli of
the structure factors F(hkl) and F(iﬁi) , and hence the
intensities of these reflections I(hkl) and I(ﬁﬁi);
have different magnitudes. This difference only becomes
important, however, when the frequency of the incident
radiation approaches the critical absorption frequency
of one type of atom in the material. A technique based

on this phenomenon was used to identify {111} and {111

surfaces in InAs by Warekois and Metzger (1959) and in
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GaAs by White and Roth (1959). For indium antimonide

Warekois derived I(hkl) for several reflections and
I(hkl)
for-several wavelengths of incident radiation. Defining

the (111) surface as that terminating in indium atoms
triply bonded to the lattice or antimony atoms singiy
bonded to the lattice, he found that for iodine radiation,

the theoretical value of 1(333) was 1.27 while for

-t - e

I(333)

tellurium fadiation this ratio was almost unity. Using
the fluorescent radiation from a tellurium-iodine target
he measured intensities for both wavelengths irradiating
opposite -{111} faces of a crystal. The measured
intensity ratios .of the iodine and tellurium reflections
were in good agreement with the predicted values and he
found that the surface which showed etch-pits (using an
etchant qontaining equal parts HNO3 , HF , H0 )
corresponded to the (iii) surface. Thus the etching
properties of {lll} planes, in conjunction with the
calibration of Warekois, can be used to determine the
polarity of any sample of indium antimonide. It is not
necessary to know what the surface atoms are if the
polarity only is required, but to discuss the detailed
mechanism of the etching process it is usually assumed
that the surface developing etch-pits (the (111)
surface) terminates in triply bonded indium atoms. For

the rest of this thesis we will adopt the convention of
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Warekois (1959) for labelling the crystallographic

directions in indium antimonide, as shown in Fig.2.9.

Gatos and Lavine (1960a ) used Warekois' calibra-
tion of the etching properties to interpret Venables and
Broudy's results. They deduced that the dislocation
etch-pits observed by Venables and Broudy occurred at
In-dislocations only. This deduction, however, is only
possible if one assumes that the etch used by Venables
and Broudy for 5110} surfaces also produces pits on.

111{ surfaces rather than 5111} surfaces. It is also
necessary to assume a model for {110} etch-pit formation
since it is not obvious how to determine the type of
dislocation in excess knowing only the direction in which
{11@} pits are elongated. Venables and Broudy's experi-
ment, therefore, doeé,not unambiguously show that

In-dislocations rather than Sb-dislocations are revealed

as pits.

Gatos and Lavine (1960 a) found that the etching
behaviour of the {111} and {1ii surfaces of indium
antimonide was typical of other IZII - V‘compounds° In
all of the six compounds investigated (InSb , GaSb ,
AlSb , InAs , GaAs and 1InP ) etch-pits formed on the
{iii surface and not on the {lli} surface, using a
variety of etchants. The authors proposed an inter -

pretation of these results assuming that the group V
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surface atoms are more reactive (chémically) than the
group III surface atoms. Considering each type of Gé)
dislocation intersecting {1ii and <{1li} surfaces they
deduced that only In-dislocations intersecting a {111
surface should produce etch-pits. They concluded that

the formation of dislocation etch-pits was controlled by
the specific chemical differences between the group III

~and group V atoms at the dislocation core.

.. Gatos and Lavine (1960 b and c¢) obtained etch-pits
on the {111} surface as well as on the {iii surface
by adding-'inhibitors', such as stearicé acid or primary
amines, to the. CP, etch used previously. The pits on
{111} surfaces, however, are shown by the micrographs to
be very poorly defined. Gatos and Lavine noted that the
pits ordinarily appearing on the giii surface appeared
also in the presence of inhibitors, and the authors |
associated the new pits on the %iii' surface with
Sb-dislocations. They suggested that the pits on the
glll} surface occurred at In-dislocations, Sb-dislocations,
or possibly screw dislocations. They suggested that the
formation of the new pits was connected with adsorption
of positively charged ammonium lons (from the amine

inhibitors), which caused a change in reactivity of the

Sb-surface atoms.

More recently, Lavine, Gatos and Finn (1961) have
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developed another etchant which, they suggested,

revealed only Sb-dislocations. Using an etchant known
as the 'base-etchant', the same pits as obtained with the
CP4 etch were observed, and ﬁhese were similarly |
associated with In-dislocations. When an inhibitor,
n-butylthiobutane, was added to the base etchant, pits
appeared on both {lllg and {iii surfaces. These
pits did not correspond to the pits developed by the
uninhibited base-etchant and it was suggésted that these
new pits corresponded to Sb-dislocations. The authors

prdposed an explanation of this behaviour in terms of

adsorption of ah oxidation product of butylthiobuﬁanéo

In order to test the selectivity of various
etchants, samples were plastically bent in a double slip
orienfation at BOOOC to a radius of about 30 cm, to
produce an excess of In-dislocations in one case
(In-bending) and Sb-dislocations in the oth‘er-(Sb-bending)o
After In-bending, the base etchant on a {iii} surfeace
and the CP, + amylamine etchant on & {111f surface
both showed an increase in etch-pit density. Etching in
the base etchant + n—butjlthiobutane on giii} or {lll}
surfaces showed no increase in etch-pit density after

In-bending. After Sb-bending, the base etchant on = glll

surface showed no increase in etch-pit density. However,

the CP4 + amylamine etchant on a %lll?~ or {lll
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surface did show an increase in the etch-pit density.
With the butylthiobutane etchant the density of pits on
both {111% and {Eii surfaces increased after
Sb-bending. The above results led to the deduction that
the base etchant revealed only In-dislocations on -{iii
surfaces, that the CP4 + amylamine etchant revealed both
types of dislocation on iii} and {lll} surfaces, and
that the base,etchént + n-butylthiobutane revealed only

Sb-dislocations on {lll and {111}, surfaces.

The evidence presenfed in support of these
arguments, however, is not conclusive. The micrographs
show only very small fields containing very few pitsvand,
in some cases, only one pit. There is no indication that
these fields are representative of the whole specimens.
Furthermore, it is possible that the results were
dominated by minority sign dislocations since no attempt
was made to allow for their presence. Minority sign
dislocations could produce quite misleading results when

examining very small fields.
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CHAPTER 3.

ELECTRICAL PROPERTIES

OF UNDEFORMED INDIUM ANTIMONIDE.

Before discussing the effect of plastic deformation
on the electrical properties of germanium and indium
antimonide, the electrical properties of undeformed .

indium antimonide will be summarised.

3.1, Preparaticn of single crystals.

Techniques have been developed for purificafion 4
and growthvof TnSb single crystals (se¢ for example
Hulme 1959, Hulme and Mullin 1962). The compound was
prepared from the elements of nominal purities better
than 99,99%0 Troublesomerimpﬁrities zinc and cadmium
were removed by a volatilization technique which, when
foliowed by zoné—fefining, produced n-type material with
an .electron concentration (‘L/?g %)at 77°K near’lo14
cm-a° Single crystals were growg from this material by
the Czochralski vertical pulling technigue and the
horizontal zone-melting technique, and had mobilities
(Ryo) of over 5x 10° en®/y ., ab 77°K. The
density of etch-pits in vertically grown crystals (as

revealed by a CP4' etchant) was generally about

2 2

10° cm” , and etch-pit densities of less than 1Ocm™

occurred quite frequently.. Growth twins, in large scale
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or 'lamellar' form were often encountered in such
crystals. The’formatibn of twins was found to be
favoured by using seeds of certain orientations such as
111 or [ilO], while twin-free crystals were obtained
more easily with [ili] oriented seeds. Freedom from

twins with seeds of lll] and [11@] orientations
could only be obtained with a highly developed technique.

3.2, Band structure.

Fig.3.1 shows the variation of electron energy in

indium antimonide with the wave vector k .

Experiments have shown that the minimum of the
upper E(g) curve (the conduction band) occurs at
Xk =0 . It has also been shown from cyclotron resonance
experiments (Dresselhaus et al. 1955) that, in the con-
duction band, surfaces of constant energy in k - space
are spherical. Dresselhaus eb al. showed that. the |
effectiﬁe mass of electromns at the bottom of the band is
only 0.013 o, - This very small effective mass means that
the band has a high curvature at its minimum and a'very'
low density of states there. As a result a small number
of electrons fills fhe band to a high level. The band is

non-parabolic, the curvature decreasing rapidly with

increasing energy.

- The form of the valence band is not certain; but
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FIG. 3.1. The electron energy, E, as a function
| - of the wave vector Kk _,in indium
antimonide. o
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the experimental results‘appear to be consistent with a
valence band structure consisting of three bands, a
'heavy-hole' band Vl’ a 'light-hole' band V2
degenerate with Vl at k =0 , and a band V3 split
off by spin orbit coupling., Fig.3%.1l shows the form of
the E(k) curves near k = 0 . There is some doubt
about the effective mass of holes in InSb . Hilsum and
Rose-Innes (1961) suggest that 0.6 m, is the most
probablevvalue for the heavy holes. The effective mass
of the light holes was estimated as 0.0120 m_ from infra
red spectra by Fan and Gobeli (1960). However, the most
abundant type of carriers in the valence band are the

heavy holes.

The forbidden energy gap (AE) obtained by
optical methods is 0.23 e.V. at O'K #nd 0.18 e.V. at
BOdDK, and its variation with temperature is nearly
linear above lOOQK; The value at OOK extrapolated'from
the linear section is AE = 0.25 e.V. which is in fair
agreement with that obtained by electrical measureﬁents
(also by extrapolation). Thus the value of the energy
gap is confirmed by independent measurements, and the

good agreement adds confidence to the result.



3o 5. Hall coefficient measurements.

%.5%.1, Intrinsic range of temperature.

Because of the small energy gap, indium anti-
monide is intrinsic at room temperature and, in some
cases, intrinsic conduction dominates down to 150 K.
Putley (1959) calculated intrinsic carrier concentrations

from the Hall coefficient by the relation
FeH - 37
gnLq/

neglecting hole conduction since the mobility of holes is

!

so much less than that of electrons in TInSb. He obtained

the empirical expression

n, = 5.7x 0% T7% exp (__ oms

which describes his results from 180° K to 200°K.

3.%.2. Extrinsic range of temperature.

The Hall coefficient of n-type material varies
little with Gemperature in the extrinsic range (below
about lBOOK) and there is no evidence for a donor ionisa-
tidn energy. This behaviour was predicted on the basis of
the hydrogen-like model of impurity states which indicated
a zero-field ionisation energy of donors of about
7 x 10—4 e.V. This iow value is a result of the very low
value of the effective mass of electrons in the conduction

band.
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We turn now to material which is p-type at low
temperatures. As the holes are much less mobile than the
electrons, the conductivity can be dominated by electrons
even when the number of holes exceeds the number of
electrons. Thus the Hall coefficient is negative down to

quite low temperatures. In the extrinsic region evidence

for deep and shallow levels has been obtained.

Table 3.1 summarises the behaviour of impurities

in InSb and their estimated energy levels.

2.4, Hall mobility measurements.

Hall mobility (f0yo) values, obtained from Hall
coefficient and conductivity measurements on n-type
material, were found to obey the following relation above

200° K.

' - 7x 100 T ¢ 2
/Atn T X T e //\AJ+; sec,

Since this temperature dependence is close to the T_l°5
law of acoustic scattering, many early workers assumed
that this was in fact the dominant lattice scattering
process. However, Ehrenreich (1957, 1959) has shown that
a combination of polar scattering and electron-hole
scattering gives a T"1°7 dependence, and his theoretical -
values of mobility were in close agreement with experi-

mental values between 200°K and 700°K. According to

FEhrenreich, electron-hole scattering is not important



Energy level

Flement FElectrical effect A

Na, 1Li Donor 7

Cu Double Acceptor 0.02% e.V. (V.B.)
Ag Double Acceptor 0.022 eQV; (V.B.)
Au Double Acceptor 0.032 e.V. (V.B.)
Mg, Zn, Cd Acceptor 0.0075 e.V. (V.B.)
Al Acceptor 7

Ga, As Neutral

Si, Ge Acceptor

Sn Donor
Pb Donor or Neutral

S, Se, Te Donor Apparently Zero

ionisation energy

Mn Acceptor
B Donor

Table 3.1: Impurity levels in InSb.

V.B.

measured from top of Valence'band°
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below SOOOK, when polar scattering is the dominant
scattering mechanism. He calculated the scattering factor,
v, for InSb where | |

fey — T

mq,
and obtained values of 1.07 at QOOOK, 1.01 at BOOOK and

1.09 at 700°K. The mobility at temperatures below 200°K
often begins to show effects of impurity scattering and
at low temperatures tends to the T+1°5“ law of impurity
scattering. Hrostowski et al. (1955), Putley (1959) an@=
Bate, Willardson and Beer (1959) analysed their results
in terms of combined acoustic and impurity scattering,
for which the scattering factor, ¥ ,lies between 1 and
31511/512 (= 1.9). However, no complete calculation of
the combined effects of polar scattering and impurity
scattering has yet appeared. For the purposes of
analysing Hall coefficients of undeformed material from -
BOGOK to 80°K it will be assumed, in the present experi-
ments, that Y = 1.

The variation of hole mobility with temperature

above lOdoK has been given as

g —-2.1
Hn o= 10 x 10 T 7w/  sec.

No explanation has yet been given for this dependence.

Hilsum and Rose-Innes (1961) have summarised

-mobility results for InSb obtained by a number of
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workers. Fig.3.2 shows the dependence of electron
mobility (R 4©) on impurity concentration, for n-

and p-type samples at '7’7°K¢.

* ¢
| 10 k\ |
\ |
\\
8r :
u?g ) \\\n-type ;
= . J
[*] N,
LI e
L)
N hY
N‘EJ \\
b 4_ \\ [
: 8.
X ® e,
2} .., > [
PAYPE ¢ 00 o
AR T ~27"m~0---°
G 3 . ] - A J 1 --F-——a )
10 1o’ 10" 10° 107 10" 10°
Impurity concentration, cm3 '
Dependence of electron mobility on impurity concentration for n-
pe p
and p-type samples of InSb at 77°K.

Pig. 3.2.

5

It can be seen that about ZLO15 impurities/cm” are
needed to reduce the electron mobility from 5.5 x ]'.O5

c:m2/V‘,\sec° to 3.5 x 105 cme/Vosec.,
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3.5.  Summary.

, It is important to note that the Hall coefficient
of undeformed n-type samples is temperature independent
in the extrinsic range. The deionisation of any centres
introduced by deformation can thus be easily detected in
indium antimonide. It is also important to note the
magnitude of impurity scattering effects. The measure-
ments of the effects of dislocations in germanium
(discussed in Section 4) indicate that a given number of
donors and acceptors afe more effective in reducing the
mobility when arranged along a line than they are when
randomly distributed. When arranged along a line there
is the necessity for a cylinder of opposite charge,
screening the line, and this cylinder is very effective
in reducing the mobility. The change in mobility after
deformation is thus an indication of the distribution of

the centres introduced.
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CHAPTER 4.

ELECTRICAL PROPERTIES
OF DISLOCATIONS IN GERMANIUM.

The conductivity of homogeneous n-type material

can be expressed in the following form

o = nq/w e (2.1)

-1y

where ¢ = electrical conductivity (c)hm"1 cm

.71
.éi

/u = electron mobility (em? /volt sec.)

Il

3)

concentration of conduction electrons (cm”

electronic charge (coulombs)

The electron concentration in such material can be calcu- -

lated from the Hall coefficient (Ky) by the relation
‘PLH == R CmV . (#.2)
ng Coulomb
whers Y‘ is a numerlcal factor which lies between about
"1 and 2. (The value of ¥ depends on the type of
scattering ﬁhich predominates and the degree of degeneracy
.of‘the electron gas). Similar equatibns apply to p—t&pe
material, the sign of the Hall coefficient indicating
whether it is an n- or a p-type semiconductor. An

cstimate of the carrier mobility can thus be obtained

from the measured'conductivity and Hall coefficient.

Plastically deformed material, however, may be

inhomogeneous, and consequently the carrier concentration
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may not be directly obtainable from the Hall coefficient
as in (4.2). It is therefore more convenient to discuss
the effect of dislocations on the measurable parameters,
the Hall coefficient and conductivity, rather than on
calculated quantities like the carrier concentration and
mobility. The effect of disloéations on the Hall
coefficient and the conductivity will therefore be

discussed throughout.

In this chapter the effects of dislocations in
n-type material are discussed before their effects in
p-type material, since previous work has concentrated
mainly on thé former. In the réview on n-type germanium
the early work is briefly discussed, and then a summary
of Read's theory of dislocation-acceptors is given,
followed by a description of the application of this model
to later experimental measurements. The modification to
the Read»model, infroduced by Broudy, is discussed and
the Read and Broudy models are compared in relation to the
experimental results. The work on p-type germanium is
next reviewed followed by a survey of the effects of
dislocations on the properties of minority carriers.
Finally, the electrical effects of dislocations in

germanium are summarised.

Work in this field up to 1959 has been reviewed

by Bardsley (1959).
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4,1, n-type germanium.

4.1.1. Effect of dislocations on the Hall coefficient.

Farly experimental work.

The first observations concerning the effect
of plastic deformation on the electrical properties of
semiconductors were made by Gallagher (1952) who noted
an increase in the resistivity of n-type germanium after
plastic bending. A similar result was obtained by Ellis
and Greiner (1953) for compression of n~-type silicon and
germanium. The measurements of Pearson, Read and Morin
(1953), who found changes in Hall coefficient as well
as resistivity after bending n-type germanium samples,
indicated that, although the carrier mobility was
lowered, the carrier density was also changed by defor-
mation. They suggested from their measurements that
edge dislocations in germanium are associated with
acceptor centres. In p-type material, deformation had
a negligible effect on the Hall coefficient and con-

" sequently they deduced that the dislocation energy 1éve1
must lie in the upper half of the forbidden gap. The
measurements of Tweet (1955) also indicated that dislo-

cations act as acceptors in n-type germanium.
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Read's theory of dislocation—accgptors°

a) The basic model.

Following an idea of Shockley's, Read (1954 a)
postulated a simple model of dislocation-acceptors.
Fig.2.2(a) shows a 6d° dislocation in the diamond lattice,
which, as was noted in Section 2.1., has a row of
'dangling-bonds' at the edge of its extra half-plane.

Read associated dislocation écceptors with these 'dangling
bonds'. In the 60° dislocation the spacing between
'dangling bonds' is equal to the spacing, b’, of
neighbouring atoms in a < 110> direction in a {lli}
plane. Read derived a general expression for the spacing,
C , between dangling bonds as a function of the angle,)( 3

between the dislocation line and its Burgers Vector

C = 0.8¢6 6 cosec X

The spacing € is a minimum for the edge orientation
(X = 96)) and infinite for the screw orientation

(X = dj) when there are no 'dangling bonds'. If c£ .
the spacing between accepted electrons, is small com-
pared with the mean spacing between chemical donors and
acceptors then the dislocation will act as a charged
line. This negatively charged line will repel conduction
electrons and a cylindrical space charge region of
positively charged ions will form around the dislocation.

The radius of this cylinder '(}?9) is defined such that



19
[ -0

it contains an amount of fixed positive charge (in the
form of ionised donors) equal to the negative charge on
the dislocation. The positive charge per unit lehgth in
: 2 |
the space charge cylinder is therefore TR, (ND*'hh)zﬁ'
If c{ is the spacing of accepted electrons the negative
charge on the dislocation line per unit length is ﬂyﬁi,

and

".'ﬂRé(Nb‘NA\) = :2—- = -f— ceo (4.3)

excess donor concentration in the bulk

3y

where IVD—‘NA

of the material (cm™

and ‘F

Read showed that it is probable that the disloca-

fraction of dislocation sites occupied.

tion acceptor level in germanium lies within the energy
gap, and hence in n-type material some of the acceptor
sites will be occupied. If a dislocation is introduced
into n-type material, therefore, the acceptors will
begin to fill up. The free energy will initially
decrease as electrons drop from the conduction band into
the dislocation acceptors. However, the electrostatic
energy of the negatively charged line will increase as
each electron is added; because the average spacing
between electrons will decrease. At a certain spacing,
cL, between electrons the increase in electrostatic
energy will make it unfavourable, from the viewpoint of

free energy, to add any more electrons to the
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dislocation. Read used this thermodynamic argument to
calculate the equilibrium spacing, A., and the corres-
ponding value of 'F , the fraction of sites occupied at

a given temperature.

b) Read's 'Minimum Energy' Approximation.

Firstly, Read derived an ecxpression for 4? N
néglecting the configurational entropy of the accepted
electrons. In this model the electrons were assumed to
be evenly spaced along the'dislocation and the entropy
vanishes, there being only one configuration of even
spacing. The model of energy band structure around the
dislocation is shown in Fig.4.l. The negatively charged
line increases the clectrostatic energy of any electron
in the neighbourhood and this is represented by the
change in position of the bottom of the conduction band
and the top of the valence band near to the dislocation
line. Measuring energies from the top of the valence

- band E_ is the dislocation ener y level measured
) D g

at the dislocation and .E%- is the Fermi level in the

normal n-type material (as shown in Fig.4.1l).

The decrease in energy when one electron drops
into the dislocation lev§l is thus (EF.- Eb)o If ES('F)
is the electrostatic energy per electron added to the
1iﬁe,'the total increase in energy per unit electron on

the dislocation L[e(F), is



73

conduction band

— Fermi level

valence band

4

r = distance from
dislocation.

: FIG. 4.1 Energy band structure around dislocation.
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LLECF):zv,£;D "'Zir + E;;(p>

For a constant spacing c( ( = C/r) of accepted electrons,
{

the energy per site is ‘uc ue

FU, = FSE B+ 6.0

Minimising ‘p u e We have

Er - Ep
where | E*(ﬁ)

I

e )
d £¢ )
g7

|

Read derived ES (—ﬂ) for a row of evenly spaced
electrons ru.nnihg along the axis of a cylinder of
positive space charge. The calculations were made on
the basis of the general e}@ressions for the electro-
static energy of an array of charges. By Coulomb's law,
the potential at the (th charge due to all the other
charges is S

_ %5 |
v, o= S i e )
X PL M . .
4
where - r':‘i is the distance between the (th and JH"
charges, 9 is the charge on the Jf:h charge and the

. s/} ’ .
sum is taken over all }s except ( = J .

Z}Aai;

is twice the total electrostatic energy since every term

The expression
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9.9

such as

1 Ye
X ri

will be repeated as

in the sum. The interaction energy between each pair of
charges will thus be considered twice. Thus the total

electrostatic energy is

745 ?,é | ceos (4.8)

The calculation was simplified by calculating }Ae . The
potential of the row of electrons, and ')ZE , the potential
of the positive space charge. Eée and 34: were calculated
for the section of cylinder in the centre of the length

Ni of the cylinder (where N = number of electrons in
the row), since }Ae and ch have a simpler form in the
central section. Combining 34/ and }éé with the two
charge distributions, according to (4.6), gave four terms
in the energy Eg, Two terms are self energies and

involve the potentials and corresponding charge distri-
butions; the other two terms involve the potential of

one distribution and the charge of the other. Eg was

then given by

£, = £, + gc_ + + gec ceoe (B.7)

~ce
where €e is the energy of the row of electrons

e;_is the energy of the positive space charge
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and 2;;8 and é;ec are the energies of interaction of the

electrons and the positive space charge. Read calculated

the four terms in (4.7) and obtained

{EO{BV L (F/2) — o.séé}

where ° o ij/ééc
and fo= <M (Ny - NA)
also . E*(‘P) %{. (-{-’ E ) _
= c4[3 4L f/0)— 0.232] .8

Substituting (4.8) in (4.4) one obtains

Ee-Ep=ER034b40)— 0.2322 ceee (5.9)

Now, for a particular specimen, Pdt,‘ h@; can be

H

measured before the dislocations are introduced and C
can be calculated provided the orientation of the dislo-
cations is known. Also the Fermi level in the normal
n-type material, é?%(“T), can usually be calculated from
the Hall coefficient of the undeformed material. Thus
equation (4.9) can be solved for 43 at any temperature,
T, for a range of values of the dislocatibn acceptor
1évei, E.. It will be shown below that the experimental
temperature dependence of 'F can be compared with ﬁhis
theoretical dependence to determine the acceptor level.
The expression (4.9) is known as Read's 'Minimum

Energy' Approximation.
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¢) Read's 'Fermi' Approximation.

_ In the second approximation‘Read took into
account non-uniform spacing of electrdﬂs along the dislo-
cation. However, i1t was assumed that all coﬁfigurations
have the same energy. This}assumptiOn is not'alway$ a good
approximatién since the energy will be g_maxiﬁum if ail the
‘eleCtronS are crowded together iﬁ one pért of the disloca-
tion and a minimum if equally spaced. However, if the
interaction energy between neighbburing electrons vanishes
then most of the arrangemehts will have apprbximately the
same'energyc' Assumihg that all configurations have the
- same energy, the occurrence of any ohe arrangement of
electrons is as probable as the occurrence of any other
arrangement, and thus the configurational entropy is a
maximilm° Now, the total number bf ways bf putting N
electrohs on M sites is W = fV1{/q;! ﬁ4—ﬁdlf
1f S, (#)1is the entropy per electron on the dislocation,
the entropy per site is thus .

£S5 = —k bw,/m |
= —k[Flf s (1-8)(=-A]
If (;3(10 is the free energy per accepted electron, the
free energy per site is .
f£6,0)= f %ED ~E + E(8) - TS,

and, minimising, one obtains
= Eo-bp + kTG (LZE) o)
where E%(F)= 0@/0(18 (£ Es)

¥ .
Substituting £ (*9 from (4.8) in (4.10) one obtains
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Ep—Ep + hTLz(L:c;fJ _ gap%3a(ﬁ/jac)— 0.232}
eeoo (H.11)

Equation (4.11) is known as Readis 'Fermi' approximation
and can be solved to obtain -F as a function of tempera-
ture for a range of values of £;>e This theoretical
temperature dependence of £ could be used in a similar
way to that described for the Minimﬁm Energy approximation
to estimate the acceptor level E4 from experimental
measurements. Bliek (1964), however, suggested thaﬁ
Réad's Fermi apprﬁximation was in error since electron
spins were not conéidered in the calculation of the
entropy. Bliek modified the calculation to take account

of electron spins, as will be described in Section 4.2,

The only difference between the two apprOximatidns
(4.11) and (4.9) is that the Fermi approximation con- |
siders maximum entropy while the Minimum Energy apptroxi-
mation considers zero entropy, the internal energy being
the same for both. The Fermi approximation thus gives
a lower limit for (;e.(the free energy increase per
accepted electron) while the Minimum Energy approximation
gives an upper limit. The correct value of 'p g
thereforé, lies somewhere between these two limits. In
a later paper (1954 b) Read derived other approximations

to take account of the effect of the non-uniform spacing
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of electrons alohg the dislocation and also for the dis-
location acceptors having a range of levels rather than

a single level. The £ versus | curves for these
approximations lay between the 'minimum energy' and

'Fermi' approximations given above.

Read calculated 'P versus 'Tf curves for germanium
on both the 'minimum energy' and 'ﬁermi' approximatibns
for a typical set of values, viz. Ec—Ep=0.225 e.V.
and Ny -N, = 1012 /om?. The Fermi level measured from
the conduction bénd (E.—Er) was calculated in the usual
way. He obtained ﬁalues of ¥ of the order of Ool,
being a maximum at OOK and decreasing with rise in tem~
perature. The Fermi approximation curve lay above the
'minimum energy' curve at all temberatures except OOK,

when the two estimates of F‘ cciﬁcided°

d) Interpretation of Hall coefficient

measurements on Read'S theory.

To make possible a comparison of experimental
results with the theory given above, Read considered con-
duction in material containing a parallel array of

dislocations.

Firstly, Read considered current flow perpendicular
“to the dislocation diréction, as in Fig.4.2(a), where the
applied eiectric fieid is in the.x—direction,‘ Read
argued that, since the conduction electrons have to
follow curved paths that wind around the space charge

cylinders, the mobility should be reduced. He obtained
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the following expression for the average current density
< Ix>(where < > refers to an average over the whole
specimen) in terms of the average density of conduction

electrons < n», and the average electric field < Ex>
<I> = g pu<n><Ex> q(€) ceee (4.12)

where 3(6) = <Ex>%g >is known as the 'distortion
A X : .

parameter' and < Ex>n is Ex averaged Jjust over the
normal n-type material (fhe space charge tubes assumed to
be insulating).

Secondly, Read considered conduction with current
flow again in the x-direction but with a magnetic field
in the z~direction (normal to the dislocations) as in
Fig.4.2(b). The Hall field is thus in the y-direction,
parallel to the dislocations. Read c,on'side:cfed the varia-
tion of the electric field E throughout the sample. E
is constant in the y-direction and therefore the component

EB must be constant at all values of x and z also.

Now the current density at any point is given by

I = ncil/u,E ——/u,,Ix'H ceoe (4.13)
'Read took averages in (4.13%) for the y-components and

obtained

{n>q u by = Ju KTu> Hz s

Now, since the Hall coefficient is given by the relation

Ky = Ey ceee (£.15)
<To> Ha
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substitution of < Iy> from (4.14) into (4.15) gives

Ry, = L4 .. (16
/ﬁL<TL>CL ,
Thus the average carrier concentration <n> can be

calculated, according to this theory, directly from the

Hall coefficient of the deformed sample.

e) Comparison of theory wi"ch"e@erimentn

Now, in the space-charge model there are no
conduction yélec'trons‘ inside a cyliﬁder’ of cross sectional
area TI Q: around each dislocation. Thus, with a
parallel array of dislocatiohs of densi‘cy ﬁ (cm_2), the
fraction of volume occupled by the space charge cylinders
is given by € ’NR ,O , and the average density of

conduction electrons <nd, is glven by

<n> = n(l*é)
where WM was the electron concentration in the material
before the dislocations were introduced. Now, the
change in electron concentration % —<m) for a dis-

location density ﬁ is ﬁﬁ/c , so that one obtains

€. m—<n> _ fpo . _fo )
n ch C(ND_,\/A)

After introducing a known density of dislocations
/0 cm 2) into a sample of original carrier concentration
N NA (cm™ ), the average carrier concentration in the

deformed sample < 7> may be calculated from the Hall
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coefficient via (4.16) and, in principle, one can calcu~
late an eXperimental value of + , the fraction of
occupied sites, from-(4,l7), assuming a reasonable value
for ¢, the spacing of sites. This experimental value
of f (and its temperature dependence) may then be com-
pared with the theoretical estimates of Read's theory

to obtain Eﬁ’ the dislocation acceptor level.

Eiperimental test of the Read model.

Read's approach was followed by Logan, Pearson
and Kleinman (1959) when analysing their experimental
~results on bent n-type germanium samples. Specimens
oriented to favour single slip were deformed by four
point bending at 800°C‘to a radius of about 5 cms.
[.~shaped Sampies were cut from the bent samples such
that one leg wasiparallel to the bend axis and the other
perpendicular to it. Now the observations of Patel (1958)
ansilicon samples beht in the seme orientation,
indicated that the dislocations lay parallel to the bend
axis, and, if this occurred also in Logan's samples, the
current would flow parallel to the dislocations in one
1imb and perpendicular to the dislocations in the other.
Properties obtained with these two directions of current
flow will be called 'parallel' and 'perpendicular’
properties respectively, e.g- FEN ) 62L° A magnetic

field was applied in the direction perpendicular to both
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limbs of the | -shaped sample, and thus the orientation of
the 'perpendicular' limb was equivalent to Fig.4.2(b) of
Read's treatment. From a theoretical analysis, similar
to that of Read, Logan et al. confirmed Read's expression
(4.16) for Ea’u They extended this analysis to the
'parallel' limb, and obtained :
P

| M <> g,
Now, since the work of Morin (1954) indicated that the

Ry =

ratio of the Hall mobility to'the drift mobility was close
to unity, Logan et al. wrote '
K, = ﬁ// = coee (4.18)
L <n>q,
Using (4.18), the carrier concentration in the. deformed
samples was calcula%ed directly from the Hall coefficient.
Now, if K, - L/;li' is the Hall coefficient of

the undeformed sample

then .._EL/.(: FE-L) = o _ 1 eeoo (4.19)
R, o, |

<in> I — €
diretschke et alia (1956) have obtained this result for

material containing cylindrical voids by deriving the
-fields due to the voids. A similar derivation by Broudy
(1963) confirmed (4.19) fbr‘faﬂ//}eo . These independent

calculations increase confidence in the validity of (4.19).

Logan}et al. measured the Hall coefficients of
deformed and ‘control' samples over a range of temperature

from 4OK to BOOOK, 'control' samples being undeformed
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specimens which had been kept close to the deformed
samples during the heat treatment. Values of

€ (z-. 1"—%—’1"2 = | — %) were then calculated from
the measured Hall coefficients at each temperature.
Because of uncertainty in /O and C in (4.17) Logan
et.al. did not calculate ‘? directly ffom that equation.
Instead, the basic relation (4.17) between € and f

was written

E(T)= X {f(T) coo (#.20)

where j\ = /2 was used as an adjustable

¢ (Np—=Ng)

parameter. _

A family of 41(Tﬁ curves was calculated for
several values of the'diSlocaﬁion energy level uéing the
'Fermi' approximation, equation (4.11). These curves
are shown in FigA‘cB(a)° €5<;ﬁ) curves were then
obtained from these 4:(7j curves using (4.20). The
following is a typical example of the method.

Consider the 4C(7j curve calculated for
Ec—-£Ey=0.35e.V. (Fig.4.3(a)). First, relation
(4.20) is used to obtain R from the measured value of

€ and the computed value of :@ , at a particular

temperature.
' ’ a 0
For example 41(0 K) =0.123 (Fig.4.3(a)).
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‘ o
and - ( ) K): 0.565 (extrapolated from experimental
results in Fig.4.3(b)).

Thus ) = 6—(91’_\,-() _-_- ©.5¢5 = 4..593
| £ (0°K) ©.123
Then, using this value of A (4.593) and the (T) curve

shown in Fig.4.3(a), the theoretical E(T) curve was
célculat\ed' by the relation (4.20). This is shown in
Fig.4.3(b) and labelled E.-E,=0.35 e.V. This
curve is not in agreement with the éxperimental points

having too shallow a slope.

It can be seen from Fig.4.3%(a) that, since E(OOK)

is extrapolated from expe;-iinentai re"sultsv and therefore
constant, the value of A = i‘?o‘; will be different
: =° 1

for each ﬁ(-r) curve (i.e. for each value of (E}_-—E'D)
triéd)., Furthermore, since all the 43('1“) curves are

nearly parallel, i.e. f ~s constant
dT

then, since LJ:_E = X..eﬁﬁ (by differentiation of

a7 AT
equation (4.20)), dE oC A

AT

The quality of fit between the experimental points and
the theoretical & (T) curve is determined by the choice
of (£, - EL)» but effectively this only fixes the
magnitude of f , the slope of the theoretical & (T’)
curve is governed by )\ . For the experimental points

shown in Fig.4.3(b) the best fit is bracketed by values
of 0.179 and 0.225 e.V. for (£; —Ep) . Logan et al.
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neglected the lowest temperature points which were
- subject to a considerable experimental uncertainty.
The discrepancy at 5000K they attributed to the onset

of intrinsic conductivity.

From the value of A involved with the best fit

the dislocation density was calculated using the relation
| >\_ = —ﬁ—cm“-w) :
and asduming C = 3.54

| © =54 x 10 or?
Logan et al. ¢onsidered two possible dislocation.
arrangements in their computation of ¢ , the 'dangling-
bond ' spacihg§ They suggested that either the diSlo—
cations lay parallel to the < 112> bend axis, or that
they were in the form of zig-zags extending in the
112> direction with line segments lying along [ioi]‘
and [Olﬁ] directions. The former behaviour was found
experimentally in silicon specimens bent in the same
orientation by Patel (1958), while Dash (1956) has
observed dislocations lying in < 110> directions in
bent silicon samples. ILogan et al's computation of fhe
dangling-bond spacing on the first model was in error.
They state incorrectly that the number of dangling bonds
per unit.length measured in the <112 direction would
be doubled by the zig-zag arrangement. They overlooked
the fact that the <112 > edge dislocation has a pair
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of half-planes (see Fig.2.2(c)) and that the straight
dislocation has, therefdre, the same number of dangling-
bonds as the zig-zag one. Logan's recalculation using

o
C = 6.9 A was therefore unnecessary.

The value obtained for /O was about eight times
the equilibrium dislocation density one would expect from
the radius of bend of 5 cms. It was also higher than
that found by Vogel from etch-pit measurements on speci-
mens bent at a lower temperature (A specimen bent at 55000
to 5 cms radius exhibited an average etch-pit density
a1 x 107 cm~2)c Logan et alia suggested that the etch-
pit method badly underestimates dislocation density for
/O > 107 cm'e due to overlapping of etch-pits. However,

‘measurements by Rezek and Rosenberg (1963) which compare
the ebeh-pit densities with dislocation densities

, observéd b& transmission electron microscopy, indicate
that this discrepancy may be too large to be explained by

overlapping of pits.

The value of K, obtained is sensitive to the
occupation statistics chosen. ' Read's calculated curves‘
show that, for the same value of E. , the minimum energy
approximétion gives a steeper 'F(7‘) curve than the
'Fermi' approximation. In order to obtain a fit to the
experimental points with the minimum energy curve,

therefore, a smaller value of ‘} and consequently a
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larger value of 42(2)DK) is needed. The required curve
would therefore have E&) lower in the forbidden gap.
Also, it was noted above that the correct Fermi approxi-
mation is that of Bliek (1964) who took into account
electron spins. Bliek's Fermi approximetion gives a
steeper 42(Tj curve than Read's Fermi approximation
(see Section 8.3.2.) and if used in the analysis would
result in a value of ZGD lower in the forbidden gap than
0.20 e.V. from the conduction band (but not as low as the
minimum energy level). An acceptor level of 0.20 e.V.
below the conduction band, thereforée, is not the only

value which could accommodate Logan's results.

The Broudy model.

Broudy (1963) made an important modification
to Read's theory to accommodate his experimental results
on plastically bent germanium. Since he introduced some
important modifications to Logan et al's bending and
measurement techniques, a description of his experiments
will be given first, and then the application of his

~analysis to his results will be described.

n-type samples oriented for double slip were
deformed by four-point bending. Specimens were gold
plated before deformation since a preliminary experiment
had indicated that deformed specimens, if not plated,

could be contaminated during heating whilst undeformed
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specimens, which were not plated, were not contaminated
by the same heat treatment. Broudy concluded that an
undeformed control sample is not a reliable check of
impurity effects. The first measurements were made oﬁ
unsectioned bent samples, but measurements on sub-sections
of these samples indicated that the electrical properties
varied consiﬁerably throughout each bent specimen,
presumably because of a corresponding variation in dislo-
cation density. 1In order to obtain uniform samples for
electrical measurements, therefore, extremely small
samples (about 0.05 x 0.05 x 0.11 cms) were cut from the

bent beams.

The electrical properties of these small samples
did not agree with the requirements‘of the Read theory in
certain respects. In his treatment of the effect of dis-
locations on conductivity (discussed in Section 4.1.2.),
Read considered the scattering of carriers at the space
charge cylinders to be purely specular. This led to the
prediction that for current flow parallel to an array of
dislocations the mobility should be unchanged from that
in the undeformed material. This behaviour was found by
TLogan (1959), but his experiments were confined to a
single specimen. In all of Broudy's measurements, the
mobility of 'parallel' specimens was less than the
'undeformed ' mobility. To accommodate this result Broudy

proposed, as a modification to Read's theory, that the
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region 1
-_— -

P ~
,  region2

r‘eﬂion S \
|

FIG.4.4. The Broudy model.

Rg is the radius of the space charge cylinders.

-4 is the mean free path of electrons.
D Is the distance between dislocations.
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scattering at the space charge cylinders is non specular.
.This leads to a two-region model for electron scattering
at dislocations, shown in Fig.4.4. Region 8 (also

known as the € -region) is the space-charge cylinder

of radius .. Region 2 (also known as the ?é-region)_
is a hollow cylindrical shell of inner radius K, and
outer radius (f?5+—L)'where L is the mean free path of
the carriers. Within this region the mobility is reduced
to a value /}Lé, which is less than the value‘/AL, outside
this region. In this outer region, Region 1, the mobility

/}11 is unchanged from the undeformed mobility.

When the current flows parallel to the dislocations
a parallel arrangement of these three regions exists.
Broudy applied to this situation a simple model of two

conductors in parallel as shown in Fig.4.5.

I 1

R, oo n, M t

FIG. 4.5.

—
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For this arrangement he obtainéd
Ry~ ! Li+RT0 + B /Ju, e, ]
2
"2 LI+ 6107/52]
and

o = (C"z,‘f" B,G‘,)
(1 + /30)
where ﬁ, = t, /t-z_

In Broudy's dislocation model there are three

eees (4.21)

ceo. (4.22)

rather than two regions, but the properties, RS?, and

Og

were first calculated (by (4.21) and (4.22)) and then

29 of a parallel arrangement of regions S and 2

these properties (6252 and Og, ) were treated as those
of a single region which was in parallel with Region 1,
in order to calculate the propérti'es of the three-region
arrangement. This procedure gave
oy _ - —=(1-e*) g
R, [1—€-(-8)¢g]*

and
WU _[1—€—¢(1-6)] | cee. (4.28)

o

urkmé SN /‘"z//«’«

and fraction of material in Region &

cooe (4.23)

q

;5 = fraction of material in Region Z

Solving (4.23%) for & , one obtains

E_é | .4_.]1 _ W) ceos (4.25)
v Fo /Ry |
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In this equation, Eo/e// is a measurable quantity,
& is treated as an adjustable parameter (taken by
Broudy to be 0.30 by an a posteriori argument), and from
the geometry of the model it is seen that 9{ is given

by
2 .
9{ =/a77(£ + 2R L) ceeo (4.26)
where L (the mean free path) was taken to be
, 4!0 ) '/
( = 1.2 xlo /u,[Tj T
as derived by Logan (1959). |
Since this model modifies Read's theory only with
respect to SCatterihg, the occupation statistics are
not affected. Thus the basic equations (4.3) and (4.17)
still hold. Substituting 0 from (4.17) and s from
(4.3) in (4.26) gives
$ = TEc fCND'”NA) (2 + 2[/ f oo (#.27)

cTl (ND"‘ (\/AB
Equations (4.25) and (4.27) contain 3 unknowns

E , |¢ , £ ; and so can be combined to give a relation
between the unknowns € and -+ in terms of the
measured quantity 'EZ//ﬁ%O The following calculation

procedure was used.

Application of the Broudy model to

experimental results.

First, a value of the dislocation acceptor
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level was chosen, say .
Ee. —1;5 = 0.520 e.V.

Then an -F{T) curve was calculated by Read's Fermi
approximation as before. This is shown for sample G 14

in Fig.4.6(a).

Next, a particular temperature was chosen, say
2980Ko At this temperature £ (298°K) = 0.123 (from
Fig.4.6(a)) and Eo/€//(298°K) = 0.62% (from experiment).
Substituting in (4.25) and (4.27) one obtains two
equations connecting € and 7{ from which, by elimina-

tion of 9{ . € may be obtained.

Similarly, another temperature was chosen, say
250°K, and € (250°K) was calculated as above. In this way
a set of E(‘T) values was computed. These are shown

as circles in Fig.4.6(b)).

Having obtained é(’l’) values for this specimen
it remains to test the basic relation (4.17) between
E[T‘) and ﬁ(T) . (This #(T) is, of course, that
originally calculated and shown in Fig.4.6(a)). '

Again, (4.17) was written as

e = V(D

‘and )\ was obtained by substituting values for a
particular temperature, say 298°K

Y o €(298°%) _ 0,325

= A
£ (29%°k) 0.1273 L3
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The curve é('r) = )‘c(‘r) was then calculated from
Fig.4.6(a). This is shown as the smooth curve in

Fig.4.6(b).

The agreement between the results of the two
calculations, shown in Fig.4.6(b), is quite close and
it was concluded that the original choice of energy
level, E.—£Ep =0.520 e.V., was an accurate one.
However, if agreement were nof obtained one would repeat
the calculation with other choices of acceptor level

until reasonable agreement was obtained.

Results obtained from the other deformed speci-
mens could be accommodated by the model with values of
E.-£3 from 0.480 to 0.520 e.V. Agreement with
experiment was poor below 125°K, presumably because the
9!~regions overlapped such that equation (4.26) was not
valid. ZFor each SPecimen//D , the dislocation density,
was calculated from A as in Logan's calculation above.
The dependence of this calculated /mv on distance fronm
the neutral axis, strain rate, temperature of deformation
and time and tempeiature of annealing was qualitatively
reasonable. However, the dislocation densities obtained
were a factor of three larger than the etch-pit
densities obtained by Vogel on samples bent at,the same
temperature. Both Broudy and Vogel employed constant

load deformation. The load used was not given in either
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case but the strain rate in Vogelfs experiments was much

- higher than in Broudy's experiments. However, Vogel used
a single slip orientation while Broudy's specimens were
deformed in double slip. It is therefore impossible to
make any detailed comparison with Broudy's calculated dis-

location densities.

Comparison of the Read and Broudy models.

Theories of the Hall coefficient in deformed
n-type germanium are compared in Table 4.1. On the Read
model, in which dislocation space-charge tubes are treated
as cylindrical voids, Read, Logan and Broudy are essen-
tially in agreement. The modification introducéd later

by Broudy can more easily be seen in the approximate

value of FE”,/}EO .

fy o
., l— €

on Broudy's model Ri a

)
R, | —€ -4(1-8)*
Thus
R @)
(_ej;/-)grouol‘}> (‘_Fé: fee.a.a[

Broudy's model thus predicts bigger increases in

On Read's model

the Hall coefficient of n-type samples on deformation°
When O = O, this is simply due to the extension of the
space charge volume fraction € by a further volume

fraction 55 , the volume of Region 2.

Experimental results on the effect of dislocations

-



Table 4.1: Theory of Hall effect and conductivity

in n-type Germanium contalning a parallel array of dislocations.,
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on the Hall coefficient of n-type germanium are compared
in Table 4.2. For ease of comparison, carrier concentra-

tions of deformed samples have been calculated using the

relation .
Ry =
<n>q,~
NO.W £ 4.1 13_'_'.—_4_’?‘_?. = a 1 T n ~<nd
, from ( 7), 7 -F, and so values o /°/6

wére calculated from the Hall coefficient results at
’7’7OK° To compute these values, the dislocation densities
were calculated by substituting the measured radii in
(2.12) for in none of these experiments were the etch-pit
densities given. As expected, the values of jz;'<h>
are highest for specimens deformed at lower temper;;ures,
when one would expect the true dislocation density to be
much greater than that predicted by (2.12). ‘Specimens
'defofmed at higher temperatures, however, still have
n-<n> gignificantly greater than the theoretical

ol

value of £ (2=<m5). This can be accommodated in two

ways

1) By analysing the results on the Read model and
assuming that the dislocation density is
seriously underestimated (as Logan).

2) By postulating élmodel which predicts higher

Hall coefficients in deformed samples (as Broudy).

The values of .%%;Z§3> found in Logen's specimen
C

and in Broudy's specimens G 15A, B and C (which had been



Germanium.

Table 4.2: Electrical effects of bending N-type
. Bendin ' Original n-<n .n~-<n
Author S}lp Systems temp(ocf //cgheor (Nﬁ—ﬁi)cm—a (7?5K;’ f%heor;;
Peleigigr,l’% Double slip | 650°C 7x10° | 9.5 x1013! 6.3 x1013| o.32
Morin )
Togan et al.| Single slip | 800°C 7x108 | 2 x10™| 1.1 x10%| o.55
Broudy G13, | Double slip | 550°C 3.5%x10° | 4.15 x10%*| 2.83x 10Y*| 2.84
G13A{ Double slip | 550°C 3.5 %x10° | 3.47 x10**| 2.61 x10Y*| 2.61
G13%¢ | Double slip | 550°¢ 3.5x10° | 3,47 x10%*| 1.16 x10Y*| 1.18
G14- | Double siip | 550°C 3.5 x10° | 3.67 x101%[ 2.11 x10Y%| 2.12
G144 | Double slip | 550°¢C 5.5 x108 | 3.67 x10M*| 2.53 x 101%]| 2.43
G154 Double slip | 800°¢C 3.5x10° | 3.9 x10™] 0.9 x 10¥*| 0.9
G158 Double siip | 800°C 3,5x10° | 3.9 x10%*] 1.2 x 10Y%| 1.2
G15C) Double slip | 800°¢ 3.5 x10° | 3.9 x 10| 0.4 x 10¥*| 0.4
¢ 160 Double siip | 550°C 5.5%x10% | 3.9 x10%*] 1.1 x 10¥| 1.1
G17C | Double slip | 550°C 3.5x10° | 3.9 yw10Y*| 1.6 X 10¥*| 1.82

A
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deformed at the same temperature as Logan's specimen)

are in reasonable agreement, being within a factor of-two°
It is therefére interesting to compare the temperature
dependence of the Hall coefficient obtained by the two
authors. In order to make this comparison, the results
obtained by Broudy for specimens G 14A and G 15B have been
analysed on the Read model. G 15 B was almost directly
comparable to Logan's specimen since it was deformed at
the same temperature (8OOOC)O Now, on the Read model,

Logén obtained

i/, = 1/(1-¢)

€ =1 - (R/R)) L s

Values of é(ﬁr) were calculated directly from Broudy's

Hall coefficient data using (4.28). These E{CT) values
are shown as circles in Fig.4.7. Using 'P(#) curves
computed for these specimens by Read's 'Fermi' approxi-
mation_(as described in Appendix 1), the curve-fitting
procedure was applied to this data exactly as described
for Logan's results. Fig.4.7 shows that good agreement

cen be obtained in both cases when

E.-— E5, = 0.30e.V.
The discrepancy at high temperatures is attributed to
the onset of intrinsic conduction. This value of the
dislocation energj level is probably within experimental

error of Logan's value of 0.20 e.V.
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From the wvalues of ). obtained in the analysis,
dislocation densities were calculated. These are compared
in Table 4.3 with /ﬂ%heor , the value predicted from the
bend radius, and with the dislocation density obtained 6n

the Broudy model (the units being cm-z)°

TABLE 4,3
pectuen | Ouer | 0 Besd, | 0 Bty
G 144 3.5.. 10° 6.37. 107 3.9.. 107
G158 |  3.5. 10° 4.13. 107 | 2.4, 107

In each case the Read analysis indicates disloca-
tion densities more than an order of magnitude higher
than./é%heor , the value predicted from the bend radius.
For Logan's specimen the corresponding discrepancy was
a factor of eight and thus there is no wide disagreement

between Broudy's and Logan‘s results in. this respect.

It has been shown.that the Hall coefficient data
obtained bj Broudy and Logan are not widely in disagree-
ment. Both can be accommodated on the Read model with
the dislocation energy level from 0.20 %o 0.30 e.V. below
the conduction band, and with dislocation densities about
an order of magnitude higher than /c%heor . The fesults

of Broudy, however, could also be accommodated on the
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Broudy model with the dislocation acceptor level at about
0.50 e.V. below the conduction band, and presumably a
Broudy analysis of Logan's results would give a similar
level. As shown in Table 4.3, the Broudy analysis gives
a dislocation density which is closer to /Q%heor than
the value given by the Read analysis. Thus, considering
the Hall coefficient measurements; the Broudy model is
preferred since it predicts more reasonable dislocation

densities.

4.1.2. Effect of dislocations on conductivity.

Read's theory.

The measurements of Pearson, Read and Morin,
who noted a reduction of conductivity after bending
n-type germanium samples, led to a theoretical treatment
by Read (1955). For a parallel array of dislocations
Read suggested that the conductivity should be highly
anisotropic with maximum conductivity parallel to the
dislocations and minimum conductivity perﬁendicular to
them. Read considered that the scattering due to dislo-
cations would have only a small effect on mobility for
current flow parallel to the dislocations, since the
dislocations would be relatively ineffective in
scattering the component of momentum parallel té their
length. For current flow normal to the dislocations,

however, the mobility should be reduced by two factors.
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Firstly, the current streamlines would be distorted by
the space charge cylinders since the carriers have to |
follow curved paths winding between the cylinders.

Secondly, the conduction electrons would be scattered by

the space charge cylinders reducing the mean free time.

Considering the distortion effect, the conductivity

for current flow perpendicular to the dislocations follows

from (4.12)
{Ix> [
o, = €
TES T M q(€)
New <> = n(I-¢€)
o, = o;(i—é)a(é> - ceee (4.29)

where 3(6) (=<EX>n/(E'X>) is known as the 'distortion
parameter'. ({Ex>, is &x averaged just over the
normal n-type material). Morgan (private communication
quoted by Read, 1955) showed that, for small & ,

3(@).—.-. [-€ . PFor larger values of € he found 3(6)
experimentally by cutting circular holes in strips of
resistance paper. Juretschke et al. (1956) derived

g(€) = e)

Morgan's experlmental- values up to € =~ 0.7 . For values

theoretically. This agrees with

of € greater than 0.7, Juretschke's theoretical value

of 5(6) was greater than Morgan's experimental value.

Considering the scattering of electrons by the space
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charge cylinders, Read calculated the mean free path for
dislocation scattering by considering elastic collisions

with rigid cylinders. He obtained

[ = —2 ceve (30
P 3@5/0 )

This derivation, however, contained arithmetical errors.

The corrected expression is
L - 3
b ® Hg 0
Logan (1959) confirmed (4.31) by a different method.

cooo (4e.31)

Read then showed that dislocation and thermal scattering

could be combined by adding reciprocal mean free times,

i | {
—_— = e e ——
_ T T To
where ’2% and.'zap are the mean free times for thermal

coaa (H.32)

and dislocation scattering respectively when each acts
alone. However, Read stated that if there were impuritj
as well as dislocation and thermal scattering then the
reciprocal‘mean free times would not be additive. Using
(4.32) he derived expressions for the Hall and drift
mobilities in terms of the mean free paths for dislocation
and thermal scattering when acting independentlya In

this papér, (1955), Read did not suggest any method for
combining the distortion and scattering contributions to

the reduction in mobility.
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Application of Read's theory to experimental

results.

Logan, Pearson and Kleinman (1959) suggested
that the distortion effect is not equivalent to a
scattering mechanism but rather represents a redistri-
bution of the electric field. They suggested therefore
that the distortion and scattering effects could not be
combined by adding reciprocal mobilities as is usual for
two scattering mechanisms, but that it would be more
appropriate to obtain the resultant mobility reduction
by multiplying together the separate.reduction factors
for the distortion and scattering effects. Logan

obtained, for current flow normal to the dislocations

= /uo 3(6) F{X) ceeo (4.33)

where 3(6) is the distortion factor,
F({X) is the scattering factor,

=
3 I&EWLW
2 i + X &
o 4
where 70 == angle between electron direction and
dislocation axis.
and X = { . Inean free path in undeformed material
QD mean free path for dislocation
scattering.
Now O:L = <n.><?//,L—L

={n>g Mo q(€) #(X)
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n(i-é€)

and <{n>
;oo = o, (1 —€) 3(é) F(X) oo (#.38)

Equation (4.34) is equivalent to Read's result (4.29)
multiplied by F:(XQ , the scattering factor. 4Logan
found that the mobility predicted by (4.33) was in good
agreement with his measured mobility (ﬁlLCﬁl) for
temperatures above 5OOK° It was,suggested that the
error below 50°K was in the function S(E) since dis-
tortion was the dominant effect at this temperaﬁure
range. The value of 5}65) may be sensitive to the
arrangement of dislocations and a non-regular array of
dislocations could have a smaller value of 3(6) than
that»computed by Morgan for regular arrays. Logan‘et al,
found that fhe mobility measured parallel to the bending
axis was equal to the undeformed mobility. The authors
suggested that this was evidence tﬁat the dislocations
lay parallel to the bend axis and were "smooth". If the
dislocations preferred to lie in (110> directions they
must have zig-zagged with an amplitude of less than the
radius of the space charge cylinders, which on this.

theory is about 4 micron.

The only adjustable parameter in Logan's mobility
analysis is the dislocation density'/o . For this
specimen, Logan took

/o = 5,4_x/ovo£

2
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the value obtained in the Héll coefficient analysis. As
discussed above this is rather higher than the etch-pit
densities of similar specimens. Thus, on this model a
high dislocatibn density is needed to accommodate both

Hall coefficient and conductivity results.

The Broudy model..

Broudy (1963) obtained conductivity results
which did not agree with those obtained by Logan et alia.
Values of (Fa‘f,)///(fgcr)o were consistently less than
unity contrary to Read's prediction that the parallel
mobility would be practically unchanged. This deviation
from the prediction of the Read theory was a major .
reason for the deVeiOpment of the two-region model (as
described in Section 4.1.1.). This model led to the

following relation for the "parallel" conductivity.

Sy
= |1 — € - (I—-e)] ceee (4.35)
n L ’ .
This can be compared with the Read relation
SJ
= [1 — € cese (4.36)
= = [ -¢]

The "parallel" conductivity is therefore reduced by the
factor %(I - 9) on the Broudy model. Broudy also
calculated Oj_/c—” on the Read model using

I
) = o (Turebsche, 195¢)

and neglecting scattering.
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He obtained

Gu fRead ) _ 1
CT” Vbdaﬁ | + &

By analogy with the transition from (4.35) to (4.36) he

wrote

coo (4o37)

_.9;__,_(8 ) _ |
Ty \ Medel [1+€ +. ¢ (1-6)]
After obtaining &€ and ¢ from the Hall
coefficient data (as described in Section 4.1.1.), Broudy
used (4.35) and (4.37) to predict the conductivity |
results. Reasonable agreement between experimental and
predicted values of CﬁV//a; above 125 K was found.
Below 125?K the agreement was not so good but, as (é-+9f)
was calculated to be greater than 0.9 in this range of
temperature, equation (4.26) would not be valid because
of overlap of 55 regioﬁs° Values of Ctg/zzy were
overestiméted for large € but this is not surprising

since Juretschke's relation does not hold in this range.

Comparison of the Read and Broudy models.

The principal differehce between the experi-
mental results of Logan et alia and those of Broudy lies
in the carrier mobility for current flow parallel to the
bend axis. The reduced "parallel" mobility found by
Broudy could be ascribed to the presence of dislocations .
which were not parallel to the bend axis, and then both
sets of results are reasonably accommodated by the Read

theory.
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It is interesting to see whether Logan's results
could be accommodated by the Broudy model, particularly
the 'parallel' mobility result. Assuming the dislocation
acceptor level to be 0.50 e.V. below the conduction band
and @ = 0.30 (values used by Broudy), € and % were
calculated from Liogan's data by Broudy's method. For
Togan's specimen one obtains € = 0.37 and 95 = 0.45
at 77°K° Using these values, Cﬁy/ﬁg; was calculated
from (4.35) and, combining with the experimental EQL/?QD

one obtains

(Re)y /(Re), = 0.7 o T7°K
This is probably within experimental error of Logan's
value of unity. Thus, considering Logan's and Broudy's
conductivity results only, neither set of experimental
measurements enables one to discriminate between the two

theoretical models.

4.1.3, Summary - dislocations in n-type germaniun,

We can draw the following conclusions from the

work reviewed in Sections 4.1.1. and 4.1.Z2.

1 The measurements indicate that dislocations act

as acceptor centres in n-type germanium.

2) When analysed on the Read model, the Hall
coefficient data give a dislocation acceptor
level at about 0.2 e.V. below the conduction band. The

dislocation densities deduced are about an order of
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magnitude greater than those calculated from the bend
radius, and values of Ctg/2;5 are predicted which are in
good agreement with experimental ones. The Read model
predicts unchanged mobilities in 'parallel' samples, but
the reduced mobilities observed in Broudy's samples could

be explained in terms of non-parallel dislocations.

3) When analysed on the Broudy model, the Hall
coefficient data give a dislocation acceptor level
at about 0.5 e.V. below the conduction band. Dislocation
densities are about a factor of seven greater than those
calculated from the bend radius, and values of Czﬂ/ﬁba
are in good agreement with experimental values. The
derivation of Cﬂ“/GXL given by Broudy is not rigorous,
and predicted values give poor agreemént with measure-

ments,

Since it has been shown that the data can be
analysed successfully on either model, it remains to
compare the two models. Since the Broudy model predicts
more reasonable dislocation densities than the Read
model, and also accommodates the reduced parallel
mobilities, it is concluded that the Broudy model is the

more appropriate to these results.

4.2, p~-type germanium.

As mentioned in Section 4°l°lo, Pearson, Read and
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Morin (1953) deformed 15 ohm-cm p-type germanium and
observed no change in Hell coefficient and conductivity.
This led to the deduction that the energy level of the
dislocation-acceptors was above the middle of the energy
gap.

Hobstetter and Renton (1962) deformed 5 ohm-cm
p-type germanium by tensile deformation and observed
changes in the Hall coefficiento Above a certain tem-
perature (called the 'inversion temperafnre') the Hall
coefficient was smaller than the undefpfmed value, vwhile
below this temperature it Wae greéter than the undeformed
value, This apparent donor action at Low temperatures
and acceptor action at high temperatures was analysed in
terms of point defects, aésociating donor centres with
interetitials and acceptor centres with vacancies.
~ Hobstetter and Renton did not consider that dislocations
could have been responsible in view of the evidence of
Pearson, Read and Morin, but there was no independent
evidence, such as the study of annealing behaviour, to
confirm that point defects rather than dislocations were

responsible’for the electrical changes.

Bliek (1964) observed changes in the electrical
properties of 50 ohm-cm p-type germanium after plastic
compression. The form of the Hall coefficient results

was very similar to that obtained by Hobstetter and
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Renton, having an apparent 'inversion temperature'ov'Bliek
explained his results assuming that dislocations and
impurity acceptofs.can cancel each other's activity by
mutual‘interactiona If the dislocation acceptor level is
higher than the impurity acceptor level, the dislocation
acceptors will be inactive at low temperatures. Also,
some chemical acceptors will have been rendered inactiive
by interaction with dislocations. There is therefore an
apparent donor action at low temperatures. Above a cer-
tain temperature, those dislocation acceptors which have
not been annulled by impurities will become effective and
thus at higher temperatures a net acceptor action will be
measured. Thus an ivimrersion' can be produced without
invoking the creation of donors By deformation. At any
temperature, therefore, the total number of holes is the
sum of the 'effective' chemical acceptors and the dislo-

cation acceptors

o= N+ Ngf oo (4.38)
3

effective chem acceptors/cm

where PVLQ'
Nsg
f

3

No. of dislocation acceptor sites/cm

it

occupation fraction of dislocation

acceptors.

In order to compare the measurements with the

theoretical equation (4.38), the Hall coefficient
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measurements were used to obtain P.Gﬁ)curves for each

specimen in the following way.

The occupation probability was calculated using
Fermi statistics taking into account electron spins.
Bliek pointed out that each unpaired electron in the
unoccupied dangling-bonds could have either a positive
or a negative spin. The occupied déngling bonds, however,
could have only one arrangement (two electrons with anti-
parallel spins). He suggested, therefore, that if N
electrons are arranged on M sites, the total number of
configurations is equal to the number of ways of
arranging N electrons on M sites multiplied by the
number of ways of arranging the spins of (M - N)

unpaired electrons.

i.e. Number of configurations = ! x 2 N
N/ M- u!
_ ‘ M/ X EM(I"F)
Me! M1 - £)f

Bliek then recalculated the configurational entropy and
obtained the following expression for by the method
used by Read when calculating his Fermi approximation

(Section 4°1°1°)
*

£ = E -kt FETL'@(%) e (5.39)
where E*(qe)——:- ﬁﬁes(#)

and E%(ﬂ% = electrostatic energy per added electron.
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We will refer to (4.3%9) as Bliek's 'Fermi' approximation,
and this expression may be compared with Read's Fermi
approximation (4.11). The celculation of the electro-
static energy proceeds differently for p-type material
since there are no excess donors around the dislocation
to ionise and form the space charge cylinder. Instead,
Bliek postulated a shielding of the Coulomb field by free

holes. This leads to a screened Coulomb'potential

—¥r
Vi) = —* _ ¢
X, . P
where q, = electronic charge

Wy Xp= dielectric constants
. r
and 4
P4
Using this model, Bliek derived & eand obtained
* ~¥e ~Ye/p
£ = —22Eg lafl ~ ¢ /F) 4 Es¥ce

2 P 74
where £53:= —_—3 .
Yo X C

The Fermi energy was calculated in the usual way in

didtance from accepted electron

1

'screening' parameter.

cose (4.40)

terms of the hole concentration Ju . Conversely, N
could be expressed in terms of the Fermi energy, ffp.
Choosing certain values of ¥¢ and fED , relations
(4.39) and (4.40) were solved to obtain E;- in terms

of £ . Thus {L(E}J and fi:(?) were known, and from
these relations /ZCF) isotherms were calculated for

various values of temperature. Finally, assuming that
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<11.> =/‘%,_;€H?/ holds for deformed material, the

experimental results were plotted on these isotherms.
Now, relation (4.38) gives the theoretical [1(¥)
expression. The experimental fz(ﬁ) curves only

obeyed this relation when

5/# = .l

and | EID = O.ll5e.V above the valence band.
These values were applicable to results for all specimens
except those which had been very heavily deformed.

Bliek explained the results on heavily deformed specimens
in terms of double vacancies and showed that, after
annealing for one hour at 75000, the electrical properties
could be explained in terms of dislocation acceptors as
with the lightly deformed samples. Bliek concluded that

these values of ¥c and £p, were the correct ones.

Using relation (4.38), values §f A@ and pJéa
were obtained by graphical solution. The values of A&
obtained were compared with those calculated from etch-
- pit densities, that is, /CU?éA-P%Q/E where € was -
taken as 4 A. For all specimens the density of disloca-~
tion acceptor siteé calculated from etich~pit densities
was about twice that calculated from the electrical
measurements, but several factors could account for this
discrepancy.  As these specimens were deformed by plastic

compression one would not expect all the dislocations e
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be of edge orientation, and, since C —> <o for screw
dislocations, the value of C was probably under-
estimated. Also some dislocation acceptors may have been
annulled by impurity atoms. The screening parameter Y

has been derived by Brooks (1955) as
}{2 ~  _4T9pn

| kT
with = 101%/em’, Y =16, and T = 77K
¥ = 4.3 x 167 o,

and ¥eo = 0O.0016(52 .
Thus Bliek's value of ¥cC is nearly two orders of
magnitude higher than the theoretical value. If Zﬂ;nvlc;s
were used in the analysis of the experimental results,
the spacing of occupied acceptors would increase, and
the number of acceptor sites calculated from the elec-

trical measurements would be much greater than the number

calculated from the etch-pit densities.

Bliek's assumption that the expression

.
YY)

questionable since the Bliek model for p-type material

f?H holds for deformed material is

corresponds with the Broudy, rather than the Read,
situation for n-type material. The charged dislocation
in Bliek's model is screened by free holes so that the
material consists of two conducting regions rather

than one conducting and one insulating region.

However, Broudy's analysis cannot be applied directly
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unless a parallel array of dislocations is introduced,

as, for exsmple, in a bent sample.

4.3, The effect of dislocations on the properties

of minority carriers.

Wertheim and Pearson (1957) measured carrier
lifetime in plastically bent samples of p- and n-type
germanium by the pulsed van de Graaff method. They
found that the introduction of about 107 dislocations/
cm2 reduced the lifetime of 2.2 ohm-cm p-type germanium
from about 1074 sec to 1077 sec at room temperature.

The authors explained their results in terms of a dislo-
cation energy level approximately at:the centre of the

forbidden gap.

Bell and Hogarth (1957) showed that the diffusion
length of minority carriers, as measured by the travel-
ling light spot method, was anisotropic in p-type
silicon and in p- and n-type germanium crystals con—‘
taining parallel arrays of edge dislocations. The
diffusion length measured parallel to the &array was
greater than that measured perpendicular to the array.
Bell and Hogarth explained their results assuming that
there was a potential barrier to minority carriers
surrounding each dislocation, tending to keep them away

from the low lifetime dislocation region. This model
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suggested that anisotropies would be more marked for
crystals in which the dislocaticns were highly polygonised
than for crystals with a random array. When interpreting
their results, Bell and Hogarth assumed the diffusion
constant, D , to be constant and suggested that the
anisotropy observed in the diffusion length, L , resided
in the carrier lifetime T, However, Arthur et al. (1958)
measured D by the simultaneous measurement of phase and
amplitude in the travelling light spot experimeni:° They
found that, in n-type germanium, D was not isotropic.

In p-type germanium, however, D was isotropic and thus

2ll the anisotropy appeared to reside in t.

At high electric fields the drift mobility of
holes in n-type germanium was found to be anisotropic,
but no similar effect occurred in p-type material.
Arthur et al. explained their results by assuming that a
dislocation line in n-~type material may be considered as
a thread of p-type material, if sufficient dislocation
acceptor sites are occupieda As a p-type region
represents a potential minimum for holes, injected
carriers will be captured by the dislocations where they
will become majority carriers. When an injected hole is
captured by a dislocation, a space-charge signal 1is
propagated down the line with a velocity dependent on
the losses in the line so that another hole is emitted

a finite time later at some distance from the point of
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capture., In this manner the diffusion of holes along a
dislocation can be enhanced without any corresponding
increase in hole mobility. In p-type material, Arthur et
al. suggested that the dislocations will accept electrons,
the negatively charged line repelling minority carriers
(electrons), and providing a mechanism (similar to that

of Bell and Hogarth) by which & may be anisotropic.

No anisotropy of D would therefore be expected in p-type

naterial.

A quantitative discussion of the anisotropic
effects has been given by Gibson and Paige (1958), who
modified Read's model of dislocation-acceptors to include
a free hole contribution to the space charge. Read con-
sidered dislocations in low resistivity n—type germanium
at low temperatures and was thus able to neglect the con-
tribution of free holes to the space charge. The experi-
ments of Arthur et al., however, were performed on high
resistivity n-type germanium at room temperature and thus
it was necessary to consider the contribution of free
holes. In Gibson and Paige's model, a dislocation in
n-type material forms an 'inversion-cylinder' of p-type
material, while a dislocation in p-~type material forms a
p+ cylinder. Direct experimental evidence for the
existence of inversion cylinders in one of the crystals
used by Arthur et al. (1958) has been presented by
Hogarth and Baynham (1958) who observed p-type
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rectification at dislocation walls in n-type germanium,
Gibson and Paige (1958) estimated the energy level of the
dislocation-acceptors, using the fact that anisotropic
effects had been observed in 12 ohm-cm p-type germanium.
To explain these effects in p-type material, Bell and
Hogarth (1957) assumed there was a potential barrier to
minorify carriers surrounding the dislocation. Gibson
and Paige suggested that the ratio of the mean separation
between ionised acceptors to the average distance between
electrons trapped af dislocation sites must be equal to
or greater than unity if there is to be an effective
barrier. Usihg this criterion, Gibson and Paige estimated
" the dislocation acceptor level (by Fermi statistics) as
not more than 0.4 e.V. from the top of theAvalence band.
Thié is‘éignificantly less than the value of 0.5 ¢.V.

given by Logan et al.(1959).

4.4, General conclusions from the study of

dislocations in germanium.

The measurements of Bliek (1964) described in
Section 4.2 indicéted that dislocations act as acceptor.
centres in p-type material. Although there are weak-
nesses in the quantitative analysis, the results clearly
indicate that the dislocation acceptor level lies below
the Fermi level in p-type germanium, i.e. below the

middle of the forbidden gap. The p-type measurements
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therefore suggest thaﬁ the Broudy analysis is appropriate
for dislocations in n~type material Since, unlike the
Read model, this indicated a dislocation acceptor level
below the centre of the forbidden gap. The anisotropic
properties of minority carriers, des¢ribed in Section
4.3, support this conclusion Since these measurements
also indicated an acceptor level which was significantly

below that given by Logan et al.(1959).
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CHAPTER 5.

ELECTRICAL PROPERTIESVOF DISLOCATIONS
IN INDIUM ANTIMONIDE.

5.1. Effect of dislocations on the Hall coefficient.

Haasen (1957) suggested that, because of the
difference in core structure of In- and Sb-dislocations,
they might have different tendencies for trapping con-~

duction electrons.

Gatos, Finn and Lavine (1961) pérformed experi-
ments designed to distinguish between thé effects of the
aifferent dislocation types. Specimens oriented for
double élip were Bent to produce an excess of Inh~ or
Sb-dislocations. After In-bending an increase in ﬁallA
coefficient was observed and it was deduced that acceptor
centres were introduced by the dislocations. After Sb-~
bending, the Hall coefficient increased except under
certain conditions. When specimens of fVﬁ*ﬁ¢VVI x lOl5
cm'5 were bent to a radius of more than 20 cms there was
a decrease in the Hall coefficient, and even then the
effect was not reproducible. Gatos believed that the
increase in Hall coefficient was not éssociated with

Sb~dislocations but with other (unspecified) effects of

bending.

Gatos concluded from these somewhat ambiguous
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experimental results that Sb-dislocations act as donor
centres and In-dislocations abt as acceptor centres.
However, the unspecified effects of bending which were
assumed to be responsible for the increase in Hall
coefficient in the Sb~bent samples could presumably have
been responsible for the increase in Hall coefficient in
the In—beﬁt samples also. Furthermore, the conditions
given for donor action in Sb-bent samples (i.e. a high
concentration of donors and thus a high Fermi level) are
conditions undef which one would least expect donors to
be ionised. For these réasdns, therefore, and because

of the laék of reproducibility of these results, it seems
likely that many of the effects observed by Gatos et alia
were not associated with dislocations but with point

defect or impurity centres.

The deductions made by Gatos et al. that Sb-
dislocations acted as donors and In-dislocations as
acceptors, are consistent with the model of dislocations’
in indium antimonide proposed by Gatos et al. (1960 a).
In this model the In-dislocation has triply bonded
In-atoms at the edge of its extra half plane. They
suggested that thé In-atom contributes one electron to
each satisfied bond and thus there are no electrons
available for the fourth dangling bond. They predicted
from this model that In-dislocations should act as

acceptor centres. However, in the bulk material the
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In-atomAclearly does not contribute one electron to each
bond since it has three electrons available for four
bonds. In a similar way, Gatos et al. assumed that the
Sb-atom at the edge of the extra-half-plane contributes
one .electron to each satisfied bond and has two electrons
available for the fourth 'dangliilg—bond'° Gatos et al.
predicted that the Sb-dislocations should act as donor
centres. However, it is again clear that the Sb-atom in
the bulk material will not contribute one electron to
each bond since it has five electrons for four bonds.
Thus, the model of Gatos et al. would appear to be a

great oversimplification.

Holt (1960) pointed out the above objections to
the Gatos model. In his view each dangling bond from an
Sb-atom must contain on average 11 electrons and not 2
as assumed by Gatos. Similarly each bond from an In-
atom contains 2 electron and not zero as aSsumed by
Gatos. Holt also pointed out that on the Gatos model
the crystal would have a net electrical dipole moment
directed along < 111> due to the unsatisfied bonds at
the surface. Holt introduced a resonance idea %o over-
come this difficulty. It was suggested that an In-
dangling bond is made up by resonance between zero-electron
and one-electron tetrahedral orbitals in the ratio of one
to three, and similarly for the Sb-dangling bonds. He

also took account of the small degree of ionicity of
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bonding. Holt's model predicts the following electrical

behaviour of dislocations.

The In—dislocation has three one-electron
dangling bonds, each constituting an acceptor level, to
each zero-electron dangling bond which gives rise to two
acceptor levels. One of thé latter: is probably near the
valence band. The Sb-dislocation has three one-electron
bonds, constituting acceptor levels, to each two-electron
bond which gives rise to two donor levels, one of which
is probably very near the conduction band. Thus Holt's
theory predicts that the behaviour of the dislocations
will depend on the position of the Fermi-level relativé
to the acceptor and donor levels of the dangling bonds.
However, in n-type material it is probable that In-
dislocations will act as acceptors. The behaviour of
.Sb-dislocations will depend on the relative position of

their acceptor and donor levels.

"In a reply to Holt's objection, Gatos (1961)
suggested that the net dipole moment will not extend
throughout the crystal; but, at the worst, will induce
a space charge at the surface only. Gatos therefore

believed the objection to be unfounded.

Duga (1962) measured the electrical effects of
bending indium antimonide, but did not distinguish

between In- and Sb-bending. The geometry of bending
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was not given unambiguously but the possible geometry
suggests that at least two slip systems were favoured.
The Hall coefficient was increased after bending, indi-
cating an addition of acceptor centres. Hall coefficient
data were analysed in the same way as Logan (1959), that
is, using the relation

F?H (deformed) = 1

<np 9

The energy level of the dislocation acceptors was then

deduced from the temperature dependence of € - 4 Where

<n>=mn( -€)

The details of the method were not given, but from his
analysis Duga obtained Eb:: 0.14 e.V. below the

conduction band.

Broudy (196%) made similar measurements on samples
bent in a double slip orieﬁtation, without regard to
crystal polarity. The Hall coefficient was increased
after bending and Broudy found that the results could be
analysed in térms of his two-region model developed for
germanium. With regard to this model Broudy pointed out
that, because of the high mobility in indium antimonide,
the mean freé path of electrons is very large. Using a
simple acoustical scattering model, the mean free path

at 77°K is about 2 x 10 'cm. Thus, at only modest
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dislocation densities the mean free path is comparable to
the spacing of dislocations. On the Broudy model, most .
of the material will be in Region 2, that is, within one

mean free path of the space charge tubes.

Thus, in indium antimonide, it is to be expected
that the Broudy model will predict very much lower dislo-
cation densities than the Read model, provided total
overlap of 75 regions does not occur. However, even on
the Broudy model, the electrical measurements of Broudy
gave a theoretical dislocation density of 1 - 2 x 107 cm-g,
whereas the dislocation density calculated from the bend
radius is about 1 x 10° cm_2o Broudy was not able to
deduce a dislocation-accéptor level because of wide

scatter in his experimental results.

Summary of the effects of dislocations on

the Hall coefficient of indium antimonide.

Measurements on indium antimonide are summarised
in Table 5.1. Acceptor behaviour of dislocations was
inferred in all cases except in the Sb-bent specimens of
Gatos when donor behaviour was inferred. This case will
be included in the discussion of the magnitude of the
effects since the same trends are observed in this speci-
men. Carrier concentrations of deformed specimens have

been calculated by the relation <mn P = l/EH C]f
n -<n>

/%

Now, from (4.17), = -F , and so values of



Table 5.1:

Summary of previous work on InSb.

Measurements relate to 770K,

Radius 7l —
Author Deformation of L <n> o s /fé>
Bend (m:g) c,m-a) (cm.z Vﬁl ’J (Cn'\.. V" -) /D ¢
Gatos et | Double slip,300°C | 15 em |1.5x10%° |8.2x101* | 2.2x10° | 8.6x10% | 10.7
al.(1961) in air
In-bent
n Ls above but 8 cm | 3.9%x101° |1.0x10%° | 1.7x10% | 5.6x10% | 51.2 *
Sb-bent .
Duga Multiple slip, 200 cm | 4.8x1077 |2.5x10 | 2.6x10° | 1.8x107 | 44.2
(1962) | majority dislo-
cation
not &dentlfied
(300"C" in air)
)18
" n 15 em | 2.6x10%° |1.04x101% | 2.2x10% | 9.3x10% | 24.4
i [
Broudy | Double slip, 25 cm | 6.9x10%7 [5.7%x10%F | 3.6x10° | 2.0x10° | 3.3
()qég) 205 C majority
d1slocatlon not
identified
* This relates to donor action. TLast figure is >R

/D/c
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n—-<n>
/°/c

value of'F . To compute these values of

were calculated to compare with the theoretical

R~ H
dislocation densities were calculated by suézzgiuting

the measured radii in (2.12), for in none of these
experiments were the etch-pit densities given. Assuming
a dislocation energy level lying near the valence band,
one can calculate the maximum possible value of 42, the
occupation fraction of dislocation—acceptors, from Read's
Fermi spproximation (relation (4.11)). At 770K, for
material with ND_- ﬁm = 1Xx 1014/cm5 this value is

f = 0.091. 4s pointed out by Duga, the values of
;ﬁiié?z are all at leasf an order Qf magnitude greater
thgz this maximum theoretical value. The discrepancy is
also much larger than in the case of germanium (Table 4.2).
It therefore seems unlikely that underestimation of dis-~
location densities could account for thiss discrepancy.

The Broudy model could, in principle, account for these
high values of iaéag?> but it is probable that the
diffuse scattering cylinders would have to overlap to a
large extent, and the mobility in these diffuse scattering
regions woﬁld have to be very low, in order to account

for the observed electrical effects in terms of the dislo-
‘cation density indicated by the bend radius. In Brou&f's
results’(which could only be explained on the Read model

if the dislocation density were a factor of 30 greater

than that calculated from the bend radius) the
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dislocation density calculated on the Broudy model

was a factor of ten greater than the value calculated
from the bend radius, and the results of Duga and Gatos
et alofwould give larger discrepancies. It appears,
therefore, that either a new model is needed to accom-
modate the results in Table 5.1. or that centres other
than dislocation centres were responsible. The presence
of point defects seems likely since all specmené were
deformed in double or mulbtiple slip. Impurities might
also have been important in the experiments of Duga and
Gatos et al. since the deformation was carried out in

air,

5.2 Effect of dislocations on conductivity.

Duga (1962) made conductivity measurements on
specimens bent to radii of 15 cms to 200 cms. From these
bend radii Duga calculated theoretical dislocation

densities of 2x106 cm"2

to lxlO5 cm'"2 but, as discussed
in Section 2.3.1., it is not clear how these values were
calculated. The carrier mobility parallel to the [il%]
bend axis was stated to be equal to the mobility of the
undeformed specimen but no measurements were presented.
This parallel mobility measurement is a very strange
result in view of the fact that the dislocation lines

could not have been parallel to the bend axis in any of

the -possible slip planes. Duga suggested that the
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dislocations produced by multiple slip interacted to
- produce a set of zig-zagged dislocations extending
parallel to the bend axis, but it seems extremely

unlikely that this would occur.

Duga suggested that the unaltered 'parallel’
mobility was in agreement with the prediction of Read's
theory. He then treated the mobilities in the
'perpendiCﬁlar' samples by the method of Logan et al.
(1959). As a first approximation,scattering 5y acoustic
ﬁhonons was assumed to be the only important scatterihg
mechanism in the undeformed samples. The undeformed

mean free path was thus obtained from
- 2
3 =
[y = 222 (211 ¥R T) cees (5.1)
49
substituting the undeformed mobility for /uﬂ . Then,

using the Read relation for the mean free path for dis-

location scattering, Duga wrote

( 3 s/ \? |
D T e == —-( ) ' o2
Duga calculated the mobility in the deformed samples

from Logan's expression (4.33)

M= Mo q(€) F(x)
where X = éA/ﬁ_D
where the value of € was obtained from the Hall

coefficient results. The dislocation density was

adjusted to give the best fit with the experimental
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values. Reasonably good agreement between experimental
and calculated values of /LQL was found using disldcation
densities less than a factor of two larger than those
calculated from the bend radii. Although this agreement
is probably much better than can reasonably be expected,
Duga refined the analysis by including impurity
scatteringo He did this by adding reciprocal mean free

times for the various scattering mechanisms

l ! I I

* Th Ty ’ZJI seee (5.3)
where ﬂﬁg = relaxation time for acoustic scattering,
Tr = " " " impurity scattering
and T = " " " dislocation scattering

although Read (1955) had earlier suggested that this
procedure was incorrect. Using (5.3) Duga obtained the
following expression for the mobility in the perpendicular

sample
ML= M q(€) F(x) K (12%) e (5.8)
eo 3 —x
where K( *) = x & o>
/g o) BT

Carrier energy

kT
The additional term I(]?g#) represents the effect of

and >x =

x
impurity scattering in the deformed sample. /3 is given

by the relation
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»* IZQ/D;% a[ | | |
/B = A ee. (5.5)
i1 . )+X&:¢b$ﬂ

where/:’z- £ A S mobility for acoustic scattering
/a.;: mobility for impurity scattering

(in the undeformed sample ) cooo00(5.6)

‘75 = ahgle between electron diredtion and

dislocation axis.

and (Q is & factor which takes into account the change
in the degree of impurity screening resulting from the
decreased carrier concentration and is a function of 7Y%
and <n> . Q is given by the relation

Q = —g-?r ceee (5.7)

where /5 and /3, are the values of é/u/;//u,r in
undeformed samples containing 72 and <> conduction
electrons respectively. (/3 is thus é/u,q//u.x in the

. original sample). :

From the Brooks-Herring treatment of impurity scattering,

Duga obtained o
QR = Lo (1+ 6) ‘“[(’”/(“‘(f”)] eee (5.8)
Ln,(’+ Lr’) *['(;»'l/(l+ G’)]

MeRe (4wt (kD)

T ne*H?
and o & LY (l‘a’r)z
T <n>e* 47

Now, substituting (5.7) into (5.5) and rearranging, one

obtains
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/ég*.z: /3; -522;- czvj-

770 [+ Xlaabya

b .
The factor ,A? thus represents combined impurity and

dislocation scattering in the deformed sample.

It is important to note that the mobility of the
undeformed sample, AL, , does not occur in relation (5.4).
Instead, /AéA, the ;obility when only acoustic scattering
exists, appears in the relation. The undeformed
mobility, //40, is less than‘/Léq because of impurity

scattering and is given by the relation

Mo = M K(3) ceen (5.9)
Duga calculated the dislocation density by means of
equation (5.5). First, he calculated /E;*:by several
methods, for example from the ratio of weak- to the
strong-field limit of the Hall coefficient of the
deformed sample. Bate, Willardson and Beer (1959) showed
that the strong-field limit was independent of scattering
mechanism whilé the weak-field limit was a function of
the degree of impurity scattering (and presumably the
dégree of dislocation scatteri_ng)° Thus the ratic of the
weak-to the strong-field limit could yield the effective
impurity scattering parameter /1?%0 Then Duga rewrote
(5.5) in the form |

AT am)  AM) »(r)

—_—

R Qm) AR » (1)

.. (5.10)
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-
where pe (T) = “ aélp
R I + szzn,vﬂ
In (5.10) ﬁ?;%%;% was measured as described above, CQ
was calculated fr;ﬁ Hall coefficient measurements on the
deformed and undeformed samples, 422133> = ;I%)g
/3 (T2) 7

-3
(since [y oC T "% and o< T %)
and thus w{T) was calculated.
>’[Tl) '
Then, since X(T,,)’_‘: X(’T‘,).T;/—(;,’che dislocation

scattering parameter X could be calculated, from which

the dislocation density was obtained. The dislocation
densities obtained by this method were lower than those
calculated by the first method and were in agréement both
with etch-pit measurements and With the disiocation
densities which Duga had calculated from the Bend radii.
As discussed in Section 2.3.1l. the agreement of etch-pit
density with the dislocation density calculated from the
bend radius suggests either an error in the calculation
of the density from the bend radius or that the etchépit

technique underestimates the dislocation dénsityn

This calculation was made on the assumption that
‘scattering by acoustic phonons is the dominant lattice
SCatteriﬁg mechanism. Ehrenreich {(1959) has shown that
polar scattering is dominant over the acoustic modes at

higher temperatures and may also be important at ’7’7°K°



140.

The acoustic scattering formulae, therefore, may not be
appropriate. The important factor in this work, however,
is the wide discrepancy between the results of the Hall
coefficient and mobility analyses. It was shown in
»Section 5.1. that, in order to accommodate the Hall
coefficient results on the Read model, the dislocation
density must be orders of magnitude greater than the value
calculated from the bend radius. By contrast, the
mobility results could be accommodated successfully with
dislocation densities close to those calculated from the
bend radii. This comparison indicates that the Hall
coefficient changes in Duga's specimens were probably
dominated by the introduction of randomly distributed
centres (such as impurities or point defects) which would
be expected to produce large changes in the Hall
coefficient with only a relatively small reduction in
mobility. However, assuming the Hall coefficient changes
were due entirely to randomly distributed centres, the
observed mobility changes are larger than expected. Thus
dislocations probably dominated the mobilify changes, but
poiht defects or impurities probably dominated the

changes in Hall coefficient.
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5.3, Effect of crystal boundaries on electrical

properties.

Mueller and Jacobsen (1962) prepared bicrystals in
thch the grain boundaries had misfit angles of 6. Accor-
ding to their model, the boundaries consisted of rows of
In- or Sb-dislocations. Current flow across these boun-
daries in n- and p-type material was studied by measuring
potential profiles across the boundaries. According to
their model, boundaries which accept electrons in n-type
material should charge up,negatively and present a barrier
to current flow. Similarly, boundaries donating electrons
in p-type material shouid éét as barriers. However, '
donors in n-type maferial should not act as barriers since
the local eélectron concentration Will'be increased, thus
increasing the conductivity in that region to compensate
for scattering by the donor centres. In these experiments
In-boundaries were found to present a barrier to current
flow in both n- and p-type material. Sb-boundaries acted
‘as barriers only in p-type material. In accordance with
their model, therefore, Mueller and Jacobsen deduced for
In-boundaries donor behaviour in p-type material and
acceptor behaviour in n-type material. For Sb-boundaries
they deduced donor behaviour in p-type material and non-
acceptor behaviour in n-type material. ZFrom this evidence

it was deduced that In—dislocations‘act as donors in
p-type material and acceptors in n-type material,and that

Sb-dislocations act as donors in p-type material and
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do not act as acceptors in n-type material. This
reasoning is doubtful, however, since dislocations in a
boundary could exhibit different properties from those
observed when freshly introduced by deformation. It is
likely that there were Coulombic interactions between
occupied sites on neighbouring dislocations in the
bouhdary, which were probably about 40 K apart. Thus
the properties of dislocations in a low angle boundary
may be quite different from those of widely spaced dis-
locations. Also the possibility of impurity segregation
to such a boundary while near the melting temperature
durihg the growing process is much greater than that for
dislocations introduced by deformation at relatively low
_ temperatures. Furthermore, the effects observed in the
potential profile measurements could have been produéed
by the high density of other dislocations observed near

the boundary.

5.4. Summary .

The only experiments designed to distinguish the
two types of dislocation (Gatos et al. 1961, Mueller and
Jacobsen, 1962) produced inconclusive fesults regarding
widely~spaced dislocations. Other experiments whichvdid
not distinguish between In-bending and Sb-bending
associated dislocations with acceptor centres but the

gquantitative results did not agree with the Read model
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for indium antimonide. The most extensive series of
experiments (Duga 1962) gave results which indicate
that point defects or impurities were introduced as

well as dislocations.
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PART II.

- EXPERIMENTAT, PROCEDURE, RESULTS AND DISCUSSION.

Part II.is divided into four chapters. Chapter 6
describes the experimental procedure and Chapters 7 and 8
the experimental results. In Chapter 7 the results of
the deformation experiments and of thé investigation into
the reliability of the etch-pit techniques are given,
and in Chapter 8 the results concerned with the electrical
effects of plastic deformation are presented. Chapters
. 7 and 8 also include detailed discussion of the results,
but the general discussion is contained in Chapter 9.

Some original computations and theoretical derivations

are contained in the Appendix.
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CHAPTER 6.

EXPERTMENTAL, PROCEDURE.

6.1, Plastic deformation.

6.1.1. Specimen preparation.

» Single crystals of indium antimonide grown by
the Czochralski (1917) technique were supplied by
J.B. Mullin, O. Jones, and A. Priest of R.R.E., Worcs.
Carrier concentration measurements at 77OK on specimens
cut from the seed end of the crystals were made by

Mullin and co-workers with the following results

Crystal Type Carrier concentration
' 14 -3
C226/Ge p-type Ny = Ny = 6.3 x 107" cm
C229,/U n-type | Ng - Ny = 4.4 x 10°% cn™?
C393/U/<210> n-type | Ny - Ny = 4 x 102 cn™?
CH12/U /<2105 n-type | Np- Ny = 3.5 x 10%% en™?
C430/U/KK210> n-type
14 -3
C431/U/<210 > n-type | Np- Ny =6 x 107 cm
CT200 n-type

The carrier concentration varied by at least a factor of

two along the growth direction, but properties across a
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diameter were very uniform. To obtain specimens which
were uniform along their length, therefore, specimens
were cut with their longest dimension perpendicular to
the growth direction. For the specimen orientation
required, crystals grown invthe <210> direction were
needed, but, as discussed in Section %.1., this growth
direction introduces problems ofvtwinninga These prob-
lems were largely overcome by Mullin and co-workers who
produced the above crystals mainly free from twins.
Specimens containing large twins were rejected before
deformation, but occasionally internal twins were not
exposed at the surface. If twins were revealed by sec-
tioning after deformation, the specimens were rejected
at this stage. The size of the virgin crystals was
typically about 2.5 cm in diameter and about 5 cm in.

length.

To obtain slip on only one of the {lll} £110>
slip systems during plastic bending, samples were
prepared with a slip plane and a slipvdirection at 450
to the neutral axis as shown in Fig.6.l. Crystals were
oriented by means of the Laue back-reflection x-ray
technique and sectioned with a silicon carbide slitting
wheel, great care being taken to avoid cracking of
specimens, since indium antimonide is very brittle at
room temperature. The crystal was first cut approxi-

mately perpendicular to the growth axis into 'slices'
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- 0.25 cms thick. Specimens for electrical measurement
were prepared as follows. From each 'slice' a wafer to
be bent was prepared with approximate dimensions (Fig.6.l.)
of AB = 2.2 cms, BC = 1.3 cms and CD = 0.25 cms. From
material adjacent to this wafer in the same slice, a
control sample was prepared in the shape of a bar with
AB = 1.5 cms, BC = 0.2 cms, CD = 0.25 cms. The remainder
of this slice was used to determine the specimen polarity
and also the initial etch-pit densityg The surface
damage left by cutting operations was removed by etching
the specimens in a mod. CP4 solution. Specimens for
deformation studies only (which were not sectioned for
electrical measurement) were prepared in the shape of |
baré with AB = 2.2 cms, BC = 0.4 cms and CD = 0.25 cms.
Specimen polarity and initial etéh~pit density were

measured as above.

The polar nature of the etching properties and
its calibration by Warekois (1959) was utilised to deter-
mine the polarity of each sample. The obvious method‘
would have been to section the crystal parallel to the
favoured slip plane (as shown in Fig°6°2(a)) and .to etch
both halves with a mod. CP4 etch. If the ‘'A' face
(Fig.6.2(a)) showed etch-pits (due to grown-in disloca-
tions) then it would be identified as a { 111¢{ face and

the stacking sequence of {111} planes as shown in

Fig.6.2(b) would be deduced. Thus, bending in the
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FIG.6.2.a. Etching of 'A' face reveals pits.
‘A’ face

gt

2\

| F1G.6.2.b. Deduced stacking sequence of {III} planes.

/ 7 77 7]
‘\k \\\\@\v\
\’ \\ \\\\

| FIG.6.2.¢c. Crystal bent to produce excess In-dislocations.
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direction shown in Fig.6.2(c) would have produced an
excess of In-dislocations. Conversely, if the 'A' face
did not produce etch-pits (and the opposite face did
produce etch-pits) the 'A' face would be identified as

a {lll} face and the bending moment shown in Fig,6°2(c)

would have produced an excess of Sb-dislocations.

The actual method used was a slight modification
of this technique. On account of the Z rotation-
inversion axes along the <100> directions, pairs of
identical {lll} planes subtend an angle of 109o whilst
pairs of unlike faces subtend an angle of 700(}?3'.@;06.,5)°
Now, in the orientation of these‘SPecimens there was an
octahedral face (face 'B') nearly perpendicular to the
bend axis, as shown in Fig.6.4(a). The 'B' and 'A'
faces subtend 760 and therefore must be unlike faces.
The method followed was to section face 'B' and, by
etching with mod. CP,, to identify this face. The
bending direction to introduce an excess of the required
type of dislocation was then deduced from the polarity
of this face. For example, if etch-pits formed on face
'B', it would be identified as a ~{111 face. From this
it would be deduced that the 'A' face, if sectioned as
in Fig.6.2(a), would not have re&ealed etch-pits and
would be a <{lll} face. Thus the stacking sequence
shown in Figo6o4(b) would be deduced, and the bending

moment shown in Fig.6.4(c) would have produced an exXcess
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" FIG.6.3. (100) Stereographic projection for indium
-~ antimonide showing polarity of<111>directions.
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FIG. 6.4.a. Etching of B' face reveals pits.
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of Sb-dislocations.

In the following chapters,bending to introduce an
excess of In-dislocations will be termed 'In-bending',
and bending to introduce an excess of Sb-dislocations

will be termed 'Sb-bending'.

6.1.2. Three-point bending technigue.

The specimens used in the initial investigation
had been plastically bent by R. Latkowski. ILatkowski
used a three-point bending Jjig in which the sample was
supported on two knife edges while its centre was
depressed at a constant rate by a third quartz knife edge
connected to a motor driven lead screw. Specimens were
deformed at 56000 in a reducing atmosphere, and the glide
strain rate in the outermost fibres of the specimen was
about 1.5 x 1072 sec”!. 1In each bending experiment a
control sample was placed near to the one being deformed
g0 that the two samples underwent the same heat treatment.
The load to sustain the imposed deformation rate was
measured via the deflection of a calibrated spring;
this made the straiﬁing Jjig relatively 'soft' so that one
would not have expected to observe any yield points. A
typical graph of shear stress (resclved in the favoured
slip plane and slip direction) versus glide strain is
shown in Fig.6.5. The feature to which attention is

called is the long region of constant load where most of
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-

the plastic strain occurred. This behaviour is charac-
teristic of specimens undergoing slip on only one set of
slip planes with no interference from dislocations on

other systems (Bell and Bonfield 1964).

6.1.3. Four-point bending technigue.

In subsequent deformation experiments (performed
by the author) four-point bending was employed. The
bending jig, shown in Fig.6.6, was constructed from
En.24 steel. The relative motion of the two pairs of
knife edges was guided by rods fixed in the lower block
which s1id easily in the holes in the upper block. This
loose fit allowed both inner knife edges to rest on
specimens whose upper and lower surfaces were not
accurately parallel. The load was applied to the upper
block 'B' via a flattened steel ball which fitted into a
recess in 'B' (Fig.6.6.). This steel ball preserved the
freedom of the upper block to move laterally. The knife
edges were driven together by a compression cage fitted

to an Instron machine (model TM-M-L).

The load was applied to the upper compression
plate (Fig.6.7.) by a cross-head moving dovnwards at a
‘constant rate. The load was measured by means of a
tensile load cell and a load versus time plot was
obtained on a potentiometric recorder. The compression

cage was surrounded by a resistance furnace, introduced
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from below. This furnace was powered via an 8 amp. Varisc
fed from a constant voltage transformer. The temperature
was measured by two thermocouples positioned near to the
specimen. Variations along the length of the specimen
were less than lOC, and fluctuations during the course of
the experiment were bf the same order. Control specimens
were placed in close proximity (C in Fig.6.7) where the

temperature was within 2 C of the specimen temperature.

Before testing, the load cell was calibrated with
standard loads. A reducing gas (90% N,, 10% Hz) was
passed through the furnace for‘BO minutes to displace air.
The furnace was then heated up to the desired temperature
and allowed to eguilibrate. A small load was applied by
slow downward movement of the crosshead. With the cross-
head stationary the variation of the load with time was
observéd° When the variation in load (due to temperature
variations) became small, the bending was commenced.

All four-point bending experiments were performed with a
rate of crosshead motion of 5 x lO"4 em/min. In order
to bend specimens to a pfescribed curvature, preliminary
experiments were conducted to correlate crosshead move-
ment with final curvature. The bending experiments were

typically of 2 hour duration.

The load and displacement measurements were con-

verted to stress and strain using the relations of
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Timoshenko and Goodier (1951) for the elastic deformation
of beams in bending, and thus the results should apply

only to the elastic part of the deformation.

The longitudinal stress, ’1 , between the inner

knife edges is given by

Po= Sy

where ™ is the bending moment
T is the moment of inertia
and 3 is the distance from the neutral axis.
If F is the applied force, 28 the span of the outer

knife edges and 2 A the span of the inner knife edges

and

— b 43
IT= ' td
where L-= beam width
and a{= beam depth (perpendicular to the neutral,axis)

Then the outer fibre stress is given by
= £ (g-m) 12 d
2 LA 2
p . 2RF(B-A)
=T

Resclving this stress in the slip direction, and in the

slip plane we obtain

S ko _ 3F(8-A (6.1)
P *z- = 2(:42‘ c<°oo e
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The equation for strain in the outer fibre of the
central portion of the beam has been given by Bruneau

and Pratt (1962) (again for elastic deformation) as

4 _ dD
2R 2§ A(B-A) +(8-A) /3 + d2/3}

where ID is the displacement of the inner knife edges

relative to the outer knife edgeéa
The glide strain (A) is 2%, (Schmid and Boas, 1950)
for ¥ up to 10%, thus,

- d D

© SA(B-A) + (8-A)/3 + d*/3¢

The potentiometric recorder gave a record of the

o o o O (602)

variation of the load with time. Knowing the speed of
movement of the crosshead (5 x 10—4 cm/min. ), this could
be converted to a graph of load versus crosshead movement.
The dispiacement, D , corresponding to plastic defor-
mation of the specimen was determined by counting the
number of divisions from the elastic region to the point.
The glide strain was then determined from (6.2) and the
resolved shear stress was calculated from the ioad by
(6.1). Graphs of shear stress versus glide strain were
thus obtained from the measured load versus deflection

graphs.
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6.2, Curvature Measurement.

6.2.1. Shape curvature.

After bending, specimens were mounted in a
Vickers Projection Microscope adapted for transmitted
light, and the silhouette of each bent specimen could be
focussed on the viewing screen. The specimen was
adjusted until the bend axis was parallel to the direc-
tion of the light beam, and photographic plates were
exposed to record the silhouette of each specimen.
Specimens were found to have uniform curvature in the
centre section, corresponding to the region between the
inner knife edges. Between the inner and outer knife
edges the curvature was not uniform. Radii of curvature
of the centre sections of the specimens were measured
from the photographic plates, by dgmparison with arcs of
known curvature. The error in the radius measured by

this technique was estimated as 25%.

6=2=2°l‘ Lattice curvature.

Radii of curvature were also measured by a Laue
back reflection x-ray technique. Bent specimens (L in
Fig.6.8) were mounted on a movable table with their con-
cave surface uppermost. This table could be moved
horizontally in one direction by means of a micrometer
screw. The specimens were mounted with the bend axis

perpendicular to the direction of motion as shown
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FIG. 6.8. Determination of curvature by X-ray technique.



1650

(Fig.6.8). Laue back-reflection x-ray photographs were
taken ét several points along the bent bar, using the same
film for all exposures. Between each exposure the speci-
men was moved by a measured distance as shown in Pig.6.8.
From the rotation of crystallographic directions from,
say, position A +to position B , the radius of curvature
was calculated. The angular rotation was measured either
directly or, where applicable, by the technique of Cahn,
Bear and Bell (1953). If 2x is fhe distance between
position A and position B , and 28 is‘the angular

rotation, the radius of curvature (R) is given by
~ _
I

Graphs of x versus sin© were plotted, and these

= ame

approximated to.a straight line between the inner knife
edges. Thus, this technique also indicated a uniform
curvature in the centre region, the radius being’déter—
mined from the slopé of the o¢ versus sinB graph.

The total error in f measured by this technique was
estimated as T10%. The radius of curvature obtained from
the shape curvature was compared with that obtained from

the lattice curvature. The results of this comparison

are given in Section 7.2.

005 Etch-pit technigues.,

The bent samples were sectioned to expose face 'B'
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(of Pig.6.4(a)) and the direction of bend was identified
by the technique described in Section 6.1.1l. This type
of sectioning was used since edge dislocations lying on
the primary slip plane should intersect this 'B' surface
at a steep angle. Certain specimens were also sectioned
parallel to the primary slip planc. Etching on one of
the two faces exposed in this way should reveal dislo-
cations produced by non-primary slip. The effects of

the following etchants were studied.

1) DModified CP, etch: 2 parts HNO5, 1 part HF,
1 acetic acid.

2) Butylamine etch: mod CP, etch + 0.5% Dbutylamine.

3)  H0,_etch: 1 part H;0,, 1 part HF,
8 parts H,0, + 0.4% butyl-

thiobutane.

Lavine, Gatos and Finn (1961) suggested that the mod.

CP, etch reveals In~dislocations on {111} surfaces,

L
’the butylamine etch reveals In- and Sb—dislocations on

both §111§ ana {111} | surfaces, and that the Hp0,

etch reveals only Sb-dislocations on both -{lllJ and
{lll} surfaces. However, in the present experiments,
no reproducible etch-pits on {lli} surfaces were

'obtained with any of these three etchants. Thus, all

etch-pit measurements given will refer to pits on glll

surfaces. The etch-pits were observed by oblique-
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illumination microscopy, and the number of pits in a
given area was counted to obtain the etch-pit density in
that area. Etch-pit densities on one of the two faces
exposed by sectioning parallel to the 'B' face (Fig.6.4a)
were converted to densities on._{ll2}' (perpendicular to
the bend axis) by dividing by cos 190 = 0.946 (since
densities on {112} should be directly comparable with
the dislocation densities predicted from the bend radii).:
Densities were measured in a large number of areas in
each specimeﬁ, the magnification being chosen such that
about 200 pits were counted in each area. ZErrors of

observation were estimated as I12%.

6.4, Electrical Measurements.

G.4.1. Specimen Preparation.

After the three-point bending, IL-shaped speci-
mens were prepared from the bent samples. The portion
M of the bent wafer (Figo6o9(a)) was removed by
sectioning with a silicon-carbide slitting wheel, and
the portion N was removed by grinding with carborundum
powder. These L-shaped specimens had one limb parallel
to, and the other limb perpendicular to the bend axis,
and current contacts were attached (by a technique des-
cribed below) such that current would flow as shown in

‘Figq6o9(b)o If the dislocations lay parallel to the
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FIG.6.9. Measurement of three-point bent samples.

2mm N

(a)

2mm

- | : I 1. 2 3




167.

bend axis (as observed by Patel, 1958) the current would
flow parallel to the dislocations in one limb and perpen-

dicular to the dislocations in the other limb.

Because the electrical properties (and dislocation
density) of three-point bent samples were found to be
non-uniform, foﬁr—point bending was adopted. This type
of bending produced a region, between the inner knife
edges, where electrical properties were uniform. Four-
point bent samples were sectioned with a silicon carbide
slitting wheel to obtain two specimens, one lying
parallel to, and the other perpendicular to the bend
axis, as shown in Fig.6.10. The 'parallel' specimen was

cut in a central position between the inner knife edges.

A1l the specimens were ground with 600 mesh
Carborundum and etched with mod. CP, etch to remove
surface damage. Finally they were rinsed alternately
with benzene and distilled wafer until clean surfaces
were obtained. The use of benzene was found to be of
great importance in facilitating the subsequent soldering
process. Platinum current leads (0.2 mm diameter) and
several fine platinum potential leads (0.05 mm diameter)
were attached with Indium solder using a micromanipulator
and stereoscopic microscope. The potential probes had
a. contact diameter of about O.% mm and a resistance at

SOOK of about 10 - 20 ohms. Control specimens were
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FIG. 6.10. Measurement of four-point bent samples.
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prepared for measurement in a-similar way. The final
arrangement of the L-shaped sample prepared for measure-
ment is shown in Fig.6.9 and Fig.6.10 shows the four-point

bent samples prepared for measurement.

6.4.2. Hall coefficient and conductivity measurement .

The Hall coefficient and electrical conductivity
of both control and deformed specimens were measured by a
standard D.O. technique. Magnetic fields of about 1000
gauss were provided by an electromagnet which was cali-
brated regularly with a seardh coil and fluxmeter. EFach
‘specimen, S in Pig.6.11., was mounted inside a cryostat
which enabled measurements to be made from room tempera-
ture down to 80°Kc The cryostat (Fig.6.11) consisted of
an outer Dewar vessel containing liquid nitrogen and an
inner vessel through which dry gas (90% Ny, 10% H2) was
passed to avoid condensation on the specimen (8).
Temperatures between room temperature and 80°K were
obtained as follows. With the whole apparatus at room
ﬁgmperature a small volume of liquid nitrogen was placed
in the Dewar vessel. As the liquid nitrogen evaporated
the temperature of the specimen fell to a certain minimum
temperatufe Tl and then rose when all the liquid nitrogen
had evaporated. The specimen temperature was within 1%¢
of the minimum temperature Tl for at least 40 seconds and

Hall coefficient and conductivity measurements were made
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FIG.6.11. Low temperature measurement.
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in this period. Measurements at lower temperatures were
obtained in the same way, using larger gquantities of
liguid nitrogen. The specimen temperature was measured
by means of an iron constantan thermocouple which was
soldered to one of the current contacts to ensure good

thermal contact with the specimen.

Fig.6,12 shows the basic circuit for Hall
coefficient and conductivity measurement. The current
thrbugh the specimen (:[ amps) was measured with a
milliammeter and the potential (V&Y volts) between two
probes X and Y was measured with a potentiometer.

If the potential \/AD is measured, the Hall coefficient

is given by

Vi d g 3
Ry = —-»%I—’E——X 0 e’/ Codom-

with o in cms , H'  in gauss.
Measuring potential VAC (in the absence of a magnetic

field) the conductivity is given by

I LAC / ) -1
with (4., & and d  in cms.

The Hall coefficient and conductivity were always
measured for at least three values of the current (I.)
(usually of order 10 mA. at room temperature and of order
QOO/LA at liquid nitrogen temperature). For conductivity
measurement, cufrent reversal was carried out and the

average of the two potential measurements was taken.
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FIG.6.12. Measurement of Hall coefficient
and conductivity.
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For the Hall coefficient, field reversal was carried out
for each direction of the current, and the average of the
four readings was taken. The potentiometer was made
reversible to facilitate measurement of reversed
potentials. The differences obtained on reversal were
not large, about 10% for Hall voltages and 5% for con~
ductivity measurements. FEach specimen was remeasured
several times to determine reproducibility. The total
error in the Hall coefficients is estimated as F12% and

in the electrical conductivities as fl9%°
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CHAPTER 7.

EXPERIMENTAL RESULTS -~ PLASTIC BENDING.

7.1 The dynamics of the deformation process.

Stress-strain data were recorded for the plasfic
bending of four series of specimens. Two series of speci-~
mens were bent at 56000 to introduce in the one case an
é#bess of In-dislocations, and in the other case an excess
of Sb-dislocations. Similarly, two series of speoiﬁens
were bent at 270000 This section refers to deformation
by four-point bending only, since the three-point bending
experiments had been performed previously by R.Latkowski,

as described in Section 6.1.2.

Typical stress-strain curves are shown in Fig.7.1.
The curves for bending at both temperatures showed well
defined yield points, as observed by other workers using
tensile deformation. There appears to be no other record
of &ield points in the bending deformation of indium
antimonide, although 'delay times' have been observed in
constant-load bending tests (Allen 1957, Peissker et al.
1961). TYield points in constant strain rate tests, and
'delay times' in constant-load tests of indium antimonide
are commonly associated with the Johnston~Gilman dislo-
cation velocity mechanism. After the elastic extension

the specimen began to deform plastically under an
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increasing load until the upper yield stress (at about
0.00%% glide strain at the outer fibre) after which the
stress dropped rapidly until the lower yield stress was
reached (at about 0.7% glide strain). In most cases,

flow continued at a constant stress.

It was important to produce slip on only one set
of slip plaﬁes in these deformation experiments, since the
dislocation interactions occurring during multiple slip
could produce large numbers of point defects, whose
electrical effects would greatly complicate the inter-
pretation of the electrical measurements. In order to
determine how many slip planes were aotive, therefore, an
etching téchnique was employed which estimated the number
of dislocations introduced on slip planes other than the
primary one (the plane oriented at 450 to the neutral
plane). After bending, specimens were sectioned parallel
to both 'A' and 'B' {111} faces (Figs.6.2 and 6.4).
Most etch-pits on one of the two faces exposed by
sectioning parallel to the 'B' face were aligned either
along the trace of the primary slip plane or perpendicular
to it, as shown in Fig.7.2(a), and these pits were
associated with dislocations produced by primary slip
which were lying either in slip bands or in polygon walls.
The density of these pits will be termed the 'B' etch-pit
density. Etch-pits on one of the two faces exposed by

sectioning parallel to the 'A' face, however, revealed
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dislocations introduced on any slip plane other than the
primary one, as shown in Fig.7.2(b). The density of
these pits will be termed the 'A' etch-pit density.

The ratio of the 'A' etch-pit density to the 'B'’
etch-pit density (using the mod. CP4 etch in each case)
was therefore taken to be the proportion of dislocations
introduced by non-primary slip. In most cases this ratio
was less than l/20, indicating a predominance of primary
slip. For some specimens, however, this ratio was
larger than l/20 and these sanples were rejected at this
stage. These specimens had invariably shown an
appreciablé work~hardening rate after the yield drop,
and often were found to contain growth twins. There was
much evidence to suggest that multiple slip in these
specimens was initiated By twins initially present in
the material; Specimens free of twins showed single slip

and an absence of work hardening after the yield drop.

The effect of temperature on the stress-strain
curves is shown in Fig.7.1. As observed by previous
workers, the upperrand lower yield stresses were very
temperature dependent, and increased by a factor of about

o)
% on lowering the temperature from 360 C to 27OOCQ

In view of the results of Peissker et al.,it is
interesting to compare the stress-straln curves for In-

and Sb-bending. There is a certain amount of evidence
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that the lower yield stress i1s more reproducible than
the upper yield stress, since it is less sensitive to
initial dislocation density (Bell and Bonfield, 1964).
The lower yield stresses for In- and Sb-bending will
therefore be compared. For bending at 56000, the lower
yield stresses for In- and Sb-bending were not signifi-
cantly different. However, for bending at 27000 the
lower yield stress for.Sb-bending was significantly
greater than that for In-bending as shown, for example,
by the specimens C3 and C4 whose stress-strain curves

are shown in Fig.7.1l.

Table 7.1 gives values of the lower yield stress
for a series of specimens bent at 2’7000° Specimens C1l
to C8 were all taken from crystal CT200, while specimens
E1l Yo E4 were taken from crystal C412. Considering each
crystal in isolation, the lower yleld stress for Sb-
bending was always greater than that for In-bending.

The values were not reproducible from crystal to crystal
but this is not surprising since the two crystals had
different initial dislocation densities. For specimens

-

Cl to C8 the values of the lower yield stress were

S 0.621 % 0.05 kg/ 2 Tor In-bending, and

1y
Sly
and for specimens E1l to E4 the values of the lower yileld

0.868 = 0.09 kg/, 2 for Sb-bending

stress were

+ -
Sly = 0.460 - 0.015 kg/mmE for In-bending, and
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Table 7.1: Lower yield stresses of specimens bent at 270 C.

In-bent specimens Sb-bent specimens
Speﬁé?en Sly (kg/mmE) - Speﬁi?en Sly (kg/mm2>

C.1 0.6566 : C.2 0.850 B
. ! O

C.3 0.650 » C.4 0,87 e

C.5 0.605 : C.6 0.950

C.7 0.572 ) C.8 0.801

E.1 0. 475 : E.2 0.562

E.3 0.445 : E.4 0.543
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8y, = 0.552 % 0.010 kg/, 2 for Sb-bending.

Thus, for specimens Cl to C8, the lower yieid stress
for Sb-bending was about 1.4 times that for In-bending, and

for specimens E1 to E4 the corresponding factor was about

1l.2. The etch~pit densities of these specimens were
measured both before and after bending. The initial etch-
pit density (with mod. CF, etchant) of specimens from
crystal CT200 was 2.1 x 102 cm—g, while that of specimens

from C412 was 1.6 x 104 cm’go

Thus,.for a given bending
direction, specimens with an initial dislocation density of
2.1 x 105 cm_2 gave a higher value of the lower yield stress
than those with an initial density of 1.6 x 107 cm™®. A
similar trend was observed by Bell and Bonfield (1964) who
explained it in terms of the dislocation density at the
lower yield point. They found that specimens with an
initial dislocation density of 1 x 10° cm™= contained

6 . -2

7 x 107 cm dislocations at the lower yield point,whereas

those with an initial density of 5 x 10‘2 cm—g contained

1x 107 cm"'2 dislocations at the lower yield point.

Fig.7.% shows the 'B' etch-pit density (converted
to the density on {112}) of specimens which had been bent’
at 27000, as a function of distance perpendicular to
the neutral plane (the etchant being mod. CP4)° The Sb-
bent samples had a very low density of pits at the neutral
axis which did not increase appreciably as the curvature
increased. No evidence for polygonisation was found in

these samples and etch-pits were either aligned along the
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trace of the primary slip plane, or randomly distributed.
The In-bent samples, however, had a higher density of pits
near the neutral axis which did increase as the curvature
increased. The pits were aligned perpendicular to the
trace of the primary slip plane, indicating a polygonised
distribution of dislocations, particularly in the region

around the neutral axis.

Similar comments also apply to the etch-pit distfi—
bution revealed by the butylamine etchant, the distribution
of etch-pits being the same as for the mod. CP4 etchant.

In order to meke deductions about the generation and move-
ment of the different disiocations, however, it was first
necessary to investigate tﬁe»reliability of etchants in

revealing dislocations.

7ol Investigation of the reliability of the

etch-pit technique.

In Section 2.%.1 the Nye relation
!

/JP’?AT “‘/,7!1,“,\/ = 20 s o coes (2.12)

was introduced. Now, if a bent crystal were annealed at

a temperature near the melting point, one would expect
minority sign dislocations to annihilate with majority
sign dislocations, until none of the minority sign

remained. Equation (2.12) could then be written
. ]
- cooa ol
Ay 7-0)
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Thus, bent and annealed crystals provide a sensitive test
of whether or not etching reagents are specific to one type
of dislocation. For example, if an Sb-bent (and annealed)
crystal contained only Sb-dislocations, an etchant

specific to In-dislocations should prcduce no pits, while
an etchant specific to Sb-dislocations should produce the

theoretical density given by (7.1).

7.2.1. Three-point bending.

- In a three-point bend test the specimen does not
assume a uniform curvature, but rather takes on the profile
shown in Fig.6.9(c). At the position of the central knife
edge the curvature of the specimen is a maximum, and it
decreases to a minimum near the outer knife edges. The
etch-pit density showed a similar trend with a maximum
density near the inner knife edge, decreasing to.values
little different from that of the virgin crystal near the
outer knife edges. Because of this variation in curvature,
it was impossible to test equation (2.12) rigorously.
However, some useful qualitative results were obtained on
specimens bent at 56OOC° Specimens were sectioned
parallel to face'B' (nearly perpendicular to the bend axis)
for etching. The results are shown in Figs.8.1 and 8.2 in
which the etch-pit density (with two etchants) is plotted

agalnst distance parallel to the neutral plane.

In both In-bent and Sb-bent samples the butylamine
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etch-pit density was greater than the CP, etch-pit
density. Furthermore, the difference between the butyl-
amine density and the CP4 density was greater in Sb-bent
samples than in In-bent samples. These observations are
gqualitatively consistent with the predicted behaviour of
these etchants, i.e. that the butylamine etchant reveals
both In- and Sb-dislocations, and the CP4 etchant
reveals only In-dislocations. For a quantitative test

of these etchants, four-point bending was adopted.

7.2.2 Four-point bending.

After four~point bending, specimens had a
uniform curvature in the region bétWeen the inner knife
edges. In this region the etch-pit densify was uniform
along any direction parallel to the neutral plane. This
uniformity of properties enabled a more critical test of
(2.12) to be carried out. All specimens were sectioned
parallel to face 'B' (Fig.6.4) for etching, and etch-pit
densities were converted to densities on {112} by the

method described in Section 6.3,

FPour point bending experiments were first carried
out at a high temperature (56OOC) and a low strain rate
(5 x 107° sec'l)c In this case the etch-pit distribution
in the bent samples was uniform (to within 15%) in a
direction perpendicular to the neutral plane, and, as

the etch-pit density did not vary appreciably along a
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direction parallel to the neutral plane {(in the central
region), these samples were very uniform on a macroscopic
scale., This macroscopic distribution was very suitable
for electrical measurements and this procedure was
adopted for preparing the electrical specimens. On a
microscopic scale, however, the pits were aligned in dis-
crete walls perpendicular to the slip plane as shown in

Fig.7.2(a).

One would expect that the residual elastic
stresses were low in these samples since they showed a
macroscopically uniform etch-pit density. It is probably
reasonable, therefore, to apply the Nye relation (7.1)
(valid only in the absence of macroscopic elastic
stresses). Now the etch-pit densities measured on these
samples (using the mod. CP4 etchant) were larger than
predicted by (7.1) suggesting that some 'minority' sign
dislocations were present. However, annealing treat-
ments, even very close to the melting point, produced no
significant change in etch-pit density. This behaviour
is thought to be associated with the stable, polygonised
arrangement of the dislocations, as revealed by the etch-
pits.

In contrast, bending at low temperatures resulted
in structures which d4id respond to annealing. For this

reason a series of low temperature vbending experiments
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with subsequent anneals was carried out in order to cali-
brate the etchants. Specimens were bent at 27000 to
radii from 4 cm to 30 cm, and annealed within 10°C of the
melting point for 7 days. The radii of curvature were
measured after bending by the two techniques described

in Section 6.2, the silhouette technique measuring the
curvature of the specimen profile, and the X-ray tech-
nique measuring lattice curvature. The latter technique
was employed because it is conceivable that the change

in shape on bending is not an accurate measure of the
latticé curvature and hence of the theoretical dislocation
density. However, results obtained by the two techniques
agreed within the experimental errors involved.
Measurements of the radii after annealing indicated that

no change had taken place.

Fig.7.4 shows the etch-pit densities in one In-
bent and one Sb-bent sample as a function of the distance
perpendicular to the neutral plane, before and after
annealing. The mod. CP4 etchant and the butylamine
etchant were each used in turn. The theoretical dislo-
cation densities predicted by (7.1) are shown by broken

lines.

The as-bent samples showed a characteristic
distribution of etch-pits. For both etchants the pit

density was a minimum at the neutral axis and a maximum

at the top and bottom surfaces, as one would expect
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qualitatively from the stresses exerted during bending.
It is noted that, for both as-bent samples, the butyl-
amine etchant revealed more pits than the mod. CP4
etchant. The difference between the butylamine density
and the CPy density, however, was much greater for Sb-
bending than for In-bending and again this is
qualitatively consistent with their predicted behaviour.
The average density obtained with the butylamine etch

in both cases was greater than the theoretical value.

After annealing, the average etch-pit density was
reduced. This was presumably due to annihilation of
opposite sign dislocations. The high density in the
outside regions fell to produce a fairly constant dis-
tribution across each specimen and etch-pits were

aligned in polygon walls perpendicular to the slip plane.

For the annealed In-bent specimen, both etchants
gave etch-pit densities which were close to the
theoretical dislocation density. For the annealed Sb-
bent sample, however, the butylamine density was close
to the theoretical value while the mod. CP4 density was
about half this number. These trends were typical of
specimens deformed to other radii and annealed, as shown

by the collected results in Fig.7.5.

The micrographs in Fig.?7.6 show typical areas of

the annealed In-bent sample and the annealed Sb-bent
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sample after etching with each etchant. Fig.7.6 shows
that the In-bent samples have a greater tendency to poly-
gonise on annealing than the Sb-bent samples. A similar

trend was observed in the samples bent at 36O°CD

Further annealing treatments did not alter the

etch-pit densities of these samples significantly.

In considering these results it is simplest first
to assume that no minority sign dislocations remained
after annealing. It follows then that the butylamine
etch revealed both In-dislocations and Sb-dislocations
with equal efficiency, since the theoretical density was
revealed in annealed In—bent and annealed Sb-bent Samplese
The CP4 etch must haverreveaied In-dislocations, since
the theoretical density was revealed in annealed In-bent
samples, but it does not seem to be entirely specific to
In-dislocations siﬁce it gave values about half that
predicted from the curvature in annealed Sb-bent samples.
The simplest deduction is that the CP4 etch reveals all
the In-dislocations present and about a half of the Sb-

dislocations when no In-dislocations are present.

If a significant fraction of minority sign dislo-
cations were present in the annealed samples the conclu-
sions would be different. In this case the butylamine
etch could not have revealed all the dislocations present,

but it seems likely that it revealed an equal proportion
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of each type. Also the CP4 etch could not have revealed
all the In~dislocations present in the annealed In-bent
sample, but, although its efficiency in revealing In-
dislocations could not have been 100%, its efficiency in
revealing Sb—disldcations would have been appreciably

lower than 50%.

The former interpretation seems far more satis-
factory and will be used as the basis for estimating dis-
location densities. This interpretation suggests that
the butylamine etch is the more reliable, revealing both

types of dislocation.

The H,0, etch, thought by Gatos to reveal only
Sb-dislocations, was found in annealed samples to reveal
about one half the number revealed by the CP4 etch,
regardless of the sign of bending. This indicates that
the H202 etch is not specific to Sb-dislocations, and in

fact appears to be more specific to In-dislocations.

73 Interpretation of etch-pit measurements on

bent samples.

The 'calibration' of the etching reagents by
measurements on annealed samples enables the étch—pit
results on deformed samples to be interpreted in more

detail.

The results for deformation at 27000 indicated a
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higher yield stress for Sb-bending than for In-bending.
This is qualitatively consistent with the trend observed
by Peissker et al. in creep measurements which indicated
that Sb-dislocations were less mobile than In-dislocations.
The etch-pit measurements in Fig.7.4 suggest that, in .
Sb-bent samples, the dislocations introduced by bending
are situated mainly near the outer surfaces, whereas in
In-bent samples the dislocations penetrate into the
neutral axis region. Now, in a bending experiment the
first dislocation sources to operate must be at or near
the surfaces, and dislocations of the sign required to
accommodate the curvature will move towards the neutral
axis from these sourcéso The stress will fall off as the
neutral axis is approached, and so the closest distance
of approach of the dislocations to the neutral axis will
give an indication of the stress to move the dislocations.
In specimens bent to the same lattice curvature, the
etch-pit measurements showed that the dislocations
approached much closer to the neutral axis on In-bending
than on Sb-bending even though the applied load was
greater in the latter case. Now only majority sign
dislpcations are moved towards the neutral axis and thus
we may infer that the stress to move In-dislocations is
less than the stress to move Sb-dislocations. The
stress—-strain data and the etch-pit measurements are

therefore consistent with the theory that In-dislocations
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are more mobile than Sb-dislocations. It is not clear,
however, what part the different tendencies for poly-
gonisation play in the deformatidﬁ process. The greater
tendency of In-dislocations to polygonise may play;é part

in the reduction of the yield stress in In-bent samples.

1f the mobilAities of BSb- and In-dislocations
differ, the etch-pit results on the as-bent specimens of
Venables and Broudy (1958) could be explained in terms
of different distributions of dislocations rather than
the selectivity of their etchant. The more pronouhced
neutral axis observed in Sb-bent samples could be due to
the low mobility of Sb-dislocations rather than to the
etchant being selective to In-dislocations. Similar
comments apply to the bent samplesvetched by Lavine et al.

(1961 )who only examined the region near the neutral axis.

The ‘calibration' of the etchants used in the
present experiments can be used further to calculate the
relative densities of In- and Sb-dislocations in the
samples bent at 56000° Adopting the conclusions of

Section 7.2 we can write
/)Bui- = /)rn.. + ﬁS[r
""”(/Jc@ = /Pr. ¥ /st

ﬁs[,— | = AZﬁguf - 2/’“’61&_ . (7.2)
amé/aIm = ’ZPCPI,L ~ /OB ceon (7.3)
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Thus /oSb and /OIn were calculated by (7.2) and (7.3)
from the etch-pit densities obtained with both etchants.
Table 7.2 lists values Of//DIn and /C%b calculated in
this way. In the case of In-bent samples,l/C&n is about
a factor of 3 to 4 greater than}/féb , while in Sb-bent
samples /cbb is a factor of 2 to 3 greater than /O&no
The excess density of majority dislocations was then
obtained by subtraction. Now the Nye relation (2.12)
gives the excess density of majority dislocations in the
absenée of macdroscopic elagtic stresses, and thus
strictly can only be applied to specimens which have been
annealed. However, since the specimens bent at 36000
showed a uniform etch-pit distribution, the residual
elastic stresses must have been low and it is probably
reasonable to apply the Nye relation. Table 7.2 shows
that the excess density of majority dislocations pre-
dicted by (2.12) is in fair agreement with that calculated
from etch-pit measurements, and this gives confidence in
the assumptions needed for the interpretation of the

etch-pit measurements.

Assuming that the interpretation given in Table 7.2
is correct, the conclusion is that the bent specimens con-
tain significant numbers of minority sign dislocations.
Now, dislocation sources at the surface should produce
only majority sign dislocations, since a bending stress

moves minority sign dislocations away from the neutral



Table 7.2: Interpretation of etch-pit measurements on samples bent at 560009

In-bent specimens

Specimen | /Ogpy /CBut Pso | /P R /@ theor |/P1n( v
n?) | en? | @ | (eor® | (em) | MRoesw) (a?)
: (cri®)

6 5.2x10° | 5.82x10° |1.24x10° | 4.58x10° | 10.0 3.09x10° | 3.34x10°
2.9x10’ | 3.%30x107 | 8.0x10° | 2.5x10’ 2.5 1.245007 | 1.7x107
1.25x10° | 1.40x10° | 0.30x10®° | 1.10%10° | 30.0 1.06x10° | 0.8x10°

11 6.3x10° | 7.25x10° | 1.90x107 | 5.25x10° | >50 |< 6.2x10° | 3.35x10°

12 2.5x10° | 2.88x10° | 0.76x10° | 2.12%10% | 22.0 1.40x10° | 1.26x10°
2 2.8x10° | 3.18x10° | 0.76x10° | 2.32%x10° | 20.0 1.55x10° | 1.56x10°

10 1.2x107 | 1.35x107 | 3.0x10° | 1.05x107 | 4.0 7.75x10° | 7.5x10°

Sb-bent specimens :

Specimen | /Oop, /But /Pso /° 1 R /Pineor |/Pst /[

4 1.1x10° | 1.71x10° | 1.21x10° | 0.50%10° | 20.0 1.06x10° | 0.71x10°

5 9.00x10° | 1.45x107 | 1.10%107 | 0.%5%107 4,0 2.75x10° | 7.5¢10°

8 2.0x10° | 3.1x10° | 2.2x10° | 0.9x10° 22,0 1.40x10° | 1.30x10°

v 1.30%x10° | 2,02x10° | 1.44x10° | 0.58%10° | 30.0 1.06x10° | 0.86x10°

13 5.26x10° | 5.05x10° | 3.58%10° | ‘1.47%10% | 13.0 2.38x10° | 2.11x10°
14 4.68x10° | 7.27x10° | 5.18%10° | 2.09x10° | 10.0 5.09x10° | 3.09x10®
9 6.18x10° | 9.6x10° | 6.84x10° | 2.76x10° 6.5 1,75x10° | 4.08x10°

2 l6T
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axis and towards the surface. Thus it is necessary to
invoke internal sources of some kind to account for the
presént results. One would expect very few sources to
be active near the neutral axis where the stress is low,
and, since only majority sign dislocations are moved
towards this region, one would expect fhe proportion of
minority sign dislocations near the neutral axis to be
lower thaﬁ near the top and bottom surfaces. However,
in the samples bent at 56000, the etch-pit results
indicated that the proportion of minority sign disloca-
tidns did not vary appreciably in a direction perpendi-
cular to the neutral axis. For example, in the Sb-bent
specimen 14 (Table 7.2) the etch-pit densities at the

2

neutral axis were/@C'P4 = 4.41 x 106 cm” < and

/DBut = 6,81 x 106 cm"gc At the top surface the etch-

2

pit densities were /?Ep4 = 5.01 x 10° em” , and

- 6 -2 L
/C%ut = 7,70 x 10° cm” <. Calculatlng‘/ckn_ and /c%b by
equations (7.2) and (7.3) one finds thatl/CbB¢b = 2.38
v In
et the neutral axis end /)S’%ol - 2,32

n

at the top surface. The reason for this behaviour is
not clear, but it is possible that dislocation climb is
responsible for the uniform distribution of minbrity

dislocations.



199.

CHAPTER 8.

ELECTRICAL, MEASUREMENTS.

8.1. Specimens deformed by three-point bending.

Two series of specimens were deformed at 36006 to
produce in the one series an excess of In-dislocations
and in the other an excess of Sb-dislocations. Electrical
conductivity and Hall coefficient measurements were made
on the bent samples and on undeformed control samples.
Bent samples were sectiboned parallel to face 'B' (Fig.6.4)

for etch-pit measurements.

8.1.1. Measurements at room temperature.

At room temperature, the conductivity and.Haii
coefficients of all the deformed samples were equal to
the values in the corresponding control samples. All
were n-type with a Hall coefficient equal to the
intrinsic value, i.e. 390 cmB/CouZLOmb° This indicates
that the deformation produced no change in the carrier
concentration at this temperature. The conductivities
“were all equal to the intrinsic conductivity (200 ohm-
cm'l) which, taken with the Hall coefficient measurements,
indicate that the electron mobility at this temperature
was unchanged after bending. At SOOK, however, deformed
:specimens showed properties markedly different from

those of the control samples, and these results are

detailed below.
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8.1.2. Measurements at 80°K°

n-type material.

Three specimens were bent to produce an excess
of In-dislocations and one was bent to produce an excess
of Sb-dislocations. For all In-bent samples, electrical
measurements wefe made on an L-sgshaped specimen cut from
one half of each bent wafer as shown in Fig.6.9. Two
L-shaped samples were prepared from the Sb-bent wafer,
one from either side of the bend axis. In all cases the
'parallel' limb 'AB' showed uniform electrical properties,
in that Hall coefficient and conductivity measurements
made at different points along the 1limb were closely
reproducible. The other limb, however, showed non-
uniform properties. Hall coefficient measurements at
one end (B) always approximated to those of the parallel
limb AB, and at the other end (C) to those of the
control specimen. This variation in properties was
paralleled by a variation in dislocation density along
the limb, since etchants revealed a high etch-pit
density near the position of the central knife edge
(i.e. near B), and this decreased to a value little
different from that of the virgin crystal near the outer

knife edges (i.e. near C).
We will first consider the 'parallel' limbs (AB):

In-bending produced an increase in the Hall



201.

coefficient of each specimen, and the material remained
'n—type after deformation. In the case of Sb-bent
specimens the material was converted to p-type at SOOK°
These results indicate in both cases that acceptor centres
had been introduced. In Table 8.1 the Hall coefficients
and conductivities of control and 'parallel' samples are
listed, together with etch-pit densities in the deformed
samples (measured as close as possible to the bend-axis).
The results were analysed on the Read model, and <{n) ,

the average‘carrier concentration in the n-type 'parallel'’

samples, was calculated from the Hall coefficient by the
1

R//‘i/

The carrier concentration in p-type 'parallel' samples

relation <> =

was calculated from the Hall coefficient by the relation

<p> - X vee. (8.1)
Ryq

A similar relation was used by Bliek (1964) when analysing
results on deformed p-type germanium. It must be noted,
however, that (8.1) has not been derived rigorously and
hole concentrations calculated by this expression are

liable to be in error.

Table 8.2 gives the carrier concentrations and
mobilities (F,07) calculated from the Hall coefficient
and conductivity measurements. For In-bent specimens the

increase in acceptor concentration, ¥i — N>y, was roughly



Table 8.1:

Three-point bending of originally n-type material.

Hall coefficient and conductivity measurements at 80°K=

In-bent specimens

)
Specimen /OCP4 //Emt R, E%. % Gy
No. : 3 3
(cm_2 (cm*g) 1" /Goul. °0” scoul. @Zcm)“l Q&cm)_l
D.2 1.9 x 10° 6.9 x 10° 8.0 x 107 5.34 x 10°| 6.87 | 0.34
D.5 8.5 x 10° 1.25 x 10/ | 5.43 x 10% | 1.84 x 10°] 10.5 | 0.72
D.4 1.05 x 107 | 1.40 x 10’ | 5.29 x 10% | 2.75 x 10°| 10.3 | O.e4
Sb-bent specimens
Specimen //DCP /A?B £ K, f%q_ a; Sy
No. It U
(n-type) (p-type) i(n-type)| (p-type
D.3 7.3 x 10° 1.71 x 107 | 6.82 x 10% | 8.81 x 10°| 8.22 | 0.784
D.%a | 3.5 x 10° 1.05 x 10/ | 6.82 x 10% | 1.63% x 10%| 8.22 | 0.355

R4V



Table 8.2:

Three-point bending of originally n-type material.

- 'Read' interpretation of measurements at SOOK°

In-bent specimens

/e,

/A?But

_' Spelc\:Timen n <> n-=<ns> /LLO /,Ll//
Q- ‘Parallel!? 7 S
(cm“g) (cmfg) (cm_a) Timb- /’But/c cm2/V°sec cmE/Vbsec
D.2 1,9x10° | 6.9x10° | 7.81x10%3 | 1.17x10%3 | o0.385 | 5.49x10° | 1.82x10°
D.5 8.5x10° | 12.5x10°] 1.15x10%* | 3.4x10%7 0.259 | 5.74x10° | 1.32x10°
D.4 10.5x10°| 14.0x10%| 1.18x200™* | 2.27x10%% | 0.293 | 5.49%105 | 1.71x10°
Sb-bent specimens
Specimen /OCP /‘]’3 - 7 <p> n o> /QD /u//
No. m ' Tel!

© ISt [Pt/ | (a-type)| (p-type)
D.3 7.3x10° | 17.1x10°1 9.16x1013 | 7.1x10%* 1.87 5.61x10° | 6.90x10°
D.3a | 3.5%x10° | 10.5x10%| 9.16x1013 | 3.83x10%% | 1.81 5.61x10° | 5.78x107

*¢0z
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proportional to the etch-pit density. The same trend was
found in Sb-bent samples, but the numbers of acceptors
introduced (per cm3) were an order of magnitude higher
than those for In-bent samples of comparable etch-pit
density. In the In-bent samples (which remained n-type)
the mobility in the 'parallel' limbs was reduced by up to

a factor of 4 compared with the control specimens.

In the 'perpendicular' limbs the Hall coefficient
varied along theilr length as shown in Figs.8.1 and 8.2.
Also shown are values of the increase in acceptor concen-
tration (calculated by the method described above) and,
for COmparison, the etch-pit density measured along the
perpendicular direction is plotted below. It is seen
that changes in carrier concentration are proportional to
the local etch-pit density. Because of the variation in
carrier concentration along the limbs BC it was
practically impossible to bbtain an accurate measurement
of Hall mobility. An approximate value was obtained from
the product of the conductivity measurement at probes 1
and 3 (Fig.6.9) and the Hall coefficient at probes 2 -~ 2.
In the In-bent specimens the Hall mobilities calculated in

2 y-1 sec_l, i.e.

this way were all less thaﬁ 1.0 x lO5 cm
about a factor of 2 less than the mobility with current
flow parallel to the dislocations, and a factor of about
8 less than the mobility in the undeformed control

specimens.
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The Sh-bent samples were all converted to p-type
by the bending. They showed an anisotropy in the hole

mobility of about a factor of 2.

p-type material.

Two wafers were bent to produce an excess of
In-dislocations, and two to produce an excess of Sb-
dislocations. IL-shaped specimens were cut from the wafers
for electrical measurements. The properties of the
'parallel' limbs AB were again found to be unifofm along
their length. Table 8.3 shows Hall coefficient and
conductivity measurements for the 'parallel’ limbs and
control samples at BOOK° The dislocation densities in the
parallel limbs were estimated by etch-pit counts made as
close as possible to the bend axis. These values are also

listed in the table.

Indium bending produced a decrease in the Hall
coefficient of the p;type samples, indicating an intro-
duction of acceptor centres. ©Sb-bending, however,
produced in the one specimen a small increase in the Hall
coefficient (indicating an introduction of donor centres)

and in the other no measurable change in Hall coefficient.

Carrier concentrations of deformed p-type specimens
were calculated from the Hall coefficients by (8.1).
Table 8.4 lists values of carrier concentration and

mobility (Rﬁo‘) calculated from the Hall coefficient and



Table 8.3%:

Three-point bending of originally p-type material.

Hall coefficient and conductivity measurements at 80°K°

In-bent specimens

K S, e
Specimen /ﬂDCP4 /ﬂaBut EL i o 4
No. :
(cm™2) (en™®) | (em®/p ) | (en/gyyy) | @em)™t | @on)?
6 6 103 1. 3
A.l 1.9%3 x 10 2.3 x 10 89.25 x 10 6.58 x 10 0.761 1.28
A2 |3.9x10° |4.9x10% | 1.45x 10| 5.85 x 10° | o.582 | 0.99
Sb--bent specimens
o Oy
Specimen /3 Ro F? o Vi
o CP, /B I
At |6.15x 10° | 1.6 x 107 | 1.22 x 10% | 1.62 x 10% | 0.85 0.41
4.5 |4.8x%x10° |8.2x10% ! 1.19x10%| 1.17 x 10% | 0.80 0.50

*g80c



Table 8.4:

Three-point bending of originally p-type material

In-bent specimens

Interpretation of measurements at 80°K.,

602

. 1 ' _ (/4
Speglmen /OCP4 /G%ut [* : Pai?ééel Nt //1o (éjtjﬂ )
O, [ S
- - - <> But
~ (cm 2 (cm 2) (cm 5) (J;;B) /@ //c cm2/V°sec cm2/V°sec
A.1 1.93x10° | 2.3x10° | 6.67x10M* | 9.51x10% | 4.93 | 7.04x107| 8.45x107
A2 3.9x10° | 4.9x10° | 4.30x10%% | 10.65x10%%| s5.18 | 8.45x10%| 5.78x10%
Sb-bent specimens
-<p>
Spelcsimen /DCP4 ﬂBut }q’ <}’L> ' f [ /'(a /;L//o‘
- pBut/C CHy )
Ak 6.15x10° | 16.4x10%| 5.11x10™ | 3.86x10™* | 0.305| 1.03x10%| 6.69x102
A.5 4.8x10° | 8.2x10% | 5.34x101% | 5. 38x10* 0 0.944x107 5.85x107

(9.44x10°)
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conductivity measurements. It is seen that a very large

& cm_a) was

density of acceptor centres (of order 5 x lOl
introduced by In-bending. In-bending produced no signi-
ficant change in Hall mobility in these iparallel’limbs;
but in both Sb-bent samples where the change in Hall

coefficient was small there was a significant drop in

Hall mobility.

8.1.3, Discussion of three-point bending results.
The results may be summarised as follows:

Indium bending introduced acceptor centres into both n-

and p-type materials.

Antimony bending introduced acceptor centres into

material originally n-type, to the extent that the
material was converted to p-type. However, specimens
which were originally p-type showed no evidence of
acceptor introduction, and results for one specimen indi-

cated the introduction of a small number of donor centres.

A1l of these results can be accommodated gqualita-
1 tively by the scheme of energy levels showﬁ in Fig.8.3%.
The low-lying acceptor level of the indium dislocation is
ionised in both n- and p-type material. The dual role of
the Sb-dislocation is due to a high acceptor level and a
low lying donor level. In p-type material (doped with

germanium) the Fermi level at 80°K will be very close to

the valence band and the Sb-donor centres will be ionised
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Fi1G.8.3. Scheme of energy levels of dislocation -
acceptors and donors.

con_duction band

L. .
, (n-type material)

- C - - — - D
C—1 Sb- acceptor level
I

Sb- donor level

E.(p-type material)
1 In- acceptor level SHR '

valence » band

'CD = Fermi level in material originally n-typé
- which has been Sb bent and conver_'ted

to p- type.
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but not the Sb-acceptor centres° However, in n-type
material the Fermi level at 80°K‘willlbe very close to

the conduction band and the Sb-acceptor centres will be
ionised but not the donor centres. In the material
originally n-type, and converted to p-type by Sb-bending,
the Fermi level at SOOK may be in the position CD which,
although below the centre of the gap, is high enough that
the Sb acceptor centres are still ionised. This energy
level diagram accounts for these results qualitatively,

but it is instructive to consider them quantitatively.

Assuming Read's theory to be ‘applicable, valués
of the occupation fraction,'F y for each sign of bending,
may be calculated from the values given in Table 8.1.

since rearrangement of (4.17) gives:

£ - n-<n>
/P ¢

Substituting the butylamine etch-pit density for/o ,

- <n
values of j%;;f;—z were calculated and are shown in
c

Table 8.2. For originally n-type material, In-bending
gives values for 4‘ of about 0.3, while Sb-bending gives
values of about 1.8. Applying Read's theory to InSb, a
rough calculation on the Fermi approximation (equation
(4.11)) shows that the maximum theoretical value of 'F
possible at 80°K is about 0.091. This value was obtained

for the maximum value of E;_- Es, the separation of the
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Fermi and dislocation-acceptor levels, by setting this
quantity at 0.23 e.V, the magnitude of the band gap.

Thus, in the case of In-bending of n-type material, the
experimental value of 4~ is about a factor of 3 larger
than the maximum theoretical value, and in Sb-bent

samples the corresponding discrepancy is a factor of 18.
It is possible that the discrepancy in the In-bent

samples is due to an underestimation of the true dislo-
cation density by the etch-pit technique, but it is
unlikely that this could account for ﬁhe large discrepancy

found in the case of the Sb-bent samples.

_ There are other considerations which throw further
doubt on the validity of Read's theory for describing
dislocation-acceptors in InSb. Calculations for p-type
material on Bliek's model, even using an artificially low
screening length, result in values of 4\ at SOOK of less
than 0.1. It is therefore difficult to understand why
In-bending should introduce over an order of magnitude
more acceptors into p-type material than into n-type
material, for comparable etch-pit densities. In general,
one would expect an acceptor centre to be more fully
occupied in'n—type material than in P-type material.

Also it is difficult to understand why Sb-bending of
originally n-type material should introduce more acceptors
than In-bending. If the Sb acceptor level 1s higher than

the In acceptor level the reverse would be expected.
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Thus this Scheme of energy levels, while being
qualitatively satisfactory, is questionable when
examined quantitatively. In order to make a detailed
guantitative study of n-type material, four-point bending
was adopted for the following reasons. Firstly, four-
point bending produces a region of uniform dislocation
density, enabling Hall mobility measurements to be made
on 'perpendicular' samples. Secondly, etch-pit densities
can be correlated more accurately with electrical
measurements, since néithef are sensitive to position
within the uniform area. Thirdly, there is more
confidence in the analysis of Hall coefficients aﬁd

conductivities of macroscopically uniform materials.

8.2, Four-point bending of n-type material.

Two series of specimens were bent to introduce in
the one case an excess of In-dislocations, and in the
other an excess of Sb-dislocations. ZElectrical measure-
ments were made both before and after the deformation.
Undeformed 'control' samples were measured before and
after the deformation, and in all cases no significant
change in Hall coefficient or conductivity was detected.
In each bending experiment a 'def@rmed control' specimen
(a sample which had previously been bent at 36000) was
élso kept close to the one being deformed. This

'deformed control' specimen was measured before and after
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the heat treatment and in all cases no significant change
in the Hall coefficient or conductivity was detected.
After bending, the deformed samples were sectioned

parallel to face 'B' (Fig.6.4) for etch-pit measurements.

At room temperature, the Hall coefficient and con-
ductivity of deformed samples were equal to those of the
0
undeformed 'control' samples. The measurements at 80 K

are detailed below.

8.2.1. "Measurements at 80°K°

In-bent samples}

Table 8.5 shows the electrical measurements at
800K for undeformed control samples, bent samples and thé
etch-pit densities of the deformed samples. We shall con-
sider first the samples which remained n-type after
deformation. The Hall coefficient of each deformed sample
was greater than that of the corresponding control sample
and qualitatively this indicates an introduction of
acceptor centres. The Hall coefficients of 'parallel'
and 'perpendicular' samples were equal (within experi-
mental error), but in all cases O < Cﬁy . Thus, the
moblility was lower in the 'perpendicular' sample than in

the ‘parallel' sample.

One sample (15) was converted to p-type by the
deformation. Since the dimension BC (Fig.6.1) of this

specimen was only 0.5 cms, no 'parallel' sample could be



Table 8.5: Hall coefficient. and conductivity measurements at SOOK on

undeformed control samples <E%¢CE>’ 'parallel ' samples (R, , &) and

perpendicular samples (f;,07), and their etch-pit densities (/Pput)-

In-bent specimens.

Specimen But Fo (n-type) {%&;y§g> o Oy T
No. Cm—g cmB/Coul, cm /Coul. 'Gﬂcm)*l @}Cm>~l @Zcm)—l
6 5.82 x 10° | 8.80 x 107 | 3.56 x 107 6.36 1.38 0.44
3 3.30 x 10/ | 1.1 x 10 | 2.25 x 10" | 28.2 17.19 5.97
1 1.4 x 10° 6.61 x 107 | 7.38 x 10" 8.58 .59 6.05
11 2,25 x 10° | 7.45 x 10* | 7.84 x 10* 7.58 6.79 6.15
12 0.88 x 10° | 8.82 x 10* | 1.23 x 10° 5.%3 3,51 2.52
2 |3.18x10% | 1.3% x 107 | 3.05 x 10° 5.55 1.43 | 0.6%9
10 1.25 x 107 | 5.3 x 10" 2.74 x 107 9.56 1.15 0.42
/D But o (n-type) F2;1.(}_1—‘03'}.36) | (n=t$pe) (P_qciype)
15 2.67 x 107 | 7.50 x 10% | 5.21 x 10% 7,60 0.112
Sb-bent specimens .
ORE ol nTape) | Rue Ry {n-Tom) 155 (n-Cye) T ol tre)|oln tpm)
4 1.71 x 10 5.81 x 10" | 1.35 x 10° | 10.2 3.98 | 1.88
5 1.45 x 107 | 9.00 x 10> | 3.99 x 10* | 5.6 8.16 .4y
8 3.1 x 10° 3.36 x 107 | 6.945 x 10%] 16.55 6.70 2.88
o 2.02 x 10° | #.28 x 10% | 7.27 x 10% | 12.3 6.22 3.08
1% 5.05 x 10° | 1.04 x 106* | 1.207 x 10%| 37.8 on.8 15.56
14 7.27 x 10° | 8.62 x 102 | 1.147 x 10%| 7.9 32.6 20,05
9 9.6 x 10 6.65 x 10° | 8.954 x 107 | 52.34 | 35.0  |22.34

*9Te
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cut from it, and the results given in Table 8.5 are con-

fined to measurements on the 'perpendicular' sample.

Sb-bent samples.

Detailed results are given in Table 8.5.. All
specimens were n-type after deformation and the Hall
coefficient results iﬁdicated an introduction of acceptor
centres. The conductivities also showed trends similar

to those of In-bent samples.

8.2.2. Measurements from 80°K to 2950K=

In the case of two In-bent samples and two
Sb-bent samples, the Hall coefficients of bbth‘control
and deformed samples were measured over the full range of
temperature from BOOK to 295°K° These results arevplotted
in Figs.8.4 to 8.7. In the intrinsic range of temperature
the F?H versus | curves for the control and deformed
samples were superposed, as shown in Fig.8.4. BSome of
the intrinsic range of temperature 1s omitted in Figs.
8.5. %o 8}7 in order to show thé extrinsic range in more
detail, but the same trends in the intrinsic range as

observed in Fig.8.4 were found in these samples.

In the extrinsic range, the undeformed control
specimens showed a temperature independent Hall
coefficient as observed by previous workers. For the
deformed specimens, however, the Hall coefficient

increased as the temperature fell. This increase in Hall
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coefficient is normally associated with the deionisation
of centres whose energy level lies within the forbiddeﬁ
gap. If these centres are, say, widely spaced impurity
acceptors, the interaction between accepted electrons is
negligible and the occupation of the centres is governed
by Permi statistics. In this case the position of the
energy level can usually be obtained directly from tﬁe
slope of the Hall coefficient versus temperature curve.
However, if these centres are dislocation acceptors, the
electrostatic interaction between the acéepted electrons
must be considered, and a more lengthy procedure must be
folibwed to determine the dislocation acceptor ievel°
For the reasons outlined in Section 9°2° we will analyse

these results in terms of dislocation-acceptors.

In order to determine the scattering mechanism
(or mechanisms) operating at a partiéular temperature,
it was necessary to measure the Hall mobility of thé con-
trol samples over this range of temperature (80°K - 2950K)°
The conductivity of these four speciméns was measured as
a function of temperature and is shown in Fig.8.8. The
"Hall mobility (i?Ha) at ecach temperature was calculated
and is plotted ianig58,9a Straight lines corresponding
to a T 12 and T"1°6‘ temperature dependence are
included for comparison. It is clear that, above about
EOOOK, the mobility was approximately proportional to

T as noted by previous workers.
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In the case of specimens 6 and 5, the Hall
coefficlent was measured as a function of magnetic field,
for magnetic field strengths from 500 gauss to 1500 gauss.
Throughout this range of field strengths the Hall
coefficient of each sample (deformed and undeformed) at
80°K differed from its value at 1000 gauss by not more
than 8%. (A similar behaviour was found by Bate,
Willardson and Beer (1959) for undeformed samples). At
room temperature the Hall coefficient of deformed and
undeformed samples was independent of magnetic field
strength (as bbéerved by Hilsum and Barrie (1958) for

undeformed samples).

8.3. 'Read' Interpretation.

. o
8.3.1. Analysis of measurements at 80 K.

The results were first analysed on the Read
model, using the method of Logan et al (1959). The
carrier concentration of n-type 'parallel' and
’perpendicﬁlar' samples, <N.> , was calculated directly

from the Hall coefficients given in Table 8.5 using the

relation
on> = 1 _ 1
Rl/?, E_L?/
[The experimental observation that FBH = FEJ_ is in

agreement with the prediction of Logan et alJ
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The carrier concentration in the p-type 'perpendicular'’

sample of specimen 15 was calculated from the Hall
coefficient by the relation <[L> = L . As noted
R.Lq/

in Section 8.1.2, there is no theoretical derivation of
this relation. The carrier concehﬁration in each con-
trol sample, Yl , was calculated from its Hall coefficient,
ﬁ;,'by'the relation Y. = Y . As discussed in

R

G
Section 3.4, the parameter " was assumed to be unity

since no value has been derived theoretically. for this

range of temperature.

Values of the net change in carrier concentration
at 8OOK, YL -<n> or N +<rL>5 were therefore calculated
from the Hall coefficients of control and deformed
specimens. The results, given in Table 8.6, indicated
some correlation between 1N - <nd> (or'71‘+qn> ) and the
etch-pit density, and Fig.8.10 shows a plot of n -<n>
(and Y. + <P;9 versusl/f’But for In-bent and Sb-bent
samples. Results of the three-point bending experiments
are included for comparison. Within experimental error,
the results for Sb-bent samples lie on a straight line
of slope = 3.85 x 107 cm"l, while the In-bent results

m~1

©

lie on a straight line of slope = 0.816 x lO'7 c
The results suggest that Sb-dislocations provide
greater than four times more acceptor centres per
unit length than In-dislocations. An estimate of
the occupation fraction for each sign of bending can

be calculated from these slopes, since



Table 8.6: 'Read' Interpretation of measurements at 80°Ko
In-bent specimens. ,
Specimen [ /®But n <> n —-<n> Mo J2 N
0 ah | @ | e | ey | @) |
6 5.82x10° | 7.11x1013 | 1.75x10%% | 5.36x10%0 | 5.6x10° |4.92x10” | 1.58x107
3 3.30x107 | 5.68x10%% | 2.78x10%* | 2.90x10M% | 4.2x10° |3.88x107 | 1.34x10°
1 1.4x10° | 9.45x1013 | 8.47x1012 | 0.98x10%% | 5.67x10° |5.60x107 | 4.47x10°
11 2.25%x10” | 8.39x10%3 | 7.97x10%7 | 0.42x10%% | 5.65x10° |5.%2%107 | 4.82x10°
12 2. 88x10% | 7.09x103 | 5.08x10%% | 2.01x10%2 | 4.70x10° |4.32x10° | 3.10x10°
2 5.18x10° | 4.66x10 | 2.61x10%2 | 2.05x1017 | 4.76x10” |4.37x10° | 1.95x10°
10 1.%5%107 | 1.18x10%% | 2.28x10%% | 9.52x101% ! 5.07x10” |3.15x10° | 1.15x10°
/OBut 7 <> N+ <p> | fo(n-type) | /ul(p-type)
(cm-e (cm-5i (cm"'Bi (cm-B\ (CmE/V sec. ) (cm2/V sec)
15 2.67%107 | 8.33x10°7 | 1.20x10°% 2.03x10% | 5.7x10 5.83x10°
Sb-bent specimens
/PRuE n I <n> n —-<mny o S S
4 1.71%10° | 1.075%x10 %] 4.63x1000 | 6.12%10%0 | 5.9x10° |5.37x10° | 2.55x107
5 1.45%x107 | 6.94x10 % | 1.57x10™* | 5.37x10 | 4.1x10° |3.26x10° | 0.972x10°
s | 3.1x10° | 1.86x10%* | 9.00x10%3 | 9.6x10*3 | 5.56x10° | 4.65x10° | 2.00x10°
7 2.02x10° | 1.z6x10%* | 8.60x10%3 | 6.0x10%3 | 5.26x10° | #.52x10° | 2.24x10°
13 5.05x10° | 6.00x10%% | 4.38x10%% | 1.62x10™ | 3.93x10° | 3.54x10° | 2.22x10°
14 0.o0x108 | 7. 25x10%% | 5.45x10% | 1.80x10%* | 4.13x%10° | 3.74x10° | 2.3x107
9 | 9.6x10° | 9.40x10** | 6.98x10% | 2.42x10™ | 3.48x10% | 3.13x10° | 2.0x10”

“lee
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rearrangement of (4.17) gives
n o-<n> = f
=/

Setting the slopes of YL - <> (or 1 +<rL>) versus/o'—p’m_l;L
equal to ‘F/C we obtain
—FIn = 0055 |

1.54

H

and ‘FSb

We recall that on Read's theory the maximum theoretical
value of'F in indium antimonide at 80°K is about 0.091.
Again it is possiblé that the discrepancy in the In-bent
samples is due to an underestimation of the true dislo-
cation density by the etch-pit technique, but it is
unlikely that this could account for the large discrepancy

in the Sb-bent samples.

Turning next to the mobility measurements, Read's
theory predicts that /U-// =/L£o . The present results
show that in most cases /U,// was significantly less than
/LLo(the undeformed mobility). This result is not in
agreement with Read's theory. However, Read assumed that
all dislocations ran parallel to the bend axis, and if
some dislocations lay in other directions they would .
scatter electrons and reduce /,L// . Thus, this result
in itself does not contradict Read's theory. Read also
predicted that /u_,_ </,L// because of scattering and

distortion of current streamlines in the 'perpendicular’
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specimen. The present results are all in agreement with

this prediction.

o
8.3.2, Analysis of measurements from 80°K to 295 K

and estimation of dislocation-acceptor levels.

As a further test of Read's theory the analysis
was applied to the temperature dependence of the Hall

coefficient shown in Figs. 8.4 to 8.7.

Calculation of theoretical -F(WU curves.

A family of theoretical f(T) curves was
computed for each specimen using Read's Fermi approxi-
mation (4.11), Read's Minimum Energy approximation (4.9),
and Bliek's Fermi approximation (4.39). (The expression
(408)‘for Ejé was used in conjunction with Bliek's
expression-(4.%9) since n-type material only was
considered in this analysis). The calculations were
performed with the aid of the University of London 'Atlas
Computer. The detailed programme is given in Appendix 1.

An outline of the method will be given here. .

Read's Minimum Energy approximation (4.9) can be

expressed in the following form
(E-£.) —(Ec — £) = €5 33 0afE4)— 0.232f ... (8.2
, | y
where 1ﬁc‘= C_W/:"(N'D"NA)B
éo = Q/Z/}ic

and E} = energy at bottom of conduction band.
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The calculation of the Férmi level (E;—IEF) is
much simplified if the electron gas is assumed to be non
degenerate. To assess the feasibility of using this
simplification the Fermi energy was calculated for each
specimen (& ) by the general expression for arbitrary
degenerﬁby, and (b ) by the non-degenerate approximation.
It was found that, in the range of temperature to be con-
sidered, the error incurred by using the non-degenerate
expression was less than 5% for ail specimens, The Fermi
level was therefore calculated by the non-degenerate

expression for a saturated extrinsic semiconductor, i.e.
%z
2H il RT/02)7*
E.—E. = }?T(nv(Z( it RT/h2)
(Np — Na)

Thus, substituting this value of ( E.- Ep) 1nto (8.2)

together with the values C = 4h s, A = 16 ,

' = 0.013 M, and the measured value of (ND - h&)

.we obtain an equation relating + , T end ( Ec-E). At
certain chosen values of ( E;-—£§>),'F was calculated
as a function of temperature. A numerical method was
necessary since -F is contained in equation (8.2) as an
implicit function. A typical family of burves is shown
in Fig.8.11 (for specimen %). Similar sets of curves
were computed for Read's 'Fermi' approximation (4.11) and

Bliek's 'Fermi' approximation (4.39). One of each of

these curves is shown in Fig.8.11 for comparison.
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Analysis of Hall Coefficient results.

Following the method of Logan (1959) the basic

relation (4.17) was rewritten in the form

€(T) = X F(1) ceee (8.3)
where >\ =_/JA(ND4-'NA)

Equation (8.3) was then used to interpret the results in
the following way. - As an example of the method we will

-consider specimen 3.

R,

(i) Values of € (= | — /ﬁ?”) were calculated from
the Hall coefficients of the control and 'parallel
samples. These values are plotted against temperature in

Fig.8.12 (for specimen 3).

(ii) Theoretical £ (T) curves were calculated by the
method described above, for certain values of
(E'C - E'JJ ) (the dislocation-acceptor level). Considering,
say, the 'F (T) curve calculated by the 'Minimum Energy'’
approximation for Ec_—- E}, = 0.12 e.V., the value of "
£ (75°K) was obtained as 0.0634.

(iii) Using the value of f (’75°K) from (ii) and the
value of €_(75oK) extrapolated from the experi-

mental results, >\ was calculated using the expr‘ession (8.3)

(iv) Vith this value of >\ and the 'F (T) curve corres-
ponding to £, - Ep = 0.12 e.V., € values were
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calculated over the whole range of tem.peréﬁure° This
theoretical € (T) curve shown in Fig.8.12 and labelled
E.~Ep = 0.12 e.V. has a shallower slope than that of
the experimental values, so the procedure (i) to (iv) was
repeated using other values of (ﬁﬂ;—-E};) until a good
fit between theory and experiment was obtained with

Fc —Ep = 0.10 e.V.

From the wvalue of A used to calculate the
theoretical curve for EZ_—-Z;D = 0.10 e.V. the dislo-

cation density was calculated from the relation

/D = )C(ND“NA)

The temperature dependence of the Hall coefficient
for all the specimens measured could be accommodated
using 4?(73 curves calculated by Read's ' Mindmum Energy'
approximation. The quality of the fits obtained is
shown in Figs. 8.12 to 8.15, whilst in Table 8.7 the
acceptor levels and dislocation densities deduced are
listed. The latter are compared with the measured etch-pit
densities. ﬁor In-bent samples the theoretical dislo-
cation density is about seven times the etch-pit density,
~while for Sb-bent samples the corresponding factor is

about fifteen.

If the F (T) curves were calculated using Bliek's
'Fermi' approximation a fit could be obtained for the two

Sb-bent samples using an acceptor level near the
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‘'Read' Interpretation.

Table 8.7:
Specimen | Polarity Ec.- £, Dislocation Density /%Li
No. -2 ' ‘2
e.V. (em™ %) cn”/V.sec.
Theoretical | Etch-pit | Theoretical |Experimental
(/Cﬁut)

c In-bent | 0.12 e.v.| 4.29x107 |5.82%x10° | 1.24x10° | 1.58%10°

3 Tn-bent | 0.10 e.V.] 2.14x10° |3.30x107 | 0.966x10°! 1.34x10°

i Sb-bent | 0.22 e.V.| 2.86x107 |1.71x10° | 1.89x10° | 2.55x10°
5 Sb-bent | 0.20 e.V.| 2.06x10° |1.45x107 | 0.e44x10°! 0.972x10°

0,22 e.7. !

622
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conduction band. No fit was possible for the In-bent

samples.

If Read's 'Fermi' approximation were used, a fit
could be obtained for neither the In-bent nor the Sb-bent

samples.

Comparison of mobility measurements with the

predictions of Read's Model.

Read's model was further used to predict the
electron mobility in the perpendicular samples ffom the
experimental values of the Hall coefficients of 'parallel'
and 'perpendicular"samples and the Hall coefficient and
conductivity of the control sampleéo Now, the analysis
depends on the dominant scattering mechanisms in the
undeformed samples and thus these mechanisms nmust be
determined before calculating the effects of dislocations.
The theoretical derivation of Duga (1962) assumed acoustic
scattering to be the dominant lattice scattering
mechanism, and therefore this was also assumed for these
present calculations although, as discussed in Section

5.4, this assumption may not be correct.

Firstly, the temperature dependence of the carrier
mobility in the control samples was examined to determine
the degree of ionised impuritly scattering /g', which is
defined by the relation (5.6). The determination of /43

is given in detail in Appendix 2, Section (1), and typical
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values are listed in Table A.l. In the case of samples

5 énd 5, the temperature dependence of the carrier
mobility in the control samples (Fig.8.9) deviated con=
siderably from the 1-—l°5 law of acoustic scattering
below 200°K. Thus ionised impurity scattering is
presumably important in these control specimens (as
reflected in the values of /fe of 1.5 and 0.92 for speci-
mens 5 and 3 respectively at 80°K) and ionised impurity
scattering had to be considered in the calculation of the

mobilities in 'perpendicular' samples.

Duga obtained the following expression for//{L

(as described in Section 5.2).

A N _
i = /AAﬁ(é) F(X) K(ﬂ ) cous (5.4)
The four parameters on the right hand side of (5.4) were

obtained as follows.

The mobilityl/aA was obtained from the measured
mobility of control specimens in which impurity scattering
was not importamta/? (equation (5.6)) was calculated for
each control specimen by the method described in Appendix
2(1). Referring to equation (5.9), if'KTyg)—> 1 then
the measured.mobility'//{o is equal to//LA . This
situation existed for control specimens 6 and 4 and thus

: //xﬂ was teken as the measured mobility of these specimens.

The calculation of € from the Hall coefficient

measurements was detailed above. f}(é) was then
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interpolated from the graph plotted by Read (1955).

The mean free path for acoustic scattering, LA ,
was calculated from./AAA by (5.1) and the mean free path
for dislocation scattering, LD , was calculated from
(5.2) in which the value of /ﬂD resulting from the Hall
coefficient analysis was used. After calculating
X = LA/(,D the function F(X) was interpolated from

Logan's calculated values.

¥
/3 was calculated from (5.5) using the value of
ﬁ? determined from the temperature dependence of the
control mobility (by the method of Appendix 2(1)). The
parameter (;? was calculated from the Hall coefficient
results, and the integral in (5.5) was solved* to obtain
- B (~—-o<>

where o( = sin71'6§r>

% X
Thus /? was calculated from the values of'/g , @ ana X.
»
Pinally )<(/3 )was obtained by interpolation from the

tabulated values of Beer et al. (1957)

*This integral was solved by Peirce (1910), who obtained

1Zif cly9 - [iékco( [63 4a¢%§'(¢<4-9ﬂ) 125
) X s (=) |

o +-X&'m$&’

Sec X L’% Bin 5 X
s (—%%)

where X = A ( _.‘__>
X
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For specimens 6 and 4 the value of /g* was very small
and f<(/3%)was practically unity (within 1%). Thus, in
these cases the simplified expression of Logan, (4.33),
which does not consider impurity scattering, could have

been used.

The computed values of /(,L_L(8O,OK) are shown in
Table 8.7.in which they are compared with the experimental
values. The theoretical values are consistenfly less
than the experimental values by about 30%, but this
difference is within the experimental error in the

measured values of mobility.

8.3.3. Summary of Read analysis.

The results can be accommodated on the Read
modei éssuming that the underestimation of dislocation
density by the etch-pit technique is large enough to
accommodate the discrepancies given in Table 8.7. It
must also be assumed that the dislocations do mnot all lie
parallel to the bend axis to explain the reduced mobilities
in the 'parallel' samples. The fact that the theoretical
values of /ﬁ{L are consistently lower than the experimental
ones can be explained also in terms of non-parallel
dislocations. Any dislocations running perpendicular to
the bend axis would increase /%{L while decreasing‘/AL” .
Thus on this basis the trends in //4L and //L” are self-

consistent. The scheme of energy levels for the
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dislocation-acceptors calculated by this analysis is shown

in Fig.8.16.

Assuming that this scheme of energy levels is
correct, the analysis can be extended to calculate
theoretical values for all other specimens which were
measured at 80°K only. It is brobably not reasonable to
extend the Hall coefficient analysis to specimens 14 and
9, since the electron gas is degenerate in these specimens.
However, the values must represent a fair approximation,
The values of /;QL:were calculated assuming that f<0€ﬁ>= 1
except in the case of specimens 13, 14 and 9 where values
of /f; were taken from specimen 5 to calculate’ﬁg*a
These wvalues are probably the best approximations which
could be made in the absence of measured values of/ﬁgq
The results of the analysis are shown in Table 8.8 in
which theoretical values of dislocation density and
/Qi(SOOK) are compared with experimental values. The
trends observed in the previous samples are found in these
specimens, and in. some cases the agreement between
experiment and theory is closer than in the first four

samples.

8.4, 'Broudy' Interpretation.

The 'Broudy' model seecms appropriate to these
results for two reasons. Firstly, it would accommodate

the reduced 'parallel' mobilities by the assumption of
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" Table 8.8:

'Read' Interpretation;

- comparison of theory and experiment.

Theoretical

" values calculated assumimgﬁ¥~755= 0.12e.V. for In-disl™® and 0.20e.V. for Sb-dis1®S

In-bent specimens

Speﬁi?en | £(80°K) /{%neore /ﬁ%ut anheor (, (theor) /QL(exgt) /ﬁgﬁexpt)
éiiézi;, (ﬁiif_Zi) (Cmne) /ﬁ;But Volgmsec) 'Vol%msec> /Aﬁgtheor)
1 0.0486 |8.067x10° | 1.4x10° 5.75 4,02x10° | 4.47%107 1.11
11 0.0477 | 3.523%x10° | 7.25%x10° | 4.87 4.9%x10° | 4.82x10% 0.98
12 0.0466 |1.726x107 | 2.88x10° | 6.00 2.37x10° | 3.10x10° 1.31
2 0.0439 | 1.868x107 | 3.18x10° | s5.88 1.57%10° | 1.95%10°7 1.25
10 0.0502 |7.585x107 | 1.35x107. | 5.62 0.78x10° | 1.15%10° 1.47
Sb;fent specimens '
E-Ey=
0.20e.V.
8 0.08%6 |4.594x107 | 3.1x10° | 14.8 1.38x10° | 2.00x10° | 1.45
0.0815 |2.945x107 | 2.02x10° | 14.6 1.77x10° | 2.24x%10° 1,27
1% 0.0954 |6.793x107 | 5.05x10° |13.4 1.60x10° | 2.22x10° 1.38
14 0.0974 |7.393x107 | 7.27x10° |10.4 1.69x10° | 2.3x10° 1.36
9 0.1004 |9.e42x107 | 9.6x10° | 10.0 1.44x10° | 2,0x10° 1.39

S
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non-specular scattering at dislocations, and secondly,
it would reduce the large discrepancies between theoretical
and experimental dislocatidn densities found iﬁ the Read
analysis.

In order to apply the model, the mean free path
in undeformed indium antimonide must be known as a function

of temperature.

8.4.1. Calculation of the mean free path.

The calculation of the mean free path from the
carrier mobility depends on the dominant scattering
mechanism (or mechanisms). Since it is uncertain in
indium antimonide whether acoustic scattering or polar
scattering is the more important lattice scattering
mechanism at BOOK, both were considered. In some speci-
mens ionised impurity scattering was also important and
therefore mixed acoustic and impurity scattering, and mixed
polar and impurity scattering, were considered. The
detailed calculation of mean free paths is given in
Appendix %, and values at BOOK are presented in Table 8.9.
In this table,-jg;]:(/gj is the ratio of the mean free
path for mixed aggustic and impurity scatterihg (Z:) to
the mean free path for acoustic scattering only (/LA) o
In the case of specimens 4 and 6, %I/ﬂ) < 0.9 and
thus an error of only about 10% would have resulted from

neglecting impurity scattering. The values of -L



Table 8.9: Calculation of the mean free path at 800K°

Acoustic + Impurity Scattering - Polar + Impurity Scattering

Specimen P - _ —

o. G |ET@| Loy (20p] L

T (em) (em..)
5 1.5 0.47 | 1.176x107%* | 1.75 0.525 1.115x10”%
5 0.016 0.94 | 2.353x10"% | 0.120 | 0.900 1.912x107% w
L
1 4 ‘
3 0.92 0.55 | 1.377x10 1.121 | 0.605 1.285x10
6 0.041 0.891 | 2.231x107% | 0.171 | o.87 1.847x10~ 7
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obtained for acoustic plus impurity scattering are in
all cases slightly larger than those for polar plus
impurity scattering. At the most this amounts to a

difference of about 20%.

8.4.2. Application of Broudy model to results.

The mean free path values shown in Table 8.9
are of the same order of magnitude as the spacing
between dislocations in the bent samples. The possi-
bility of overlap of the ;5.:regions around individual
dislocations will therefore have to be considered.
However, first we will assume no overlap and apply the

Broudy theory in its original form.

No overlap of Qg regions.

Broudy obtained equations (4.25) and (4.27)
relating the unknown parameters 3 ,;5, 42 and © to the
| measured F?O/ ,:a// . Writing (4.27) in the form ¢= K,é
these equations were combined giving a quadratic

expression in 6? which was solved for € to give

€ - 2Li— (o/fa,, A/(ﬁo/ﬁ,, M" 1,(” )K,QL,(!—Q)‘
2 L7

evas (8odt)

}(:____WC(ND“NA) 2’ + 2{‘/- A
! T vVl

where
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The original equation (4.23) can be rewritten as

@O — (l‘—— ELJZ cee. (8.6)
/‘Q// (1 —€m,)

which is equivalent to (8.4).

Broudy's procedure for applying his model to the
results was not used, since it involved a comparison of
one theoretical quantity with a quantity which was a com-
bination of theoretical and measured quantities.

Instead, the following procedure, which enables a
theoretical quantity to be compared directly with an

experimental one, was adopted.

Initially a value for Q was assumed in order to
solve for the other unknowns. It was found, by varying
© , that a real solution of equation (8.4) could only be
obtained with © < 0.1 . This point will be discussed
more fully later, but for the rest of the analysis e
w;vas assumed to be 0.05. Having assumed O , and having
calculated the mean free path by equation (4.11) or
(A.20)(initially (A.11) was used), equation (8.4) gives
€ in terms of ‘F and. Q"/R , and (8.6) gives QO/E;
in terms of ‘p and & , all//other parameters being !

known.

One value of the dislocation energy level, Ec "ED
was chosen, and hence a value for -F at a particular

o)
temperature, say 80 K, was calculated as before by Read's



251,

Minimum Energy Approximation (4.9). Then, using the
experimental value 'éf- o/ Q” at SOOK, & (BOOK) was
calculated by equation (8.4). Next A was calculated

from é(SOOK) and ‘F(SOOK), With this value of A ,

€ was calculated for other temperatures from the values

of + at those temperatures (calculated by Read's »Minimﬁm
Energy approximation for the chosen (E; - E$)'va1ue) by

the relation (8.3).

Then using équation (8.6), }?0/ was calcu-
lated over the whole raﬁgé of temperatﬁr{?e from the + (T)
and € (T) valﬁesn This E,O/R (T) curve is a purely
theoretical curve, except for ‘{{he use of Ro/g CBOOK)
to obtain >\ . d

~This theoretical QO/R (T) curve did not fit
i
the experimental points, and so another value of the

dislocation acceptor level, E. - E was chosen.

D 2
However, repetition of the procedure for the whole range
of dislocation energy levels within the gap did not pro-
duce a fit between theory and experiment. The fit was
closest when the dislocation acceptor leIVel was near the
valence band, but even then the slope of the theoretical
Ro/'F'e// (T) curve was steeper than -fhe experimental curve,
Since there was no problem in obtaining a fit on the Read

model (Section 8.3) the difficulty here must be ascribed
to the rapid variation of g( with T . The variation of
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F‘ with temperature would be less rapid if neighbouring
;g regions overlapped (as is likely in these samples) and
thus it is thought that a model which included overlap of

;5 regions might accommocdate the experimental results.

Overlap ongg regions.

Etch-pit measurements on these samples indicated
that the dislocétions were arranged in é polygonised
array, the spacing of neighbouring dislocations in the
polygon walls being about 0.5 - %/L, and the distance
between polygon walls about 5 - 1€/LO Now, since the
" space charge c¢ylinders are probably about 002/4 in
diameter (for a typical value of 1 ), and the mean free
path is about 1 - €y4in.leﬁgth, the 95 regions of two
dislocations will overlep if they are less than 2.5 -
4,%/L apart. Thus, overlap is very 1ikeiy to occur
between neighbouring dislocations in the polygon walls
but unlikely to occur between neighbouring polygon walls.,
The podel was therefore modified to include these
observations. As a first approximation, the model shown
in Fig.8.17 was adopted. Here the specimen consists of
sheets of 5{ material, of thickness (2L + 2R5> in the
centre of which are the space charge cylinders BRS in
diameter. These layers of fg regions are separated from
each other by material in which the mobility is unaltered

from the control mobility. This model will be a good
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approximation if (2l + 2Rs)>> Y, where 3 is the

spacing of dislocations in the polygon walls,

In the unit area shown in Fig.8.17 the fraction
occupied by the ()15 +& ) regions of one wall is (2!25 + 2(,).
If Z is the distance between the centres of neighbouring

walls, then the number of walls in unit area shown = /2

.\ Total area c'>ccupie(i by 524 + € regions
= (2‘RS-+ 2L)/z. With a simple parallel arré’y of dislo-
cations, the volume fraction 52{ +€ is also (2RS + 20)/12.

}2{ = 2(854-6)/2 — €
!

= 2(&41,)/03 - € (g‘““"/”::;g) (8.7)

Now, from (4.17)

_ é'c(Nb*/\/A)

A 7

4 _ éc(“ér*’VA) 2y §Rs+L] — €
= £ {ZHC {FND“ NA)%:ES-:-L? — | ]

Substituting

_ £ |
e = 4/cﬂ(f\/nv-/\/zﬂ

we obtain finally

= K'€ | . (8.8)
%

where

Kr/-_""- 2y (Mo~ bh) j £

< +L—=1 (s.80)
CT{()\/D——NA) ’

L
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Equation (8.8a) is the counterpart of (8.5) in the case
of no overlap. Equations (8.4) and (8.6) may be used in
the case of overlap of }g regions if l<;(as given by
8.8a) is used in place of K, . Thus the analysis can

be carried through as before except in one particular:

In the Broudy analysis the dislocation density is
treated as an unknown to be determined from the electrical
measurements. Having introduced the possibility of a non-
random distribution of dislocations we have introduced
two unknowns, 'lj and Z , in place of the oneﬁ . We
will overcome this problem by inserting the value of 5
obtained from a photomicrograph of the etch-pits in the

particular specimen concerned.

The reason for inserting the measured value of 3 .
rather than that of Z is as follows. Since L>>FES R
the ;5 regions must occupy much more volume than the &£
regions. Thus, if the value of z were inserted, the
number of walls per unit volume would be known and (y{ +&)
would be practically predetermined since L is not
adjustable and a change in F:_)s (through change in EL"ED)

mekes very little difference to (¢ +€ ).
However, if 3 were inserted, (q5 +€ ) would not be
predetermined since the number of walls per unit volume
would still be a variable. For this reason the spacing, .'j"

(from the etch-pit spacing) was inserted.
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Applying the analysis as described above for the
case of no-overlap, a fit was obtained between theoretical
" and experimental Rﬁ}z (T) curves. Fig.8.18 shows a

if
typical set of theoretical curves together with the

experimental values for specimen 5. In this case reason-

able agreement was obtained for £ ~£, = 0.04 e.V.

Hall coefficient versus temperature data for four
specimens, two indium bent and tﬁo antimony bent, were
analysed in this way. Table 8.10 1ists the values of the
dislocation acceptor level and of the dislocation density
which were derived. The two In-bent samples agreed very
well, as did the two Sb-bent ones. The In- and Sb-
dislocation acceptor levels were obtained as 0.06 and
0.04 e.V. respectivelyp‘ The dislocation densities
deduced for the In-bent samples were only 10 - 20%
greater than the butylamine etch-pit densities; for
Sb-bent samples the discrepancy was in the same direction
but larger, a factor of about 5/29

- With the information on the dislocation energy
level and dislocatioh distributionsvderived above, the
conductivity ratios nyﬂoa and ci/cﬁ at 80°K were
obtained from the Broudy relations (4.35) and (4.37) usihg
‘equation (8.8) to calculate 9‘ , and setting © equal to
0.05 as before. Table 8.11 shows the values of 4: ) &
and 96 computed for each specimen at SdoK, and compares

theoretical and experimental values of C;VAJ— ,“21459
o
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Table 8.10: Broudy Interpretation of E%A? T) Measurements.
1/

Spe§imen Polarity Ec~Ep Dislocation Density
e.V. (cm™2)
~ Theoretical Etch-Pit Density
(Butylamine etch)
5 Sb-bent 0.04 e.V.| %.42x107 1.44%107
n Sb-bent 0.04 e.V.| 4.05%10° 1.71%x10°
3 Tn-bent 0.06 e.V.| 3.56x107 3. 30%10"
6 Tn-bent 0.06 e.V.| 7.48x10° 5, 82x10°

°84C



Table 8.11: Broudy Interpretation (Acoustic + impurity scattering)

at 80°K.

R,

Specimen|Polarity[f (80 K)|€(80°K) |#(80°KY ¥,  (80°K) | T (80°K)| Uy (80°K)
No. Rﬁ' o (/4

Theo&l” Exptl° Theo;1° Exptl° Theopl Exptl“

5 Sb-bent |0.0252 |0.03104 | 0.8407 | 0.2225 | 0.2255 0.171] 0.179 [0.546 | 0.299

4 Sb-bent |0.0127 |0.01195 | 0.6145{ 0.435 |0.430 | 0.400 0.39% |o0.624 |0.472

3 In-bent [0.0351 [0.05501 | 0.5046 | 0.4911 | 0.491 | 0.466 | 0.450 | 0.652 | 0.%47

6 In-bent |0.0206 [0.05417 | 0.766 | 0.262 |o0.247'| 0.218] 0.217 | 0.560 | 0.%20

*642
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K.
(and o/
’%V

and experimental values of Cﬁ?/o, , but poor agreement for
(=}

). There is good agreement between theoretical

CE.[;; - The latter is not surprising since the expres-
sion (4.37) was not rigorously derived by Broudy.
Furthermore, one would expect an overestimation of CZl/bZ
for large values of (€& +9§) , Ssince the original
Juretschke relation C§”4éb = l/(1 +€) overestimates
CD_éza for large values of € (as discussed in Section

4.1.2).

Tables 8.10 and 8.11 refer to the analysis carried
out assuming acoustic scattering to be the lattice
scatteéring mechanism. A similar analysis was carried out .
assuming polar scattering to be the lattice scattering
mechanism. The resultant energy levels were the same as
those obtained for acoustic scattering and the dislocation
densities deduced were within a factor of two of those
obtained previously. The values of CZ?/EZ were still
within experimental error of the observed values. These
results afe not surprising since the mean free path for
‘acoustic scattering is close to that for polar scattering
(as shown in the calculated valﬁes of Table 8.9) and the
temperature dependence as given by equations (4.8) and

(A.18) is identical.

8.4.3, Summary of Broudy analysis.

It was noted above that there was a maximum
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value of the parameter © which could be used, above which
no real solution to equation (8.4) could be obtained. It

is interesting to consider why € has a maximum value.

In the Broudy analysis, one calculates a disloca-
tion density from the Hall coefficient changes brought
about by the bending. This dislocation density depends on
the value of & wused. For example, a high value of &
(say 0.7) means that the ;ﬁ/ regions are relatively

- ineffective in increasing the Hall coefficient and con-

sequently a high dislocation density is needed to expiain
the Hall coefficient change. With this high dislocation
density; however, the }5 regions of neighbouring polygon
walls overlap such that equation (8.7) is not valid.
Since (8.7) was used in formulating (8.4), the latter

equation is not valid either.

A low value of O (say 0.05), however, means that
the }5 regions are much more effective in increasing the
Hall coefficient and consequently a smaller dislocation
density results. Since the dislocation density is
smaller, the ?5 regions of neighbouring polygon walls

do not overlap and equation (8.4) is wvalid.

It is clear, therefore, that there exists a
meximum value of o which, in these experiments, was
about 0.1. The value of & used in the analysis (0.05)

was chosen arbitrarily between the limits of O and O.1,
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but variation of O within these limits did not alter
the resultant energy level (E;-E&Q significantly. The
theoretical diélocation dénsity is, of course, changed
when & is varied, but as © is so small the maximum

change in //3 was a factor of two.

Values of € and /é given in Table 8.11 show
that the 525 regions are very much larger tha.n the €
regiohso This is because the mean free path is very much
"longer than the radius of the space charge cylinders, the
latter being especially small because of the high energy
levels of the dislocation-acceptors. For example, in
specimen 5 at BOOK, the % regions occupy 84% of the
material while the & reg‘ions occupy only 3.1%. Because
of the dominance of the % regions it is important to
use accurate values of the mean free path to calculate
their size. The close agreement between the mean free
path values calculated using the two lattice scattering
- mechanisms gives confidence that the values are not~‘

seriously in error.

Unlike the Read analysis, an experimental error |

R
Y (T)
Ry

curve. The experimental error in/;J , the degree of

£,

impurity scattering, enters the expression for OFB
' 4

enters into the slope of the theoretical

through the mean free path, and since ﬁ varies with

temperature, an error in /3’ will alter the resultant
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=

R
//
specimens 6 and 4,/the contribution of /4? is negligible

slope of the (T) curve. However, in the case of
and so the result is not dependent upon errors in//.:g°
-Since the analyses of specimens 3 and 5, in which‘/? is
significant, confirmed the energy levels calculated for
specimens 6 and 4 we may infer that the actual errors in

/3 did not introduce a large error into the result.

In the curve-fitting téchnique described in this
section, it is not obvious that the resultant energy leﬁel

will be independent of the temperature at which
&%%E
/"

(to calculate A ). However, it was found that matching

theoretical and experimental values are matched
at a second temperature produced the same energy level as
before, and a dislocation density which was within 10% of

that obtained previously.

Thus the Broudy model, when modified to inclﬁde
overlap of ?5 regions within polygon wallé of disloca-
tions, can saccommodate the temperatﬁre dependence of the
Hall coefficient of deformed samples. This model
predicté values of dislocation density and conductivity
which are in good agreement with the measured values, and
gives the scheme of energy levels for dislocation
acceptors shown in Fig.8.19. Comparing the Broudy scheme
of levels in Fig=8°l9 with the Read scheme in Fig.8.16,

it appears that the Broudy analysis inverts the levels,



264

conduction band

EDNNNNNNN\-

'Sb dislocationsc——— ' 0-06e.V.
In dislocationst—=

0-22eV.

NN

valence band

FIG. 8.19. Dislocation —acceptor levels on
Broudy analysis. ‘



265.

the Sb-level being higher in the forbidden gap than the
In-level. However, the difference of 0.02 e.V. between
the levels in the Broudy scheme is not significant and
the levels are so close that it is not possible to state

which is higher in the forbidden gap.
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CHAPTER 9

DISCUSSION

9.1. The Mechanics and Dynamics of Plastic Bending

In this series of experiments plastic bending was
used primarily as a means to an end, the end being the
introduction of an excess of In- or 8Sb- dislocations
into samples of indium antimonide. However, the
movement of dislocations during plastic beﬁdingvis of
interest in itself, and the analysis of Section.8°4°
indicates that the electrical effects of plastic bending
ére extremely dependent upon the distribution of dis-

locations produced by this type of deformation.

9.1.1. The Dislocation Structure as Revealed by Btching

The etching experiments described in Section 7.2.
confirm the conclusions made by Venables and Broudy (1958)
that in indium antimonide dislocations of one sign etch
more rapidly than those of the opposite sign, in certain
etching reagents. The results show that the CP4 etch
attacks In~-dislocations preferentially and also a
fraction (probably about half) of the antimony ones,
while the butylamine etch shows up both the indium and
the antimony dislocations. -~ This is the first quanti-

tative test of the behaviour of these etchants.
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Interpretation of the etch-pit measurements on
samples bent at 360°C ?roduced the result that these
samples contained one third as many minority dislocations
as majority dislocations. It is therefore worth while
discussing the dislocétion dynamics which might give

rise to such a small majority to minority ratio.

It is interesting to compare the present results
with those of Livingston (1962, 1963) on copper, this
being the only other case where an etch which can dis~-
criminate between dislocations of 6pposite sign has been
developed; Livingston found that, in copper crystals
bent at room temperature, about 95% of the dislocations
.were of the majority sign. He explained this result
in terms of the dominant role of surface sources, since
only majority sign dislocations should move towards the
neutral axis under a bending stress. To account for
the present results which indicate large numbers of
minority dislocations, it is necessary to invoke in-
ternal sources. Peissker, Haasen and Alexander (1961)
first suggested that surface sources were not im-
portant in indium antimonide. They deduced this from
a study of the effect of varying specimen dimensions
on the creep properties. In these present experiments

the initial dislocation density was only

2

10% - 10% / cm®, and thus it seems unlikely that the

minority sign dislocations issued from internal
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Frank-Read sources. The double cross-glide multiplication
mechanism, which produces internal'sources, is thought

not to be important in diamond and sphalerite structure
materials. The phenomenon of slip-band broadening,

which was first seen in lithium fluoride and discussed

in terms of propagation by double cross-glide, does not
occur in germanium or silicon, and Dew-Hughes (1961)
suggested that the absence of cross-slip in germanium-
might account for some of the differences between its
behaviour and thaf of 1lithium fluoride. However, Holt
and Crawford (private communication) have observed
elementary structure ih the slip-line pattern of germanium;
this is sometimes taken as evidence for doubie cross-slip.
On the other hand, Alexander and Haasen (1961) found
evidence for the deviation of slip-lines by the climb of
edge dislocations but not by the cross-slip of screws.

If the propagation of Slip were dependent on the ¢limb

of edge segments one would expect the yielding behaviour
to be very temperature sensitive, which it is in these

materials.

It is-also interesting to consider whether the
sharply polygonised dislocation structures obtained in
specimens bent at 56000 were}a result of glide processes
alone, or a combination of glide and climb. For
copper, Livingston' was able to show that 'glide poly-

gonisation', in which edge dislocations of like sign
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stick in minimum energy positions when they attempt to
pass on parallel slip planes, can occur at temperatures
well below those necessary for climb. The mechanism‘

of polygonisation at 260°C in indium antimonide, however,
is not so clear. Duga and Maringer (1960) reported that
this material does not polygonise after deformation even
when heated within a few degrees of the melting point.
However, the present results indicate that this is true
only for specimens deformed by multiple slip. The
samples bent at 27000 in single slip showed little or no
tendency to polygonisatioh, but after annealing close to
 the melting point it was very marked (Vogel, 1956, found
similar effects in germanium). The annealing temperature
was guite critical and had to be above SOOOC for poly-
gonisation to occur. Specimens were sharply polygonised
after bending at 56000, a rather low temperature com—'
pared with that found necessary to produce climb
polygonisation on annéaling° Fﬁrthermore, the small
applied stress (a consequence of the small applied strain
rate) would fa&onr the formation of polygon walls by a
glide process. ' Nevertheless, following the previous
arguments, it seems very 1ikeiy that climb played a

part in the transfer of slip from one plane to another,
and possibly, therefore, in the formation of polygon

walls, too.
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9.1.2, The Differences Between In-bending and Sb-bending

The measurements of lower yield stresses for bending
at 27000 indicated that the mobilities of In- and Sb-
dislocations were different. The results suggested that
In-dislocations were more mobilé than Sb-dislocations, a
deduction also made by Peissker et al. (1961) from creep
measurements. It is interesting to compare the magnitude

of the effects obscrved in the two types of experiments.

Peissker et al. described their experimental

results by the empirical expression

&y = 057 exp (W) (9.1.)

where a,, = eonstant creep wate (in steady state creep)
and U = 0.88 £ 0.02 eV (U for Sb-~bending was about |

| 1-2% higher than fdr In-bending).
[Equation (9.1.) is of the same form as (2.11l.) which was

derived by Haasen;!

Consider $wo specimens bent in oppoéite directions
under creep conditions at the same stress and température.
We will calculate an expression for da,, , the difference
between the constant creep rate of the In-bent specimen
and that of the Sb-bent specimen.

Taking logarithms in (9.1.)

log a, = log C, + 3.3 1og S - U/kT
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and differentiating,

W T, KT

(since S is the same for both specimens).

Now, Peissker's experiments gave day 0.5 (where ém,
refers to Sb-bending) and thus the corresponding

differences in U and C, are given by

ac, avu
g ~®r < 02

Consider, now, two specimens bent in opposite
directions under constant strain rate conditions at the
same temperature and strain rate. We will calculate an

zxpression for dSly , the difference between the lower
yield stress of the In-bent specimen and that of the
Sb-bent specimen. Now the lower yield stress in a
constant strain rate experiment corresponds to steady
state creep in the sbatic test, since in both the stress
and strain rate are constant. Thus, as described in
Section 2.2., the lower yield stress Sly follows by

inversion of (9.1.), i.e.

s§§5 - "%T exp  (U/yn) (9.3.)

Taking logarithms in (9.3.)

3.3 log S, = log a - log C, + U/kT

1y
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and differentiating

5.3 d8,. ac, au

. (9.4.)
Sly C, kT
(since a is the same for both specimens)
dc, 4au
Peissker's experiments gave T - “ET = 0.5 and,
1

substituting this value in (9.4.) we obtain

.3 a8
3.3 % o
ly
as
or —L = -0.15
ly

(where Sly refers to Sb-bending).

Thus the creep measurements of Peissker et al.
predict that, in the constant strain rate test, the lower
yield stress for Sb-bending should be greater than that

: . das
for In-~bending by an amount dsly’ where iy _ 0.15.

S1y

In the present results we obtained

as
Y 0.25

Sly' - ?

a value rather larger than that predicted from
Peissker's results, This discrepancy, however, is
within experimental scatter which was large in both

series of experiments. Furthermore, other factors

could account for the difference between the two sets of
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results. For example, if the density or distribution
of dislocations in Peissker'é specimens during steady
state creej were different from that in the present
specimens at the lower yield, one wouldnot expect the
two sets of results to be equivalent. Such a dif-
ference in density or distribution of dislocations

could have arisen from a difference in initial dis-
location density or from the difference in the modes of

deformation.

Peissker et al. concluded from their creep studies
that In-dislocations move more readily than Sb-
dislocations. whilst this seems a reasonable deduction
from their observed differences in creep rate, or fron
the present differences in flow stress for oppositely
bent samples, the line of argument is not a simple one
for it is now clear that there is always a significant
fraction of minority sign dislocations. Also it does
not follow necessarily that In-dislocations move in the
slip plane more readily than Sb-dislocations. It is -
possible that different tendencies for climb could

explain the observations.

The possibility that In-dislocations and Sb-
dislocations have different tendencies for climb was
suggested by the present annealing experiments on

samples which had been deformed at 270°C.  These
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experiments indicated that In-dislocations polygonised
by climb more readilj than Sb-dislocations. Now the
climb of edge dislocations could be a means of relieving
stress concentrations in piled up groups. If the In-
dislocations relieved stresses in this way while Sb-
dislocations still remained in piled-up groups one
would expect significant differences in the lower yield
stress for In- and Sb~ bending. If this climb
mechanism were responsible for the differences between
In-bending and Sb-bending one would expect the dif-
ferences to be leés marked at higher temperatures where
éﬁ—dislocations also begin to polygonise (as observed
in samples bent at 360°C).  This prediction was con-

firmed in the present measurements but not in those of

Peissker et al.

Tt is not unreasonable, theoretically, for In-
and Sb-dislocations to have different tendencies for
c_lim.b° Although both types of dislocation must climb
by the movement of double vacancies or interstitials
(to ensure that the dislocation half plane terminates”’
at the widely spaced pair of planes), it is possible
that double defects would prefer to annihilate at one
type of dislocation rather than another. For
example, if the formation enecrgy of jogs in In- and
Sb-dislocations were different, one would expecd

more jogs to occur in one type of dislocation and hence
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that type would climb more readily.

Finally, although it seems reasonable that In- and
Sb-dislocations should have different mobilities in
glide by virtue of the difference in core structure, it
seems an oversimplification to describe the movemenf of,
say, an In-dislocation in terms of diffusion of In-atoms
only, since, on Haasen's model the ‘'rupture’ which’
diffuses as the dislocation moves is a broken bond
between an In and an Sb atom. In fact the results
of Peissker et al. were not in quantitative agreement
with the diffusion model. It seems possible, therefore,
that some other mechanism such as the climb mechanism
described above, may be responsible for the differences

between In- and Sb-bending.

9.2. The Electrical Effects of Plastic Bending:

Consideration of Point Defects and Impurities.

In Chapter 8 the observed effects of plastic bending
were interpreted on the basis that dislocations were
msponsible for ali»changes in electrical properties.

This procedure will here be justified by showing that
other possibilities can, with some confidence, be

ruled out.

Considering only deformation of n-type material

(since comparatively few experiments were performed
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on p-type material) it must first be.considered whether
these results do show the introduction of acceptors by
bending, since it is conceivable that the Hall
coefficient could be increased simply by the intro-
auction of low mobilit& regions within the sample.
However, in certain cases n-type specimens were converted
to p-type by the bending, and thus we must conclude that

acceptors were introduced.

In Chapter 8 it was shown that if the measured
eteh~pit densities were used to esfimate the dislocation
densities in bent samples, then the changes in the Hall
coefficient were rather larger than one would expect on
the simple Read model. This prompts one to consider
the possibility that the observed effects were due to

impurities or point defects.

We will first consider the possibility of impurity
(chemical) acceptors being responsible for the observed
changes. The undeformed and deformed control samples
did not show any evidence for impurity contamination
after the heat treatment and we may conclude that,
even\in the presence of a static dislocation density

of about 106/cm2

, impurity pick up was not serious
at this temperature. However, this does not rule out
all impurity effects since it is possible that impurities

could be dragged in durhg the bending by the gliding
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disloéations. The results could not be explained by a
random distribution of impurities since this would
produce an isotropic conductivity in the deformed
samples. It is possible, however, that the impurities
could segregate preferentially along the dislocation
lines and thus give rise to anigotropic conductivities.
Thus, the impurity postulate is sufficiently flexible
as to permit an explanation of almost any effect and yet
it is difficult to test critically. Although the
results do not rule out the possibility of impurities
being partly responsible for the observed effects, it
is felt that most mechanisms of contamination can be

ruled out by the measurements on contrel samples.

Secondly we will consider the possibility of point-
defects being respbnsible for the observed changes. It
is well known that point defects can be produced by the
interaction of dislocations moving on intersecting slip
planes. However, great care was taken to produce slip
onva single‘set of plénes to minimise point-defect |
production, and etch-pit evidence has been presented
which indicates that only a small number of dislocations
were introduced by non—primary slip. Furthermore the
deformed control épecimens showed no evidence for
anncalable centres after heat treatment at 56000 (the

deformation temperature). It was intended to check .
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the presence of point-defects more thoroughly by
annealing close to the melting point, but the results
were inconclusive due to the rapid pick up of im-

purities at this high temperature.

There are some indications in the literature of the
mobility of point defects at 360005 Electron and
neutron irradiation experiments (Aukerman 1959, Eisen
1961, Cleland and Crawford 1954) have indicated that
radiation-produced point defects anneal out rapidly
at 360°C. These defects were thought to be single
defects. Plastic deformmtion, on the other hand, is
expected to produce double defects which may have quite
different annealing kinetics. However, with disloca~
tion densities of order 106 cmfe, point defects would
need to diffuse only a short distance to reach a sink,

It is thought, therefore, that point defects are not

important in the present results.

A further indication that the centres introduced
by deformation are not randomly distributed (as
impurities or point defects) is afforded by the tempera-
ture dependence of the Hall coefficient of deformed
samples. The slopes in the extrinsic range were very
shallow (see, for example, Figure 8.6.) and, when
analysed in terms of randomly distributed centres, the

measurements indicate an acceptor level at about 0.002 eV
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/

~ 0.004 eV below the conduction band. This acceptor
level does not correspond to any known impurity level in
indiuvm antimonide, since all known impurity acceptor
levels lie in the lower half of the band gap (Table 3.1.).
Also this level does not correspond to any point defect
level estimated from experiments on irradiated material.
The energy level obtained from the present measurements,
when analysed in terms of randomly introduced centres,
varied from specimen to specimen. . In contrast, the
energy levels determined from an analysis of the results
in terms of dislocation centres, were very similar for a
given bénding direction. |

Perhaps the strongest indication that the centres
introduced by deformation were not impurities or point
defects lies im the magnitude of the change in electron
mobility brought about by bending n-type samples.‘ If
impurity centres alone were responsible then more than

1016

impurities/cm5 would be needed (if randomly
distributed) to produce the observed mobility in the
‘perpendicular' samples (which was, in some cases, less
than one third of the.mobility in the control samples).
Since the Hall coefficient measurements indicated the

14

introduction of only about 10 ‘centres/cmB, it is

clear that the cen%res were not randomly distributed.



280,

9.3. Interpretation of the Electrical Effects in Terms

Of Dislocations

Having considered all other possibilities we con-~
clude that it is most probable that dislocations were
responsible for the electrical changes observed. We

now consider possible models of dislocation-acceptors.

It has been shown in Chaptef 8 that the simple Read
model appears to be inadequate for at least some of the
present results since more acceptor centres were found
than predicted by the theory. Mueller and Jacobson
(1962),discussing thelr experiments on indium antimonide
crystals containing a small angle boundary, introduced
 a modification to the Read model. They assumed that
closely spaced dislocations in a boundary give rise to
local bands of electron energy levels instead of a
single level. However, this modification makes a
difference of only a factor of two to the number of
states per unit length of dislocation, and the occupation
fraction (which they did not consider) would be less than
for widely‘spaced dislocations because of the additional
Coulombic interaction between occupied sites on
neighbouring dislocations. In a polygon wall where the
dislbcations were about 1 micron apart this additional

interaction would be very small,

Shockley (1953) originally proposed that at the
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bottom of the dislocation half—plané there might be a
one-dimensional band of "edge states" and that under
certain conditions this might‘become a one-dimensional
Eegenerate—electfon—gas conductor. This model is
clearly unsuitable for the present results on n-type
material where the conductivity was always reduced by

deformation.

Arthur, Gibson, Granville and Paige (1958) and
subsequently Gibson and Paige (1958), when discussing
their results concerning minority carrier behaviour
in n-type germanium specimens containing parallel arrays
of dislocations,suggested that the dislocation may be
considered as a thread of p-type material embedded in
the crystal. Now, Gibson and Paige were concerned with
high resistivity germanium at room temperature where
the density of intrinsic carriers was comparable with the
density of extrinsic electrons and hence with the
density of ionised donors. Then it.is likely that the
(intrinsic) free holes may meke a significant contri-
bution o the space charge, since they will be attracted
by the row of accepted electrons. In this way, a
cylinder of p-type material may form around the disloca-
tion. In indium antimonide at 80°K,however, the density
of (intrinsic) free holes in a sample containing 10t4

5 ©em™? (since n2 ﬂilogo/cma)

electrons/cm” is only ~10 :
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l.e. many ordérs'of magnitude less than the density of
ionised donors. Thus it is unlikely that p-type
cylinders would form at 80°K. However, at about 150°K,
where the material is near intrinsic, this model might

be appropriate.

The model of Bliek (1964) developed for P-type
material considers the screening of accepted electrons
by free holes alone. A comprehensive theory of the
occupation‘of dislocation-acceptors in n-type material
would have to consider screening by free holes and
ionised donors. Time did not permit the development of

such a theory.

The modification of the Read model introduced by
Broudy aeemed very appropriate for the present results
since it predicts larger increases in the Hall coefficient
than the Read model (for the same density of dislocaticms)
and also predicts reduced parallel mobilities in agree-
‘ment with the measurements. For these reasons, there-
fore, the Broudy model was applied to the results as
well as the simple Read model, and the outcome of these

analyses will now be considered.

The electrical measurements on samples bent by
three-point and four-point bending may be summarised as

follows.
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Both In-bending and Sb-bending of n=~type material
introduced acceptor centres. This result was obtained
in seventeen n-type specimens deformed by either three-

point or four-point bending.

In-bending of p-type material introduced acceptor
centres while Sb-bending of p~type matefial either had
no effect or introduced a small number of donor centres.
Only four p-type specimens were deformed (by three-point

bending).

The temperature dependence of the Hall coefficiaent
of n~type samples was analysed on the Read and Broudy
models, which gave the schemes of energy levels shown
in Pigures 8.16. and 8.19. respectively. These
schemes of levels (particularly the Broudy(scheme) could
accommodate qualitatively the observed effects of Sb-
bending on p-type material if an additional Sb-donor
level were postulated. However, neither scheme of
levels accommodates the observed effect of In-bending
~ on p-type material since both schemes place the In-
acceptor level above the Fermi level in P-type material
at SOOK, and thus predict that In~dislocations will not
act as acceptors in p-type material at that temperature.
The qualitative results concerning In-bending of r»type‘
material seem unambiguous since large effects were

observed, but, taken by theméelves, these particular
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results would be very difficult to explain quantitatively
even if the In-acceptor level were near the vaience

band. As discussed in Section 8.1.3%. one would not
expect acceptors to be more fully occupied in p-type
material than in n-type material, but the numbers of
acceptors introduced into these two In-bent p-type
samples were very much greater than observed in n-type
samples bent to the same radius (and very much greater

than the number predicted by Bliek's theory).

Only two p~type samples were In-bent and these
were deférmed by three-point bending. This reduces
confidence in the results since the specimens were not
macroscopically as uniform as the four—paint bent samples.
Thus, while noting that the qualitative effects of
In-bending on p-type material are not in agreement with
the models developed from the study of n-type material,
we will not dwell on the difficulty any longer but will
cénfine the following discussion to the effect of dis-
locations in n-type material, bearing in mind the need
for a more detailed experimental study of p-type

specimens.

9.4. Detailed Consideration of the Results on n-type

Material

Both In- and Sb-bending introduced acceptor centres
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into n-type material. For a given sign of bending the
number of acceptor centres introduced per unit length

of dislocation (as calculated on Read's theory) was
found to be approximately the same for three~point and
four-point bending. The only discrepancy between the
two series of experiments was in the electron mobilities
in 'parallel' samples. The mobilities in the 'parallel!’
limbs of three-point bent samples were very much lower
than the mobilities in 'parallel' samples from four-point
bent spécimens of comparable.etch-pit density-. A
possible reason for this differende might be that the
dislocations were not in such a parallel array in the
three-boint bent samples as they were in the four-point
bent samples, perhaps because of the different stress

distributions during bending.

Ondk. 1. Consideration of Minority Sign Dislocations

It was concluded from the etch-pit measurements

that significant numbers of minority sign dislocations

were present in samples bent at 36000° In order to
simplify the analysis in Chapter 8 the electrical
measurements were analysed on the assumption that no
minority sign dislocations were present. However, the
Read theory may be extended to account for the presence
of both In- and Sb-dislocations in the same sample,

assuming that each type of dislocation is associated
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with its own energy level, and that both acceptbr levels
lie below the Fermi level in n-type matefial. If the
different sign dislocations are far enough apart that no
electrostatic interaction occurs between them, the two
arrays of acceptor centres will have guite independent
occupation statistics. It is thus possible to calculate
{\CT) curves for each type of dislocation, knowing its

acceptor level.

If a specimen, A, contains//OIn(A) In-dislocations /em*
and./{%b(A) Sb~dislocations/cm2, the fraction of
sites occupied being 'FIn(A) and 4:Sb(A) respectively,

then we may write

C Fmin P v Faiw s
) e (No=Na)

Now, considering two specimens A and B, with
similar initial carrier concentrations and similar
posiglons of tj? Fermi 1ive1, then :FIn(A) =-FIn(B)
(= Tpp) and T gy =tgpem) (= Tg)e Also,
interpretation of the etch pit measurements indicated

that, for In-bent samples,

//an = 3 or 4 X sk
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and for Sb-bent samples,

ﬁS/J:: 2“"_3)(/):51,-

As a first approximation we will assume that, for both
directions of bend, the majority dislocation density is
a factor of three times the minority dislocation

density. Thus, if the subscript (A) refers to an In-

bent sample and (B) to an Sb-bent one,

/)In,(/}) ( ‘pl”rz. + ‘/3 4251:—)

€ g =
(A) ¢ ( Np — i\/ﬁ)(ﬁ)
e, sk (Vatm + fer,)
(8) c ( Np — /\/A)(B)
N A(A)(ﬂcrn“* '/s‘()sa) (9.5.)
amd €y = gy (Vafz + Fsi) (9.6.)
where J\(A) = ‘ ‘/L'I‘" (A
< (No = Na) ()
L8
ama Mgy = /05t (8)

c'(ND"'/\/A)(B)



288,

Equationé (9.5.) and (9.6.) were then used to determine
energy levels from the temperature dependence of the Hall
coefficient of two specimens A and B. Specimens 3 and
5 were selected as they fulfilled the requirement of
having similar initial carrier concentrations. The
procedure used'was an extension of the method used in
the initial Read analysis (Section 8.3.). Energy levels
were assigned to In- and Sb-dislocations and 'ﬁm(T)
and‘FSb(T) curves were calculated.  Then, using

(9.5.) and (9.6.), experimental values of E(A) and

€ (B) at one temperature were used to determine (4)
and )(B)' from which theoretical €<A>(T) and E(B)(T)
curves were constructed. Different combinations of
energy levels were tried an-d curves for two combinations
are shown in Figure 9.1. The combination

(E —ED Jo, = 0.06 &V and (EC ~£D dogp, = 0.24 eV gave
fair agreement for both specimens. Trial of other
values showed that no other combination of energy levels

would produce agreement between experiment and theory.

The values of A(A) and A(B) used to calculate
the theoretical curves corresponding to (EC -ED )In =
0.06 eV and (E.: —ED Jgp = O-24 eV were used to
calculate the densities of In-~ and Sb-dislocations in

the two samples, by the relations,
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/)In[A) = )(‘*) ¢ (ND - NA)(A)

/sl (8) T Mgy © (N> = Nae)

Table 9.1. compares these theoretical values with the
valﬁes deduced from etch-pit measurements. The dis-
crepancies between theoretical and experimental values
are approximately the same as those found in the

original Read analysis. The total density of dis-
locations (/OIn + ;%b) deduced from this interpretation,
is within 10% of the dislocation density deduced pre-
viously. Furthermore, the energy levels have not been
altered drastically by considering minority sign disloca-
tions, since the In- level has been moved upwards by only
0.04 eV and the Sb-acceptor level has been moved
downwards by only 0.02 eV (the latter change may not be
significant ags this would move the Sb-level into the
valence band, In fact the levels (Ec ~E£ )In = 0.06 eV
and (EL —E;})Sb = 0.22 eV give reasonable agreement
between theory and experiment, but better agreement is
obtained if the Sb-level is moved towards the valence

band).

It is reasonable to deduce that a consideration
of minority dislocations in the Broudy interpretation

would also have little effect on the energy levels deduced
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Read Analysis Considering Presence of

Minority Dislocations, for Dislocation Acceptor Ievels

of (E_ -E ), = 0.06 eV, (Eg —E&>)Sb = 0.24 &V.

. . —2 "2
Speﬁémen Polarity //Cbb (cm™ “) //C&n (em™ =)
Theoretical |Etch-Pit |Theoretical |Etch~-Pit
8 ;7 7 ;. 6
5 Sb-bent 1.64x10 1.10x10 5. 4610 3.5%x10
3 |In-bent | 5.04x107 |8.0x10° & l|a.5x107

1,51x10
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previously. In the Broudy model the two dislocation
acceptor levels were only 0.02 eV apart on the previous
analysis, because the dominance of the ﬁ{regions reduces
the difference between the In-level and the Sb~level.
Conseguently it is unlikely that a second order effect,
such as that of minority dislocations, would increase the

resultant difference in levels appreciably.

S.4.2, Comparison of Read and Broudy Interpretations

It has been shown that the electrical measurements
on deformed indium antimonide specimehs can be accommo-
dated on the Read model; but the analysis predicts
dislocation densities which are 1érger than expected.

The modification introduced by the Broudy model reduces
this discrepancy in dislocation density but the resultant
energy levels are very different from those on the Read
model, and still do not fully explain the results on
p-type material. It is interesting to consider why the
two models give widely different dislocation-acceptor

levels,

- It will now be shown that the dislocation level
which one deduces using either model is determined both
by d%f;and by the absolute value of £ . ‘On the
Broudy model, the following approximate expressions for'

these two quantities can be written
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€ = (1 - FB"/g//) %55(;-9)2‘ (9.7.)

d€ ,J. R ( 2 A
o= 2 — . — (1-8)y" =2 (9.8.)
4T 4T (' /@D dT

Tn other words & +turns out léss than () — Qf/@”)
(which gives € on the Read model) and d&/ g7 less

d A .. . d€
than /cLT a - /Fa ) (which gives /.. on the
Read model). |

y AT

In indium antimonide the value of € which one
deduces from measui'ements of F??IR( turns out to be
very &mall since g{ is very large{(due\.to the long mean
free path of electrons). Also, on the partial-overlap
model developed in Chapter 8,"‘?4/0(’7&- is smaller than on
the no-overlap model, and thus E/ JdT turns out larger on
the partial-overlap model. This small value of € and
large value of C{e/ AT are re3ponsib1‘e for the upward
displacement of the energy levels on the Broudy inter-
pretation. For example, in Figure 9.2.(a), since €
is small, and Aé/oﬁ_ large, the € (T) curve cuts the
- T-axis at'l; . Now a theoretical £ (T) curve at the

correct energy level for this € (T) curve must

satisfy the relation,

e(t) = X117
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FIG.9.2. Comparison of energy level determination
on Read and Broudy models.
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(b) ‘Germanium.
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Since €(T2) = O.,"F (Tg) = 0, i.e. the 1C(T) curve
must also cut the T—-é’xi"s_ at T,'z, (as shown in Fig. 9.2.(a)).
On the Read model the same energy level is tested

by constructing a theoretical & (T) curve to compare

with the (1 - FP“/R ) curve. First )‘,’L is determined
/4

X, = (**ﬁ"/e//) 4T
£ (1)

and then the theoretical € (T) curve is calculated by the
relation €(T) = A, ¥ (T). Now this € (T) curve will

where

also cut the T-axis at T2’ since, for the energy level

‘being tested, ‘F(Te) = 0. The theoretical & (T)

curve also passes through the point (1 - Q"/R ) ot T,
i

(as shown in Fig. 9.2.(a)) and is much steeper than

the (1 - Qc’e ) - curve. Thus an -F (T) curve neecded
i
to it the (1 - &/R ) curve must correspond to a
/]

lower energy level in the forbidden gap since this will
give a larger value of -F ('ﬁ), a smaller value of >\
and consequently a shallower € (T) curve than before.
Thﬁs the Read model requires an enérgy level which is

lower in the forbidden gap than the Broudy model.

In the no-overlap model used by Broudy when
analysing his germanium results, ?{ is more rapidly
varying with temperature than in the partial overlap

model developed in Chapter 8 for indium antimonide,
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i.e. for germanium’ éd.‘r is large and from (9.8.),
5;7_.is small. Thus the slope of the €(T) ocurve
is much shallower than that of the E;ﬂz )
CUTrvVeE., This small velue of de /alT is respo/J{xS:Lble
for the downward displaccment of the energy levels on

the unmodified Broudy model.

Referring to Fig. 9.2.(b), the (1 - ROR ) curve
is extrapolated to cut the T-axis at T3.° l\Tow/,/ on the
Read model, an 'F(T) curve at the correct energy
level must satisfy the relation (1 - Q'9/ ) = >\~C(T)

and this + (T) curve must also cut the T-axis

at Tz, as shown in Fig. 9.2.(b).

On the Broudy model the same energy level is
tested by constructing a >\5p(T) curve to compare
with the € (T) curve. First >\5 is determined
where ) :_:' _g_.(_-ﬂ_)

£(7)

and then the A '\C(T) curve is calculated from the
‘VC(T) curve used before. This >\ 'F(T) curve will
also cut the T-axis at 'T'5 since, for the energy level
being tested, F(TB) -0 . This curve will also

pass through the point € (T, ) and is much steeper than
the € (T) curve, as shown in Fig. 9.2.(b). Thus by
reasoning in the same way as above it can be ‘seen that

the Broudy model requires an energy level which is
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lower in the forbidden gap than the Read model, when
enalysing the germanium results in this way. A

similar effect occurs when analysing the indium anti-
monide results on the no~-overlap model, since | ‘1222T
is large and the small value of A€CET produces a

similar downward displacement of the energy levels.

The Read and Broudy models gave rise to widely
different energy levels when applied to the present
results, for the reasons outlined above. It is.
therefore important to discuss the relative merits

of these two theories.

The Read model has the advantage of being very
simple; with few adjustable parameters, but this theory
predicted dislocation densities which were larger than
the etch-pit densities. In the case of the Sb-bent
samples this discrepancy was outside the estimeted limit

of accuracy of the etch-pit technique.

The Broudy model is a more complex theory with
more adjustable parameters. A particular difficulty
with this theory when epplied to indium antimonide is the
large value of the mean free path, which introduces the
possibility of overlap of neighbouring y{regions°
This possibility makes the analysis very sensitive to
the detailed arrangement of dislocations in the

sample. For example, it has been noted that, if we
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assumed a random arrangsment of dislocations with no
overlap of lfﬁegions, no solutions could be obtalned,
the fit being closest for an energy level near the
valence band. Thus the modification introduced by

assuming overlap in the polygon walls is a drastic one,
moving the levels up to positions near the conduction
band. It appears therefore, that a model which
assumes a smaller degree of overlap than envisaged in

- our model would result in levels which were lower in
the forbidden gap. Now the etch pit measurements
suggesf that the dislocations in these samples were
more randoﬁly distributed than in the polygonised

model of Fig. 8.17. A more random distribution would
involve a smaller degree of overlap than in the model
of Pig. 8.17., and the lower levels which would result
from this more random model could possibly explain fully

the results on p-type material.

In this light it is interesting to consider why
the agreement between theoretical and experimental
dislocation densities is better for In-bending than
for Sb-bending. Although both theoretical pre-
dictions are within the estimated error of the etch-pit
density, there appears to be a real difference between
In- and Sb-bending. A possible reason could be that

the Sb-dislocations were more randomly distributed
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than the In-dislocations, as indicated by etch-pit measure~
ments. More overlap of yéregions would occur in the
sharply polygonised arrangement of In-dislocations |

than in the more random array of Sb—dislocations; and

thus, in the Sb-bent samples the gﬂregians would

occupy more volume (per disloc¢ation) than in the In-

bent samples. Thus, one night expect the more randomly
arranged Sb-dislocations to be more effective in in-
éreasing the Hall coefficient of deformed material, and

an analysis which assumed the same distribution for

In~- and Sb- dislocations would predict highér dislocation
densitics for Sb-dislocations than for In-dislocations.
Following previous arguments it can be seen that an
analysis taking into account the more random arrangenent
of the Sb~dislocations would give a lower energy level

. than that for the more sharply polygonised In-dislocations.
Thus it is suggested that the marked differcnces in

the electrical properties of In- and Sb~dislocations

may be due to differences in dislocation distribution

rather than to differences in energy levels.

The Broudy analysis is also very dependent on the
size of the ;J-regions, since §5>>€ o Thus, any
errors in the computation of the mean free path will be
reflected in the final results. DesPité these

unsatisfactory points concerning the Broudy model,
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however, if has been shown that good agreement between
calculated and measured values of disiééaﬁioﬁ’density
and conductivity can be obtained on this basis, the
calculated values having been obtained from analysis of
the Hall coefficient results. There is confidence in
the values of the mean free path used, especially as
the values calculated for polar scattering are close to
those calcﬁlated for acoustic scattering. Also there
is confidence in the general feabures of the overlap
model, since it was suggested by the ebtch-pit measure-
ments, whose reliability was established in Section
Vel We therefore conclude that the‘Broudy model is
the appropriate model for dislocdbtions in n-type indiunm

antimonide.

However, it must be emphésised that thé levels
deduced by the Broudy analysis are extremely sensitive
to the dislocation distribﬁtion and, unless the correct
distribution is used, the dislocation levels cannot be

calculated with any cecrtainty.

The only parameter in the Broudy analysis whose
value is not independently known is e y, Which nust be
less than 0.1 for the analysis. Although no
theoretical treatment of non-specular scattering at
dislocations has appeared in the literature, it is

felt that this walue &f 6’ is rather lower than would be



201.

expected, even if the spéce charge tubes were quite
‘rough'. However, this analysis would only accommodate
higher values of & if the model of Fig. 8.17. were
modified to accommodate higher dislocation densities.
This modification would involve more overlap of ?5—
regions than envisaged on the model of Fig. 8,17;

By analogy with the effect of changing from a no-overlap
model to a model of overlap in the polygon walls (which
raises the levels to the top of the forbidden gap), it

is seen that a model assuming still more overlap would
raise the levels into the conduction band (the model of
Fig. 8017, could accommodate higher dislocation densities
without moving the levels into the conduction band if H
were smaller than that measured from the etch-pit
spacing, but it seems unlikely that the values of 5
were appreciably smaller than those used).  Thus it
appears that the analysis will only give reasonable
results (a level within the forbidden gap) if & is

less than 0.1. If the true value of £ is greater than
0.1 then the Broudy analysis is not applicable to the

present results.

Finally we will compare the observed behaviour of
dislocations in indium antimonide with the predictions
of the theories of Gatos, Finn and Lavine (1961) and

Holt (1960). The results are clearly at variance
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with the theory of Gatos who predicted donor action for
Sb-dislocations. HoWever, as discussed in Section 5.1.,
this theory appears to be a great oversimplification.

The theory of Holt, however, which overcomes some of the
objections to Gatos's model, makes predictions which
could be in agreement with the present results, since

he associated acceptor levels as well as donor levels
with Sb-~dislocations. These results, therefore, show

a clear preference for the Holt model rather than the

Gatos model.

9.5. Comparison with Previous Work

Turning to previous work in this field, but con-
fining attention in the first case to obsérved acceptor
action in n-type indium entimonide it is seen (Table
5.1.) that in all cases the discrepancies between the
number of acceptors introduced (as calculated on the
Read model) and the number predicted by a dangling bond

model are greater than those found in the present work.
7 — <n

/%7

To compute these values of

in Table 5.1. the dislocation densities were calculated
by substituting the measured radii of bend into (2.12.),

for in none of these experiments were the etch-pit
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densities given. It is likely that this procedure
underestimates the true dislocation density by up to a
factor of ten depending on the conditions of deformation.
The discrepancies, however, are as large as a factor of
400, | Thus it is unlikely that even the Broudy model,
as applied to the present results, would accommodate
these large discrepancies. The only results which
probably could be accommodated are those obtained by

Broudy (1963) in which the value of X —=<n> _ 3 3

7

Broudy drew‘attention to substantial experimental scatter
in his results, and this could possibly bring the
measurements within the limits of the Broudy model as
used for‘the preéent results. In only one experiment
was the sign of bending identified and here (Gatos et
al. 1961) the résult showed .a big discrepancy in the
case of In-bending. The conditions of deformation
(double slip at BOOOC) would favour point defect pré-
duction, and no attempt was made to exclude impurities
as the heating was performed in air. Thus the results
of Gatos et al. may be dominated by point-defect or
impurity centres. The results of Duga (1962), as
discussed in Section 5.2. cannot be explained in terms
of dislocation acceptors only, and suggest the presence

of randonly distributed centres as well as dislocation
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centres.

Tt was concluded in Section 51 . that Gatos et al's
observation of donor action in n-type indium antimonide
was not due tc dislocation centres.  This conclusion
is reinforced by the gquantitative considerations: even
if every dangling bond donated one electron (which is
unlikelyvfrom electrostatic energy considerations), the
nunber of donors would still be a factor of 50 less than

that observed experimentally.

Summarising, the previous work has yielded results
which differ from the predictions of the simplest theory
by more than the present results. It is suggested that
nost of the effects observed previously were due to

point-defect or impurity centres.

9.6, Suggestions for Further Work

l. The implications of the deformation experiments
with regard to the differences between In-bending and
Sb-bending suggest some further experiments. It
would be very interesting to study the expansion of a
single dislocation loop such that the mobility of the
In- and Sb- segments could be measured directly.

- This would indicate whether the two types of dislocations
do have different mobilities in glide. This experiment

could be performed using an etch-pit technique or perhaps
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an X-ray technique, such as that developed by Lang (1959),
which can distinguish In- and Sb-dislocations. It would
also be interesting to study the yield point in indium
antimonide and the way in which slip propagates at the

beginning of deformation.

2e The annealing experiments described in Sec-
tion 7.2. suggest that anne&aling could give useful
information concerning the interpretation of the
electrical measurements, provided that impurities could
be excluded effectively. FPirstly, specimens could be
annealed to reduce the density of minority sign disloca-
tions. This treatment would considerably simplify the
interpretation of the results. Sebondly; annealing
treatments could give information about annealable
centres like point defects which may be present in the
deformed samples. It would be necessary, however, to
distinguish between the electrical changes due to the
elimination of minority dislocations and those due to

the elimination of point defects.

3. The model of dislocation-acceptors which has
been developed from the study of n-type material could
be tested critically in a number of ways. A thorough
study of the effect of dislocations in p-type material
could confirm or deny the scheme of energy levels suggested

by the n-type analysis. A quantitative analysis would
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require the development of a theoretical model of dis-
locations in p-type material since this situation has

not been treated in any detail.

4.: The model could be tested by the deformation
of n-type samples to produce either a very low or a very
high dislocation density. If the dislocations were so
closely packed that no material lay further than one
mean free path from a space charge cylinder the sample
should have a very low value of /Lﬂv , measurement of
which would give an experimental value of O o compare
with that used in the analysis of Section 8.4. If, on
the other hand, the dislocation density were low enough
that no overlap of gﬁregions occurred it should then be
possible to accommodate the results on the unmodified

Broudy model (which assumes no overlap of gﬁregions).

5. The electrical conductivilty measurements on
bent samples indicated that most of the dislocations ran
.parallel to the bend axis. This deduction could be
tested by a direct observation technique such as electron

microscopy or the Lang X-ray technique.

9.7. . Conclusions

1. Stress-strain curves for the plastic bending
of indium antimonide showed a well defined yield point

followed by a region when flow occurred at a constant
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stress and single slip predominated. Bending at

270°C indicated a higher value of the lower yield stress
for Sb-bending than for In-bending. This may be dﬁe
either to Fhe glide mobility of In-dislocations being
greater than that for Sb-dislocations, or to the more

rapid c¢limb of the former.

2 It has been shown thaf etch~pit techniques give
a reliable estimate of the dislocation density in
indium antimonide and, from annealing of beﬁt speciméns
it has been deduced that the modified CP4 etch shows a
preference for In-dislocations while the butylamine etch
appears to reveal Sb- and In-dislocations with equal

efficiency.

5o The eleetrical measurements indicate that In-
and Sb-dislocations act as acceptor centres in n~type

material.

4, The electrical measurements on bent n-type
specimens could be accommodated on the Read model with
an In-dislocation level at 0,10 - 0.12 eV below the
conduction band and an Sb-dislocation level at 0.20 -
0.22 eV below the conduction band. The Read analysis
predicted dislocation densities which were greater than
the butylamine etch-pit densities by a factor of about
seven in the case of In-bending and a factor of about

fifteen in the case of Sb-bending.
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5. The electrical measurements on bent n-type

. specimens could also be accommodated on the Broudy

model when modified to include a polygonised

arranceunent of dislocations. This analysis predicted
dislocation densities which were greater than the
butylamine etch-pit densities by about 20% in the case

of In-bending and by a factor of about 5/2 in the case

of Sb-bending. The dislocation acceptor levels deduced
were 0.04 eV below the conduction band for Sb-dislocations
and 0.06 eV below the conduction band for In-dislocations,
but there is considerable uncertainty in the accuracy

of these leveis since their position 1s very sensitive

to the dislocation distribution tised in the analysis.
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APPENDIX 1

COMPUTATION OF THEORETICAT {ﬂ(T) CURVES

A computer programme was set up to calculate
theoretical 4?CT) curves for a range of values of the
dislocation acceptor 1evel,E; , at each of several
values of the initial carrier concentration, (be - ﬁ%h).

As an exmmple, the programme to calculate
‘F(T) as given by Read's'Minimum Energy' approximation
(4.9.) will be described. On this approximation,

‘F(T) is given by the expression

(EC~ED) ~(£;—£F)= E‘”ng a;ﬁ; -—.0.23,7,;a

Now, we define F () by the expression

Ff) = EF 53 LT — 0.232} ¢ (Fe -Er)~(£. ~Ep) (Ae12)

| 5

Equation (4.1.) was solved numerically by Newton's

+
&

method, which can be used to find a close approximation
to a root. If  £118 an approximation to the root
for (A.1.), then a closer approximation 4;+I is

given by

_ .p _ F7(4;J (A.2.)
¥;+I h F/({%) A
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Thus Newton's method was used repeatedly to obtain
a value very close to the required root. Since the
values of 4\ were expected (from a rough calculation)
to be about 0.10, the computer was instructed to repeat

Newton's method until the change in the value of

£ 0= R pr e

was leSs than 0,0005. The final value computed was
therefore within about 4% of the required root. Part
of the programme is given below (the code being
Extended Mercury Autocode), together with a description

of the most important instructions.

Pfogramﬁe Descriptién of
Instructions.

A = 0.225 Put Eo = 0.225 eV in 'A' register

K = 0(1)3

READ (4K) Read (ND— A} value into 4, register

NEWLINE

PRINT (AK) 0,3 Print (ND-NA) on output chart

NEWLINE

I =0(1)12

C = 0.02I 7 Put (E;—E: = 0,02, 0.04....0.24 &V
and prInt-on output chart.

J = 1(1)12

G = 253 ‘ PutT = 25, 50....300°K.



Programme Description of
Instructions
X' = @ LOG (AK)
3 Compute  E, - Ep=kTljle
| = @ LOG (G) ND'" Na
W' = 29.60 + 1.5Z2'-X!
D = 0.00008615 GV and place in register D
= ¢ LOG (MAK)
X = 0.1 Put'p = 0,1 as first approximation

in X register.

2) T' = § 106 (X)

Z = V' + 17.03 - U/3 Put log, %ZC in 7 register

e ,
Y = 3AXZ - 0.232 AX-0+D PutF &) in Y register
W = 3L + 347 - 0.232A4 Put F (F) in W register
T = YA Put £ (£)/F &) in 7 register
X=X-7 Put new value ofﬂC in X register
JUMP 12, 02X Test for‘[j positive

V = ¢ MOD (V)

~-JUMP 2, V > 0.0005 Repeat calculation if change in -F
is > 0.0005,

12) NEWLINE
PRINT (G) 0,3 Print T°K on output chart
PRINT (X) 0,3 Print 1 on output chart

PRINT. {D) 0,3 Print (EC - EF,) on output chart
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Programme Description of
_Instructions
REPEAT Repeat for different values of'roK
NEWLINE
'REPEAT Repeat for different values of
REPEAT Repeat for a;;§2rent values of
(Np = Na)

Provision was also made in the programme for di-
vergence. If successive values of # were not con-
verging, then a sub-routine was executed which indicated
this fact on the oubput chart, and by-passed that

particular set of values.

Similar programmes were sef up to compute fm
‘curves by Read's Fermi approximation and by Bliek's
Fermi approximation, and the calculations were extended
to compute ¥YCT) curves for germanium which were used
in the analysis of Broudy's résults (given in Chapter 4).
All these computations used the same numerical method

as a basis.
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APPENDIX 2

DETERMINATION OF DEGREE OF IMPURITY SCATTERING

1.) Acoustic Scattering the Predominant Lattice Scattering

Mechanism

The degree of impurity scattering was determined
from the temperature dependence of the carrier mobility
(of the control samples), by the method of Bate,
Willardson and Beer (1959). Johnson and Whitesell
(1953) expressed the mobility for mixed scattering (/u)
in terms of the mobility when only acoustic scattering

exists (/U'A ), and the degree of impurity scattering

(where /U*:c is the mobility when only impurity scattering

exists) by the relation.

/ua _ ,/uA K{ﬂ> ‘ (4.3.)
where }(</g) == Jr Jziéi:fl~céx

x = Carrier energy/h‘r

Values of K 5@) have been tabulated by Beer et al.

(1957).
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Now, we can write

/JA = my T—S/z
and /u.l = m.IT+3/2
R /u = my ;r~3/" K(S,T_B)
where g, = &M

Mg

Thits, if /x', is the mobility at temperature T,, and
/12 is the mobility at Tg,

-3
/«t: _ ; * W(Sn ) A
/CC,Q, ( 71) 1/((5! ) ( °4c)

or, rearranging

W (s, T, ) _ M T
K(S, *3) )‘Ll T

Substltutlng measured values of /U and /‘[2 at T

(4.5.)

and T2, the value of

e

was calculated. Then, for a range of values of S,
values of K(S,T,-B)A\’-(S,TZ—B) ‘were calculated and
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plotted against §,. On this graph, at the point when

K{s, T, '3) &(I,_y/e?v
K/Sf’rz ) /("2. -T- |

2
the value of §, was noted. Then /é? was calculated

from this value of §,, using the relation,

=T

Typical values of /3(80°K) are shown in Table 4.1,

-3

Table A.l.
. O
Specimen Ny - NA ﬁ (807K)
No.. (cm’B)
5 6.94 %107 1.5
3 5.68x10%" 0.92
6 .,11%10%7 0.041
n 1.075:a0%% 0.016

Ionised impurity scattering is therefore more
important in specimens 5 and 3, than in specimens 6 and
4, as would be expected from their excess donor con-
centrations. This procedure for calculating the degree
of impurity scattering employs only the ratios of‘

measured mobilities at different temperatures and
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thus avoids the need for absolute magnitudes of total
impurity content and lattice mobilities which are re-
q?lred when a direct calculation of /%4/7u1 is made.
This method thus eliminates errors due to compensation

c¢ffects.

2.) Pelar Scattering the Predominant Lattice Scattering

Mechanism

A procedure similar to that followed above was used
to calculate the degree of impurity scattering. In this
case there is some doubt about the temperature dependence
of/p% - (the mobility when only polar scattering exists).
The theoretical expression derived by Ehrenreich (1959)
is too cumbersome to be used in the present analysis.

We will therefore use the dependence measured by previous
workers on samples with a very low impurity content,

i.e.

- (1.6.)

|
/uPoCT
Assuming an energy independent relaxation time for
polar scattering (as in Appendix  5.3.) the following
expression was obtained for the mixed scattering mobility

by a method analogous to that used by Johnson and
Whitesell (1952)
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= _3'&(:/%':’ J‘(vg) (8.7.)

where :r(}z) —_— é-}:aﬂx
’ O’)Z+)c

2 = Carrier energy/ KT ,

| s
and ?Z - m Mz

~Ginter (1964) has tabulated J () for a limited range
of‘jz 'vaiues, but, as this was not adequate for the
present calculations, further values were computed
numerically as described in Appendix 4 . Following
the procedure used in the previous éection, we obtain

from (A.6.) and (4.7.)

M (T.)% T(4.T ")

Mo AR T

and 3, was obtained graphically as before, substituting
values of /M. and‘/ué at temperatures T, and'Té
respectively. Finally, 77 was calculated by the

relation
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APPENDIX 3

CALCULATION OF THE MEAN FREE PATH

The mean free path was calculated for acoustic
scattering, polar scattering, mixed acoustic and im-
purity scattering and mixed polar and impurity
scatbtering and the calculated values were used in theé

Broudy analysis as described in Section 8.4.

l,) Acoustic Scattering

For scattering by acoustical phonons the mean

free path, LA’ is given by

3
(, = i Bﬂm"‘h'r‘ . (4.8.)
‘ ¥
49

2.) Mixed Acoustic and Impurity Scattering

Johnson and Whitesell (1953) derived the mean
free path for mixed acoustic and impurity scattering

as a function of carrier energy, £ ,

| L(Ej:: QqEz |
E* 4+ B(KT

where /é? was defined in Appendix 2 .

If x = E/RT
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(A 9C2

:x2‘+/é?

The mean free path must now be averaged over the

————

(4.9.)

((=) =

Maxwellian energy distribution. The average,{, s is

given by

NT = 2((&:} N(E) £(E) dE
where oor )
N = sz(£)4-(£) dE
is the total numﬁ%r of electrons.

Now, for a non-degenerate electron gas

ﬁ(E) - A, &ug/h‘r

and for spherical energy surfaces the density of states

4

is given by

N(EY= BE
T aAE] L) e

2A,8? £%';5%T¢£

~£,
/RTJE

Sl " da

oo 1 -2
f 2’:/2 [SA G[:C
o

o0

£ [ {.(:c) % e (4.10)
I ~

——
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Substituting ( (& from (4.9.) in (4.10.) we obbain

( = INY) (£.11.)

“
where €T (ﬂ) = —S __._.._{g_é__ e_x o =
o acz + /g

The integral I'QQ) was evaluated numerically by
Simpson's Rule (The computer programme is given in
Appendix 4 ). The results, for /3’ values between
1x 10'5'and 8 x 10° are given in Table A.2.

Now since'/g was known from the temperature -
dependence of the carrier mobility in the undefofmed
samples (as described in Appendix 2.l.), the average:
mean free path, E, could be calculated in terms of

LA by equation (4.11.). LA was obtained from
/LA using for this quantity the measﬁred mobility of

control samples 6 or 4. The Justification for this

~is outlined in Section 8.3%.2.

%,) Polar Scattering

The calculation of the mean free path for polax
scattering has not been treated in any detail in the

: 1
literature. An early calculation by Frohlich and
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Mott (1939) assumed an energy independent mean free
time at temperatures below the Debye temperature (GD)
which in indium antimonide is about 290°K. A de-
tailed calculation by Howarth and Sondheimer (1953)
showed that a mean free path at temperatures above

6, could be calculated, but that at lower temperatures

D
it was not possible to define a unigue relaxation time.
However, they showed that the rigorous calculation

carried out without the assumption of a unigue relaxation
time produced the same result as that obtained using
an energy independent relaxation time. Theoretical
mobilities in InSb calculated by Hilsum (1957) using
the latter assumption were in fair agreement with
experimental values. Similarly Ginter (1964) assumed
an energy independent relaxation time for polar scatter-
ing, and calculated mobilities for mixed polar and im-
purity scattering in CdSe and CdTe; which compared
well with experimental values. In the present
calculation of the mean free path for polar scattering
we will also assume an energy independent relaxation

time, since this gppears to be the most reasonable

simplifying assumption.

Thus N /tp DC E °

. Vs
and (,p ol E * y
= X, E 2 (8.12.)
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Following the method of Johnson and Whitesell (1953) we
evaluate of, » A. H. Wilson (1958) obtained a solution

of the Boltzmann equation for electrical conduction

in an isotropic matérial. Assuming that no temperature
gradient exists, electric current flows in the x-direction,
a magnetic field (H) is applied in the z-direction and
that there is no current flow in the y-direction, he
obtained the following expressions for the current
densities j_ and j , from this solution of the Boltzmann

equation

Jx “'c Ex - LZE:}

It

Jy = E, + L E -~ 0

L4

where ‘L,and. L,are the conductivity coefficients, and
E_x and E are the electric field intensities.

If H = o:’ Wilson's expressions for the conductivity
coefficients él and .iimay be written in the following

form . ‘ O
and
| L, = gg%;ﬁL jﬁ[ug }ﬁ do

where 4\ is the distribution function which, for a

non~degenerate electron gas may be written
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£ - nlf e_E/RT
2 (277;%’?7')3/2'

Thus, (',, becomes

OO

11 3 -
L= % jéu AT /RTa(zr (4.13.)

il

3
where W, V74 Z(M/Q,Wk‘r} (A.14.)

Substituting (A.12.) in (A.13.) we obtain

2 o
LeTT Va 3 -—E/T
| = z Xp Ko JE “ o & Ao
3 RT
W 2
Now E * = ml v
2%
2 L >4 £/
. v 2 TE/RT
te U = u X o e ..P_Q.‘. U’ZP ol
3 ‘TT 2/2. ‘

Rearranging, we obtain

2 VoS4 T -z, |
L — e x, Mo e 27(kT) yzje d=,

where Z, = e—— 0
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o0
-—Z -
Now f “+ a&z = _.)_é_l/_i
o ,23
2 2
. 2T19" Kp Ko (RT) ™ J71
°°° L. =
! ’YL'?'

Substituting k&)from (A.14.) we obtain
Ychzo{ P
o

b’ ==

2% m
Now L, = Jx/[:'x = O = Yz@/zép

‘}’L(—L O(p

TV T

and < p M
7

Substituting (A.15.) in (4.12.)

Lo (E) = %@E"f"
or ép(.x):_ HPARmRT
7

(4.15.)

(4.16.)

(A.17.)

Averaging over the energy distribution, we obtain

from (4.10.) and (A.17.)

[ _ 47; QM.‘?T/L J'xe—’dogx
Tl Vg
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wJ_; 5&%ng&~xe = |

JZF JZ;RT/MP (A.18.).

4.) Mixed Polar and Impurity Scattering

s
[

°

o~

The combined meen free path, L , can be written in
terms of the mean free path when only polar scattering
exists, (’P , and the mean free path when only impurity

scattering exists, LI , by the relation

|
‘ |
|

) P
.. L(E) = lr Lo

lr + Lp

54
<7 «&p E %
~2 Va

D<Ib. -+ 0<pE

/
since LI =04152 and LP = olp E/Z.

Rearranging, we obtain
2

L/E) _ <p £ ‘

LV 4 otp /g

Now,  since o
{TTm /‘LI

2% (RT)%“

O(I«-"z—
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and oXp is given by (4.15.)

27 P/ 72
Sy B (k)

LIE) = m.ﬂpg | £°
‘ E

L d [

or  L(5) = (ZmRT stp { 2™ (4.19.)

where 7Z.———-_ 2 /LLP

The average over the distribution of energies is given

by (A.10.), and we obtain from (4.19.)

[ . 2 J2mbkT L{v) (a20.)
m 9 S |
oa[‘ 5, .
where /L (7) = i = e o(x (A.21.)
72 + 72

This integral Z, (‘lz) was evaluated numerically for

2

values of ')Z from 1}:10_3 to 8x10° and the results

are shown in Table A.3%, 7 was calculated from the
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temperature dependence of the carfier mobility, as
described in Appendix 2.2., and/;AP was taken as the
mobility of a specimen where 72—%-0. Thus L was

calculated for mixed polar and impurity scattering.

~Values of the mean free path at SOOK, calculated -
by the methods described above, arec presented in

Table 8.9.
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APPENDIX 4

EVATUATION OF INTEGRALS FOR THE CALCULATION OF THE MEAN

FREE PATH WHEN MIXED SCATTERING OCCURS

The integrals obtained in the calculation of the
mean free path for mixed scattering could not be solved
analytically. A typical example of these integrals is

that for mixed acoustic and impurity scattering

57 -
I{ﬁ) = —-—-fc-—-—-——- e clx (4.22.)

. o
.The integrals were calculated by a numerical method based

on Simpson's rule, which states

rh
J%W- = Yh(y, A4yt 24n b hy,

to 2y by gw)(Aeeaa)
For the integral (A.22.) it was found that no great
error resulted from a calculation using (A.23.) if the
upper limit of integration,‘niz, was set at 20. An
increase in VZJ’L to 100 made no gignificant difference

to the result. Similarly, the nuwmber of intervals, ¥,

was set at 200, since an increase in ¥L gave
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results which were identical to four significant-figures.
Thus the 1ntegralj[?3) was computed using (A.23.) where

n= 200 and)ik, - 20. The results are shown in Table
A.2. for values of /3 from 0.001 to 800. A similar
method was used to calculate /[ ()Z) (Appendix 3 .4.)
andJ—(}Z) (Appendix 2.2.) and these results are presented
in Table A.3. The 1ntegra1 J_(§p was uged in the
qalcukmion of 72 as described in Appendix 2 , and the
integrals Z_(Y) andﬂIQB)_ were used to calculate mean
free paths for mixed scattering as described in

Appendix 3 .
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Table A.Z2. Integral Used for Calculating the Mean Free
Path for Acoustic Plus Impuriby Scattering.

B = Cpyy ) wjhxg/’“ =
/4%¢;r /g o :u2-+/3 < -
0.001 0.8781
0.003 0.8687
0.005 0.8609
0.008 0.8512
0.010 0.8b56
0. 030 0.8064
0,050 0.7799
0.080 0.7496
0.100 0.7330
0. 300 0.6285
0. 500 0.5675
0. 800 0.5055
1,000 0. 4747
3,000 0.3188
5,000 0.2507
8,000 0.1942
10.000 0.1701
30.000 0.07968
50,000 0.05305
80,000 0.03557
100. 000 0.02922
300. 000 0.01055
500. 000 0.006451

800,000 0.004076
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Table A.3. Integrals Used to Calculate the Mean Free Path
for Polar Plus Impurity Scattering.
.7 :” =3 T x C; ~_£E?§— efuzéz
*0 272+ 7 ¢ - =2 + 7
0,001 1.328 0.9986
0.003% 1.327 0.9960
0.005 1.325 0.9935
0,008 1.322 0.9898
0,010 1.320 0.9875
0.03%0 1,504 0.9670
V. 050 1.289 0.9496
0.080 1.269 0.9270
0.100 1.256 0.9136
0. 300 1.155 0.8139
0. 500 1.079 0.7457
0. 800 0.9905 0.6705
1.000 0, 9424 0.6311
3,000 0.6625 0.4192
5.000 0.5241 0.3231
8,000 0. 4047 0. 2439
10,000 0.3528 0.2105
30,000 0.1587 0.09112
50.000 0.103%3% 0.05861
80,000 0.06796 0.03%826
100,000 0.0553%7 0.031038
300,000 0.01944 0.01082
500,000 0.01180 0. 006552
800, 000 0. 007420 0.004117
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GLOSSARY OF PRINCIPAL SYMBOLS

Definition

Glide strain
Burgers Vector
Spacing of acceptor sites along dislocation
line
Spacing of éccepted electrons along
dislocation 1ine
Diffusion oonétant
Carrier energy
Fermi energy (measured froém valence band)
Dislocation acceptor level (measured from
valence band)
Electrostatic energy (Read's theory)
e (46€)

Electrostatic energy of row of electrons
Electrostatic energy of space charge
Electrostatic energy of interaction of
electrons and space charge

qj>/§ic
Energy at bottom of conduction band
Llectric field in x or y

Occupation fraction

I/
c 71b§ (ﬁ4>“*f%é) :



G.*

I

F(x)

Ly iz

329«

Force
3 %J siidp dy

2 !+><f>¢w7ﬂ

Free energy per accepted electron
Shear modulus

Distortion parameter

- Planck's constant

h/an

Magnetic Field
Conductivity coefficients
o9 p 5/ : ,
. -2 —
o x*+ /3

Qurrent density (in x or y direction)

o0 5

3/ 2 . 8- x sz
od X =+ )Z

Wave vector

Boltzmann's constant
gég(no overlap model)
ézg(overlap model)

& 2
'DC“ —
e dx
2.
Lol T s
Mean free path

lean free path for acoustic scattering
Mean free path for impurity scattering

Mean free path for polar scattering
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vop [ B

L)

38

=<

o :;?a -+ 7Z
Diffusion length (minority carriers)
K1 -8) + l(B:oudy model)
Parameter in dislocation velocity ~ stress
raiation 7 o &
Electron mass
Effective mass
K1 -~ Qe)l + 1 (Broudy model)
Intrinsic carrier concentration

3

Number of donors/cnm

3

Number of acceptors/cm

3

Number of effective chemical acceptors/cm
; 3
Fumber of sites/cm

Number of conduction electrons/cmj

Average number of conduction electrons per

Z

em” in deformed samples

Hole concentration

Average hole concentration in deformed
samples

Electron charge

Hall coefficient

Hall coefficient of (undeformed) 'control!
sample

Hall coefficient of 'parallel' sample

Hall coefficient of 'perpendicular' sample



<

e X

&
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Radius of space charge cylinder
Radius of curvature (of bent specimens)
Numerical factor in relation ﬁﬂ;z._~
Stress o _' y2$
Entropy per accepted electron
Absdlute temperature
Melting ﬁemperature
Incubation (or delay) time
Time
Activation ehergy
Incresse in energy per accepted electron
Average dislocation velocity

E/RT

LA / ép

Spacing of dislocations in polygon walls
(Pig. 8.17;)
Spacing of polygon walls (Fig. 8.17.)

Work hérdening parameter
Degree of impurity scattering (é}héﬂi)
Effective degree of impurity scattering in

deformed sample

" Screening parameter

Dislocation multiplication parameter
Fraction of materigl in spece charge Ccy-—~

linders (or & regions)
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2

i A
/A%</i, (Broudy theory)
Dielectric constant

E/L

Carricr mobility
Hall mobility -
Mobility for acoustic scattering
Mobility for impurity scattering
Mobility for polar scattering
Dislocation density
Etch-pit density (m-od. CP4 etch)
Etch-pit density (butylamine etch)
Conductivity
Conductivity of (undeformed) 'control!
sample
Conductivity of 'parallel' sample
Conductivity of 'perpendicular' sample
Relaxation time
Fraction of material in region 2 or @-

region (Broudy's theory)

ingle between Burgers Vector and dislocation

line

Electrostatic potential

Angle between electron direction and disloca-

tion axis.
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o Angle between slip plane and neutral plane
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