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## ABSTRACT.

The thecry of optimel control is becoming a brench of wathematics, the interests of engineers being left very wuch in the backeround. The geometric basis of muchof the theory is only faintly reflected in anny mathematical presentations, but here it is kept strictly in the forefront, providing a framework which is easy to grasp and which allows the intuitive motivation to keep face with the mathematics - an important consideration in engineering mathenatics. The techniques used are essentially transformations in line car spaces, and differentiability theorens for differentisl equations, introduced in a suitable form before application to the control probler. A basic assumption, given good justification, is thet optiral trajectories successively occupy regions of different dinension in state space, in each of which the feedback control is differentiable (in arodified sense) with respect to the state. An analysis of fields of optinal trejectories, besed upon the concent of an 'isotin' - a surface of constant cost - leads to a constructive theory for optinal control, rquiring no nodification for the treatment of inequality constraints. The insight this gives into the behavithat gained via our of systems is different fron/cther techniques, and, together with a second geonetric approach, based upon Huyeen's construction, sugeests useful techniques for dealing with the two-pcint boundary value problea.
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When I started work in 1961 the only readily available source of information on optimal control that was suitable for beginners was Bellman's 'Guided Tour'; local library facilities were such that elementary Russian publications such as Rozonoer's were not widely known. Drs. J. Florentin and J. Fearson, no:I at Brow University and Case Institute respectively, were my early finomants on the subject, and my attempts to understand it from an intuit.ive and 'physical' point of view led to the present work. Initially it was intended eerely to formulate the theory for a specific apilication - coniriol of a proton accelerator - but this project eventually proved far too difficult and the theory itself became increasingly more interesting.

An important impetus was the opportunity of presenting lecture courses on the subject, for which I am very grateful to my supervisor Professor J. H. Westeont, without whose constant encouragement and help in this and meny other ways this work could not have been done. In addition to those already mentioned, the sources of many of my ideas are to be traced to lengthy discussions with cclleagues, notably Mr. M. Levine and Mr. S. Mitter.

For financial assistence $I$ an indebted to the now defunct D.S.I.R., and also to the Nationsl Institute for Research in Nuclear Science, which, through the good offices of Mr. T. Walsh, sponsored this work for a six month period.
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Contrevariont vector components are superscribed $: x=\left(x^{1}, x^{2}, \ldots x^{n}\right)$ Covariant " " " subscript ${ }_{2}$ ted : $p=\left(p_{1}, p_{2}, \ldots, p_{n}\right)$ and the repeated index sumption convention is generally used : $p_{i} x^{i}=\sum_{i}^{-1} p_{i} x^{i}$

Subscripts on coniravariant vectors and scalars indicate specific values : eng. $x_{0}=x(0)$
Partial derivatives are indicated by subscripts : $J_{x}=\partial J / \partial x^{i}$

$$
J_{x}=\left(J_{x^{\prime}} J_{x} J^{\prime} \cdots J_{x}\right)
$$

Total derivatives with respect to $t$ are dotted: $\frac{d x}{d t}=\frac{d}{x}$ and with respect to other variables are primed $: \frac{d x}{d s}=x^{\prime}$ (occasionally $t$, will indicate a particular value of $t$ ). " n-diuu." means "n - dimensional".

Scalar products are written $a \cdot b$ or $a .(b+c)$, etc. The simplified matrix notation does not explicitly show transposition.

If $a$ is avector ( $a_{1}, \ldots a_{n}$, and $A$ a matrix $a_{i j}$

$$
a A=\left(a_{1}, \ldots a_{n}\right)\left[\begin{array}{ll}
a_{11} & a_{1 n} \\
a_{n 1} & a_{n n}
\end{array}\right]
$$

If $b$ is a vector $\operatorname{col}\left(b_{1}, \ldots b_{n}\right)$

$$
A b=\left[\begin{array}{ll}
a_{11} & a_{1 n} \\
a_{n 1} & a_{n n}
\end{array}\right]\left[\begin{array}{l}
b_{1} \\
b_{n}
\end{array}\right]
$$

Chapter 1
INTRODUCTION

### 1.1 Engineering Mathematics.

This thesis must be regarded as a didactic piece of work, rather than as breaking new ground in engineering techniques. Over the last few years optimal control has become the province of the mathematicians, and although the essential techniques can be reduced to a set of rules, the principles are enshrouded in a wrap of mathematics so obscure that many engineers are neither sufficiently equippednor interested enough to penetrate it. This is a regrettable but not unavoidable state of affairs, and it arises partly because the engineer is trained to know his place and not to dabble in mysteries beyond his scope and partly because that which interests the mathematician does not necessarily interest the engineer, and vice versa, so that the mathematical discussion is of ten presented in a form which does not appear immediately relevant to the practical problem.

There is a legitimate divergence of interests between engineers and mathematicians, but it has created a gap which must be bridged, and which is being bridged and even filled by a comparatively new genre-engineering mathematics. This has always been a shabby relation of 'real' mathematics: it makes no pretence to rigour, or firm foundations, or elegance, or to any of the classic virtues associated with mathematics_ -but it must 'work'. thus it is possible for an engineer to study a course in, say, differential equations, without ever hearing tell of existence or uniqueness theorems:

All this is changing. Modern engineering mathematics is as sophisticated and precise as pure mathematics, but is characterized by its direct relevance to practical problems and its natural evolution from them. The pure mathematician is content to derive theorems from axioms, leaving the
axioms themselves in doubt (Russell 13 p.373). He is not sompelled to justify his axioms in any way, and if he wishes to draw new quantities 'out of the hat', or make esoteric definitions or manipulations apparently without purpose, he is entitled, by the rules of the game, to do so. The engineer, on the other hand, is very much concerned with the axioms; he will refuse to 'consider the equation....' unless he can be shown good reason for doing so, and if an assumption is made which does not arise naturally or from immediate necessity, he will rightly demur:

This difference in attitudes and in the logical foundations of the two disciplines (for 'mathematics and logic are identical'-Russell 13 intro. -while engineering is not the all the same as logic) leads to quite different treatment of the same material. Certain mathematical techniques emerge as a response to the requirements of natural or engineering science, and arouse no interest among mathematiajans until they can be shown to have a rigorous logical foundation. Probability theory, for example, met with little pure mathematical development until it was found to be similar to the respectable theory of measure. For pure mathematics it is important to free the soul of an idea from its earthy origins; and give it an independent and more general existence; hence the modern trend tewards axiomatic mathematics in which even frankly mechanical sciences such/fynamics are given the form of pure mathematics by seeking a set of axioms from which the whole discipline can be deduced without further physical considerations. (Synge 68 p. 5, McKinsey, Sugrar, Suppes 69, Hamel 70, 'truesdell and Toupin 71 p.228, Landsberg 72, Kilminster 73).

While this lack of specificity of mathematics is valuable also to the engineer, for it enables him to apply techniques to situations far from
those implied in the origins of the subject, he will in fact be dealing with specific situations, and he must take the mathematical ideas,
"Turn them into shapes, and give to airy nothing
A local habitation and a name!
In doing this, the mathematical techniques must not be treated as something external to the problem, borrowed as tools for a special purpose, but should be derived from the given background of the problem, as a natural consequence of it.

This is desirable both aesthetically and scientifically; aesthetically, because there will be an uncomfortable tension involved in putting together quite different disciplines without smoothing the seams, and scientifically, because a mathematical model is like any analogy, it holds only up to a point, and unless the mathematics is made to relate to the fundamentals of the situation, 14.10 man ale to know just how far it is applicable.

Let us consider how far these differences affect the application of a mathematical theorem to a physical situation. A mathematician will present axioms and assumptions, prove a series of lemmas, and finally the theorem, in as great a generality as possible mall this without any apparent motivation or connection with the physical system. Then he shows that a mathematical model of the system accords with the assumptions, therefore the theorem holds; again, there need be no physical interpretation of the theorem, it is simply a valid rule.

The engineer, on the other hand, will discuss a basic mathematical model of the system, and how far certain simplifying assumptions can be made, attempting to restrict, not generalize the mathematics, since he is
interested only in the one system. 'hen he develops the theory in such a way that every mathematical step relates to some physical or geometric or other easily conceived property. 'he result will be the same, equally valid, equally rigorous, but one scheme will have the advantage of generality, and the other the advantage that it really discloses properties of the system, and is easy to grasp in the given context.

It is a velid subject for research to develop an engineering approach to mathematical techniques, and conversely, to find an axiomatic basis for eneineering methods. The difference proves to be more than merely formal, and not simply a question of finding a posteriori interpretations for particular variables or equations. The entire development may have to be changed, and results may be trivial in one technique which are difficult in another. In this thesis the first approach will be taken, and an effort made to study the properties of optimal control systems from a point of view which never loses sight of a straightforward geometric model of a dynamic system.

It is interesting to contrast this viewpoint with a recent remark by Halkin (7 p.7). 'Any mathematical venture is made up of two parts: geometrical intuition and analytical machinery........the geometrical intuition always precedes the analytical manipulation in the formation of a theory, and the first is of great help to understand the second. Unfortunately, this duality has a marked tendency to disappear, and the role of geometrical intuftion is barely noticeable in the final form of a theory........... The geometric motivation is virtually absent."

His evaluation of the role of geometry may be a little too sweeping (Hadamard 74), but for those with a practical bent it is probably the major
element in their mathematical thinking. This thesis represents an attempt to use geometrical ideas in order to present the theory of optimal control of first order differential systems from a simple conceptual basis, giving a direct motivation both for the theory and for techniques of application.

The scope of this work is clear from the list of contents: a brief discussion of the formulation of the problem deals with the implications of certain aspects of the mathematical model, followed by a consideration of evident properties of engineering systems which allow further simplifying assumptions, laying the ground for the geometric construction from which the necessary conditions for optimality are derived. Chapter 6 introduces a new construction, alternative to the first, and amenable to more general treatment, but not permitting such a natural derivation of the theory. Finally, well-known applications of optimal control are considered in the light of this approach, making them easier to comprehend and implement. Since this work is designed to demonstrate an approach and an interpretation rather than new mechanical techniques, experimental results are less in evidence than is usual in engineering reports. In the present state of the art, the computation of even small problems presents extensive technical difficulties, usually peculiar to that problem, and of little general interest except in the context of work on computing methods as such, while larger problems with a significance of their own would constitute research projects in their own right. Un balance, it was considered that time would be more usefully spent on ideas than on extensive computation, in view of the purpose of this thesis. An appendix treats several problems, mostly elementary in themselves, but for that very reason more useful in demonstrating essential features of the geometric approach.

The remainder of this introductacy chapter discusses the role of mathematics in contral theory, and the current mathematical attitudes to it.

### 1.2. Mathematics in Control Theory.

Mathematics enters wholeheartedly inta engineering when a general mathematical framework can be found which accords with the physical situation. Sometimes the engineering needs come ftrst, developing powerful tools, but without the rigorous foundations that a pure mathematical approach would provide; to some extent this is the present situation in linear feedback theory based upon transform methods and root-locus concepts. The natural process of devolopment in such cases is to find a rigorous basis for the method, and give it a broader and firmer foundation, opening doors to wider fields of application. In other cases, the mathematical theory is wellestablished, and it is afterwards found that the physical system can be described in a similar way so that it is amenable to the same techniques of solution; this has occurred in modern optimal control theory.

The mathematiwal treatment of such systems involves two stages-construction of a model, and solution of the problem. The first is always the more difficult, requiring real originality; the second usually reduces to the extension of well-known techniques or devising computational schemes. The modern state-space model of control systems stems from the classic block-diagrammatic representation whereby a complex system can be broken into distinct parts interacting in a specific way. Each block (Fig l) has inputs and outputs, the output being some function or operation on the inputs. The common systems contain piecewise smooth functions and integral operators.
By labelling the outputs of the $n$ integrators $x^{i}(i=1, \ldots, n)$, we obtain a

vector $x=\left(x^{l} \ldots x^{n}\right)$ called the 'state vector'. The out put of the system icettami. is usually a certala follection of eomponents of the state vector which are chosen to be observed. We shall assume throughout that the state-output relation is sufficiently trivial to be ignored in a theoretical study.

The system of Fig. 1 can be described completely by

$$
\begin{aligned}
& \dot{x}^{1}=f_{2}\left(f_{3}\left(x^{2}\right), f_{1}\left(u^{1}, f_{4}\left(u^{2}, x^{3}\right)\right)\right) \\
& \dot{x}^{2}=x^{1} \\
& \dot{x}^{3}=f_{3}\left(x^{2}\right)
\end{aligned}
$$

or generally

$$
\frac{t}{x}=f(x, u)
$$

a very neat model concerning which a vast literature exists. The classical differential equation is somewhat modified by the inclusion of the indefinite function $u(t)$ representing the manipulable inputs of the physical system. This does not absolutely necessitate a new treatment of the theory, but it does contribute to pure mathematics concepts such as 'reachable zones', which had not yet achieved a place in the natural heritage of differential equation theory, and is still not to be found in standard treatises on the subject.

There are two major defects of this representation of a system. First, its extreme complexity for large systems; it is really a microscopic
description, in which the contribution of each part is scrupulously accounted for. A system need not be very complex by usual engineering standards before it runs to hundreds of variables, while its overall response appears comparatively simple. What is required is a model to represent the whole rather than the sum of its parts; this is not yet available, and the result is that useful results can be obtained only for systems of low dimension.

A second fault is the lack of a firm logical foundation, and the rather arbitrary use of differential equation forms, which are obtained, as indicated in Fig.1, by electing to treat the outputs of inte grators with special favour. This is done only because other points can be connected by explicit algebraic relations, and seems an arbitrary choice of state variables, for they do not necessarily have any real physical significance. It raises difficulties not only for the purist, but also for the technician, for implementation often depends upon the possibility or measuring all the state variables. The differential form for physical processes is always suspect, for a derivative, or a velocity, is a purely mathematical concept with no empirical basis at all (Russell 13 p .473 , Truesdell 71 p .233 ), though this is easily avoided by using the integral form. There is, however, no absolute necessity to suppose that even that is generally satisfactory, and it could scarcely be used as a basis for an axiomatic theory.

A more satisfactory approach would be via the fundamental systems theory touched on by Zade and Desoer (76), and the related theory of automata, which has close connections with eontrol theory (Arbab 77). In general terms, a system may be expressed as a sextet ( $\mathrm{I}, 0, \mathrm{~S}, \mathrm{f}, \mathrm{g}, \mathrm{t}$ ) representing respectively the class of i) inputs, ii) outputs, iii) states,
iv) the input state relation, v) (input-state)-output relation, vi) time. In addition, there may be some measure of performance, and other factors external to the system itself. In our case, a ccmparatively simple structure is imposed by requiring $I, 0, S$ to be vectors or vector functions (e.g., $u(t)$ ) in finite-dimendional vector spaces,f a first order different:-: ial function, $g$ an algebraic function, and the performance criterion scalar valued.

The performance criterion is not part of the system, but it plays a central role in specifying the problem. Informally, this consiste of choosing the input function in such a way that the system behaves satisfactorily, 'Satisfactoriness' or 'acceptability' are difficult concepts to define, especially since we may be dealing with systems involving human interests, or systems in which human operators play a role, and such crucial matters as conveniobee, security, or psychological considerations do not lend themselves readily to exact evaluation. At present we must restrict serious consideration to purely technical aspects, such as can be ascribed a precise measure, but even here there are difficulties. 'Acceptability' is too general a criterion to provide precise resulte--a more restrictive requirement is 'optimality', i.e., that the system shall behave in the best possible way, within a region of admissibility described by inequalities, beyond which the solution is definitely unacceptable. Presumably this implies a unique behaviour in many cases, but in practice there are many conflicting considerations---demands of efficiency, economy, security, do not generally pull in the same direction--and the optimal solution must be a compromise, the precise degree of which must be predetermined by the designer.

In principle one would like to see something along these lines: a factor of optimality for each relevant property of the system, all contributing to an overall measure of optimality according to the desired compromise, leading to a sensitivity analysis to indicate how variations of the control function would affect the various factors. This would provide a satisfactorily flexible programme for practical applications, and would give a good insight into the behaviour of the system. Unfortunately, this is not yet possible, though similar ideas have been mooted (Vader . 40 Pearson 80); the usual practice is to combine all the relevant factors in a single scalar functional----the performance criterion.

It is clear now that the familiar control problem is only a very special example of a much wider class of as yet unformulated problems in systems analysis, and it is quite evident that the motivation for this particular formulation was its similarity to the well-known problem of Bolza in the calculus of variations. It will not be long before this problem loses its current popularity, and becomes recognized as the correct form only for the low-dimensional ordinary differential system and single objective function such as arises in trajectory problems, but will no longer be regarded as "the optimal control problem". It is, however, the problem with which this thesis is concerned.

The development of this problem is only a chapter in the history of the calculus of variations. The tendency to regard the calculus of variations as outdated (from a control point of view), or incapable of dealing with modern problems, is quite unjustified, and even mean, for there is no modern treatment of control theory which is more than a step away from similar methods used in the older discipline. The fashionable disparagement of that
calculus (cf. Pontryagin, l p.1, Halkin, 7 p.6) is open to uncharitable interpretation, and is very difficult to understand, in view of, for example, Berkovitz's work (25), merely translating the control problem into a Bolza problem, for which the necessary conditions hold over a wider class of situations than some more popular techniques can handle.

Indeed, despite the fact that the modem problem was only fully stated in 1949 (Hestenes 79) --_and that without state constraints.... it was effectively solved earlier. Bliss, in his textbook in 1946 (5) presents a problem involving differential equality constraints, which, apart from inequality constraints is effectively the modern problem. Finite (state) inequalities had been thoroughly studied (e.g.,Bliss and Underhill 35) and differential (control) inequalities had received same attention (Valentine 81). All that was lacking was the need to bring all these elements together in an engineering context. It was not until 1964 that this was done in a form including state oonstraints (Guinn 82)but the fault was not that of the calculus of variations.

The classical approach is not, however, a perfect fit to the physical situation; rather the feeling is that the problem has been forced to suit the manner of solution, for a method which treats the minimisation as central and the dynamic system as a mere side constraint is clearly not a natural one to adopt. Developments of the problem for control purposes have been an improvement, treating the system as the basic material of the problem, though this is never given as the primary motivation of the new method. True, the effect of the Lagrange multiplier technique is very similar, ensuring that the constraints are automatically satisfied, but it smacks of the nature of a'device' rather than a basically convincing approach; and the multipliers
themselves are difficult to place in the physical scheme. They do have a straightforward interpretation as the 'effort' required to ensure that the constraint is not violated, (Lanczos 28 p84), but this serves only to emphasize the secondary role of the constraint.

The teahniques of functional analysis now being applied both to the classical problem (Liusternik \& Sobolev 83) and the control form of it (Balakrishnan 84 ) tend to provide powerful tools, but little modification of the fundamental attitude to the problem, though work such as the little known paper of Dubovitskii \& Eilyutin (59) take steps in the right direction, for while the approach of linear functionals and the fundamentel lemma is the same, only variations admissible with respect to the system and the restricted regions are permitted. The tendency is to allow the system to define permissible operations, rather than regarding it as a constraint - the difference is subtle, but profound.

The purely geometric approanh to the classical problem via the geometry of Finsler spaces ( Rund 17) goes much further in this direction. The functional to be minimised is supposed to define a metric on the space and the minimising trajectories are geodesics. This leads easily to the canon* cal equations and Weierstrass's condition, and the refinements of constraints fall naturally into place, though they have received very little attention from the classical practitioners in this context. An approach in a similar spirit is $m_{n}$ de in Chepter 6, but the powerful tensor calculus, which would seem to be the natural tool to use proves difficult, for the treatment of the classical problem rests heavily on the assumption that the integrand of the cost function is homogeneous of degree one in $\dot{x}$, and this is not true of the control problem.

The shift in emphasis from extremum aspects of the problem to the differential system itself and properties such as controllability, accessibility, stability, etc, has meant that control theory now occupies an established place both in the calculus of variations and in the theory of differential equetions. Proper application of geonetric and topological techniques, using metrics imposed by the cost functions of control systems, and restricted spaces defined by the reachable zones of a differential system, will probably lead to innovations in differential geometry. It is impossible to foresee what future developements will bring, but it seems likely that in the interplay between mathematics and systems theory the flow of new ideas is likely to run in both directions.

## Chapter 2

## PRELIMINARIeS

## 2. 1 The System

We shall be dealing exclusively with systems whose behaviour can be described by/first order ordinary vector differential equation

$$
\dot{x}=f(x, u(t))
$$

$t$, the independent variable, is monotonically increasing on the interval
$I=\left[t_{j}, t_{f}\right] \quad$ of the real line.
$x$, the state vector, is at any instant a point in real, n-dim.
Euclidean space, $E^{n}$.
$u$, the control vector, is at any instant a point in real, $m$-dim.
Euclidean space $E^{m}$.
As $t$ traverses $I$, a mapping

$$
u: I \rightarrow E^{m}
$$

traces a graph $u(t)$, called the control function, which is assumed to be contained entirely within some specified region $U$ of $E^{m}, u(t)$ will be ohoson to be piecewise continuous, which is sufficient to describe physically realizable controls. At points $t^{1}$ of discontinuity of $u(t)$ we will accept the convention that $u\left(t^{1}\right)=u\left(t^{1}+0\right)$.

Corresponding to a particular control function $u(t)$, the solution (if it exists; see section 2.4) of $\varepsilon$. 1 which passes through the point $x_{1}$ at $t=t$, will be described by the function

$$
y\left(x_{1}, t_{1}, u(t) ; t\right)
$$

Such a solution traces a 'trajectory', denoted $x(t)$, in $E^{n}$, which will be required to remain within a specified region $X$ of $E^{n}$. For an autonomous system, the independent variable can be shifted by an arbitrary constant $c$ so that the trajectory $x(t)=y\left(x_{1}, t, u(t) ; t\right)$ is the same as $x\left(t^{l}\right)=y\left(x_{1}, t_{1}+c, u\left(t^{l}\right) ; t^{l}\right)$ where $t^{I}=t+c$.

This useful property of 2. I will of ten be used to allow different solutions to start with a common value of $t$ by adjusting the $t$ - origin suitably for each.

If the solution of 2. 1 is continuous for continuous $u(t)$, and we assume that it is, then an absolutely continuous solution can be constructed for piecewise continuous $u(t)$ by taking the endpoint of a continuous sub-arc for the initial point of the next continous sub-arc. (Pontryagin 1 pl2). Physical systems can certainly be constructed whose state variables are not absolutely continuous, but no fundamental principles are overlooked by excluding them.

The regions $U, X$ will be defined by inequalities

$$
\begin{array}{ll}
C_{i}(x) \leq 0 & \text { 2. } 4 a \\
B_{j}(u) \leq 0 & \text { 2. } 4 b
\end{array}
$$

whose left sides are continuous and differentiable. There may be any number of these constraints, which, when equality holds, define the boundaries of $X$ and $U$, which are piecewise smooth menifolds of at most, ( $n-1$ ) : .. ; (m-1)-dim. respectively; they might entirely enclose a region, or leave it open on sbme sides. Where a region is not explicitly bounded in this way it is assumed to extend to infinity.

Aquestion of some delicecy arises regarding the nature of these constraints. Do they designate a region of interest within the domain of definition of the system, or do they themselves specify the domain of definition so that the system cannot be properly described without them. The difference is between supposing $f(x, u)$ to be defined everywhere on $E^{n} \times E^{\text {II }}$ but $x$, $u$ permitted to take values only in $X \times U$, and $f$ to be defined only on $\mathrm{X} \times \mathrm{U}$. The distinction is a real one, for differentiability properties at the boundary will be affected, and certain techniques which
permit small excursions beyond the boundaries (e.g Chang 2) will only be possible under the first construction; it is not uny a mathematical distinction, for physical systems exhibit both imposed constraints (of the first kind ) which must not be violated for reasons of asfety, stability, economy, etc, and natural constraints (of the second kind) which cannot possibly be violatgd. Examples of the latter are mass veriables; which cannot be negative, height above ground for an aircraft system, temperatures, which have a natural lower bound, etc, etc. A completely satisfactory theory would reflect both types in the formulation of the mathematical model, but to insist upon this would be pedantic. Wo may follow the easier practice of adjusting the domain of definition of $f$ to an open neighbourhood of $X \quad \mathrm{X} U$ in $E^{n} \times E^{\text {na }}$, and let $f$ be continuous with its partial derivatipas in all its arguments.

Such a model is really quite restrictive, excluding as it does systems with distributed parameters, delays, and random variables. However, a large class of engineering system do fall into this category, including all ordinary differential systems of any finite order, and non-autonomous systems. The latter occur whenever $t$ appears as an argunent of $f$ or of the constraints 2.4 , and in this case we simply introduce an additional state variable defined by $\dot{x}^{0}=1$, and replace $t$ wherever it occurs by $x^{\circ}$ (except where $t$ is merely the inde $\epsilon_{1}$ endent variable). This manocuvre inposes a greater degree of symmetry on the variables and allows us to use the autonomous formulation throughout.

In addition to ". 4 , there may be 'mixed constıaints ' of the form $R(x, u) \quad 0,2.5$
reatricting ( $x, u$ ) to a region $R$ of $X X U$. In the absence of such
inequalities, $R=X \times U$. $A$ control function $u(t)$ for which $(x(t), u(t))$ remains in $k$ frr all $t \in I$ is an 'admissible control'. The corresponding trajectory is an edmissible trajectory.

In a given situation it will be required that the solution of 2.1 shall pass through certain points or subsets of $X$ at various stages along the trajectory. The most important of these are the initial set $S$ and the terminsl set $T$, and in this work $T$ receives special prominence. It will be a smooth ( $n-s$ ) - dim. manifold in $X$, defined by a set of $s$ equalities

$$
T_{i}(x)=0 \quad i=1, \ldots, s-n \quad 2.6
$$

$T_{i}$ being continuous and differentiable.
The terminal time $t_{f}$ of a process starting from any point $x_{0} X$ and any $t_{0}$, is defined as the first instant at which the trajectory reaches $T$; i.e.

$$
t_{f}=\inf \left(t^{1}: y\left(x_{0}, t_{o}, u(t) ; t\right) \in \mathbb{T}\right)
$$

There are some cases of prnctical interest which are not covered by this description, such as the problem involving the miss - distence from a given set, (Brideland 3) but this will serve for the present.

## 2. 2 The Cost Function

The usual forformance criterion takes the form of a scalar functional, measured either at $t_{f}$, the termination of the process, or as an intagral over the entire interval I. If the former, it will be a function of the terminal values of the state variables; the control will not be relevant, for at $t_{f}$ it has no effect on performance, seeing that the process ends at that point. If it is an integral some measure of the control may well be involved. Thus we hove the alternative scalars

$$
\int_{t_{0}}^{t_{f}^{f} \cdot(x(t), u(t)) d t} \quad \text { 2. } 8^{a}
$$

The term 'performance criterion' is something of a minnomer, for evaluation of the function without knowledge of $u_{i}$ per or lower bounds gives no indication of the quality of the performance. A more $\varepsilon_{j}$ t term, if only for minimization problens, is ' cost function '.

The cost function is entirely at our disposal, since it is not part of the system, but reflects the intentions of the engineer concerning it. For convenience let $u s$ choose $E$ and $L$ to be continuous and differentiable in all their arsuments. If we choose a function of type $2.8 a$ we have, using the terminology of the analogous situation in the calculus of variations, a Mayer problem; if type2.8b, a Lagrange problem.

Mathematically, the two forms are completely equivalent and can be transformed from one to the other with no mathematical embarrassment. Thus, defining a new variable $x^{n+1}$ by

$$
\dot{x}^{n+1}=L \dot{(x, u)} \quad x^{n+1}\left(t_{0}\right)=0
$$

$8 b$ becomes simply $x^{n+1}(t f)$, or, writine $\frac{d g^{\circ}(x)}{d t}=g_{x} \cdot f$, we have

$$
\varepsilon\left(x\left(t_{f}\right)\right)=\int_{t_{0}}^{t_{f}} E_{x} \cdot f d t+E\left(x\left(t_{o}\right)\right)
$$

Since $\mathscr{G}\left(t_{0}\right)$ is not involved in the minimization, the terminal point expression or the integral may be used indifferently. (Bliss 5 pl89)

Mathematical equivalence is one thine: practical equivalence quite another. In practice a cost function will almost invariably suggest itself in one of the forms $2.8 a$ or $b$, and to transform it into the other requires either the introduction of a new variable, or a rather strained interpretation of the function. For examile, suppose we wish to minimise the magnitude
of one variable, say $x^{1}$, at a given time. The natural cost function would be $x^{I}\left(t_{f}\right)$, and putting it into the Lagrange form $\int_{t_{0}}^{t_{f}} f^{1}(x ; u) d t$ completely obscures the meaning of the function. Again, the familiar regulator cost function $\int\left(x^{2}+u^{2}\right) d t$ which measures the integrated error (from zero) and the control effort, could be expressed as a Wayer function $x^{n+1}\left(t_{f}\right), \dot{x}^{n+1}=x^{2}+u^{2}$, which not only obscures the character of the problem, but also unnecessarily extends the state space.

It is common in presenting the theory of optimal systems to reduce all problems to Mayer form (Pontryagin 1, Haikin 6) which, from a purely mathematical viewpoint, is quite legitimate, but the engineer will feel uneasy at this, for if the problem formulates itself it obviously knows what it is doing and should not be forced into a preconceived pattern. Like a difficult child, a problem can be very cooperative if given an opportunity for self-reliance, but obstructive when retrained by artificial regulations. In any case it would be impolitic to submit to the whins of mathematica at this early stage she will make stronger demands soon enough. Let us be satisfied then, to leave Lagrange as Lagrange, and Nayer as Mayer. We shall find that this independence is rewarded, for the different formulations lead to quite dissimilar insights into the nature of the system of opitimal trajectories.

Pontryagin's formulation we may ject for a further reason. His cost function is not permitted to be one of the originel state variables of the system, which in many cases means introducing a new variable which is algebraically dependent upon the others, or even (surely a reductio ad absurdur ) identical with one of them, (see
comments by Helkin 7, Roxin 8). This artificial situation is in stark contrast to the 'natural' approach we have agreed to adopt.

Whichever form the cost function takes, we shall use the following
notation:

$$
P\left(x_{1}, t, u(t)\right)
$$

is the value of the cost function evaluated for the trajectory which starts from $\left(x_{1}, t_{1}\right)$ and terminates on $T$, corresponding to the control $u(t)$ defined for all $t$ in $\left[t_{1}, t_{f}\right]$.

### 2.3 The Problem

We are now in a position to formulate precisely the problem of optimal control :

Given a dynamic system $\dot{x}=f(x, u)$;
permissible regions $X, U, R$ defined by 2.4,2.5; sets $S, T<X$;
a cost function 2.8 a or b ;
determine the admissible control function for which the correspunding trajectory defined by

$$
\begin{aligned}
x(t) & =y\left(x_{o}, t_{o}, u(t) ; t\right) \\
x\left(t_{o}\right) & \in S \\
x\left(t_{f}\right) & \in T \\
(x(t), u(t)) & \subset R \\
P\left(x_{0}, t_{0}, u(t)\right) & S P\left(x_{o}, t_{o}, v(t)\right)
\end{aligned}
$$

satisfies
where $v(t)$ is any adnissible control for which 2.10 a -c are satisfied. Such a function $u(t)$ is an 'optimal control function '; the corresponding trajectory is an 'optimal trajectory'.

### 2.4 Existence and Uniqueness.

The question of existence is always popular with mathematicians, but usually
neglected by engineers, for, if a solution can be found 'existence' is proven, and if not, the knowledge that one exists is not very helpful. Unfortunately this is not always a realistic attitude, for we are sealing not only with real systems, where it is usually obvious whether the objective is attainable or not, but also with their formulation into mathematical problems, where the very concept of a 'solution' is different. Thus there may exist an infinite sequence of control functions, and a corresponding sequence of costs with a lower bound but no minimun. For engineering purposes this is good enough, but, mathematically speaking, no solution exists, and the machinery will break down. The point of raising the question of existence in engineering mathematics is not simply to find out whether there is a solution, but to confirm that the mathematical model is adequate. The technique remains the seme: the philosophy is significantly different.

The subject is intimately connected with the existence of the less restricted class of adrissible controls for which $10 a-c$ are satisfied, but not necessarily lod. It will depend upon the constraints, the initial and terminal sets, and the dynamic system, as well as the cost function, and is obviously exceedingly difficult to treat in general, though results have been obtained in particular cases. (Kalman 9, Kalnan, Ho, and Novendra 10, Markus \& Lee 90, Roxin 91) The best approach to a specific problem is to attempt to construct a solution in the hope that it can be done. If the attempt is successful, well and good; if not, it is advisable to reframe the problem, either by relaxing certain restrictions or reconstructing the system or cost function.

For theoretical purposes it is convenient to overcome this difficulty by the assumption that
from every point in $X$ there exists an admissible trajectory terminating on 2.11
$T$ which is optimal in the sense of lod.
It may turn out that the essumption holds only in a closed subset $\overline{\mathrm{X}} \subset \mathrm{X}$ bounded by T. If $\bar{X}$ is n-dim. we may construct constraints of the type 4a, circumscribing $\bar{X}$, then we restrict our attention to $\bar{X}$, and this is possible even if $\overline{\mathrm{X}}$ is in fact the union of disjoint subsets. In that cese 2. ll can be regerded as equivalent to a collection of state constraints. If $\overline{\mathrm{X}}$ is p -dim, then the trajectories of 2.1 occupy only a p-dim. subspace of $X$, and the n-dim. representation of the system must be redundant. This may be romedied by suitable coordinate transformations. (see Chap.3). If the assumption does not hold at all there is no more to be said.

The related topic of uniqueness is rather difforent, and less of a hurdle. It should be considered on two levels: the possibility of a finite number of solutions, and of an intinite number. In the former case just one of the possibilities will be chosen, and this choice mekes that solution effectively unique. The criterion guiding the choice has the same effect as a more stringent cost function. Thus, in a jractical sense we glways have e unique solution, but matheratical conditions are difficult to ley down. We shall assume that the assumption 2. 11 is restricted to a unique trajectory. The second possibility cannot be so easily dealt with, but We must avoid it by assuming thet it does not occur . (cf. Thau. 49)

There is a further question. Does a given control füction give rise to a unique trajectory. Thia'is a comparatively simple problem which depends only upon $f(x, u)$. If $f$ is continuous in $x$ and $t$ (through $u$ ) and satisfies a Lipshitz condition in some open region of $K$ then, for
a given $u(t)$, there will be a unique trajectory within that region. If the pirtial derivatives $f_{x}$ are continuous the Lipshitz condition certajnly holds (Lefschetz 12 j. 34 ), and since we have assurued this to be the case, and also $u(t)$ to be piecewise continuous, a unique trajectory is assured.

Chapter 3. THE SOLUTION SPACE.

### 3.1 Some Physical Consicierations

In this chapter ae shall develop a picture of the optimal trajectories covering $X$. (The adjective 'optimal' will senerally be omitted in this chapter, but must be understood to apply.) It nas already been made clear that in the order of riorities guiding this exposition, simplicity of the geometric concepts takes first place. In order to establish the principles we need have no hesitation in sacrificing generality to simplicity, as long as the restrictions leave us a reasonably large class of situations of engineering interest. It is encouraging to observe the.t physically realizable functions are usually simple in structure - continucus, many times differentiable, etc., - so that a considersble decrec of mathematically stringent restriction can be accepted without unduly affecting the practicability of the results. We cay, however, be forved to take as assumptions, or hypotheses, properties that, via more rigorous but less straightforward routes, could actually be proven.

At this stage we are seeking a physically rcasonable picture, using heuristic arguments on any material that comes to hand. In succeeding sections a suitable mathematical fromework for the resulting ideas will be doscribed, and we shall have to cover some of the same ground again, but with a less cevalier disiegard of details.

An im, ortant concept arises from the assumption that from every point there is only one trajectory to the terminal set. It im lies uniqueness from the left, but not necessarily from the right, and, although only one path can emerge from a point there may be many distinct trajectories convergine onto a common point or onto a common trajectory - much like a
confluence of tributaries into a main stream, except that in the latter case conservation of flow holds, but with our trajectorios this amalogy breaks down. We must examine this situation further.

Since the trajectory is completely defined, given the initial point (by virtue of the uniqueness assumption) we may write, for $x$, at any time $t_{1}$,

$$
\mathrm{x}=\mathrm{y}\left(\mathrm{x}_{0} ; \mathrm{t}_{1}\right)
$$

If trajectories meet, so that from distiact points $x_{0}, x_{0}^{\prime}$ they reach $x_{1}$, this equation cannot be solved uniquely for $x_{0}$. According to the implicit function theorem (Bliss 5 p.270) it could be so solved if

$$
\operatorname{det}\left[\mathrm{y}_{\mathrm{x}_{0}}\right] \neq 0
$$

In this $z a s$, then, either $y_{x_{0}}$ ceoses to exist or the determinant becomes zero. The former implies a discontinui.ty in $u(t)$, for standard theorems (Bliss 5 p .270 ) assure the existence of derivatives of solutions of 2.1 if $u(t)$ is continuous. The latter, while adnitting the existence of the derivatives, implies that the rank of the transformetion $x_{0} \rightarrow x(t)$ is less than maximum, and therefore does not preserve dimension: Points in an n-dim. neighbourhood of $x_{o}$ are sent into a region of dimension equal to the rank of the Jacobian determinant, less then $n$. This is an acceptable result if trajectories meet, thereafter remaining coincident, they must occupy - less space'.

Just as a given initial point defines the unique trajectory from that point, so it must define the control action from that point, and we have a unique function $u\left(x_{0} ; t\right)$, and in particular a unique vector $u\left(x_{0}\right)$, representing the action to be taken at $X_{0}$. This areument applies to every point, and we have a unique vector field $u(x)$ defined over the state $\mathrm{sp}_{\mathrm{a}}$ ce X .

From our assumpions so far it is not clear what the properties of $u(x)$ will be. Trajectories may be unique and continuous, and, as \& family, cover every point in $X$, but still be pathologically twisted and knotted, and Ellow $u(x)$ to be discontinuous except in certain directions. It is easy to see that since $u(t)$ is piecewise continuous (by assumption) and $x(t)$ is continuous, $u(x)$ must be piecewise continuous for $x$ taken along a trajectory, but nut necessarily su for $x$ in an arbitrary set. More precisely, if $K$ is a trajectory passing through $x_{1}\left(t_{1}\right)$, and $u(t)$ is continuous in an interval $I_{1}$ containing $t_{1}$, then for all e>0 there exists some $d$ such that $\left\|x\left(t_{i}\right)-x_{1}\right\|<d$ implies $\left\|u\left(x\left(t_{1}\right)\right)-u\left(x_{1}\right)\right\|<e_{i}$ where $x\left(t_{i}\right) \in K, t_{i} \notin I_{1}$ 。

If $u(x)$ is not continuous in an arbitrary small neighbourhood of $x_{1}$, then the controls $u_{1}, u_{2}$ corresponding to $x_{1}$ and $x_{2}$ are not necessarily close, however small the distance $\left\|_{x_{2}}-x_{1}\right\|$. In practice this means that if the measurement of $x$ and the implementation of $u$ are not absolutely accurate, the applied control might be hopelessly wrong. There may well be places in the state space where this occurs for a physical $\cdot$ system---sharp dividig lines are possible where a decision is either right or wrong, but if it is true everywhere we would be wasting our time even to attempt a scheme of physical control. We may, then, permit the restriction that $u(x)$ is piecewise continuous: there is a partition of $X$ consisting of subspaces $X_{i}(i=1,2, \ldots$. . ) of verious dimensions, such that every point in $X$ is contained in one and only one of the $X_{1}$, and $u(x)$ is continuous over each $X_{i}$.

What of differentiability? It cannot be considered to be as essential as continuity, but it is worthwhile investigating the consequences of such
a property; for if they correspond to what would be expected of a real system without disallowing any reasonable possibilities, there is every reason to acce it as a worling hypothesis.

Suppose there is a fanily of sets $\bar{X}_{j}$ forming a subpartition of the $\overline{\mathrm{X}}_{\mathrm{i}}$, and in each $\overline{\mathrm{x}}_{j}, u(\mathrm{x})$ is differentiable. (There is no need to be too vedantic at this stage - the conceptswill be made more precise next
in the/section) The variation equation for 2.1 is

$$
\delta \dot{x}=f_{z}(x, u) \hat{\delta} x+f_{u}(x, u) \delta u
$$

Confining our attention to an $n$ din. region this may be written

$$
\begin{align*}
\delta_{\dot{x}} & =\left(f_{x}+f_{u} u_{x}\right) \delta_{z}  \tag{3. 2}\\
& =A(t) \delta_{x}
\end{align*}
$$

where the derivatives are evaluated along a particular trajectory. The solution is of the form

$$
\delta x(t)=w\left(t, t_{0}\right) \delta_{x}\left(t_{0}\right)
$$

If $n$ vectors $\delta_{x}\left(t_{0}\right)$ are linearly independent the same is true of $\delta x(t)$ if $w$ is non -singular. We have

$$
\left|w\left(t, t_{0}\right)\right|=\left|w\left(t_{0}, t_{0}\right)\right| \exp \quad\left(f_{t_{0}^{t}}^{t} t r a c e A(s) \mathrm{ds}\right) \quad 3.4
$$

(Lefischetz 12 p.GO) where trace $A$ is the sum of the diagonal elements of $A$, so that as long as $A$ is defined and $w$ is somewhere non - singular the vectors $\delta_{x}(t)$ span on $n$-din. space and remain distirct. If, for finite $t$, certain elements of $A$ becone infinite, then as $A \rightarrow+\infty$, $\delta x(t) \rightarrow+\infty$ and the system is unstable; as $A \rightarrow-\infty \quad|w| \rightarrow 0$ and the $\delta x$ are no longer independent but span a space of lower dinension, a result we have anticipated, and which occurs, for examile, at the terminal set, for although it is of dimension less than $n$, trajectories in $n$-space must converge to it ; the fomer result, though hicairable, is a practical possibility.

In a region of diwension less than $n$ the description 2.1 is redundant. This can be remedied by a suitable choise of state variables, then the same argunents hold as before but for a state of reduced dinension. We may conclude that the assumption of piecewise differentiability of $u(x)$ does not violate the laws eoverning roal systems, and we ney procoed to base our discussion upon it.

The picture we now have is of trajoctories smoothly covering separate regions of various dimonsionality (Fig 2). They may go fron an n-space into an adjacent $n$-space ( $A(t)$ piecewise continuous), or into an r-space ( $A(t), n \times n \rightarrow r x r$ ), or, reraining in the same region, converge into its lower - dimensional boundary $(A(t) \rightarrow-\infty)$.

It nust be emphasized that the differentiability condition is not an assumption in the sense of a specification of the systen, for the properties of the optimal control are entirely deteruined by the dynamics and the cost function. This property, if true, should be derivable, and indeed cen be derived by techniques, which, though more rigorous, lack the intuitive basis that we have cinosen to adowt.

In the next section the ideas introduced here will be nade more


Fig. 2.

### 3.2 Arithmetic Spaces

### 3.2.1. Basic Concupts

We are using the terninology of geonetry - spuaking of spaces, trajectories, ctc., - in the context of an analysis of physicul systems. Haring established, or taken for granted, the field in which we are working, it is as woll to pause at this point and exemine how far these two branches of science are coripatible. This is not a philosophical luxury, for we shall be utilisine some very basic concepts, and it is important to know whe ther the tools are richt for the job, or whether we are simply usine a baseless analogy. Regretfully, we must leave aside the really furdanental issues which heve occupied natural philosophers from time inwemorial, and merely touch ligitly upon the principles that must bo understood in order to use the machinery properly.

It should be recognized at the outset that the spaces we are dealine with are arithnetic point spaces, not eeoretric spaces. In the latter it is a ratter of doubt whether points can be said to exist at all (Russell 13 p .445 ), but in the former there is no question: ' an ordered set of $n$ (real) numbers will be called an arithnetic point ' (Veblen and Whitehead 14 ). Two points in the sane space are similarly ordered sets, but with different numbers, and it is the relations between points which define the nature of the space. One isolatea point can provide no information whatsoever, but just how aisny points and what type of relations are required to completely specify a suace is a question of axiomatics which need not detain us here.

Clearly, the machinery developed for abstract arithretic spaces will sorve to anclyse any phenonenon whose properties cen be described by a seitable array of numbers. Thus, in a table consisting of columns of
numbers each row is an arithretic point. The class of phenonene that can be described in such a way is vast, and includes engineering systems of the type we are concorned with, where each position in the array corresponds to the value of sork measurable iroperty - tenperature, velocity, voltage, etc., - and the relations between points are the physical laws of the systen. Uur faniliar Mewtonian space can be described in similar fashion, when the points way be raeasurements of length from a fixed origin in sowe chosen diroctions. This type of model can only treat those properties of a system which can be put in this form, and throws no lisht on the underlying nature of geometric space or of a physical systen.
it is
If the language we use is geonetric/because geonetry hase preempted the terminology, not because the nature of the technique is essentially geonetric, and to use this approach for enginecring systems is by no means which is even better suited to physical systems using an analogy with georetry, but applying a techrique/with their clearcut physical coordinates, than to geometric spaces. Nevertheless, results obtained fron geonetric thinkine in this context are applicable directly to our systens via the framework of arithmetic spaces, however strange they micht appear. For eraraple, in ceonctric spaces all diroctions are equivalent and one coordinato systen is no more fundamental than another. It is therefore possible to transform pointa from one coordinate system to another without affoctine the properties of the space. In the state spece of physical systems the coordinetes have a definite meaning, and it would not be obvious that the same licence is valid; nevertheless the techniques are those of arithmetic spaces whatever their apparent interpretation, and we may indeed transform the coorainate systen of state space at our convenience, regardless of whether the now coordinate system is physically meaningful or not.

The concept of dinension is important; it is the sumber of numbers required to define a point. If it is found, by comparing a sufficient number of oints, that fuwer numbers are required than are actually given, then the descrivtion is redundent. Thas. if $n$ coordinates fare given, but by suitable manipulation and application of the laws of the space, $n-r$ of them could be deduced fron the remaining $r$, then the dimension of the space is $r$. This may be quite straightforwerd; for example, for an clectrical network it is not necessary to be informed of all the voltages and currents, because some are derivable from the others by the physical laws - Kirchhoff's, etc. If some law or dependence between the variables applies in some region but not others, then the space is of variable dimension. For examile, there is some relation between intelligence and size of feet in human beings up to a certain age, but not beyond that tine; the biological space is not of constant dinension. In a geometric space the points in, for example, a room, may have three degrees of froedom in the interior, but only two on the walls. This last example denonstrates the type of situation that led to the construction of constraints such as 2.4, but this picture of 'hard' constraints is too crude for cur needs, and the other point of view, of regions of variable dimension, or variable dependence between the components of the points, is morc suitable, though they might be expressed in the same algebraic form. This is the idea behind the partition of state space introduced in the previous section.

To deal with variable dinensions we might treat ench region on its merits, as a $p-, q-, r-$ or whatevor - dim. space it happened to be, reeardless of neiehbouring rogions. In physical state space this is not the best approach, for the coordinates are, aftur ail, all thore - we
have their values, rodundant though they be. It is best to rogard the reduced space as embedded in a higher dinensional space, and retain the redundant variables, so that when the process moves from one reetion to another there is no chasge in the specification of the points, as in fact there is no change in the nature of the real systen.

The essential techniques: transformation of coordinates, and enbedding into hisher - order spaces, will be discussed in the next section.

### 3.2.2 Livear and tangont spaces.

A point $x=\left(x^{1}, \ldots, x^{r}\right)$ defined in a 24 near space $X$ can be transformed into a point $y=\left(y^{l}, \ldots, y^{r}\right)$ in another lincar space $Y$, by multiplication with an $r \times r$ natrix $A=\left\{a_{i j}\right\}$. Thus

$$
\mathrm{y}=\mathrm{Ax}
$$

If $A$ is non-singular $Y$ has the same dimension $a s X$ and the correspondence is one -to -one; also, given points $x, y$ it is possible to find an $A$ to satisfy 3. 5. This type of operstion is sometimes regarded as expressine the same point in terms of a difforent coordinate system, as wes hinted in the previous section. This is very dubious, for if a point is defined to be a certain array of numbers, it is difficult to interpret a quite different array to be the ' same point'. Alternatively 3.5 bay be said to transform $x$ into another point in $X: A$ is a transformation of X into itself. Mhis is a little better, but still difficult to support in terms of a state space of a real system, for there is no physical process corresponding to an arbitrary transformation, and the only way in which a point can move in state space is according to the dynamic equation $\dot{x}=f(x, u)$. Such an interpretation is perfectly satisfactory if $A$ is in fact the transition matrix for a Iinear dynnmic system, othorwise it is best to accept the orisinal characterisation as a transformation
to an abstract space $Y$, ard there is no call to interpret $Y$ in any physical sense.

Suppose that $X$, though r-dim., is part of a larger space containing regions of up to $n$-dim. In order to treat the whole Problem in the sane way it is desirable to express $\pi$ in the form of an n-vector. (The terms 'vector', 'point', are equivalent. (Veblen and Whitehead 14 p .2 ) ) This can easily be done by irtrodusing an additional ( $n-r$ ) numbers such that they can be expressed as linear combinations of the original $r$ independent components. Thus, given $x^{i}, i=1, \ldots . r$, introduce numbers $x^{j} j=r+1, \ldots, n$ such that for each $j$,

$$
x^{j}=c_{j i} x^{i}
$$

where the $c_{j i}$ are arbitrary numbers, and the repeated index summation convention applies. The $n$ - coordinate vector x is now

$$
x=\left(x^{1}, \ldots, x^{r}, c_{r+1} i^{x^{1}}, \ldots . c_{n i} x^{i}\right)
$$

Let us show that an arbitrary non-singular nor matrix $A$ associates with this $z$ a vector $y$ in $Y$ with $n$ coordinates, of which only $r$ are independent.

Let $A$ be the array $\left\{a_{k m}\right\} \quad k, n=1, \ldots . ., n$. The $k^{\prime}$ th coordinate of $y$ is

$$
\begin{aligned}
y^{k} & =a_{k n i} x^{m} \\
& =a_{k i} x^{j}+a_{k j} x^{j} \\
& =\left(a_{k i}+a_{k j} c_{j i}\right) x^{i}
\end{aligned}
$$

is ranging over $1, \ldots, r ; r+1, \ldots, n$ as before.
The coordinates are dependent if there exist $n$ numbers $d_{k}$ such that

$$
d_{k} y^{k}=0
$$

and $y$ is rodin. if there are $n-r$ independent sets of such $\alpha_{k}$.

$$
\begin{aligned}
d_{k} y^{k} & =d_{k}\left(a_{k i}+a_{k j} c_{j i}\right) x^{i} \\
& =d_{k} a_{k i}^{l} x^{i}
\end{aligned}
$$

where $a_{k i}^{l}$ is an arbitrary $n x r$ array of rank $r$. Choose any $r$ of the $d_{k}$ arbitrarily, say $d_{p}, p=1, \ldots, r$. Then

$$
a_{n} y^{k}=d_{p} a_{p i}^{1} x^{1}+d_{n-p} a_{n-p, i}^{1} x^{i}=0
$$

which is a non - homogenous set of $n-r$ equations in the $n-r$ variables $d_{n-p}$, and has a unique solution. Since the $d_{p}$ can be chosen in $r$ independent ways, $y$ is $r$-distil.

Furthermore, it is always possible to find some A which will
give $y=\left(y^{1}, \ldots, y^{r}, o, \ldots, 0\right)$, for,

$$
y^{k}=\left(a_{k i}+a_{k j} c_{j i}\right) x^{i}
$$

and it is only necessary to choose the $a_{1 m}$ so that for each $k=r+1, \ldots, n$ and each $i=1, \ldots, r$, there holds

$$
a_{k i}+\varepsilon_{k j}^{c}{ }_{j 1}=0
$$

This is a set of ( $n-r$ )r equations for the $n^{2}$ elements of $A$, so theme is no difficulty in satisfying it. In that case any r-vector can be given n coordinates and remain rodin. under any non-singular transformation, by the simple expedient of adding $n-r$ zero components.

Let us apply these ideas to an rodin. region $R$ in the state space of an n-dim. system. Unfortunately $R$ might not be linear, but wo will suppose the $n-r$ degrees of dependence to bo expressed by some set of non-linear differentiable functions $M^{p}(x) \quad p=r+1, \ldots, n$. Since they are differentiable

$$
M^{p}(x+\Delta x)-M^{p}(x)={ }_{m_{i}^{p}}^{p} \Delta x^{i}+{ }_{n i}^{p}(x, \Delta x)\|\Delta x\|
$$

for all $x, \quad x+\Delta x$, and each $p . ~ r_{1}^{p}$ is a function which tends to zero as $\Delta x \rightarrow 0$, and the $\mathrm{m}_{\mathrm{i}}^{\mathrm{p}}$ are finite functions of x , in fact the partial derivatives $\mathbb{M}_{X^{i}}$. (Barge 15 p .195 ) If $x, x+\Delta x$ both $\operatorname{satisfy} M^{p}(x)=0$,
and if $\|\Delta x\|$ is small,

$$
m_{i}^{p} \Delta x^{i}=0
$$

so that there is a lincar dependence between all vectors in directions tangential to the $r$-dia. snooth manifold represented by the intersection of the $M^{P}(x)=0$. In short, there is a linear r-din. tangent space at $x$ in which the apmropriate voctors aro differentials $d z$ or derivatives $\dot{\mathrm{x}}$.

Usine the notation of tensor calculus, a transformation from a linear tangent space $X_{t}$ to a similar space $Y_{t}$ is:

$$
d y^{i}=\frac{\partial y i}{\partial x^{j}} d x j
$$

for the contravariant vectors $\mathrm{dx}, \dot{\mathrm{x}}$, and

$$
G_{y^{i}}=\frac{\partial x^{j}}{\partial y^{I}} G_{x^{j}}
$$

for co. variant vectors $G_{X}, \quad G(\dot{x})$ being a differentiable scaler funotion.
Any $r$-din. vector $\dot{x}$ can be embedded in an $n$-space by the addition of $n-r$ zero components, and arbitrary non-singular $n \times n$ transformations $\frac{\partial y}{\partial x}$ will prescrve the dimension.

It will always be assuced in future that any dependence between the components of $x$ is expressed by some set of differentiable scalar functions $\mathrm{H}(\mathrm{x})=0$. When trajectories reach/a region the velocity vector $\dot{\mathrm{x}}$ can be resolved into a set of components normal to the differentiable manifold,

$$
\dot{y}=p_{\dot{x}} \cdot \dot{x}=0
$$

or, if there are $n-r$ such functions $M(x)$,

$$
\dot{y}^{j}=\frac{i_{i}}{\mathrm{x}^{j}} \dot{\mathrm{i}}^{\dot{i}}=0 \quad i=1, \ldots, n ; j=r+1, \ldots, n .
$$

and a set in the tengent space. Since every taneent vector is normal to every one of the zero vectors which point out of the manifold, we have

$$
\begin{aligned}
& \dot{y}^{k} \cdot \dot{y}^{j}=0 \\
& k=1, \ldots, r \quad j=r+1, \ldots, n
\end{aligned}
$$

i.e. $\quad \sum_{i=1}^{n_{1}} \frac{\partial y^{k}}{\partial x^{i}} \operatorname{nn}_{x^{j}}\left(\dot{x}^{i}\right)^{2}=0$,
a set of $r(n-r)$ equations.
In addition, it is convenient to choose a Cartesian coordinate system for the $r$-vectors in the tangent space, so that they are all mutually: orthogonal:

$$
\frac{\partial y^{k}}{\partial x^{i}} \cdot \frac{\partial y^{m}}{\partial x^{i}}\left(\dot{x}^{i}\right)^{2}=0
$$

$k, m=1, \ldots r$, If the $M_{x}$ are explicitly know, there remain $n r$ elements of the transformation to be chosen subject to $r(n-r)+\frac{1}{2} r(r-1)$ equations. They can always be so chosen if

$$
n r \geq n r-\frac{1}{2} r(r+1)
$$

which jus always true.
If the $M(x)$ are not given explicitly, we must use the $r(n-r)$ equations 3.6 and we have a total of $2 r(n-r)+\frac{1}{2} r(r-1)$ conditions to be satisfied by the $n^{2}$ elements, which actin can always be done, together with the further natural requirement that the vector shall not be changed in magnitude under the transformation. This is equivalent to requiring

$$
\frac{\partial y}{\partial x}=1
$$

The equations $\mathbb{F}(x)=0$ are given only when certain constraints are imposed in the specification of the problem, for example defining the boundary of state space. When the optimal control is itself of such a nature that it forces the trajectories to lie in restricted regions, the form of the subspace is not known a priori, and indeed it may be difficult to determine it even with full knowledge of the optimal control function. The most familiar situation of this nature occurs in linear bang-bang control where trajectories may ${ }^{-1} ;$ on a switching surface. In such a case we can only
assume that tangent spaces can be constructed, i.e., that the switching surfaces are differentiable, and the transformation will be perfomed implicitlly,
3.2.3 Solutions of differential equations.

Tif have airily proposed that the differentiability properties of $u(x)$ may vary in different regions of state space, and that solutions of the set of $n$ differential equations of the dymanic system may be confined in some regions to subspaces of dimension less than $n$. Such a situation renders inapplicable some standard theorems concerned with differential equations, and these must be modified to some extent before we can proceed to the analysis of optimel systems.

Definition 3.1 : Let $f(x)=f\left(x^{1}, . ., x^{n}\right)$ be defined on some region $G$ of $n$ - dim. space $R^{n}$, and let $X_{o}$ be some point in $G$. $f(x)$ is continuous at $x_{0}$ in $G$ if for all $e>0$ there is some $d\left(x_{0}\right)=0$ such that

$$
\left\|x_{1}-x_{0}\right\|<d\left(x_{0}\right) \text { implies }\left|f\left(x_{1}\right)-f\left(x_{0}\right)\right|<e
$$

whenever $x_{l}$ is in $G . \quad\left(\|x\| \stackrel{\text { def }}{=} \sup _{i}\left|x^{i}\right|\right)$. Note that this definition allows $x_{0}$ to be a boundary point of $G$.

Definition 3.2 : $f(x)$ is uniformly continuous in $G$ if for all
e $>0$ there is sone $d>0$ such that for all $x_{0} \in G$

$$
\left\|x_{1}-x_{0}\right\|<d \text { inplies }\left|f\left(x_{1}\right)-f\left(x_{0}\right)\right|<\epsilon
$$

whenever $X_{1}$ is in $G$.
Straightforward extensions of these definitions arc Definition 3.3 : Let $H \subset R^{\Gamma}, r \leq n$, be a subset of $G$, and $x_{0}$ bo in $H: f(x)$ is continuous $a^{+} x_{0}$ in $H$ if 3.7 holds for $x_{l}$ in $H$; Uniform continuity in $H$ is defined by an analogous modification of

## definition 3.2 .

If $f(x)$ is continuous in $G$ it is continuous in $H$, for $X_{1}$ is cerdainly in $G$ if it is in I ; the converse, however, is not necessarily true.

Other possibilities sugeest themselves, for example, $f(x)$ may be continuous at $x_{0}$ in $H$ if $x_{0}$ is a point of closure of $H$ not contained in $H$, but we shall use them only if the need arises.
$\therefore$ afinition $3.4 \quad \hat{X}(x)$ is differentiable in $H$ if for all
$x, x+\Delta x$ in $H$,

$$
f(x+\Delta x)-f(x)=a_{i}(x) \Delta x^{i}+a(x, \Delta x)\|\Delta x\|
$$

where the product a. $\Delta x$ is finite for finite $\Delta x$ (the repeated index sumation convention is implied), and $a(x, \Delta x)$ tends to zero when $\Delta x$ tends to zero.

If $H$ is an open $n$-dim. set (i.e. $r=n$ ) this definition is equiralent to the usual one for differentiability (Berge 15 p .195 ) and under those conditions we merely say $\quad \mathrm{f}(\mathrm{x})$ is differentiable' without quali-fication. Definition 3.4 allows x to be a boundary point of H , obviating the need for concepts such as right-or -left derivatives. The real strength of the definition is that the $\Delta x$ are not arbitrary, but are restricted to a particular set; this has important consequences, as we sholl see.

Definition 3.5 : $f(x)$ admits a partial derivative with respect to $x^{i}$ if $\quad\left[f\left(x^{1}, \ldots ., x^{i}+h, . . x^{n}\right)-f(x)\right] \frac{1}{h}$
tends to a limit when $h \rightarrow 0$.
It is an easy consequence of definition 3.4 that if $f(x)$ is differentiable (i.e. in an open region of $R^{n}$ ) then it admits continuous partial derivatives with respect to all $x^{i}$, but if $f(x)$ is differentiable only
in $H$, then it may be that no partial derivatives exist, for ( $x^{1}, \ldots, x^{i}+h, \ldots x^{n}$ ) might not be in $H$ for any $x^{i}$, for $h$ however small. For example, $f(x)$ might admit a directional derivat. : along a curve, when $H$ would correspond to the tangent, but a varia'. of any one component of $x$ would take $x$ out of $H$.

Now we can say that there is a partition $X_{i} \quad i=1,2 \ldots$ of $X$ such that $u(x)$ is differentiable in each $X_{i}$. That is to say: the state space $X$ is defined by 2.4 b and 2.11 et. seq., and is i $i=1$ ded into regions such that every point in $X$ is contained in one and only one $X_{i}$. The dimension $r$ of each region is constant throughout that; region, but $r$ may vary from region to region. The differentiability properties of $u(x)$ are clearly the same for $f(x, u(x))$ : so that in practice $f$ might admit no partial derivatives. This is inconvenient. for in practice the operation of differentiation can only be carried c...' coordinate by coordinate, which is disallowed here. However, we cain $\varepsilon^{:}$ that by a suitable transformation of the tangent space of $X_{i}$ certain partial derivatives can be guaranteed to exist.

Let $f(x)$ be differentiable at a point $x_{0}$ in $H$ : if being $r$-dim. ('Differentiable at $x_{0}$ ' means that in definition 3,4 'for a. $x, x \div \Delta x$ ' is replaced by 'for $x_{0}$ and all $\Delta x$ such that $x_{0}+\Delta x$ is. and in 3.8 x is replaced by $\mathrm{x}_{\mathrm{J}}$ ). A suitable transformation $\partial \mathrm{y} / \mathrm{C}$. takes $\Delta x$ to

$$
\Delta \mathrm{y}=\left(\Delta \mathrm{y}^{2}, \Delta \mathrm{y}^{2} \ldots \omega \mathrm{y}^{\mathrm{r}},\right.
$$

$$
0 . \ldots 0)
$$

If any component $\Delta x^{p}$ is identically zero on $H$, it is convenient :s choose a particular $\Delta y^{q}$ to correspond:

$$
\Delta y^{q}=\quad \frac{\partial y^{q}}{\partial x^{2}} \Delta x^{p}
$$

with $\quad \partial y^{q} / \partial x^{p}=1, \quad \partial y^{q} / \partial x^{m}=0 \quad, \quad m \neq p$.
$A_{i}$ the same time $a_{i}(x)$ (see 3.8 ) may be subjected to a covariant transformation

$$
b_{j}=\frac{\partial \dot{x}_{i}}{\partial y^{j} a_{i}}
$$

Now,

$$
\begin{align*}
v_{j} \iota_{2 y^{j}}^{j} & =\frac{\partial x^{-i}}{\partial y^{j}} \varepsilon_{i} \frac{\partial y^{j}}{\partial x^{i}} \Delta x^{i} \\
& =a_{i} \Delta x^{i}
\end{align*}
$$

If certain of the $\Delta x^{i}$ in 3.8 are identically zero in $H$, the corresponding $a^{i}$ (the partial derivatives) are/ defined, although the product 3.10 is. Since it is an invariant of the transformation, the elements of the transformation may be chosen in any way compatible with 3.9 , and the product $b_{i} \Delta y^{j}$ will remain defined. Substituting 3.10 into 3.8 we have

$$
f\left(x_{0}+\Delta x\right)-f\left(x_{0}\right)=b_{j} \Delta y^{j}+a\left(x_{0}, \Delta x\right)\|\Delta x\|
$$

Strictly speaking, 3.9 and 3.10 are valid only for limiting values of $\Delta x$, which are precisely in the tangent space to the different ablsubspace $X_{i}$. Non-infinitesimal vectors $\Delta x$ for which $x, x+\Delta x$ ar: in $X_{i}$ are not in the tangent space at $x$, but have a projection $\Delta x^{\prime}$ onto it, where

$$
\wedge x:=\Delta x+e(\Delta x)\|\Delta x\|
$$

where $e(\Lambda x)$ tends to zero with $\Delta x$. A transformation of vectors in the tangent space gives

$$
\begin{aligned}
& \Delta y^{j}=\frac{\partial y^{j}}{\partial x^{i}} \Delta x^{\prime i} \\
&=\frac{\partial y^{j}}{\partial x^{i}}\left[\Delta x^{i}+e^{i}\|\Delta x\|\right] \\
& b_{j} \Delta y^{j}=a_{i} \Delta x^{i}+a_{i} e^{i}(\Delta x)\|\Delta x\|
\end{aligned}
$$

and it rould be more correct to write 3.11 as

$$
\Delta f=b_{j} \Delta y^{j}+\left[a\left(x_{o}, \Delta x\right)-a_{i} e^{i}\right]\|\Delta x\|
$$

but the alteration would add nothing of significnnce since we are not con cerned with the exact form of the function multiplying $\|\Delta x\|$. In future vectors of the form $\Delta x$ will be treated as tangent vectors without further comment.

Consider the index sets $p=r+1, \ldots ., n ; q=1, \ldots ., r$. The $\Delta y^{q}$ are independent (cf. 3.9) so the corresponding partial derivatives $f_{\mathrm{y}}$ exist and are equal to $\mathrm{b}_{\mathrm{q}}\left(\mathrm{x}_{0}\right)$, but the $\mathrm{b}_{\mathrm{p}}$, multiplied by zero components, are undefined. In general we can say that if $f(x)$ is differentisble in an r-dim. set it is possible to find a transformation such that $f(x)$ admits $r$ partial derivatives $f_{y}$.

We are now in a position to tackle the differential equation $\dot{x}=f(x)$. An important theorem for the system of full dimension is that the solutions are differentiable with respect to initial conditions. This property is of prime imiortance to this work, so an analogue of this result must be proved for the conditions of state space. We begin by showing that solutions are continuous with respect to initial conditions.

Theorem: Let $X$ be a region in $n$-dim. space, and $G$ an r-dim. region contained in $X . H$ is an r-dim. subset of $G$ whose closure is in $G$. For every point $z$ in $H$ let there be a unique solution $y(z, 0 ; t)(c f .2 .3)$ of $\dot{x}=f(x)$ remeining in $H$ for $t<t_{z}$. Suppose $f(x)$ is bounded and continuous in $H$. Then for all $e>0$ there is a $d>0$ such that

$$
\left\|z_{1}-z_{2}\right\| \leftarrow d \quad \text { implies }\left\|y\left(z_{1} ; t\right)-y\left(z_{2} ; t\right)\right\|<e
$$

for $t<\min \left(t_{z_{1}}, t_{z_{2}}\right)$ and for $z_{1}, z_{2}$ in $H$.

Proof: Choose a point $x_{0}$ in $H$, and some n-din. neighbourhood $D$ of $x_{0}$ containing $H$. Let $E=D \cap G$ and $\alpha=\inf _{W \in E-H}\left\|w-x_{0}\right\|$. Consider the r-dia. box B: $\left\|z-x_{0}\right\| \leq \boldsymbol{x} \quad z \in \mathbb{E}$. Every point $z$ in $B$ is in $H$, for the nearest point in the $r$-diru. subspace that is not in $H$ is at a distance $\propto$ from $x_{0}$. The equality is permitted only when the corresponding boundary point of $H$ is actually in $H$. Choose an intervel $I=\left[0, \mathrm{I}^{\prime}\right)$ such that every trajectory starting in $B$ remains in $H$ in the interval, e.g. if $y(z, 0 ; t)$ reaches a point outside of $E$ at $t=t_{z}$, let $T=\min _{z}\left(t_{z}\right)$.

For $t<T$,

$$
y(z, 0 ; t)=z+\int_{0}^{t} f\left(y\left(z, 0 ; s \frac{1}{n}\right) d s\right.
$$

romains in $H$, and, since $f$ is bounded, $y(t)$ is uniformly bounded and uniformly continuous. That is, for all $e>0$ there is a $d(z)>0$ independent of $t$ such that

$$
\left|t_{1}-t_{2}\right|<d(z) \text { implies }\left\|y\left(z ; t_{1}\right)-y\left(z ; t_{2}\right)\right\|<e
$$

This is true for any $0<t_{1}, t_{2}<T$ and each $z$, so that for $e$ there must be some $d=\min \{d(z)\}$ for which 3.13 holds uniformly in $z$. Then the family $y(z, 0 ; t)$ issaid to be equicontinuous.

Ascoli's theorem (Coddington and Levinson 16 p .5 ) states that every infinite family $\{g(t)\}$ uniformly bounded and equicontinuous on a bounded interval conteins a sequence $\left\{g_{n}(t)\right\}$ which is uniformly convergent on that interval.

As $z \rightarrow x_{0}$ we have such a family, and there is a convergent sequence of which every member, and therefore also the limiting member, satisfies 3.12 and so is a solution. By assumption, this solution is unique, so that all such sequences converge uniformly to $y\left(x_{0}, 0 ; t\right)$ however
$z$ tends to $x_{0}$. This proves continuity at $x_{0}$ in $B_{\text {. }}$
The extension of this result to hold for all points in $H$ is strightforward, for it applies, as it stands, to any point in $B$, and $a$ similar box can be constructed centred or any point in $B$ up to points for which $\boldsymbol{\alpha}=0$. Similarly, if $x_{1}=y\left(z, 0 ; t_{p}\right) \quad t_{1}<T$, the proof applies for points in a box centred on $x_{1}$, with another suitably chosen $T$. The process is repeated for $T$ arbitrarily small, thereby covering all points in $H$. We conclude that the solution of a differential equation is continuous uniformity with respect to the coordinates of its initial point as long as it remains in the same region of continuity of $f(x)$.

If $f(x)$ is differentiable in $H$, the solution will also be differentiable with respect to the initial conditions.

For, consider the solutions from two points $z_{0}, z_{1}$.

$$
\begin{align*}
& x_{0}(t)=y\left(z_{0}, 0 ; t\right)=z_{0}+\int_{0}^{t} f\left(y\left(z_{0} ; s\right)\right) d s \\
& x_{1}(t)=y\left(z_{1}, 0 ; t\right)=z_{1}+\int_{0}^{t} f\left(y\left(z_{1} ; s\right)\right) d s
\end{align*}
$$

and restrict $t$ to an interval within which the solution remains in $H$. Let $x_{1}(t)-x_{0}(t)=\Delta x(t) ; z_{1}-z_{0}=\Delta z$.
Applying 3.8 to exch element of $x$ we have

$$
\Delta x(t)=\Delta z+\int_{0}^{t} A(x(s)) \Delta x(s)+a(x(s), \Delta x(s))\|\Delta x(s)\|_{3.15}^{d s}
$$

where the matrix A comprises the elements $a_{i}$ of 3.8 for each composent of $f$, and $a(x, \Delta x)$ is a vector each of whose components tends to zero with $\Delta x(s)$.

The solution of 3.15 is of the form

$$
\Delta x(t)=E(\Delta z, 0 ; t)
$$

a continuous function of $\Delta \mathrm{z}$, so that 3.15 can be written in the form

$$
\Delta x(t)=\Delta z+\int_{0}^{t} A(s) \Delta x(s)+\underline{\varepsilon}(s, \Delta z)\|\Delta z\| d s \quad 3.16
$$

a being a function that tende to zero with $\Delta \mathrm{z}$. Differentiating,

$$
\Delta \dot{x}=A(t) \Delta x+\underline{a}(t, \Delta z)\|\Delta z\|
$$

Consider the $n$-dim. vector equation

$$
\dot{u}=p(t) u+p\left(t, u_{0}\right)
$$

where $u_{0}$ is the initial value $u(0)$, and $p$ tends to zero with $u_{0} \cdot 3.18$ is of similer form to 3.17 , and if $n$ linearly independent solutions can be found, has the solution

$$
u(t)=w(t, 0)\left[u_{0}+\int_{0}^{t} w(0, s) p\left(s, u_{0}\right) d s\right]
$$

where $W$ is the solution to the homogeneous matrix equation

$$
\dot{U}=P(t) U
$$

with initial condition $U(0)=$ unit matrix. In this form it is not quite comparable to 3.17, which does not admit $n$ linearly indepent solutions. However, suppose 3.18 to be in fact r-dim. so that it includes $n-r$ degrees of redundency. It can be trensformed into

$$
\dot{v}=Q(t) v+q\left(t, v_{0}\right)
$$

where $\quad v=\left(v^{l}, \ldots \ldots v^{n}\right)$ and $v^{r+1}=\ldots . v^{n}=0$, by choosing a matrix $R(t)$ and a vector $r(t)$ such that

$$
\begin{align*}
& u=R v+r \\
& \therefore \quad \dot{\mathrm{u}}=\dot{\mathrm{R}} \mathrm{v}+\mathrm{R} \dot{\mathrm{v}}+\dot{\mathrm{r}}
\end{align*}
$$

Using the indices $\mathrm{m}=r+1, \ldots, \mathrm{n}$ we see that if R,r are chosen to satisfy the differential equations

$$
\begin{array}{rlr}
Q_{\text {qii }} & =0 & i=1, \ldots, n \\
q^{m} & =0 &
\end{array}
$$

with initial values

$$
v_{0}^{m}=\left\{R^{-1}\left[u_{0}-r_{0}\right]\right\}^{m}=0
$$

then the last $n-r$ equations in 3.20 become zero identities and the remalning equations form a normal $r$ - dim. set with a solution of the form 3.19. There is no need to actually carry out such a transformation, but the knowledge that it is feasible enablesus to write the solution of 3.17 , supposedly transformed into normal r-dim. form, but without altering the notations as

$$
\Delta z=W(t, 0) \Delta z+\int_{0}^{t} g(s, \Delta z) d s\|\Delta z\|
$$

The integral tends to zero with $\Delta \mathrm{z}$, uniformly in $t$, so that 3.23 conforms with the condition that $\bar{x}$ should be differentiable in $H$ with respect to $z$, the indtial condition.

We must now consider the situation when trajectories enter a neighbouring subspace. The two trajectories defined in 3.14 have initial points. in a region $H_{1}$ and reach $H_{2}$, a space of possibly different dimension, at $t_{0}, t_{1}$ respectively. Let $t>t_{1}>t_{0}$, and $x_{1}(t)-x_{0}(t)=\Delta x(t)$; $\Delta x(t)=\Delta z+\int_{0}^{t} 0 A(x(s)) \Delta x(s)+a(x, \Delta x)\|\Delta x(s)\| d s+$ $+\int_{t_{0}}^{t_{1}} f\left(y\left(z_{1} ; s\right)\right)-f\left(y\left(z_{o} ; s\right)\right) d s+$ $+\int_{t_{1}}^{t} B(x(s)) \Delta x(s)+b(x, \Delta x)\|\Delta x(s)\| d s$
$A, a, B, b$, correspond to the elements involved in the definition of differentiability (3.8), the first pair applying in $H_{1}$, the second in $H_{2}$. The integral from $t_{0}$ to $t_{1}$ involves two functions whose arguments are taken from differnt regions of space, for in that interval the first trajectory has already crossed the border. $f(x)$ may be discontinuous at such a point, and its values at $t_{0}$ in $H_{1}$, $H_{2}$ respectively will be indicated by

$$
\begin{align*}
& \text { - , t then } \\
& \int_{t_{0}}^{t_{1}} f\left(y\left(z_{1} ; s\right)\right)-f\left(y\left(z_{0} ; s\right)\right) d s=\int_{t_{0}}^{t_{1}} f\left(y\left(z_{1} ; s\right)\right)- \\
& -f\left(y\left(z_{0}, t_{0}^{+}\right)\right)-\dot{f}\left(y\left(z_{0}, t_{0}^{+}\right)\right)\left(s-t_{0}\right)+F\left(t_{0}, s\right)\left|s-t_{0}\right|+ \\
& +f\left(y\left(z_{0}, t_{0}^{-}\right)\right)-f\left(y\left(z_{u}, t_{0}^{-}\right)\right) d s \\
& \text { (where } \mathrm{F} \rightarrow 0 \text { as } \mathrm{s} \rightarrow \mathrm{t}_{\mathrm{o}} \text { ), } \\
& =\left[f\left(y\left(z_{0}, t_{0}^{-}\right)\right)-f\left(y\left(z_{0}, t_{0}^{+}\right)\right)\right]\left(t_{1}-t_{0}\right)-\frac{1}{2} f\left(y\left(z_{0}, t_{0}^{+}\right)\right)\left(t_{1}-t_{0}\right)^{2}+ \\
& +\int_{t_{0}}^{t_{1}} F\left(t_{0}, s\right)\left|s-t_{0}\right|+f\left(y\left(z_{1} ; s\right)\right)-f\left(y\left(z_{0} \mid t_{0}^{-}\right)\right) d s
\end{align*}
$$

The last two functions in the intergrand take their values in the same region $H_{l}$ in which $f(x)$ is differentiable. Since $y$ is differentiable with respect to both $z$ and $t$, the integrand involves only terms of the order of magnitude of $\Delta z$ and $\left(s-t_{0}\right)$. If the time of reaching the boundary is a continuous function $t(z)$, then as $\Delta z \rightarrow C$ the only significant contribution to the discontinuity of $\Delta x(t)$ is

$$
\left[f\left(z_{0}, t_{0}^{-}\right)-f\left(z_{0}, t_{0}^{+}\right)\right]\left(t_{1}-t_{0}\right)
$$

and if $f$ proves to be continuous at $t_{o}$ then the partial derivative $\partial x(\downarrow) / \partial z$ is continuous: otherwise the derivatives are continuous only within single regions, and after transition points $x(z)$ is not necessarily differentiable, since 3.24 does not have the form of a linear equation. If, however, $t(z)$ is differentiable, $\left(t_{1}-t_{0}\right)$ can be written as a linear function of $\Delta z$ together with terms of higher order, and $\partial x / d z$, though not continuonus in time, does exist, and is the solution of

$$
\begin{align*}
\frac{\partial x}{\partial z} \frac{t}{\partial z} & =E+\int_{0}^{t_{0}} A(s) \frac{\partial x(s)}{\partial z} d s+\left[f\left(t_{0}^{-}\right)-f\left(t_{0}^{+}\right)\right] \frac{\partial t_{0}}{\partial z}+ \\
& +\int_{t_{0}}^{t} B(s) \frac{\partial x(s)}{\partial z} \text { da etc. (E being the unit matrix). }
\end{align*}
$$

If $H_{1}, H_{2}$ are p-dim., q-dim., respectively, then the proper transformations make A a p-dim. row vector of partial derivatives, $\partial x(s) / \partial z$ a $\mathrm{p} \times \mathrm{p}$ matrix (in the first integral), $\mathrm{Dt}_{\mathrm{o}} / \partial \mathrm{z}$ a p -dim. vector, B a $q$-dim. vector, and $\partial x / \partial z$ in the second integral a $q \times p$ matrix.
3.3 Isotims.
3.3.1. Hypersurfaces of constant cost.

With these basic and crucial results established, we may return to the problem of optimal control. The equation $\dot{x}=f(x)$ forming the basis of the analysis above is in fact the equation satisfied by a dynamic plant under optimal control, where the control function can be expressed $u(x)$. In establishing this 'feedback' form in section 3.1 we agreed that a point in $X$ is sufficient data (given the specification of the problem) to determine a control function, a trajentory, and, since the cost function depends only on these items, also a unique value of cost, which we shall write $J(x)$ : Referring to 2.9 and 2.10,

$$
\begin{aligned}
J(x) & =\min _{v(t)} P(x, 0, v(t)) \\
& =P(x, 0, u(t))
\end{aligned}
$$

Consider the points which satisfy the equation

$$
\bar{j}(x)=c
$$

They form a set of points each of which has the samo value of cost, and this set may appropriately be called an'isotim' (Greak ri $\quad \eta^{\prime}=$ cost) . The equation of the isotim expresses one degree of interdependence between the arguments of $J(x)$, the coordinates of the point $x$, so that the points in an r-dim. region which are on en isotim constitute an ( $r-1$ ) -dim. subspace. As we shall see, $J(x)$ is piecewise differentiable and the isotims are hypersurfaces with a normel (not necessarily unique) at each point.

It is evident that every point in the state space lies on some isotim, and that isotims cannot meet, for this would imply that the single point has two values of optimal cost, which is ruled out by the assumption of uniqueness.

Whether the cost function is of the form 2.8 a or 2.8 b , it is clear that it can be expressed as the solution of a differential equation. This point was emphasized in section 2.2 together with the possibility of adjoining this differential equation to the dynamic equations of the plant. That particular step was rejected, but the differential-equation character of the cost function is not to be overlooked, and was in fact a major (though unmentioned) motive in deriving the results of section 3.2 .

For both the Lagrange and Mayer cost function we may write an equation of the form

$$
\dot{J}(x)=w(x)
$$

$w(x)$ having the sane differentiability properties as $u(x)$, for it is really $w(x, u(x))$. Then

$$
J\left(x_{0}\right)=\int_{0}^{t_{f}\left(x_{0}\right)} w(x(t)) d t
$$

with $x(t)$ taken along an optimal trajectory, i.e., $x(t)=y\left(x_{0}, 0 ; t\right)$. $x_{0}$ is independent of $t$, and $J\left(x_{0}\right)$ will be differentiable if both the integrand and $t_{f}\left(x_{0}\right)$ are differentiable for $x_{0}$ in some given region. $w(x)$ certainly admits certain partials, for $w(x, u)$ is designed by the specification of the cost function to be differentiable for $x$ and $u$, and $u(x)$ is differentiable to a degree. The solutions $y\left(x_{0} ; t\right)$ have been shown to be differentiable so that under suitable transformations certain derivatives of the form $w_{x_{0}}=\left(w_{x}+w_{u} u_{x}\right) y_{x_{0}}$ will exist. It remains to investigate $t_{f}\left(x_{0}\right) . t_{f}$ is defined (see 2.7) as the
first instant at which the solution reaches the terminal set $T$ which is itself defined by a set of differentiable functions

$$
T(x)=0
$$

Each such function represents an ( $n-1$ )-dim, manifold, and if $T$ is the intersection of $s$ such manifolds it is ( $n-s$ )-dim. Immediately before reaching $T$ the trajectories are in a region of dimension $p>n-s$, of which $T$ is a boundary.

Consider trajectories starting at $t=0$ from $x_{a}, x_{b}$, and let $x_{b}-x_{a}=\Delta x_{a}$, and let the region $X_{o}$ containing both $x_{a}$ and $x_{b}$ be $r$-dim. They reach $T$ at $t_{a}, t_{b}$ at points $x_{1}=y\left(x_{a}, 0 ; t_{a}\right)$, $x_{2}=y\left(x_{b}, 0 ; t_{b}\right)$ respectively. Define $x_{2}-x_{1}=\Delta x_{1}$. For each component $T(x)$ of 3.33 there holds

$$
T\left(x_{1}\right)=T\left(x_{2}\right)=0
$$

and since $T(x)$ is differentiable, $T\left(x_{2}\right)-T\left(x_{1}\right)=T_{z} \cdot \Delta z+\tau\left(x_{1}, \Delta x_{1}\right)\left\|\Delta x_{1}\right\|$ where a transformation $\Delta z=2 \Delta x_{1}$ expresses $\Delta x_{1}$ as an r-dim. vector so that $\Delta \mathrm{z}^{\mathrm{r}+1}=\ldots .=\Delta \mathrm{z}^{\mathrm{n}}=0$, and the $\mathrm{T}_{\mathrm{z}}{ }^{1} \cdots \cdots, \mathrm{~T}_{\mathrm{z}^{\mathrm{r}}}$ are partial derivatives.

$$
\begin{align*}
\Delta x_{1} & =\int_{0}^{t_{b}} f\left(y\left(x_{b} ; t\right)\right) d t-\int_{0}^{t_{a}} f\left(y\left(x_{a} ; t\right)\right) d t \\
& =\int_{0}^{t_{a}} f\left(y\left(x_{b} ; t\right)\right)-f\left(y\left(x_{a} ; t\right)\right) d t+\int_{t_{a}}^{t_{b}} f\left(y\left(x_{b} ; t\right)\right) d t
\end{align*}
$$

3.34, 3.35, 3.36 give
$T_{z} \cdot z\left[\int_{0}^{t_{a}} f\left(y_{b}\right)-f\left(y_{a}\right) d t+\int_{t_{a}}^{t_{b}} f\left(y_{b}\right) d t\right]+\tau\left\|\Delta x_{1}\right\|=0$
the notation being abbreviated in a self-explanatory fashion.

$$
y_{b}=y\left(x_{b}, 0 ; t\right) \text { is a continuous function of } t \text {, and the mean value }
$$ theorem applies in this case stating that for each component $\hat{i}^{j}$ there is some $t_{a} \leq t^{j+} \leq t_{b}$ such that

$$
\int_{t_{a}}^{t_{b}} f^{j}\left(y\left(x_{b} ; t\right)\right) d t=f^{j}\left(y\left(x_{b} ; t^{j}\right)\right)\left[t_{b}-t_{a}\right]
$$

$\because 3.37$ gives
$t_{b}-t_{a}=\frac{-T_{z_{0}} Z\left[\int_{0}^{t_{a}} f\left(y_{b}\right)-f\left(y_{a}\right) d t\right]+\tau\left\|\Delta x_{1}\right\|}{T_{z} \cdot Z f\left(y\left(x_{b} ; t^{\prime}\right)\right)}$
The integrand can be expressed in terms of $\Delta y(t)$, hence in terms of $\Delta z$ and $t$, and it is easy to manipulate 3.39 into a form corresponding to 3.8, showing that $t_{f}\left(x_{0}\right)$ is differentiable, admitting $r$ partial derivatives. Assuming the proper transformations to have been made, we will have

$$
J_{x_{0}}=\int_{0}^{t_{f}\left(x_{0}\right)} w_{x_{0}} d t+w\left(t_{f}\right)\left(t_{f}\right)_{x_{0}}
$$

Since $J(x)$ is differentiable its partial derivatives will be continunus as long as $x$ remains in one region of differentiability, but as the trajectories move from one region to another, the partials at boundary points might suffer discontinuities. We shall investigate this possibility. A similar problem arose in studying the properties of solutions of the equations at such boundaries, although the situation is not quite the same, for there the initial point was fixed and the solution moved, while here it is the initial point itself which moves.

Consider two sequences $\left\{x_{i}\right\},\left\{x_{j}\right\}$ in $X_{0}$, converging to $x_{0}, x_{1}$ respectively in $X_{1}, X_{0}, X_{1}$ are $r$-dim., p-dim. respectively. 3.40 holds for each point $x_{i}, x_{j}, x_{0}, x_{1}$, but $r$ partial derivatives exist for the points in $X_{o}$, and $p$ for those in $X_{1}$. For the two points $x_{s}, x_{t}$
from $\left\{x_{i}\right\}\left\{x_{j}\right\}$,

$$
\begin{aligned}
J\left(x_{s}\right)-J\left(x_{t}\right) & =h\left(x_{s}\right) \cdot\left[x_{s}-x_{t}\right]+j\left(x_{s}, x_{s}-x_{t}\right)\left\|x_{s}-x_{t}\right\| \\
& =J_{z}\left(x_{s}\right) \cdot \Delta z+j\left\|x_{s}-x_{t}\right\|
\end{aligned}
$$

under a suitable transformation. Also;
$J\left(x_{0}\right)-J\left(x_{1}\right)=J_{w} \Delta w+j^{\prime}\left(x_{0}, x_{0}-x_{1}\right)\left\|x_{0}-x_{1}\right\|$
$\Delta w$ being a vector in a p-dim. tangent space at $x_{0}$.
The difference

$$
\left[J\left(x_{s}\right) \rightarrow J\left(x_{t}\right)\right]-\left[J\left(x_{0}\right)-J\left(x_{1}\right)\right]
$$

can be made as small as desired, as $\left\{x_{i}\right\}\left\{x_{j}\right\}$ converge to $x_{0}, x_{1}$, therefore the difference between the right hand sides approaches

$$
\begin{aligned}
J_{z}\left(x_{0}\right) \cdot \Delta z-J_{w}\left(x_{0}\right) \cdot \Delta w & +\left[j\left(x_{0}, x_{0}-x_{1}\right)-\right. \\
& \left.-j^{\prime}\left(x_{0}, x_{0}-x_{1}\right)\right]\left\|x_{2}-x_{1}\right\|=0 .
\end{aligned}
$$

Since there are terms of both first and second order in $\Delta x$, it must be that $j=j^{\prime}$, and

$$
J_{z} \cdot \Delta z-J_{w} \cdot \Delta w=0
$$

$\Delta z$ and $\Delta w$ are transformations of the same vector $x_{0}-x_{1}$ but the former is the limit of a sequence of vectors in r-dim. tangent spaces, and the latter is p-dim. Suppose $r>p$ (we choose this for definiteness, but it could equally be $r \leq p$ ), then vectors in the $p-d i m$. space corresponding to $\Delta_{w}$ can be embedded into an r-dim.space at the same point in such a way that the components $p+1, \ldots$. . . $r$ are all zero. In particular $\Delta_{W}$ can be given $r$ coordinates, and be made identical with $\Delta z$, when carespondingly $J_{w} \rightarrow J_{z}^{r}$, and

$$
\left(J_{Z}-J_{Z}^{\prime}\right) \cdot \Delta I=0
$$

demonstrating that when the components of $\Delta_{z}$ are not zero the expressions $J_{z}, J_{Z}^{\prime}$ are equal and are the partial derivatives.

In many practical situations a 'switching surface' is the boundary between one n-dim.region and another, in which case $r=p=n$, and all derivatives $J_{x}$ are continunus across the surface, indicating that the isotims suffer $n \cap$ discontinuities of slope, and a diagram of the isotims alone would not reveal the existence of control discontinuities of this kind. However, it may be that the trajectories remsin on this surface, when we have $r>p$, and only $p$ derivatives are continuous, and the isotims degenerate to ( $p-1$ )-dim. hypersurfaces. Another way of expressing the continuity of certain particl derivatives is th say that that component of the isotim gradient which is tangential to the 'switching surfece' (or whatever surface it happens to be) is continuous. the boundary of state space presents a similar situation, though nost likely without any discontinuity of the contrnl, and again the compenent of grad $J$ tangential to the boundary is continuous, and other compneats are undefined on the boundary. This topic will be taken up again later on, but in the next section we shall find that the components of grad $J$ play a central role in the determination of the necessary cunditions for optimality. At this stage we must distinguish between the Lagrange problem and the Mayer problem, for the coat function is differently defined, and the term 'points of same cost' leads to quite dissimilar constructions of isotims.

### 3.3.2 The Legrange isotim.

2.8.6 defines the cost function in this case, and for an optimal control policy,

$$
J(x)=\int_{t}^{t_{f}} L(x(s), u(x(s))) d s
$$

where $t$ corresponds to the point for which $J(x)$ is evaluated. The value of the cost changes from print tr print along a trajectory and we have

$$
\dot{j}=-L(x, u(x))
$$

Thus trajectories cross the isotims at a rate dopending upon the control at the point, and if $L$ is non-negative the isotims will be met in a ponotonically decreasing sequence, reaching a value of zero at $T$, where $t=t_{f}$. The isotim $J(x)=0$ conteins the entire terminal set, though the reverse is not necessarily true, for there may be points not in $T$ from which $T$ can be reached with zero cost.

It usually turns out that $L$. is non-negative throughout the interval $\left[t_{o}, t_{f}\right]$, though exceptions are conceivable, especially when the admissible state space is peculiarly shaped. In such cases it might be possibl to construct an equivalent cost funcrion which is elways positive, but which has the same optimisation properties as the original one. This might be achieved by adding to $L$ a total differential,

$$
\begin{aligned}
L^{\prime}= & L+S_{x} \cdot f(x, u) \\
\therefore & \int^{\prime} d t=\int L d t+S\left(x\left(t_{f}\right)\right)-S\left(x\left(t_{0}\right)\right) .
\end{aligned}
$$

If such a function can be found which has a constant value over $T$ and a constant value over the initial set of points so that the choice of optimsi initial and final points is not affected, and if $S_{x} . f$ is sufficiently positive, $I^{\prime}$ will be positive but equivalent to $L$.

In the analogous situation of the classica: calculus of variations for a cost integrand $L(x, \dot{x})$ e function $S(x)$ can be found to satisfy

$$
L^{\prime}(x, \dot{x})=I(x, \dot{x})+S_{x}(x) \cdot \dot{x}>0
$$

if there exists some line element $\left(x_{0}, \dot{x}_{0}\right)$ at a point $x_{0}$ where

$$
L\left(x_{0}, \dot{x}\right)-L_{\dot{x}}\left(x_{0}, \dot{x}_{0}\right) \cdot \dot{x}>0
$$

for ail $\dot{\mathrm{x}} \neq k \dot{x}_{0}$. * A condition of this nature forthe control problem is lacking, though the form of 3.42 suggests snalogies. At the * (Rund 17 p. 5 gives no proof, but refers to Caratheodory 18 p.243.)
moment it is helpful to note that it is a condition which will usually be setisfied.

In an n-dim. region the isotims always have unique normals at aach point but in a region of lower dimension this is no longer so. When e normal is not uniquely defined on a continuous manifold there is a 'ridge' at that point, and this is in fact the situation here. Ir an r-dir. region trajectories are always on a ridge of the isotim, though if a narrow view is taken, restricted only to the interior of that subspace the isotirs are quite smoothjust as the corner of a box is a ridge in 3-dimensions, but merely a straight line if viowed from the background of, say, one wall. Fig 3 shows 3.dim. regions $A, B$ separated by a $2-d i m$. surface $C$. An isotim has an edge in $C$, but an observer whose panorama is restricted only to $C$ will see no 'edge but a perfectiy smooth curve. The components of $J_{x}(A), J_{x}(B)$ in the tangent plane to $C$ are equal to $J_{X}(c) \quad\left(J_{X}\right.$ is used here as a symbol for the normal vector.)


### 3.3.3 The Mayer isotin

The cost function, defined by $2.8 a$, is evsluated only at the terminal point, and is therefore constent with respect to all points on une trajectory. Along a trajectory, then, we have $\dot{\mathfrak{J}}=0$, showing that the trajectory remains on the same isotin throughout its entire range. An isotir is in fact not merely a collection of points but a set of trajectories, forming a'sheat' or perhaps a 'tube' in state space, which meets the terminal set. Fig 4 shows the reduction of a surface isotim to a single trajectory at a 2 -dim. subspace. The tangential components of $J_{x}$ are afain continuous.


Fig 4

Each isotia dividax the state space into two regions in which the cost is greater then and less then the value of the isotim. This apparently trivial observation points out a property which will frove to be quite profound and far-reaching.

Chapter 4. MECESSARY COIDITIOHS FOR OPTIMALITY.
4.1. The Problem of Lagrange.
4.1.1. The minimum principle.

The cost function

$$
P\left(x_{1}, t_{1}, v(t)\right)=\int_{t_{1}}^{t_{f}} L(x(t), v(t)) d t
$$

is evaluated for one point $\mathrm{x}_{1}$, along the trajectory proceeding from $\mathrm{x}_{1},{ }^{t_{1}}$ with control $\mathrm{v}(\mathrm{t})$ to the terminal set. * It is therefore a path integral. Along an optimal path the integrand $L(x, u)$ is a measure of the 'rate of descent' of the state $x$ down the 'hill of' cost', the isoticas being the contours. A non optimal trajectory also crosses isotims, but not at the same rate at which its optimal cost $J(x)$ decreases. We rust find some expression for the rate at which arbitrary trajectories cross isotims. Consider two points $x_{1}, x_{2}$ on the same trajectury.

$$
x_{2}-x_{1}=\int_{t_{1}}^{t_{2}} f(x(t), v(t)) d t
$$

Aucording to the mean value theorem there is some $t$ ' such that

$$
\begin{aligned}
x_{2}-x_{1}= & f\left(x\left(t^{\prime}\right), v\left(t^{\prime}\right)\right)\left(t_{2}-t_{1}\right) \\
& t_{1} \leq t^{\prime} \leq t_{2}
\end{aligned}
$$

Strictly spenking $t^{\prime}$ is not necessarily the same for each component of $f$, but that is no matter here.

$$
J\left(x_{2}\right)-J\left(x_{1}\right)=p\left(x_{1}\right) \cdot\left(x_{2}-x_{1}\right)+j\left(x_{1}, x_{2}-x_{1}\right)\left\|x_{2}-x_{1}\right\|
$$

since $J(x)$ is differentiable.

$$
\frac{J\left(x_{2}\right)-J\left(x_{1}\right)}{t_{2}-t_{1}}=p\left(x_{1}\right) \cdot f\left(x\left(t^{\prime}\right), v\left(t^{\prime}\right)\right)+j\left(x_{1}, x_{2}-x_{1}\right) \frac{\left\|x_{2}-x_{1}\right\|}{t_{2}-t_{1}}
$$

*( In this section trajectories are not optimal unless specifically designated such.)

$$
=p(x) \cdot f\left(t^{\prime}\right)+j \cdot \sup \left|f^{i}\left(t^{\prime}\right)\right|
$$

therefore, letting $t_{2}-t_{1} \rightarrow 0$,

$$
\dot{J}=p(x) \cdot f(x, v)
$$

It must be cuphajized that $f$ is a contravariant vector in the tangent space at $x$, and therefore transforms precisely according to the usual rules. $p(x)$ under these conditions transforms to give the partial derivatives in restricted regions, and in $n$-dim. regions $p(x)$ is identically $J_{\dot{x}}$. Any trajectory frow $x_{1}$ on $J\left(x_{1}\right)=c_{j}$, reaches, after an arbitrary interval $\left[t_{1}, t_{2}\right]$, some point $x_{2}: J\left(s_{2}\right)=c_{2}$.
The cost over this interval is

$$
\int_{t_{1}}^{t_{2}} L(x, v) d t
$$

and since it is not optimal,

$$
c_{1} \leqslant \int_{t_{1}}^{t_{2}} L(x, v) d x+c_{2}
$$

That is to say, the optional cost from $x_{1}$ cannot be greater than the cost of a trajectory which is non-optimal for an arbitrary interval and thereafter optimal. Now

$$
\begin{align*}
c_{2}-c_{1} & =J\left(x_{2}\right)-J\left(x_{1}\right) \\
& =\int_{t_{1}}^{t_{2}} \frac{d J}{d t} d t
\end{align*}
$$

evaluated along th said trajectory. Using 4.2, 4.3,

$$
\int_{t_{1}}^{t_{2}} I(x, v)+p(x) \cdot f(x, v) d t=0
$$

but the interval $\left[t_{1}, t_{2}\right]$ is arbitrary, so that

$$
L(x, v)+p(x), f(x, v) \geqq 0
$$

Along an optimal trajectory the equality will hold, and $v=u$. If we define

$$
H(x, v)=L(x, v)+p(x) \cdot f(x, v)
$$

then the optimal control satisfies

$$
H(x, u)=\min _{v} H(x, v)=0
$$

In words, the minimisation operation 4.7 means'for fixed $x$ find that value of $v$ for which the function $H$ takes a value less than that for any other admissible value of $v$ '. 'Admissible' means a velue which does not violate the constraints specified in formulating the problem, for example 2.4b, 2.5.

It is also possible to describe 4.7 as a minimization with respect to x : ' for fixed $u$ find theit point x for which the function H takes a value less than that for any other admissible point'. We confirm easily that this is so, for at a point $x+\Delta x$ the corresponding optimal control is $u(x+\Delta x)$. If we evaluate $H$ at $x+\Delta x$, but retaining the velue $u(x)$, H will not take its minimun value, for $u(x)$ is not optimal at $x+\triangle x$, so that

$$
H(x+\Delta x, u(x)) \geq H(x+\Delta x, \quad u(x+\Delta x))
$$

We can now extend 4.7 to the elegant expression

$$
\min _{V, X} H=0
$$

which contains the aost essential necessary conditions and the tools with which to construct optimal control functions. 4.9 bay be called the 'minimum principle'.

The most significant steps in the analysis are 1) the remowal of the integration sign at 4.5, and 2) the recognition that $H(x, u)$ is $a$ minium for $x$, with $u$ fixed. The fomer has the effect of reducing the problea from that of the minimization of a functionsl with an associated differential systea to the minimization of a function - a much simpler problen which can be solved either by ordinary calculus or, of ten, by inspection In terris of the behaviour of trajectories, we find at each point the control the
which takes the trajectory in/optimal direction with respect to the isotim.
p.f is after all only a measure of the angle between the isotim normal and the velocity vector af the actual nagnitudes $\|p\|$, \|f\|are are disregarded; if the mognitudes/considered significant 4.5 inplies optimization of the descent rate of the trajectory, ensuring that $\dot{J}=-\mathrm{L}$, for $J_{\mathrm{X}}=\mathrm{p}$ indicates not ierely a normal direction but also an 'isotin density' or gredient.

The other crucial step, mininization with respect to $x$, we shall now develop further. 4.8 implies

$$
H(x+\Delta x, u(x))-H(x, u(x)) \geqq 0
$$

We have, for all $x, x+\Delta x$ in $x$,

$$
\begin{align*}
& L(x+\Delta x, u)-L(x, u)=L_{x} \Delta x+H(x, x+\Delta x)\|\Delta x\| \\
& f(x+\Delta x, u)-f(x, u)= \pm_{x} \Delta x+F(x, x+\Delta x)\|\Delta x\|
\end{align*}
$$

for $L, f$ are differentiable, by hypothesis, in anopen region containing $X$. Although 4.11 holis throughout $X$ wewould prefer, as usuel, to trensform the velocity vector to separate its components in the tangent space from the zero components directed out of that space. Unfortunstely that cennot be done at this stage, for the vector $f(x+\Delta x, u(x))$ is not optimsl, and does not necessarily lie in the local anifold of optimal trajectories.
4.10 and 4.11 give

$$
\begin{aligned}
L_{x}(x, u) \Delta x & +p(x+\Delta x) \cdot\left[f_{x}(x, u) \Delta z+F\|\Delta x\|\right]+ \\
& +[p(x+\Delta x)-p(x)] \cdot f\left(x_{1} u\right)+K\|\Delta x\| \geqslant 04.12
\end{aligned}
$$

for my $x, x+A x$ in the state space.
If we consider the effect of an arbitrary veriation of one component
d $x^{i}$ we will have to deal with the expression

$$
\frac{p\left(x+\Delta x^{i}\right)-p(x)}{\Delta x^{i}} \cdot f(x, u)
$$

which does tend to a definite linit. This does not inply thet the vector $\left.\left[p\left(x+\Delta x^{i}\right)-p(x)\right)\right] / \Delta y^{i}$ tends to a limit, and indeed it cannot do so in genoral, for that would near that every component of $p$ adrits continuous pertial derivetives, and a fortiori is itself continuous throughout the interior of $X$. Since $p$ is only continuus in locei regions that conciusion wust be false, and 4.13 in fact seems to offer little information.

But let $\triangle \mathrm{x}$ be a special variation, in the direction of the Optimal trajectory, $\langle x=h f(x, u)$, and suppose $x$ to be a point of continuity of $u(x)$. Then

$$
\left(I_{x}+p f_{x}\right) \cdot f(x, u)+\frac{1}{h}\left[p\left(x+u_{u} x\right)-p(x)\right] \cdot f(x, u)=0
$$

ignoring small quantities and noting that the inequality in 4.12 is inadmissible since the scalar $h$ ney be positive or negative. Then

$$
\left[I_{x}+p f_{x}+\frac{\Delta p}{h}\right] \cdot f(x, u)=0
$$

The quantity in brackets is a vector parallel to $f$. It rust therefore be zero, and $\mathrm{p}_{\mathrm{p}} / \mathrm{h}$ tends to a lirit, which can be identified with $\dot{\mathrm{p}}$. Thus for each component,

$$
L_{x} i+f_{x}{ }_{x}+\dot{\mathrm{F}}_{i}=0
$$

At this point the expected transfornation is ,ossible. The equations 4.15 are analogous to the Lagrangian equations of classical dynamics which are known to be invariant for local puint transformations. The transformation is performed explicitly in Appendix B, with the result that

$$
L_{z^{i}}+q_{j}\left(g^{j}\right)_{z^{i}}+\dot{q}_{i}=0
$$

$i, j=l, \ldots ., r$, the local subspace being r-diin. The only variables involved in 4.16 are those relevent to behaviour as observed from within the locsl manifold, the $q_{i}, q_{j}$ being uniquely defined partial derivatives. The renaining $n-r$ variables $q_{k}$ are undefined.

At the boundary with an sdjacent region the partial derivatives are continuous if they are equivalentiy defined in both recions, that is to say if the dimension of the regions is the same and the transformetions correspond component by component. If the second region has a lower dinension certain components of $J_{z}$ nust be dropped, the others rearining continuous: if a higher dimonsion new compcnents must be aded fro: that joint.

### 4.1.2 Bounáary conaitions

A differential equation without boundary values is a feable thing, as far es applications are concernod, unless a general analytic solution is available (on event, in control, yost conspicuous by its almost inveriable non-occurrence ), for nuserical solution is required, and this is a process which cannot begin without initial values. Fortunately it is always possible to produce enough boundary values to solve the dymanic equations and the auxiliary equations 4.16. Suppose the initial set $S$ is defined by $n-r$ relations $S^{j}(x)=0 \quad j=r+1, \ldots, n$. $\quad S$ is r-dir. end $J(x)$ will hnve at least r-partial derivatives defined there; ('at least $r$ ' because $S$ is a boundary to a region of dimension probably greater than $r$, and we are concerned with behaviour as $x$ approaches $S$ rather then et $s$ itself). The optimal initial point $x_{0}$ has the property that for all $x_{0}+\Delta x$ in $S$,

$$
\begin{aligned}
& J\left(x_{0}+\Delta x\right)-J\left(x_{0}\right) \geq 0 . \\
\therefore \quad J_{z} \cdot \Delta z & \geq 0
\end{aligned}
$$

and since all vectors $\Delta z$ are admissible,

$$
J_{i_{i}}=0, \quad i=1, \ldots, r
$$

At the tercinal set a similar result holds, for $T$ coincides with the zero isotir, and for ali $x_{f}+\Delta x$ in $T$ there holds

$$
J\left(x_{f}+\Delta x\right)-J\left(z_{f}\right)=0_{1} \text { and } J_{z}=0 \quad K=1, \ldots, S \text {, where } T \text { is } S \text {-din. }
$$

There resins the question of the new components of $j_{2}$ introduced when a trajectory moves from a region $X_{1}$ of higher to $X_{2}$ of lower dimension. These have to be given values when they first appear. Suppose the transition point is $x_{1}$ in $X_{2}$. In the limit as $x$ approaches $x_{1}$ from $X_{1}$ let the optimeal control be $u_{1}$, and let it be $u_{2}$ at $x_{1}$ in $X_{2}$. Suppose the dimensions of $X_{1} X_{2}$ are $r, s$ respectively, $s>r$. Equating $H(x, u)$ in $X_{1}$ and $X_{2}$ we have

$$
\begin{align*}
L\left(x_{1} u_{1}\right)+J_{z^{i}} \cdot E^{i}\left(x_{1}, u_{1}\right) & =L\left(x_{1}, u_{2}\right)+J_{z^{i}} \cdot E^{i}\left(x_{1},: u_{2}\right)+ \\
& +J_{z^{j}} \varepsilon^{j}\left(x_{1}, u_{2}\right)
\end{align*}
$$

$i=1, \ldots, r \quad j=r+1, \ldots, S ; E$ is the transformed velocity vector.
$\therefore J_{z^{j}} g^{j}\left(x_{1}, u_{2}\right)=L\left(: u_{1}\right)-L\left(u_{2}\right)+J_{z^{i}} \cdot\left[g^{i}\left(x_{1}, u_{1}\right)-g^{i}\left(x_{1}, u_{2}\right)\right]$
for corresponding components of $J_{z}$ are continuous. If $s-r=1$, this equation cen be solved for $J{ }_{z}$, otherwise there is no means of providing for the new components. This difficulty will be discussed further when we come to deal with computational methods.

### 4.2 The Problec of Mayer

4.2.1 Reachable sets.

The cost inunction $g\left(x\left(t_{f}\right)\right)$ is evaluated only at the terminal point; in words, a Mayer probler requires the trajectory to move to that point in $T$ for which the function $\mathscr{E}(x)$ is least. The cost does not, apparently, depend upon the path taken to that ;int. Obviously this is quite a differen requirement from the of the Lagrange problem, and indeed it is rather wore subtle in its implications, ard some interesting properties of optimal mere systems cen be deduced from the statement of the problem.

The terminal set $T$ is known a priori, and it is possible to evaluate
$g(x)$ cver the whole of $T$ without reference to the dyraic system. Surpose the point $\mathrm{x}_{\mathrm{f}} \mathrm{T}$ Eives

$$
E\left(x_{f}\right)=\min _{x \in T} E(x)
$$

At first sight it seens possible to restate the probler 'find a control for which the selution $y\left(x_{0}, o ; u(t)\right)$ reaches the point $x_{f}$ '. This involves no optinization and is simply a bundary velue problea, albeit difficult to solve. A womtieconsideration of any typical hayer problen tice optimality to the origin, maxinum orbital velocity, atc. - shows that in general this neive interpretation overlooks a crucial fact, viz., tinat the apparently pptimal point cemot be reached by the syster. Such an interpretation will usually propose a point at infinity if no constraints prevent it. Thas nakes it clear that there are certair points that cannot be reached, however $u(t)$ is chosen, and however grest the tine intervel. There are sole exceptional systems for which this is net so - corpletely controllable systems (Kalman 9) have the property thet any point can be transferred to in any other/finite tine. For these systons the superficial interpretation is correct, but the syster must be hedged about by contrul or state constraints to noke it sensible. In Eeneral, however, we nay define, for any point $\bar{x}$, a set of points $\mathrm{h}(\mathrm{x})$ which are reachable frof it. The correct restatement of the Mayer robief wiuld then re-d: ' find a control for which the solution of $\dot{x}=f(x, u)$ from $x_{0}$ reaches the point in $R\left(x_{0}\right) T$ at which $g(x)$ tekes its loast value '. There is, if cur assweption of existence and uniqueness holds gocd, a unique teminel point corresponding to everypoint in $X$ and therefore a unique value of optinal cost for every point.

We have, then,

$$
J(x)=g\left(x_{f}\right) ; \quad \quad x_{f}=y\left(x, 0, u(t) ; t_{f}\right)
$$

$u(t)$ being the optimal control function. We have seen that all trajectories cross isotims at a rate

$$
\dot{J}=p(x) \cdot f(x, v)
$$

(4.2). Suppose that at so:ie $\left(x_{1}, t_{1}\right) \quad \dot{j}$ is negative. Let $x_{2}=x_{1}+f\left(x_{1}, v\left(t_{1}\right)\right) \delta_{t}$. Then

$$
J\left(x_{2}\right)=J\left(x_{1}\right)+\dot{j} \delta_{t}
$$

$$
<J\left(x_{1}\right)
$$

implying that from $x_{2}$ it is possible to reach a point of $T$ for which the cost is less than for points reachable from $x_{1}$. But if $x_{2}$ is reachable from $x_{1}$, so is that terminal point, in which case $J\left(x_{1}\right)$ was not optimal. We can only conclude that $x_{2}$ is not reachable from $x_{1}$, and there is no admissible control vector which can take $j$ negative, We know, however, that on an optimal trajectory $\dot{J}=0$ (section 3.3.3). Each isotim, then, is a boundary between the reachable and unreachable zones, and the optimal trajectory is always at the very limit of what is attainable. This interpretation gives a sharper edge to the term 'optimal'.
4.2.2. The minimum principle.

It is more useful to compare the optimal trajectory with other possibilities than with impossibilities, and it is the properties of the optimum as a member of the attainable sect of trajectories that enables an immediate 'minimum principle' to be derived for the Mayer problem.

At $t_{i}$ let $\dot{J}$ be positive. Then

$$
J\left(t_{1}+\delta t\right)>J\left(t_{1}\right)
$$

and since $\dot{J}$ can never be negative, the optimal terminal point previously reachable is now beyond our scope. The moral is that $\mathcal{J}$ must not be permilted to take positive values.

Defining

$$
H(x, v)=p(x), f(x, v)
$$

(cf. 4.6), the optimal control $u$ must satisfy

$$
\begin{aligned}
H(x, u) & =v_{v}^{\min } H(x, v) \\
& =0
\end{aligned}
$$

The discussion following the analogous result for the Lagrange problen applies without modification except the removal of $L(x, u)$. 4.16 holds here in the form

$$
\dot{J}_{z^{i}}+J_{z^{m}} E_{z^{I}}^{\mathrm{I}}=0
$$

$i, m=1, \ldots, r$.

### 4.2.3. Boundary conditions.

Boundary values for 4.20 are found in a very similar fashion as for the Lagrange problem. For the initial set the argunent is identical; for the terminal set we have identically

$$
J\left(x_{f}\right)=g\left(x_{f}\right)
$$

Since this is an identity, it follows iarediately that $J_{z}=\mathcal{G}_{z}$, when the derivatives exist.
4.3 Construction of the Solution:
4.3.1 The interior of state space.

The equations $4.16,4.20$ are sufficient to describe the behaviour of the local gradients as the trajectory traverses the 'hill of cost', but are not in a satisfactory form to solve and deterrine the optinal control. Their developnent depended upon particular transformations which cannot be chosen in advance except in special cases where the locel subspace is known, such as on the boundary of state space, and there too it cannot be assumed that other surfaces will not unexpectedly appear and have to be dealt with. To overcome this difficulty it is necessary to be able to writc
the equations in such a form that the solution is unaffected whe ther the transfomation is done or not, though where a suitable transformation is known, it is better to apply it.

In fact, we already have the equations in a suitable form. 4.15 is a set of $n$ differential equations fron which the local auxiliary equations 4.16 were derived. By inverting the transformation we regain 4.15. The prom cess is entirely analogous to that whereby an r-din. contravariant vector was expressed, in chapter 3, in a form involving $n$ coordinates. In Appendix $B$ it is shown that the auxiliary equation transforms as a covariant vector, and, seeing that 4.14 is an invariant, we need only augnent the r-dia. velocity vector to an $n$-form in the usual way, adding $n-r$ zero components, and similarly augnent the r-dim. 'gradient' vector 4.26 with $n-r$ arbitrary components, and a point transformation will give the $n$ equations 4.15.
$I_{t}$ may be objected that we have merely returned to the starting point, wasting considerable ingenuity and effort, but in fact we have gained an enormous insight into the structure of the solution. Furthernore; when the local subspace is known there is no need to retain all $n$ equations, and we may work nore conveniently in a reduced space.

To confim that we have sufficient infomation to construct the solution to the optimal control problen, let us follow a twafectory along its entire range, assuring ourselves that every predicanent met with can be satisfactorily hendled. It is convenient to use the more econonic notation of the Mayer problem which in fact covers both types of problen, for one of the components of $x$ can be regarded as equel to cost, with an associated
p component equal to either zero, for the Finyer problem, or to unity, for the Lagrenge problen.

The initial point $x_{0}$ is chosen to satisfy the condition 4.17. Since this must be applied without a transformation we must repeat the argunent of that section for the untransformed variables. $x_{0}$ has the property that

$$
d J\left(x_{0}\right)=p\left(x_{0}\right) \cdot d x=0
$$

for all $x_{0}+d x$ in $S$. That is, we have $S$ defined by the $r$ equations

$$
S\left(x_{0}\right)=0
$$

and $d x$ must satisfy

$$
S_{x}\left(x_{0}\right) \cdot d x=0
$$

This allows $r$ components of $d x$ to be expressed in terus of the remaining n-r , which are then arbitrary, and whose coefficients in 4.22 are zero. This, together with the $r$ equations 4.23 give a total of $n$ conditions for the required $2 n$ initial values $x_{0}, p_{o}$.

The remaining $n$ conditions will be found later, but proceeding with the trajectory into the first subspace the set of auxiliary equations 4.15 together with the dynamic equations $\dot{x}=f(x, u)$ are supplied with values of control obtained from the principle $\min _{V} H(x, v)$, which is a separate . peration for each component of control.

At the boundary between two regions the question arises of the continuity of the variables $p$. We have scen in section 3.3 .1 that if corresponding components of the partial derivatives of $J(x)$ are defined in neighbouring regions, these components will be continuous. If the trajectory moves into a region of the same dimension then that part of $p$ which, when suitably transfomed, corresponds to the partial derivatives, is continuous. The
remaining part, since it is undefined in both regions, can be made continuous. It is not possible in practice to distinguish between the defined and arbitrary components of $p$, so they must gll remain continuous.

If the second region is of lower diwension then the first (say $h * G$ ), then ( $\varepsilon-h)$ derivatives of $J(x)$ cease to exist, and again may arbitrarijy be set to be continuous. When, on the other hand, $h>g,(h-g)$ derivatives cease to be arbitrary, and take uniquely defined values. There is one relation applicable here, viz., 4.18 , which in terms of the untransformed variables simply expresses the continuity of $H=p \| f(x, u)$. In terms of the transformed variables 4.18 reads

$$
J_{x} \cdot\left(f_{l}^{i}-f_{2}^{i}\right)-J_{x} \cdot f_{2}^{j}=0
$$

where ${ }_{1}$, 2 indicate values measured in the first and second regions respectively at the transition point, and $J_{x} j$ are the new variables introduced in the second region but arbitrary in the first.

$$
(i=1, \ldots, g ; j=g+1, \ldots . . h) .
$$

If $u=u\left(x, J_{x}\right)$, detemmined from the operation ${\underset{v i n}{v}}_{v}$, is substituted into 4.25 , there results a relation between $J_{x}$ and $\mathbb{I}_{\mathbf{j}}$. It is inpossible to say in general what infomation this gives, for it depends upon the function $u\left(x, J_{x}\right)$, but if $h-g=1$, f. 25 could be solved for the single variable $J_{X^{g}}+1$. It is doubtful, however, whether even this result is available in practice, for there will be no indication whether such transition points occur at all, since we are dealing with subspaces which energe from the structure of the solution and are not known in advance.

Regretfully we must conclude that the local partial derivatives
cannot be determined in such a case. This does not prevent the auxiliary equations from being solved, for $p$ is susceptible of another interpretation which is nore amenable to treatment----that of a directional derivative.

A directional derivative is defined in exactly the sane way as derivatives in a restricted set (definition 3.4 ), except that the set of points $x, x+\Delta x$ cust lic on a curve --- a one-dim. anifold. In this case it is the set

$$
x=x_{0}+\int_{0}^{t} f(x, u) d t . \quad t \in\left[0, t_{f}\right]
$$

Since partial derivatives are continuous from region to region as long as they are defined, the single derivative in the direction of the optimal trajectory is certainly defined everywhere, always being tangential to the local manifold, and is therefore absolutely continuous.
$p$ has been regarded as comprising two components, one tangential and one nomal to the local manifold. If we now consider the nore restricted interpretation of a component in the direction of the trajectory and one normal to it, the former is always continuous, and in the n-coordinate form the solutions of 4.15 will remain continuous even in the unusual case of a transition frow lower to higher dimensional regions. The equations can now be solved, but we have lost the uniqueness of the $h$ partial derivative in an $h$-dim. region. In practice it can always be confirmed whether or not this situation has arisen, by examining the trajectories after solving the equations.

Whenever the trajectory is in an unrestricted region in the interior of state space, $p$ will be continuous, and all that is needed in practice are the $2 n$ differential equations, the $2 n$ boundary values, and some specification of the interval $\left[0, t_{f}\right]$. $n$ of the boundary values have
already been found, the others arise by using a similar argunent at the terminal set, where, if $T$ is described by $q$ equations

$$
T(x)=0
$$

there holds also the $q$ equations

$$
d T=T_{x} \cdot d x=0
$$

enabling $q$ components of $d x$ to be eliminated. Pur the Lagrange problem the coefficients of the remaining $n-q$ components of $d x$ are zero, in the equation $\quad d J=p \cdot d x=0$,
giving a total of $n$ relations as required. For the Mayer problem the coefficients of those components are zero in

$$
\left(p-g_{x}\right) \cdot d x=0,
$$

using 4.21.
There remains to be determined the terminal time $t_{f}$. Fortunately there is also a relationship not yet used; viz., $H(x, u)=0$. This need be applied only at one point, for $H(x ; u)$ is constant if $u$ is optimal. In order to prove this, we rust show that a) $H$ is absolutely continuous, b) $\mathrm{H}=0$ almost everywhere.

Using the definition 4.6 or 4.19 , H may be regarded as a function of the three variables $x, p ; u$. This does not negate the dependence of $p$ on $x$, though not expressing it explicitly, and is an enormous simplification.

At a point of continuity of $u(t), H$ is evidently continuous, for $p(t), x(t)$ are. At a point $t$ ' of discontinuity, suppose the right and left limits of $u$ are $u^{+}, u^{-}, x, p$ are continuous, therefore $\mathrm{X}^{-}=\mathrm{x}^{+}, \mathrm{p}^{-}=\mathrm{p}^{+}$. $\mathrm{u}^{-}$is chosen to minimize H , therefore

$$
\mathrm{H}\left(\mathrm{x}, \mathrm{p}, \mathrm{u}^{-}\right)<\mathrm{H}\left(\mathrm{x}, \mathrm{p}, \mathrm{u}^{+}\right) \text {. }
$$

Similarly $\mathrm{u}^{+}$is chosen to minimize $H$, giving the reverse inequality, hence $\mathrm{H}^{-}=\mathrm{H}^{+}$, and H is absolutely continuous.

Let the minirura value of $H(x, p, u)$ be $\underline{H}(x, p)$. Let $u(t)$, the optimal control, be continuous at $t^{\prime}$. At $t \neq t^{\prime}$,

$$
\underline{H}(t)=H(x(t), p(t), u(t)) \leqslant H(x(t), p(t), u(t))
$$

$$
\therefore \underline{H}(t)-\underline{E}\left(t^{\prime}\right)=H\left(x(t), p(t), u\left(t^{\prime}\right)\right)-\underline{H}\left(\mathbf{z}\left(t^{\prime}\right), p\left(t^{\prime}\right), u\left(t^{\prime}\right)\right) .
$$

Letting $t$ approach $t^{\prime}$ from the right, so that $t-t^{\prime}>0$, and passing to the limit,

$$
\because \dot{\mathrm{H}}<\mathrm{H}_{\mathrm{x}} \cdot \mathrm{f}+\left.\mathrm{H}_{\mathrm{p}} \cdot \dot{\mathrm{p}}\right|_{\mathrm{t}=\mathrm{t}^{\prime}}=0
$$

Repeating for $\mathbf{t}$ - t , the sense of the inequality is reversed, and we conclude that $\underline{\dot{H}}=0$ at points of continuity of $u$, i.e., almost everywhere. $\underline{H}$ is therefore constant, and equal to zero throughout.

When this condition is used, the total of unknowns is equal to the number of conditions to be satisfied, and the problem can be solved without redundancy.
4.3.2. Boundaries of state space.

If the trajectory is at any time on a state space boundary, the situation is no more complicated in principle, though it is in practice. Suppose the boundary is described by the single equation

$$
c(x)=0
$$

If the trajectory remains on $1 t$ for finite time, there holds

$$
\stackrel{f}{c}(x)=c_{x} \cdot f(\dot{x}, u)=0
$$

4.29 is a constraint on the control variables and must be satisfied when $\mathrm{H}(\mathrm{x}, \mathrm{u})$ is minimised. If it occurs that 4.29 does not involve $u$ then we have

$$
\ddot{C}(x)=0
$$

and similarly for hicher derivativus. Writing $\quad \frac{d^{k}}{d t^{k}} C(x)=C^{(k)}(x)$,
a q'th order boundary cives

$$
C(x)=C^{(1)}(x)=\cdots=C^{(q)}(x, u)=0
$$

the $q^{\prime}$ th derivative being the first involving $u$.
The $q$ conditions

$$
C(x)=\ldots \cdot=C^{(q-1)}(x)=0
$$

describe an ( $n-q$ )-dim. manifcld, for which an explicit transformation gives $z^{k}=C^{(k)}{ }_{x^{i}} \cdot{t^{i}}^{i}$
$k=0, \ldots, q-1 ; i=1, \ldots . ., n$, the remaining velocity variablos being chosen, as usual, mutually orthogonal, orthogonal to the $\mathrm{z}^{\mathrm{k}}$, and such that the determinart of the total transformation should be unity. On the boundary only the ( $n-q$ )-dim. system need be considered, for which $J_{z_{j}}, j=1, \ldots, n-q$ is continuous at the transition point.

The time at which the boundary is reached must also be found, and as before there is a single relation to fill the gap, not, this time, $H=0$, but 4.25 , expressing the continuity of H . In 4.25 , suffixes 1,2 represent values at the terminal point measured on the boundary and in the interior of $X$, respectively, for the direction of motion is from a region of higher to one of lower dimension. Along the boundary the original system equations must still be retained, for the transformed system does not give the actual value of the state variables. Recalling that $f$, not $\mathbf{x}$, has been transformed, we see that only operations or constradnts involving $f$ and $J_{x}$, e.g., min $H$, can be dealt with in the transformed system. This implies that the differential equations for $z$ need not actually be integrated.

At some point the trajectory returns to the interior of $X$, say an n-dim. region, (this will be the most comron occurrence). The $q$ components of $J_{x}$ excluded from consideration on the boundary, have to be reintroduced, and it is best to apply the inverse transformation at the transition point to restore the system to its natural form. In this case the difficulty of finding the correct value of $p$ cannot be avoided by giving it a spurious continuity, for these components had been discarded completely along the boundary. There are $q$ extra unknowns, introduced because of the boundary, but there are also q extra conditions 4.31 to be satiafied. The remedy, in fact, appeared before the ailment, and this time there is no difficulty. Again, 4.25 supplies the extra piece of information needed to determine the instant of exit from the boundary.

It is not suggested, in using expressions involving $H(x, u)$, that they really have direct reference to the time $t_{f}$ or the time of reaching a boundary ---they do not. The important fact is that the total number of unknowns must equal the total number of constraining conditions, and it is simpler to correlate them in this way, as a matter of convenience, without implying a real connection. Similarly the boundary conditions 4.31 do not involve an explicit reference to the unknown components of $p$ with which they were associated above. The real meaning of the 'corner condition' 4.25 is that it acts as a link between the two parts pf the trajectory before and after that point. Ideally it would be nice to separate entirely the different sections of the trajectory, and deal with each in isolation, were it not that the behaviour of one affects other arcs. This corner condition expresses in simple form the complex interaction between the two parts of the $\ldots$.
trajectory. To digress for a moment on this point; it would be legitimate to divide the trajectory into a number of isolated subercs only if

$$
\left.\min \frac{\sum_{i}}{\sum_{i}} \min _{i+1}^{t_{i}} \int_{t_{i}}^{t_{i}+1} u(x, u) d t, u\right) \text { } i t
$$

where successive arcs are taken over $\left[t_{0}, t_{1}\right)\left(t_{1}, t_{2}\right) \ldots$, and the Lagrange notation is used. The effect of the corner condition is that 4.32 is always valid if the right hand side is subjected to the restriction that $\mathrm{H}=\mathrm{p} . \mathrm{f}$ is continuous at each junction $t_{i}$.

This process is entirely andogous to regarding the cost function integral as an infinite sun, and minimising each sumand separately :

$$
\min \int_{t_{0}}^{t_{f}} L(x, u) d t=\int_{t_{0}}^{t_{f}} f_{\min } L(x, u) d t
$$

which again is valid as long as the right hand side is restricted by a $\dot{x}=f(x, u)$, which rolates successive values of $x$. In Appendix $C$ a crude but suggestive derivation of the auxiliary equations is carried out on this besis.

State constrained problens raise no particular difficulties; in fact, as should be expected, they simplify the situation by reducing the state space. (cf.Bellwan and Dreyfus 19 p.20).
4.3.3. Singular Trajectories.

A possibility not yet treated is that of surfaces of explicitlygiven form arising in the interior of state space. Evidently they can be treated in the same way as boundary surfaces, by performing explicit transformations and discarding redundant variables. It may be that they are specified in the formulation of the problen, as constraints, and then their effect is not significantly different fron that of the usual constraints, but this situation is rare; a more familiar phenomenon is that associated with singular surfaces.

This is one of a number of cases in which the minimum principle and similar techniques break down, either because there is no unique solution (or no solution at all) for the problew in that form, or through some shortcoming in the teobnique. Singularity is an oxanple of the latter, and occurs when the minimisation of $H$ does not provide a unique valme of $u$. Typically, this occurs when $H$ is linear in $u$ :

$$
H=h(x, p)+g(x, p) u=0
$$

If at some point $g(x, p)=0, H$ is insensitive to $u$, and the minimisation is worthless. If this happens at an isolated point it causes no trouble, for $u(t)$ nay well be undefined on a set of zero measuce, but when a finite interval is involved difficulties arise.

This problem has only recently received serious attention.
Kreindler (94) remarked on its relation to the flatness of the reachable set boundery; Johnson \& Gibson (20) noted that if $g(x)=0$ then, from 4.34, also $h=0$ and furthermore $\dot{g}=\dot{\xi}^{\bullet}=\ldots=0, \quad \hat{h}=\hat{h}=\ldots=0$ until $u$ appears as an argunent, just as in the case of state boundaries. Each of these relations defines a surface in the $2 n$-din. phase space of ( $x, p$ ), but only a relation involving $x$ alone defines a surface in $X$. Techniques introduced by Faulkner (93) and Felley (21) use special coordinate transformations, in a spirit akin to that of transformation theory in analytical dynamics, seeking more easily integrated forms of the equations, rather than a reduction in state space, though this, too, was suggested by Kelley.

These arguments provide a method for constructing singular controls, but give no indication as to their optimality. This property was investigated for a particularly simple problem by Wonhan and Johnson (24) end a pertinent test, based on the Clebsch condition, is given by Kelley (58), and there are
other techniques (Snow 23, Than 49) designed to obtain reasonable solutions in these and similar degenerate cases rather than to understand the fundamentals of the situation. The true nature of singularity is just beginning to energe (Hermes 22) in work based (as we have come to expect) on ideas of Caratheodory's, and appears to be connected with optimal accessibility and controllability.

### 4.3.4. Sumary.

In brief, the solution of the optimal control problem involves the following principal stages.

If the trajectories remain entirely in an unrestricted region of stage space the $n$ system equations

$$
\dot{x}=f(x, u)
$$

together with $n$ auxiliary equations

$$
\dot{p}=-I_{x}-p f_{x}
$$

are solved to satisfy the $2 n+1$ conditions imposed by the initial and terminal sets, the boundary conditions derived therefrom, and $H(x, u)=0$. The solutions of 4.36 are continuous throughout and, in an n-dim. region represent the partial derivatives of cost $J_{x}$. In regions of reduced dimension they may be transformed in such a way as to give the restricted partial derivatives of a locul subspace, except at points after a transition from a region of lower to one of higher dimenedon, when $p$ represents a directional derivative of coat along the optimal trajectory. On a constraining manifold the control is chosen to maintain the trajectory on the manifold, either retaining 4.35 in that form, or transforming it to a reduced set, but in any case retaining all $n$ equations 4.35.

### 4.35 A Pictorial view of boundaries

A further insight into the behaviour of the solution space at boundaries can be gleaned from a purely pictorial view of the effect of imoosing an equality constraint anto a field of trajectories.

Fig 5 represents part of a field of unrestricted optimal trajectories for a Lagrange problem, and a boundery is to be imiosed at $C$ so thet the trajectories for the new problem must all lie below C. Consider the trajectory $B$; it and all points belou will be quite unaffected by the imosition of a constraint at $C$. The same applies to all points to the right of $A$ which are on or below C. In this region the isotims and trajectories are unchanged, but points to the left of aA and above $B$ will lie on isotims of greater value than before, because trajectories from these points must be lie, for part of their range, on $C$, and therefore 'cost more '; the isotims will be distorted to the right.


$$
\text { Fig } 5
$$

Clearly the trajectories will leave the boundary at $A$, and follow $B$ thereafter. They cannot leave before, for the optimal direction at such
points is away from the interior, and if they remain on the trajectory after A there must be more than one oftimal trajectory from $A$. On the boundary trajectories all colncide, expressing the reduction from 2- to $1-$ space, and must thereafter remain coincident, occupying the l- space $B$. Since $B$ is not knom in advance, the trajectory must be treated as a member of $a$ 2.-dim. field.

The behaviour of the isotins at the boundary is interesting, and we will need, to investigate it, the concept of a'penalty function'. This is a function which, added to the cost function, has the effect of relantigg a 'hard constraint' to an ' elestic constraint'. For a constraint $C(x)=0$ a suitable penalty furction is $k / C(x)$, which tends to a hard constraint as $\mathrm{k} \rightarrow 0$ Fig $6^{\circ}$


The cost of being at points close to C is very high, and it will be impossibie to actually cross $C$. The constraint has the effect of transforming the isotims covering the thole of infinite space into the region enclosed by $C$, and their density will be very high (Fig 7)

As $K \rightarrow 0$ the isotims collapse towards $C$, for the cost at each point
not on $C$ decreases (Fig6 ), and in the limit they will actually lie on $C$ for part of their range, though points in the interior will not be at all affected by the addition of the penalty function. There will be a sharp discontinuity manifesting itself as a corner in the isotim as it meets the boundary ( Fis. 8).


Fie 7
Since the isotins actually coincide on the boundary, $J_{x}$, expressing the change in cost for a variation in $x$ must be undefined for $\delta x$ normal to $C$, though it will be defined for $\delta x$ tengential to $C$, and as a consequence

any multiple of $C_{x}$ will satisfy the equation describing the normal to the isotim. The jump at the point of intersection with the boundary is caused by the sharp comer, and the actual component that we use is the projection of $p_{1}$ onto $C\left(F i g C^{\prime}\right)$.

It is easy to conceive this situation for a 3 -space. $C$ is a surface and $A$ ( $\operatorname{Fig} 5$ ) a curve. The trajectories form a sheet on the boundaxy, it leaving/in the curve A, which is the intersection of

$$
C(x)=0 \quad ; \quad C_{x} \cdot f(x, u)=0
$$

$u$ being optimal without consideration of $C$. The isotims are surfaces meeting $C$ at a sharp edge, When trajectories leave $C$ they do so tangentially, for they follow the unconstrained trajectories $B$, which are tangential of the control is continuous. This strongly suggests that in all cases where the unconstrained optimum is stationary the trajectories will be tangential to the boundary. It is not legitimate to transfer this argument to the point of entry to the boundery, for optimal trajectories are not, in general, symnetric.

The hiayer problem presents a somewhat different picture, involving the concept of reachable set. In accordance with the principle that constraints should be regurded as jart of the background to the problem, rather than as extra conditions, the reacheble set must be considered in terms of the restricted apate space, for no points outside of it cen be reachable in the context of the problem. The state space boundary forms a natural boundary to the reachable set, and also to the isotim which coincides with the extreme points of the reachable set.

The situation is rather like that of a toy balloon blown up close to a fixed surface, the neck of the balloon corresponding to the source point
of the reachable set which evolves in time. As it expands, the walls of the balloon reach the surface and will lie upon it with a sharp edge at the meeting point. A nest of the reachable sets will share the sanje boundary over this region. Since a trafoctory must remain upon the same isotim throughout its range, boundary or no, the curve in which the isotim surface meets the state space boundary must itself be a trajectory, and since this trajectory corresponds to an edee of the isotim the normal $J_{x}$ is not uniquely defined along it. As for the Lagrange problem, the coincidence of isotims on the boundary rules out the possibility of uniquely defining a normal component of $J_{x}$, and it is only the projection of $J_{x}$ onto the tangent plane (tangent space for higher dimensions) thet nay be considered.


## Chapter 5 CRITICAL REVIEW OF OFTINAL COMTROL THEORY

Having established the principles and major properties of optimal systems from a particular viewpoint we must compare these results, and, perhaps even more important, this attitude to the problem, with those familiar from other studies. It will be neceasary to discuss the state-constrained problens separately, for although no real distinction has been made hitherto, other methods tend to introduce new techniques to deal with such constraints, treating inequalities with quite unnerited respect.

### 5.1 Unrestricted State Space

### 5.1.1. Classical calculus of variations

It was suggested in the introduction that the calculus of variations has developed sufficiently to be able to cope quite satisfactorily with the mathemetical difficulties of the problem of optimal control. The details of the particular techniques required may be found in Berkovitz (25) and Hestenes (78), but what is more important to the present work is the general approach of the classical calculus, for which the simpler, formal derivation by Troitskii (26) will suffice.

What is described here as 'classical' is the method based upon the construction of a linear functional representine the first variation of cost, and the application of the 'fundanental lemma' to obtain the necessary conditions for a stationary extremum with respect to weak variations.

Given a cost function

$$
g\left(x\left(t_{f}\right)\right)+\int_{t_{0}}^{t_{f}} L(x, u) d t
$$

a dymaric system

$$
\dot{x}=f(x, u)
$$

initial and terminal ats defined by

$$
\begin{align*}
& S(x)=0 \\
& T(x)=0
\end{align*}
$$

An aug mented cost function is formed by adjoining all the vector equslisiconstraints to the minimand with undetermined vector multipliers. Thus;

$$
\begin{align*}
P & =g\left(x\left(t_{f}\right)\right)+a S\left(x\left(t_{0}\right)\right)+b T\left(x\left(t_{f}\right)\right)+ \\
& +\int_{t_{0}}^{t_{f}} L(x, u)+p(\dot{x}-f(x, u)) d t
\end{align*}
$$

Extending the idea of differentiability of a function, a functional is said to be differentiable if its variation can be expressed as a linear fundtional of variations of its arguments plus terms of higher order but insigniaficant magnitude. (Gelfand \& Fomin 27 p .11 ) The first variation of 5.4 is

$$
\begin{align*}
\delta P & =E_{x} \cdot \Delta x\left(t_{f}\right)+\delta_{a \cdot S}+a S_{x} \cdot \Delta x\left(t_{0}\right)+\delta_{b \cdot T}+ \\
& +b T_{x} \cdot \Delta x\left(t_{f}\right)+\left\{\begin{array}{l}
L+p(\dot{x}-f)\}\left.\delta_{t}\right|_{f} ^{t_{f}}+ \\
\end{array}+\int_{t_{0}}^{t_{f}} L_{x} \cdot \delta_{x}+L_{u^{\prime}} \cdot \delta_{u}+\delta_{p} \cdot(\dot{x}-f)+\right. \\
& +\xi_{0}\left(\delta_{\dot{x}}-f_{\dot{x} \cdot} \cdot \delta_{x}-f_{u} \cdot \delta_{u}\right) d t
\end{align*}
$$

All the variations being arbitrary end independent, their coefficients man be set equal to zero, which gives, after integrating $p . \delta x$ by parts and setting

$$
\begin{equation*}
\delta_{p}: \tag{a.}
\end{equation*}
$$

$$
\begin{aligned}
\Delta x & =\delta x+\dot{x} \delta t \\
\dot{x} & -f(x, u)=0
\end{aligned}
$$

$S_{x}(t)$ :
$\dot{p}+p f_{x}-L_{x}=0$
$\delta u(t)$ :
$p f_{u}-L_{u}=0$
b
$\delta_{a}:$

$$
\begin{equation*}
S\left(x\left(t_{0}\right)\right)=0 \tag{c}
\end{equation*}
$$

$\delta_{b}:$

$$
T\left(x\left(t_{f}\right)\right)=0
$$

$$
p\left(t_{0}\right)-a S_{x}=0
$$

$\Delta x\left(t_{f}\right):$

$$
\begin{equation*}
p\left(t_{f}\right)+E_{x}+b T_{x}=0 \tag{g}
\end{equation*}
$$

$$
\begin{equation*}
\delta t_{0}, \delta_{t_{f}}: \quad[L-p \cdot f]_{t_{0}}^{t_{f}}=0 \tag{h}
\end{equation*}
$$ If two arcs meet at a manifold $\ln \left(x\left(t^{\prime}\right)\right)=0$ it must be adjoined as a constraint in a similar way, giving relations between the right and left limits at $t_{+}^{+}, t_{-}^{\prime}:$

$$
\begin{aligned}
p\left(t_{-}^{\prime}\right)-p\left(t_{+}^{\prime}\right)+c M_{x} & =0 \\
{[L-p \cdot f]_{t_{+}^{\prime}}^{t^{\prime}} } & =0
\end{aligned}
$$

The use of Lagrange multipliers involves a concept that we rejected in the earlier chapters, namely, that equality relations are 'constraints' preventing the system from behaving in a natural way. Some relations do in fact have this effect-terminal conditions, for example-for if the problem were posed without them the system would behave quite normally, finding a 'natural' unconstrained solution with, as it happens, a lower value of cost. It would, however, be stretching this interpretation to the limit th regard, say, the differential equations in this light; rather, they define the system, and the supposedly unconstrained system that would exist in their absence, has no physical significance at all. The practice of regarding the equations in this light is in the tradition of the calculus of variations, in which the problem is quite sensibly posed without different+ia side constraints which merely reduce the number of degrees of freedom; in engineering, the equations obviously have a different significance. This distinction, between essential and inessential conditions (which is similar to the different types of inequality constraints discussed in 2.1) does not emerge at all in this formulation, though it is important in practice. The effect of a constraint is to remove one degree of freedom from the system; the role of the multiplier is to replace the lost freedom by the
addition of a new variable, upon which the system may be treated as unconstrained. The result is an increase in the complexity of the system description, now involving more variables, but a simplification in its behaviour, and with finite constraints it is usually a metter of taste whether this technique is used, as a pure device, obscuring the true nature of the situation, or a direct reduction in the system is made, by elimination or transformation. When differential equations behave as constraints, the latter course is not available, and multipliers must be used. The magnitude of the multiplier is a measure of the degree of restriction represented by the constraint-me the effort, as it were, that is required to ensure that the system oonforms with the constraint. (Lanczos 28 p. 84 ).
5.5 illustrates this interpretation of the multiplier as a force in a different way. If the cost is regarded as a potential, a potential gradient being a force, the multipliers become potential gradients in the constraint space. For example, $a=\partial P / \partial S$, the change in cost due to variations (violations) of $S$; similarly $p$ represents the effort of satisfying the dynamic constraint. If any constraint would have been satisfied automatically by the unconstrained system, (for example, a terminal condition which happens to be the same as the free terminal point) the corresponding multiplier is zero. In the same way, since all the variables in 5.4 are on the same footine, 5.6 b represents a gradient in the function space of $x(t)$. The corresponding equation 4.15 was derived, it will be recalled, as the gradfent of $H(x)$. The distinction between the gradients in the space of $x(t)$ and in the space of $x$ is related to the reduction of the minimisation of an integral to the minimisation of a function in section 4.1.1.

Arown? equally fundamental, process involved in 5.5 is the use of the condition for a stationary value, i.e., that the first variation of cost shall vanish, In the control problem, where inequality constreints are the rule, the minu.. is oiten not stationary. This highights a feature of the classical problerı which cen be overlooked when the true minimum turns out out to be stationery. The classical tireatnent does not set/to find a true minimum at all, but a stationary value, which, even in the classical context is only a secondaxy property of the minimum. This is a serious matter,for it implies that the whole approach to the problem is not sufficiently fundamental.

The problem did not arise until late in the developnent of the calculus, for it did not affect the treatment of state-inequalities, these being handled by the theory of unilateral variations (Hadamard 33), but only differential inequalities--in this context a very sophisticated refinement. The way in which uriters fought shy of this problem is an indication that it raised extren:dinary questions; Valentine(81) produced a technique to get round the difficulty, bu: other reference to the problem is rare. His method uses a slack rariaile to convert the inequality to an equality, which is then dealt with in the rsual vay. Thus two adidional variables are introduced, a slank variabic an ancormined multiplier, when, on the face of it, the inequality snor"d simplity the problem by reducing the region in which a minimum may j sought. Ife a cevice, it is satisfactory, and will solve problens involvi.ge, control-variable inequalities (Berkovitz 25), A comparison of the resul $\ddagger$ s obtained here and those derived from the classical approech silow little difference as far as practical application is concerned. Tt is usuai, using the latter method, to impose on constraints
of the type

$$
R_{i}(x, u)=0 \quad i=1, \ldots, r
$$

the condition thet, when the first $S$ components of $R$ vanish, the matrix $\partial R_{j} / \partial u^{k}(k=1, \ldots, n \geq s)$ shall have maxinum rank. $(25,78)$. This enables the zero components of $R$ to be adjoined to $H$ with multipliers $q$, obtaining, together with the constraint

$$
R_{j}(x, u)=0
$$

the stetionarity condition

$$
H_{u}+q R_{u}=0
$$

Furthemore, it allows the Clebsch condition to be derived from the Weierstrass inequality (cf. Bliss 5 p.224). The condition is
where

$$
e\left(H_{u v}+q R_{10 u}\right) e \geq 0
$$

only those components of $R$ being taken which are zero.
If 5.9 is satisfied with a strict inequality, the trajectories will always occupy an n-dim. region, for $u$ will have a unique differentiable solution $u(x, p)$ and the differential equations for the state and auxiliary variables will have differentiable right hend sides. This result is of the greatest importance in applying our earlier technique, for while we assumed that $u(x)$ was differentiable in certain subspaces, it was always doubtful. whether $p(x)$ should be interpreted as the $n$-dim. normal to the isotim or merely a directional derivative of $J(x)$. This test indicates imediately the type of field to expect, and should be applied before atterpting any computation. It is, in fact, a test of the singularity of ( $H_{u u}+q_{u u}$ ).
5.1.2 Paths of steepest descent.

It is quite evident that a method based upon stationary minima does
not get to the root of the problem, and a radically different approach is called for. Caratheodory provided such an approach, ( 29, Bliss 5 p.77), which, though not desiened specifically to overcome the difficulties of constraints, nevertheless can lead to a satisfactory treatinent.

The differentiability of the extremals and their slope functions $\dot{x}=f(x)$ leads, in the classical calculus, to the possibility of embedding an optimal trajectory in an entire family of such trajectories. In a field of trajectories a one-paraneter family of hypersurfaces

$$
W(x)=W
$$

can be constructed, crossed by trajectories at a rate

$$
\dot{w}=W_{x} \cdot \dot{x}
$$

For a problen with cost function $J=\int L(x, \dot{x}) d t$ the relation between the cost and the parametric value of the surfaces is axpressed by

$$
\begin{aligned}
\frac{d J}{d v} & =\frac{d J}{d t} \cdot \frac{d t}{d w} \\
& =L(x, \dot{x}) / W_{x} \cdot \dot{x}
\end{aligned}
$$

The direction of steepest descent is that which minimises $\mathrm{dJ} / \mathrm{dw}$, giving, for a stationary minimu,

$$
\begin{align*}
L_{\dot{x}} W_{x} \cdot \dot{x}-L_{V_{x}} & =0 \\
L_{\dot{x}} & =\operatorname{mW}_{x} \\
L & =\operatorname{miN}_{x} \cdot \dot{x}
\end{align*}
$$

$m$ being a factor of proportionality. If the surfaces are chosen in such a way that the value of the cost alone any curve of steepest descent between two fixed surfaces is the same, m becomes unity. Such surfaces were called by Caratheodory 'gcodesically equidistart', for which the last equation in 5.11 is the Henilton - Jacooi equatior.

The requirement of steepest descent does not injly that the minimum of 5.10 with respect to $\dot{x}$ should be stationary. We might ask directly for

$$
\min _{\dot{x}}\left(L / W_{x} \cdot \dot{x}\right)
$$

and the presence of differential inequality constraints would not affect the formulation at all.

To translate this into control terms requires merely the replacement of $\dot{x}$ by $f(x, u)$, and minimisation with respect to $u$. This overcomes two difficulties at one stroke; first, the question of the equality relation $\dot{x}=f(x, u)$, which is handled here by substitution rather than by multipliers, secondly, the inequality consiraint on $u$, which merely reduces the range of the minimisation.

We have, then,
$\min _{u} L(x, u) / W_{x} \cdot f(x, u)=1$.
$J$ and $W$ are equivalent, apart from arbitrary constants, so we may write, if $L>0$,

$$
\min _{u}\left(L-J_{x} \cdot f\right)=0
$$

This was the source of the ideas of chapter 4 , the supporting arguments and constructions being no more than refinements designed to align these ideas more closely with the needs of engineering systems.

It is at this stage that the translation is made frofi the minimisation of a functional to that of a function. The requirement of steepest descent for a family of geodesically equidistant surfaces is equivalent to the observation that the increase in optimal cost $J$ represented by a movenent from one surface to another cannot be greater than the cost actually accumulated $\int L d t$ - cost must be earned, it does not appear by jumps. This fascinating interpretation becomes some what dulled in reduction to mathematical form,
and appears more prosaically in equations 4.3, 4.4.

### 5.1.3 -Dynaic programing.

This techuque was developed as a computational algorithm to treat a large class of multistage decision processes of which the optimal control problem is a special case. It may be summed up in the simple 'principle of optimal. ity': 'every part of an optinel process is optimal ', which , for the Lagrange problen, Leads to the following.

Let the optimal cost from $x_{0}$ to the terminel set be $J_{0}$ and let the optimal trajectory frow $x_{\text {of }}$ pass through $x$, on $J_{1}$ at $t_{1}$, Then

$$
J_{0}=\int_{0}^{t_{1}} L_{L}(x, u) d t+J_{1}
$$

a simplified version of 4.3. A formal analogy between this orinciple and the results of the classical celculus of variations hes been discussed by Bellman using and Dreyfus (19)/principies similar to those of chapter 4, but without careful consideration of the differentiability jroperties of $J(x)$ - they require second partial derivatives in all arguments - and without the geometric background used here. One might say that the work presented here is a geometric interpretation of dymamic programing, though this would give a mistaken impression of the genesis of the 'minimu principle', which was a direct evolution from Ceratheodory rather than Bellman. This discussion throws a clear light on the antecedents of dymanic programning, and one is surprised not to find adequate achorledenent made to Caratheodory in Bellman's works. (cf. Osboin 20 )
5.1.4 Pontryafin's naxinum principle.

The concept of a field of optimal trajectories leading to the Weierstrass condition, dymaic programing and isotins, marks a watershed in the calculus or variations. On one side a trajectory is seen as a nember of a family of
similar optimel trajectories; on the other it appears as the unique optimal nember of a fauily of trejectories whose other mimbers are non-optinal. The latter approach is usually made the basis of the derivation of the EulerLagrange equations, the optimal trajectory $x(t)$ being regerded as that member of the family $x(t)+e y(t)$ for which $e$, a scalar parameter, is zero, $y(t)$ being arbitrary. Minimisation is then carried out with respect to the single variable e. (e.g. Bliss 5 p.9; Bolza 31 ; Forsyth 32 ; Hadanard 33 ). This chein of tradition meats control engincering in the 'naximun principle ' of Pontryagin, which can also (but, amazingly, doesn't) claim roots far back in the classical theory.

The essential step taken towards Ludern problems was the introduction of differential side conatraints. (This is perheps putting the cart before the horse, for the represtntarion of systens by differontial equations in this context probably owes a great deal to this develcpnent in the calculus.) These are different from finite constraints, for while a ralation $g(x)=0$ merely reduces the dimension of the adnissible space, and zan be dealt with by eliminating one variable, a differential relation $g(x, \dot{x})=0$ limits the directions in which a trajectory may move fron $x$. If an n-din. tangent space $X_{t}$ is centred at $x$, the vectors $\dot{x}$, if unconstrained, will span the whole of $X_{t}$, but if restricted to satisfy $g(x, \dot{x})=0$, will only sweep out a cone in $X_{t}$, (Mc Shane 34 ) possibly of reduced dimension.

This tangent spuce contains not only the direction vectors $\dot{x}$, but also the differentials $d x=\dot{x} d t$, representing the points reachable from $x$ in the intervel $d t$. This set can be extended to include points reachable in finite time, and will still be a cone but will only lie in $X_{t}$ ai points infinitely close to the vertex. The trajectories must lie either in the
interior or along the bounciary of this re:chable set, and we have already seen (section 4.2.1) that the latter condition holds for the optimal trajectories of a Nayer problem. Recalling that a Lagrange multivlier is a component of a generalized gradient in the direction of a violation of a constraint (i.e. a variation of $g(x, \dot{x}))$ it is a straightforward interpretation to describe the multiplier which adjoins the differential constraint to the cost function as a vector diected towards the uneechable zone, and if the boundary of the reachable set has a unque norwal it wiil coincide with this multiplier.

If there are no constraints on $\dot{x}$ the concept of a reachable set is meaningless, for all points are reachable, but in the centext of the classicel probler a set of $r$ differential equilities reduces the number of degrees of freecon of the directions $\dot{z}$ to $n-r$, (obviously $r<n$ ). It is shown by


$$
E_{i}(x, \dot{x})=0 \quad i=1, \ldots, r
$$

can be extended by the addition of

$$
h_{j}(x, \dot{x})=z_{j} \quad j=r+1, \ldots, n
$$

the Jacobian

$$
\left|\begin{array}{c}
\partial_{g} / \partial \dot{x} \\
\partial \mathrm{~h} / \partial \dot{\mathrm{x}}
\end{array}\right|
$$

being non-zero, while retainine the same freedon for $\dot{x}$. The restriction represented by each additiunal constraint is relaxed again by the introduction of new variable $z$.

The dynanic system of control problens is very similar, a set of $n$ differential equations involving the $n+n$ variables $\dot{x}, u$ being equivalent, in some sense, to a set of $n-[2$ constraints $g(x, \dot{x})=0$. Evidently the concepts of eduissible cones, etc., introduced by McShane for the classical
problen, can be appiied without essential nodification to the control problem, and this wes done by Iontrysgin. His technique is to formulate every problen: in ineyer fom, and introduce the auxiliary variables $p$ defined by

$$
\dot{p}=-p \hat{r}_{x}
$$

which, though not given any important geometric significence, can be recognized as nomals to the yeachab:e set. (Pontryugin 1 pu. 86; 99; Roxin 8).

$$
\text { In section } 6.3 \text { a version of Pontryagin's use of } p \text { will be applied }
$$ in a similar context, and need not be reproduced here, but sone important remaras should be made about this approach. It is a definite improvement upon the multiplier techrique, from the point of view of engineering mathematics, in that it presents optinality as a property of dynenic systems rather than as an abstract nathematicul problem, but it does not go far encugh in this direction. Insisting upon the Hayer fora is adnittedly consistent, but it lacks the true generelity of the classical technicuce which cun deal with both forus together (see 5.4 ); ignores the physical neaning of the cost function, and quite overlooks the difforent geometric interpretation of the Lagrange problen. The further demand that the coot varinble $x^{0}$ shell not appear in the other differentiul equations even raises wathematical difficulties The inclusion of the latter property ensures that the auxiliary variable $p_{0}$ corresponaing to $x^{0}$ shall be constent, and since $E=p \cdot \hat{F}=0$ is homogeneous in $p$, $p_{0}$ can be set equal to one, uriless it is zero. This allows us to use the classical concept of 'normality'for a solution is nomal if $p_{0}$ is one, and abnomal if zero. Approaching the problem from the point of view of fields precludes the possibility of a normality enalysis, for no field can be constructed for ebnomal trajectories. It is werit of Fontryagin's

nethoi that it leaves the door open to such considerations. The traatmont of $p$, however, is not at ail satisfactory. These varicis." ore very difficult to notivate a priori, and their geonetric signficunce can orily be grasped in the light of the andysis; They camot be wei in this way for a sutisfactory 'engineering' derivation, Mixed con'unaints $n(x, u) \leq 0$ are not dealt with directly by pontryagin's principle, and require a comilicetu. custruction to handle then (1 Chap.6.) Helkin(7) adouts ? $s^{\prime}$.. what sinila: approxch, using the concepts of reachable sets enc then boundates, but were Po:tryagin uses infinitesinal cones comprising vectors $\delta x(t)$ such that for two trajectories,

$$
\begin{aligned}
& x_{1}(t)=x_{0}+\int_{0}^{t} f(x, u) d s \\
& x_{2}(t)=x_{0}+\int_{0}^{t} f(x, v) d s
\end{aligned}
$$

$\delta x(t)=x_{1} \cdots x_{2}$ is wiven by

$$
x(t)=\int_{0}^{t} f_{x} \delta x+\left[f\left(x_{1}(s), u\right)-f\left(x_{1}(s), v\right)\right] d s
$$

only when $\quad$ 're! is small, Halkin uses a space of vectors given proeisel. by 5.12, introducine an'ar'proximate system'

$$
\dot{x}=f(x(u, t), v)
$$

Wheio

$$
x(\cdot L, t)=x_{0}+\int_{0}^{t} f(\lambda, u) d s
$$

The basic app:roch is in the McShane -Pontryagin tredition though the censts" ction is dirfowt-t. ne payer form is retained, but without requiring $x_{0}^{0}$ to be an indepenceri velieble; mixed constraints are not considered.
$\therefore$ is i...jerestiug to note thet, as Helkin hints in his introduction (quoted in section 1.2 who:e), the ideas reflected in the mathenatics are not quite those rinch originally aotivated the scheme. The geometric basis of his anelysis is clear enough, concerning the trajectories of certain
'auproximate systems' and their reachable sets. His introduction discusses a geonetric construction which is quite besidu the point, releting to a differen's :pproacil to the problea, which he develops in (6); it is besed upon Fluyen's constructicn, a majestic device, which is sufficiently fundmantil to cumac a sevarate chanter.

State .- variable jnequa.ity construints

$$
c(x) \leq 0
$$

are not of the same natine as axed or control constraints, for they inpose no imediate restriction on the control - any choice of $u\left(t_{1}\right)$ where $C\left(x\left(t_{1}\right)\right)=0$ is apparently satisfactory. When the strict inequality is setisfied the constraint can be ignorej, but when equality holds 5.13 implies the.t $u$ nust be chosen such thas

$$
\dot{C}(x)=c_{x} \cdot \hat{I}(x, u) \leq 0
$$

If $\partial \dot{C} / \partial u=0$, then we turn to :igher time-derivatives, and a qith order construint is

$$
C(x)=c^{(i)}(x)=\ldots=c^{(q-1,(x)}=0
$$

together with

$$
c^{(q)}(x, u) \leqslant 0
$$

where

$$
C^{(r)}=-\frac{d^{r} C^{r}}{d t^{r}}
$$

The recognition that the provela can be treated in two parts - the interior section, ignoring these constraints, mad the boundary section, on which 5.15 and 5.16 (equality) $2010^{-}$- bring this situation into the realm of the classical probler. (Bliss \& Underinill 35). A set of terms

$$
\pi_{k} C^{(k)}(x(t)) \quad k=0, \ldots, q
$$

are added to the cost function 5.4 within the integras and two sinilar sets
with $k=0, \ldots, q-1$ independent of the integral, for the instants at which the trajectory meets and leaves the boundary. $\pi(t)$ is identically zero for the finequality in 5.13. Variation of $x(t), u(t)$ gives extended versions of $5.6 \mathrm{~b}, \mathrm{c}$

$$
\begin{align*}
& \dot{p}+ p f_{x}-L_{x}+\pi_{k}^{c}{ }_{c}^{(k)}=0  \tag{a}\\
& p f_{u}-L_{u}+\pi_{q}{ }_{c}^{(q)}=0
\end{align*}
$$

b
while the corner conditions 5.6 i,j eppear as

$$
\begin{align*}
p\left(t_{-}^{\prime}\right)-p\left(t_{+}^{\prime}\right)+m_{k} C_{x}^{(k)} & =0  \tag{c}\\
{[L-p \cdot f]_{t}^{t} } & =0
\end{align*}
$$

5.18 .6 is equivalent to 5.8 , the mixed inequality being $R$ in one case and $C^{(q)}$ in the other. Similarly an equation of the form $5.18 a$ holds for the case of the mixed constraint, but only involving additional terms of the type $q R_{x}$, when $q$ can be eliminated. Now, however, the multipliers $\pi_{k}, k=0, ., ., q-1$ cannot be elininated, and remain unknown. All that can be stated for certain is that they are negative, belng gradientar of cost, for if any member of 5.15 could increasere the cost would dininish. Similer remarks apply to $m$ in 578c.

It is here that the transformation technique proves itself, for all these awkward variables are transforned away. Indeed, far from the boundary involving extra variables, the fact that its form is explicitly given enables us to reduce the complexity of the problem. (Bellman and Dreyfus 19 p.20). A glance at 5.18 shows that all the additional terms are in fact multiples of the components of the outward normal to the boundary; this is why they are indeterminate and vanish fron a discussion which is restricted to trajectories in the boundary.

If $p, \pi i s a$ solution to $5.18 a$, then also $p+q_{k}^{C} \underset{x}{(k)}\left(\pi_{k}-q_{k-1}\right)$ is a solution, $\left(q_{-1}=0\right)$, as may be seen by direct substitution. The numbers $q_{k}$ are arbitrary, implying that the addition of any vector with the direction of $C_{x}$ has no effect on the solution, as we predicted. It is evident from 4.14 that such a vector may be added not only to $p$ but even to the equation 4,15 ; being normal to the trajectory's tangent at every point it is imaterial which of the terms $\pi_{\mathrm{K}_{\mathrm{C}}}{ }_{\mathrm{x}}^{(\mathrm{k})}$ are added to the equation, if any. This accounts for the divergence between the results obtained by various writers. Gamkrelidze ( 1 chapter 6) dealing with the case $q=1$ includes only the last term $\pi_{q} \underset{x}{(q)}$. Berkovitz (36) has a similar result, for in the extension of the linear functional he includes only $c^{(q)}(x, u)=0$ as a constraint to be satisfied along the boundary. This 1e reasonable,for if the remaining constraints $C^{(k)}, k<q$, are satisfied at the point of entry to the boundary, they will reaain so if the $q^{\prime}$ th is satisfied. (Again, he deals only with $q=1$ ). Dreyfus (39), by reducing the state space, obtains a result for a similar case which has been shown (Berkovitz and Dreyfus 37) to be eq ivalent to that of Berkovitz and Garakrelidze , despite a difference of form. Chang (2) does not have the $q^{\prime}$ th term, but only the first (where $q=1$ ), viz., $\pi_{0} C_{x}(x)$.

The so-called 'jump conditions' 5.18c are subject to a similar interpretation, and are given in that form by most writers (Berkovitz and Dreyfus 37). In our consideration of reduced spaces, it was olear that the jump is causod, at entry to the boundary, by the disappaarence of certain components of $J_{X}$ (or rather, their ignoration, for they do not really varish), and at re-entry to the interioi, by their re-amergence as essential variables. The probleu of determining the magnitude of the jump does not
appear to have been satisfactorily dealt with. Gamkrelidze chooses the jump at entry to reduce to zero the component of $p$ normal to the boundary (1 p.269), but is reticent concerning the exit point. Bryson and Denham (39), forced to deal with the problem in order to obtain solutions rather than principles, give the jump condition at the entry point, but ignore it at the end, presumably on the grounds that the equations of constraint are automatically setisfied there, and to supply a constraint would be superfluous. As a result they obtain continuity of $p$ at the exit. However, they assert, without proof, that a combined jump, at entry and exit, is determined by the problem, but the distribution between the two points is arbitrary_m may be chosen to be continuous at either end, but will turn out to be diacontinuous at the other.

This result is not incorrect, though the reasoning is not clear. We showed in section 4.3 .2 that the number of extra variables appearing when the trajectory re-emerged into $n$-dim. space exactly compensated for the number of extra constraints imposed by the boundary. Had it been desired to retain all $n$ equations along the boundary, there would have been required the same number of extra variables, this time in the form of 'junps' in $p$ (for there is one multiplier to each boundary equation) and it is quite immaterial whether they are introduced at the beginning or endor even the middle- of the boundary arc.

The other corner condition 5.18 d expresses continuity of $H$. In the classical problem it is merely the application of the Welerstrass condition comparing the two directions of a trajectory at a corner, giving both inequelities, hence equality. This result is given by Hadamard (33) who
notes that in many cases it precludes the possibility of a discontinuous direction vector. This applies to the control problem too: in many cases corners are muled out (see 4.25 et seq.), but each example must be invostigated separately - there is as yet no general rule.

The test suggested in 5.1.1. for the dimension of the optimal space applies on bcunderies too. The $q$ equalities 5.15 constitute an ( $n-q$ ) dim. manifold, on which the inequality 5.16 and possibly other permanent inequalitios $R$ hold. If the matrix $H_{u u}+\mu_{0} C_{u u}^{(q)}+\mu R_{u u}$ is nonsingular the trajectories do form an ( $n-q$ ) -din. field, and $u(x)$ is differentiable in the boundary.

## Chapter 6. HUYGENS' COIISTRUCTION

6.1 Reachable Sets and Waves.

Huygens' construction, one of the most beautiful in the entire literature of dynaics, is $\leq$ major link between the sciences of perticle mechenics, continuum mechenics and geometry. Amazingly, it appeared before the study of dynamics was at all aavanced - Galileo, the founder of modern dynamics, was a contemporary of Huygens; Buler, pioneer of field theory, was born in 1707, twelve yeurs after Huygens' death, and it was only with Hamilton's work that optics and particle dynamics were finally matad in a geometric coup which cannot be quite absolved of responsibility for the upheevals of $20 t h$-century physics and the modern fervour for unified theories. Its relevance to the oalculus of variations is often remarked (e.g. Courant \& Hilbert 40 vol. 2 p.124, Gelfand \& Fomin 27 p. 209 ), usuelly in the spirit of an interesting aside rather than as $a$ fundenentel principle, and it has been applied to the optimal control problem by Halkin $(6,7)$ to derive the necessary conditions. The construction and even the formulation of the problen presented here is quite different from Halkin's, and is intended to emphasize the geometric rather than analytic situation.

Suppose the problen to be of Lagrange form, with cost function $\int L(x, u) d t ; L(x, u)$ is supposed to be positive for all admissible $x, u$. Let $x_{0}$ be a point on the isotin $J_{0}$, and let there be constructed all possible admissible trajectories from $x_{0}$. For a Eiven number $w$ there will be a point $y$ on every trajectory such that

$$
\begin{aligned}
& \int_{0}^{t_{y}} L(x, u) d t=W \\
& y=x_{0}+\int_{0}^{t_{y}} f(x, u) d t
\end{aligned}
$$

$$
6.1
$$

Designate the set of all such points by

$$
Q\left(x_{0}, J_{0}, w\right) .
$$

That is, $Q$ is the set of all points reachable from $x_{0}$ with cost w.
The topological properties of this set may be complicated in general, but the particular properties we require turn out to be quite simple. Definition 6.1. $y$ is a boundary paint of $Q\left(x_{0}, J_{0}, w\right)$ if i) $y \in Q\left(x_{0}, J_{0}, w\right)$; ii) there exists some $W^{\prime}>w^{\prime}$ and a set $Q\left(x_{0}, J_{0}, w^{\prime}\right)$ such that every neighbourhood of $y$ contains points of $Q\left(x_{0}, w^{\prime}\right)-Q\left(x_{0}, w\right)$

This implies that the slightest extension of a trajectory from a boundary point can attain points that are only reachable from $x_{0}$ with cost greater than w.
$Q\left(x_{0}, w\right)$ contains no points reachable optimally with cost ereater than $w$, for, suppose $z$ is such a point; if it is in $Q\left(x_{0}, w\right)$ it is reachable with cost equal to $w$, therefore the optimal cost cannot be greater than w. $Q\left(x_{0}, w\right)$ might not be bounded, but if there is an optimal trajectory through $x_{0}$, and $J_{0}>w$, there must be at least one boundary point, for, consider the point on the optinal trajectory with cost fron $x_{0}$ equal to $w$; if it is interior, a small extension of the trajectory will remain interior to $Q\left(x_{0}, w\right)$, but the cost will exceed $w$. This point must be a boundary point of $Q$. It is not suggested that there is only one boundery point or that $Q$ is entirely enclosed by a boundary - neither is in general true - but the unique boundary point through which the optinal trajectory passes is the only one of inmediate interest.

The optimal trajectory meets the isotim with value ( $\left.J_{0}-w\right)$ at the point at which the optimal cost from $x_{0}$ is $w$, that is, at the boundary of $Q$.

The set $Q\left(x_{0}, J_{0}, w\right)$ neets the set $J(x)=J_{0}-w$ at only one point, all cther points in $Q$ lying on isotins with greater value. This gives a characterization of the necessary conditions similar to 4.3, for the optimel control must take the trajectory to that point for which

$$
J(y)-\left(J_{0}-w\right)
$$

is least, under the constraints 6.1.
The set $Q\left(x_{0}, w\right)$ is a wavelet issuing from $x_{0}$. Every point on $J(x)=J_{0}$ is the source of a similar wavelet meeting the isotim ( $J_{0}-w$ ) at one point. Since all the wavelets lie on one side of the isotim it may be regarded as a wavefront. In the study of optics for a homogeneous dedium the wavelets are spheres. Here they are considerably more complex - not necessarily closed or containing their source - but the essential construction is the same.

To investigate the implications of 6.2 it is necessary to make comparisons between different paths. Unfortunately the interval of integration $\left[0, t_{y}\right]$ depends upon the path taken, which is most incorvenient, and to make the interval uniforma we ney use a simple paraneter transformation which gives the problen a new, but familiar, form.

### 6.2 The generalized tine - outimal problem.

A justification for treating the Lagrange and Mayer problens separately was that practical problems fall naturally into one or other form. But in one outstending case the distinction fails. The problem of time - optimality can be regarded equally well as a path integral ( $\int^{t} \mathrm{f}$ at ) or a terminal value $\left(g\left(x\left(t_{f}\right)\right)=t_{f}\right)$ problem, without any drostic reinterpretation. The equetions resulting irom either formulation are precisely the same, for the expressions in $(1+\dot{J})$ and min $\dot{J}$ are euivalent (cf 4.6, 4.19). The only difference lies in the magnitude of the vector $J_{x}$ (or $p$ ), depending upon
whe ther $J_{x} \cdot \hat{i}+1=0$ or $J_{x} \cdot f=0$, but it is oniy the ratios of $J_{x}$ winch are relevant. The pictorial sigaificence and mature of tine isotins are diffent, but this is net funderientel.

Since the two fommations of the exceral proble are mathematicelly equivalent, and the optinal - time prowlew is actually iaentical in both forms, it suggests that the latter is the link between tine tro, and that the general equivalence can be traced to a basic similarity between the optinsl - time problen and the general problem.

Thet all Meytr probleas are basically equivalent is epparent, for the auxiliary variables $p$ satisfy the same equations $\dot{p}=-p f_{x}$, differing only in the boundary values derived from the cost function $g(x)$. In perticular they are all equivalent to the time - optimal problem, for which $g(x)=t_{f}$. (Yashilev 41) In fact the equivalence extends also to all problems of Lagrange form, for we may introduce an arbitrary parmeter s, (indicating $\frac{d}{d s}$ by the prime), then the cost function is

$$
L(x, u) t^{\prime} d s
$$

and the dynemic syster is

$$
\begin{array}{ll} 
& x^{\prime}=f(x, u) t^{\prime} \\
\text { Defining } & t^{\prime}=1 / L(x, u)
\end{array}
$$

6.3 becomes

$$
x^{\prime}=\frac{f(x, u)}{L(x, u)}=\frac{f(x, u)}{6.4^{a}}
$$

which hes the form of a time optinel problen for the new systen.
This allows considerable simplification of nery aspects of the problem. for the two monotonically increasing scalars - time end cost - have been reduced to one. The condition $\min (L+\dot{J})$ no longer represents a compromise
between rapid reduction of oftimel cost $J$ and increase in actual cost $L$, but simply reduces to a condition of steepest descent in $j$, since $L$ is constant ( $=1$ ). Similarly 6.2, representing a minivization of $J(y)$ under the rather clunsy constraint 6.1 now becomes a ninimization end a trivial constraint,

$$
\int_{0}^{s} d s=w: s_{y}=w
$$

The set $Q\left(x_{0}, J_{0}, w\right)$ becones the set of points reachable from $x_{0}$ by the system 6.4 b in tine w , and the isotias are isochrones. The transfomation is possible only if $L>0$, when it is simply the replacement of one monotonically increasine paraleter by another, together with a scale factor.

### 6.3 Properties of the wavelet.

We can now interpret the necessary conditions obtained in chepter 4 in terms of the wavelet issuing from a point.

Suppose a trajectory to be constructed in accordance with the equatic.

$$
\begin{align*}
& \operatorname{Lin} p \cdot \underline{f}(x, u) \\
& p^{\prime}=-p f_{X}(x, u) \\
& p(0) \cdot \underline{f}(0)+1=0 \tag{c}
\end{align*}
$$

No reference is made to the origin of the expressions, and no assumption concerning optimality. Gur purpose is to investigate the trajectory that emerges from this construction. The procedure is essentislly the sane as Pontryagin's.

The trajectory and coritrol corresponding to 6.5 is $x(s), u(s)$; a neighbouring trajectory $x_{1}(s)$ corresponds to some adrissible control $v(s)$, which is arbitrary except thet $\left\|x_{1}(s)-x(s)\right\|$ is swall.

We have

$$
\begin{aligned}
& x(s)=x_{0}+\int_{\sigma^{f}}^{s}(x, u) d s \\
& x_{1}(s)=x_{0}+\int_{0}^{s_{f}}\left(x_{1}, v\right) d s
\end{aligned}
$$

If $\delta x(s)=x_{1}(s)-x(s)$ is to be a small quantity of first order, the control variation $v(s)-u(s)$ racy be either a) first order for finite tine, or b ) finite over e first order interval. A 'perturbed' control may be constructed in the following way.

In the interval

$$
I=\left[s_{o}, s_{f}\right]
$$

choose instants $s_{i}, s_{j} \quad(i, j=1,2, \ldots \ldots)$, as many as desired, nonnegative finite numbers $r_{i}$, and nonnegative first order quantities $\delta s_{j}$ such that the intervals

$$
I_{i}=\left(s_{i}, s_{i}+r_{i}\right] \quad I_{j}=\left(s_{j}, s_{j}+\delta s_{j}\right]
$$

are disjoint, and if

$$
K_{i}=\bigcup_{i} I_{i} ; K_{j}=\bigcup_{j} I_{j},
$$

then

$$
K_{i} \cup K_{j} \subseteq I
$$

The control function $v(s)$ is defined as

$$
v(s)= \begin{cases}u(s), & s \in I-K_{i} \bigcup_{K_{j}}=I_{k} \\ v_{j}, & s \in K_{j} \\ v_{i}(s), & s \in K_{i}\end{cases}
$$

where $v_{j}$ is an arbitrary point of the m. diu. control space $U$; $v_{i}(s)$ is an arbitrary continuous function to the control space with the restrictions that

$$
\|\delta u(s)\|=\left\|v_{i}(s)-u(s)\right\| s \in K_{i}
$$

shall be of first order, and $x_{1}(s), v(s)$ shell be admissible for all $s$ I. It is not assumed that the state space is unrestricted. Both $u(s)$ and $v(s)$ are constructed to ensure that the trajectories remain admissible. In the case of $u(s)$ this yeans that certain constraints are implicitly satisfied in addition to 6.5. Thus, the minimization of $H$ is carried
out subject to the requirement (which wist completely define u) that the trajectory does not leave K . It will be recalled frow section 5.2 that the degree of arbitrariness involved in the boundary equations allows 6.50 to hold even on the boundary of state space.

Using 6.6, $x_{1}(s)$ becomes

$$
\begin{align*}
x_{1}(s)=x_{0} & +\int_{s \in I_{k}} f\left(x_{1}, u\right) d s+\int_{s \in I_{i}} f\left(x_{1}, v_{i}\right) d s+ \\
& +\int_{s \in I_{j}} f\left(x_{1}, v(s)\right) d s \\
\therefore \delta x(s) & =x_{1}(s)-x(s) \\
& =\int_{\in} I_{k}\left(x_{1}, u\right)-\underline{f}(x, u) d s+ \\
& +\int_{s \in I_{i}} f\left(x_{1}, v_{i}\right)-f(x, u) d s+ \\
& +\int_{s \in I_{j}} f\left(x_{1}, v(s)\right)-\underline{f}(x, u) d s .
\end{align*}
$$

Applying the mean - value theorem, these three integrals becorre, respectively

$$
\text { where } \quad x^{*}=x+\alpha\left(x_{1}-x\right) \quad 0 \leq \alpha \leq 1
$$

$$
\begin{aligned}
& \int_{f_{x}}(x, x u) \delta x d s \\
& \int f_{x}\left(x^{*}, u\right) \delta x+f_{u}(x, u)\left[v_{i}-u_{i}\right] d s \\
& =\int f_{x}(x, u) \delta x+f\left(x, v_{i}\right)-\underline{f}\left(x, u_{i}\right) d s \quad 6.8 \\
& \int f_{x}(x, u) \delta x+f_{u}\left(x, u^{*}\right) \delta u d s \\
& =\int f_{x}\left(x_{i}^{*}\right) \delta x+\underline{I}(x, v)-\underline{f}(x, u) d s \\
& u^{*}=u+\beta(v-u) \quad 0 \leq \beta \leq 1
\end{aligned}
$$

If the solution of an equation

$$
y^{\prime}=f_{x}\left(x^{*}(s), u(s)\right) y
$$

is $\quad y\left(s_{2}\right)=A\left(s_{2}, s_{1}\right) \quad y\left(s_{1}\right)$,
we say apply 6.9 to 6.7 , which, in view of 6.8 , is a line er non-honogeneons equation in $x$. Treating, for example, the typical intervals

$$
\left(s_{1}, s_{1}+r_{1}\right] \quad\left(s_{1}+r_{1}, s_{2}\right] \quad\left(s_{2}, s_{2}+\delta s_{2}\right]
$$

we obtain, recalling the

$$
\begin{aligned}
& A\left(s_{3}, s_{1}\right)=A\left(s_{3}, s_{2}\right) A\left(s_{2}, s_{1}\right) \\
& \text { and } A\left(s_{1}, s_{1}\right)=\text { ait matrix, } \\
& \delta x\left(s_{2}+\delta s_{2}\right)=A\left(s_{2}+\delta s_{2}, s_{2}\right)\left[\delta s_{x}\left(s_{2}\right)+\left\{\underline{f}\left(v\left(s_{2}\right)\right)-\underset{f}{ }\left(r_{\mu}\left(s_{2}\right)\right)\right\} \delta s_{2}\right] \\
& \left.\delta_{x\left(s_{2}\right.}\right)=A\left(s_{2}, s_{1}+r_{1}\right) \delta x\left(s_{1}+r_{1}\right) \\
& \delta x\left(s_{1}+r_{1}\right)=A\left(s_{1}+r_{1}, s_{1}\right)\left[\delta x\left(s_{1}\right)+\right. \\
& \left.+\int_{s_{1}}^{s_{1}+r_{1}} A\left(\varepsilon_{1}, s\right)\{\underline{f}(v)-\underline{f}(u)\} d s\right] \\
& \therefore \delta_{x}\left(s_{2}+\delta s_{2}\right)=A\left(s_{2}+\delta_{s_{2}}, s_{2}\right)\left[\frac{f}{s}\left(v\left(s_{2} j\right)-\underline{f}\left(u\left(s_{2}\right)\right)\right] \delta s_{2}+\right. \\
& +A\left(s_{2}+\delta s_{2}, s_{1}\right)\left[\delta x\left(s_{1}\right)+\int_{s_{1}}^{+r_{1}} A\left(s_{1}, s\right)\{\underline{f}(v)-\underline{f}(u)\} d s\right]
\end{aligned}
$$

Treating all the intervals in a simile fashion,

$$
\begin{align*}
\delta_{x}\left(s_{f}\right) & =\sum_{i} \Lambda\left(s_{f}, s_{i}\right) \int_{s_{i}}^{s_{i}+r_{i}} A\left(s_{i}, s\right)\{f(v)-f(u)\} d s+ \\
& +\frac{\sum_{j}}{j} A\left(s_{f}, s_{j}\right)\left[\frac{f}{f}\left(v\left(s_{j}\right)\right)-f\left(u\left(s_{j}\right)\right)\right] \delta s_{j}
\end{align*}
$$

$6.5 b$ is joint to 6.9 in the limit $\delta x \rightarrow 0$, for then $x^{*} \rightarrow x$, therefore

$$
\begin{align*}
p\left(s_{2}\right) & =p\left(s_{1}\right) f\left(s_{1}, s_{2}\right) . \\
\therefore p\left(s_{f}\right) \cdot \quad x\left(s_{f}\right) & =\sum_{i} \int_{s_{i}}^{s_{i}+r_{i}} p\left(s_{i}\right) \cdot[\underline{f}(v(s))-\underline{f}(u(s))] d s \\
& +\sum_{j} p\left(s_{j}\right) \cdot\left[\underline{f}\left(v\left(s_{j}\right)\right)-\underline{f}\left(u\left(s_{j}\right)\right)\right] \delta s_{j}
\end{align*}
$$

In view of 6.5 a , every member on the right hand side of 6.11 is non-negative,

$$
\because p\left(s_{f}\right) \cdot \delta x\left(s_{f}\right) \geqslant 0
$$

$S_{x}\left(s_{f}\right)$ is any vector iron the temainal point of the trajectory $(x(s), u(s))$ constructed according to 6.5 , directed toward the set $Q\left(x_{0}, s_{f}\right)$, for $x_{1}\left(s_{f}\right)=x\left(s_{f}\right)+\delta x\left(s_{f}\right)$ represents any joint c lose to $x\left(s_{f}\right)$ that is reachable in the sane (generalized) tire. From the manner or construction 6.12 applies for any $s<s_{f}$,

$$
\therefore \mathrm{p}(\mathrm{~s}) . \delta x(\mathrm{~s}) \geq 0
$$

where $\delta x(s)=x_{1}(s)-x(s)$.
$p(s)$ cen be interpreted as the normal to a hyperplane supporting $Q\left(x_{0}, s\right)$ at $x(s)$, and we have the interesting result that the reachable set is convex in the neighbourhood of the point on the trajectory 6.5, which is evidently a boundary point. This jesuit should be no re rigorously proven by an appleaction of Lyapunov's theorem on the range of a vector measure (cf. the use of this theorem in similar cases by LaSalle 42, Halkin 7) but our cruder construction demonstrates the geometric picture sufficiently clearly.

We bay show too, that under certain restrictions the trajectory constracted with the help of 6.5 is optimal, for, suppose both $x_{1}(v, s)$ and $x(u, s)$ reach the same point $x_{2}$, the former at $s=s_{2}$, the latter at $s=s_{1}$, then

$$
\delta x\left(s_{2}\right)=x_{2}-x\left(s_{2}\right)
$$

6.13 gives

$$
x\left(s_{2}\right)=x_{2} \neq \int_{s_{2}}^{s_{2}} \underset{(x, u) d s}{s_{2}}
$$

$$
p\left(s_{2}\right) \cdot \delta x\left(s_{2}\right)=-p\left(s_{2}\right) \cdot \int_{s_{1}}^{s_{2}}(x, u) d s \geq 0
$$

Since $\|\delta x\|$ is small we may suppose $\delta s=s_{2}-s_{1}$ to be small, and
6.14 becomes

$$
-p\left(s_{2}\right) \cdot \underline{f}\left(s_{2}\right) \delta s \geq 0
$$

The initial value of poi (sea 6.5 c ) is -1 , end it was shown in 4.3.1 that $H=p . f$ is constant. 6.15 timon implies

$$
\delta s=s_{2}-s_{1} \geq 0
$$

and the time taken to any point along $x(u, s)$ is less then thet along any other neighbouring path.

### 6.4 Sufficient Conditions.

The above is far fron beine a prof of sufficiency, for it coupares only trajectories that are close over their entire ranee, and it is possible that a trajectory thrugh the sume wo points but not uniformly close to $x(s)$ gives an even better performance. However, when the aystem $f(x, u)$ is linear in $x$ the analysis applies even when $\delta x$ is not saall, and the result, apart from the assumption made between 6.14 and 6.15, becones more sigmificant. Wore satisfactory and fore extensive sufficiency proofs heve been obtained (Lee 43, Neustadt 44).

Our purpose, however, was not to obtain sufficiency profs, but to establish an interpretation of the optinal trajectory vis a vis the reacheble 'wevolets'. If un optimua exists it will be provided by 6.5 , for an optinal trajectory is cortainly locally optimal, and 6.13 infores us that the reachable sets $Q\left(x_{0}, w(s)\right)$ are convex in the legion of the boundery points at which they meet the isotik. If the isotin has a normal at that point it will coincide with $p$, the wavelet nomal, but it is possible that the wavelet has a smooth boundary and the isotin dues not.

It was renarked that 6.5 cen provide a trajectory that is not optimal, but nevertheless the optinal trojectory must be constructed according to 6.5 , the ainimun principle. The paradox is resolved by noting the far from obvious fact that two trajectories from $x_{0}$ with different initial velues $p_{1}(0), p_{2}(0)$, might intersect at sone point $x_{1}$. The lirit approached by $x_{1}$ as $p_{2}(0)-p_{1}(0) \rightarrow 0 \quad$ is a fucal point for extrenels fron $x_{0}$, nnd beyond this point the trajectories cease to provide true minira of cost. The
geometric significence of the situation has been described in various ways. Lenczos (28 p.272) describes it as corresponding to a reduction in dimension of the weverront; Yashilev (41) shows by exalple, but without analytic discussion, that isotins of different value coincide at such points; Bliss(5) states that the trajectories satisfyint the minimuri principle (or its ciassical equivalent ) nuet an envelope at thet point. No doubt these characterizations are all equivalent, and inply that the trejectories, on reaching the boundary of the set $Q\left(x_{0}, w\right)$, are tangential to it, and for cost greater than $w$ return to the interior of $Q\left(x_{0}, w\right)$, thus arriving at points which can also be reached with cost equal to (or less than) w, while still satisfying the mininun principle. Under these conditions $p$ cannot represent a normal to the reachable set boundary.

A complete account of this situntion is lacking, end, more importent an ensily computable criterion to judge whether or not it occurs. A promising approach is ufforded by the fact that through every point $x_{c}$ there passes on n-paraneter family of trajectories constructed according to 6.5. the paraneter boing the initial value $P_{0}$. The trajectories are solutions of the equations

$$
\begin{align*}
& \dot{x}=f(x, u(x, p)) \\
& \dot{p}=-p f_{x}(x, u(x, p))
\end{align*}
$$

whose right hand sides are piecewise differentiable with respect to $x, p$, for $f$ is essumed to be differentiable for $x, u ; u$, expressed as $u(x, p)$ as a result of the rinimization operation under constreints of the type 2.4, 2.5, is piecewise differentiable. Thus aecording to the results obtained in section 3.2.3, the partial derivatives

$$
\partial \mathrm{x} / \partial \mathrm{p}_{0} ; \partial \mathrm{p} / \partial \mathrm{p}_{0}
$$

will exist if the bounderies between the vari us regrions of state space are difforentiable menifulùs.

We are concemtd with the natrix $\partial x / \partial p_{0}$. at any tinc the difference between two neithbouring trajectcries approaches

$$
\frac{\partial \frac{x}{\partial p_{0}}}{} \delta p_{0}
$$

as $\delta \mathrm{p}_{0} \rightarrow 0$, so that if trajectories do weet, it can crily be because

$$
\left|\frac{\partial x}{\partial p_{0}}\right|=0
$$

Of course this refers to trajectuies meeting within a region of differentiability of $u(x)$, for a reduction of dimentiona .lity, often incurred in the transition to a different recion, heans that trajectories originally distinct must moet; this is not the situation alluded to here. It would seen necessary only to ensure that in each region there is no focal point (or, 'conjugate point' - a distinction is iadde by Bliss (5, p.170)) of the initial point, say $x_{i}$, of that region. There is no need to retain the derivatives with respect to $P_{0}$, which wuld entail consideration of the discontinuities at boundaries (cf. 3.2.3), but aerely the partials $\partial x / \partial p_{i}$, where $p_{i}$ is the value of $p$ at the point $x_{i}$ where the trajectory enters thet perticular region. The transfomation suitable to each local subspace will ensure that the metrix of derivatives rerains square.

The equations giving the partials are the linearized versions of 6.16, viz.
where

$$
\begin{align*}
& \dot{z}=\left(f_{x}+f_{u} u_{x}\right) z+f_{u} u_{p}^{w} \\
& \dot{w}=-w \hat{i}_{x}-p\left[f_{x x}+f_{x u} u_{x}\right] \dot{z}-p f_{x u} u_{p} w
\end{align*}
$$

## (

 $z=\partial x / \partial p_{0}, w=\partial p / \partial p_{0}$, the initiol values being $z(0)=0, w(0)=$ unit natrix. The focal point occurs where $|z|=0$.This is not a rigorous derivation, nor las it been shown thet satisfaction of the minimua principle together with the non-occurrence of a focal point is
sufficient for optimality, nevertheless, if this an gloey with the classical results uroves to be valid, this provides a useful colput:-tionel test.

There are a number of siturtions in which the technique of the Linimum principle breaks down. It may be that between given points no optimal trajectory exists, a focal point intervenine; or that an optinal trajectory is isolated and cennot be elvedded in a field (abnomality) ; or that minimization of $H(x, p, u)$ does not provide a unique value of control (singiler, non normal, problens ). The problens of nomality (in the classical sense), accessibility and focal points are evidently closely connected, if not in their mathematical formulation, at least in physical meaning, for they are all concerned with the question whether, given en optimul trajectory to a certain point, such trejectories cun be constructed to all points in a sufficiently suell neighbourhood of it. Recent wurk has also connected these probleas with that of sineularity. The exauination of all these problens is in its infancy, but sonething can be gleened from references 10,11,22,49, 50, and probably a thorouch study of Caratheodorys work on these topics in a 'classical ' context would throw o ereat lieht on the matter (18).

Certain practical applicstions are suggested by the concept of a field of optimal trajectories. Few of these are new, but their significance becomes much clearer in the light of the constructions we have made.

### 7.1 Solution of the Equations of Optimality.

7.1.1 Initial value approximation.

The set of $2 n$ differential equations for $p$ and $x$ from which the control is constructed are notoriously difficult to solve, involving boundary values at twว - or, as in state - constrained problems even more - points. The obvious method of solution (Kipiniak 45 p .95 ) is to compute a number of members of the field corresponding to a variety of boundary values, gaining a reasonable approximation to the values required for the unique trajectory satisfying all the given conditions. This technique is doomed to failure, for variations of the boundary values of $p$ have quite unpredictable effects on the trajectories; the smallest change in $p(0)$ can praduce wild fluctuations in $x(t)$, or, on the other hand it may be that a trajectory cannot be persuaded to budge even by the most provocative variations of $p(0)$. The task of choosing, a priori, values of $p(o)$ that will give a trajectory in the region of interest would drive the most phlegmatic temper to distraction.

This is a problem which has not been studiod in its own right, though more will be said on the matter, but we may note first of all that it is usually more practicable to compute the field of trajectories whose members all satisfy the same initial condition than to contruct the field that we have been considering hitherto, whose members all satisfy the terminal conditions. It is possible to repeat the entire theory of fields and isotims for thes reversed situation with no modification other than in the definition of the optimal cost function $J(x)$, which is now 'cost so far' rather than 'cost to go'; ;

$$
J(x(t))=\int_{0}^{t} L(x, u) d t
$$

The isotims will envelope the reachable sets (or wavelets) on their conceve instead of convex side. The equations associated with the one field will be the same as those for the other, except for a difference in sign of the vector $J_{x}$, and the one trajectory which satisfies both the specified initial and terminal conditions will be a member of both fields.

If the two fields could be superimposed it would be found that along this unique trajectory common to both, the isotims of one field are osculatory to those of the other, the sum of the two values being constant, equal to the tutal cost for that irajectory. An gxample of this is the disturbances issuing from wo point sources in still water; the ripples from each meet tangentially along the straight line foining ther. In this example the circular waves are isochrones.

Given $a$ system $\dot{x}=f(x, u)$ and a cost function $\int I(x, u) d t$, the initial point has a uniquo reachable set $\varepsilon\left(x_{0}, w\right)$ for a given w; i,e. a set of points reachable from $x_{0}$ with cost $w$.

For the field of trajectories issuing from $x_{0}$, the boundary of this set is identioal with the isotim of value w, if $x_{0}$ represents the entire initial set. $p(t)$ is a normal to such a set and the space of the $p$-vectors can be regarded as a linear tangent space dual to that of the contravariant vectors $\dot{x}$. (The duality between $p$ and $\dot{x}$ extends very deeply into the basis of the calculus of variations - cf. Rund 17 pl8 Courant \& Hilbert 40 vol 1 p 234 Gelfand \& Fomin 27 p211. Pearson 46 ) Since the boundary of $Q$ is not necessartly closed the totality of normals for all its points do not span the entire dual tangent space, but only a certain cone in it, corresponding to the cone of directions swept out by $\dot{x}$ under the constraints $\dot{x}=f(x, u)$.

In particular, $p(d t)$ is the normal to the infinitesimal wavelet $Q\left(x_{0}, d w\right)$.

If $d w$ is very small , $\rho(d t)$ is a good approximation to the initial value $p_{0}$. Evidently there is only a restricted range of values of $p_{0}$ for which the corresponding trajectory is a number of the field at all, quitu apart from consideration of the terminal conditions. The actual construction of the admissible cones $\dot{x}_{o}, p_{0}$ is not infinitesimal wavelet, or bette $\boldsymbol{P}_{8}$ the/directly available, ${ }^{\circ}$ but some relevant information may be gleaned by direct application of the fundamental inequality

$$
H\left(x_{0}, p_{0}, u\right) \leq H\left(x_{0}, p_{0}, v\right)
$$

where $u$ is optimal and $v$ is any admissible control.
This may be used in various ways. For example, if the minimum is stationary for $u$, then we have

$$
H_{u u}\left(x_{0,} p_{0}\right) \geq 0
$$

which Eives an immediate constraint for $p_{0}$. Again, $u(x, p)$, derived as a result of minimising $H$, may be substituted for $w$ in $H$.

$$
H\left(x_{0}, p_{0}\right) \leq H\left(x_{0}, p_{0}, v\right)
$$

which, by direct inspection, substituting possible values of $v$, can give useful information. Another interesting relation arises out of the fact that the minimum value of $H$ is constant along a trajectory, thus, expressing values at $t_{1} t_{2}$ by suffixes 1,2 , and where $t_{2}-t_{1}=d t \geqslant 0$, small,

$$
H\left(x_{2}, p_{2}, u_{2}\right)=H\left(x_{1}, p_{1}, u_{1}\right)
$$

Using, for brevity, the Meyer form $H=p . f$, set

$$
\begin{aligned}
& x_{2}=x_{1}+f\left(x_{1}, u_{1}\right) d t . \\
& p_{2}=p_{1}-\left(p_{1} f_{x}\left(x_{1}, u_{1}\right) d t\right.
\end{aligned}
$$

and expanding the left member of 7.4 we have

$$
\begin{aligned}
& H\left(x_{1}, p_{1}, u_{2}\right)+H_{x}\left(x_{1}, p_{1}, u_{2}\right) f\left(x_{1} u_{1}\right) d t- \\
& \quad-H_{p}\left(x_{1}, p_{1}, u_{2}\right) p_{1} f_{x}\left(x_{1}, u_{1}\right) d t=H\left(x_{1}, p_{1}, u_{1}\right)
\end{aligned}
$$

Recalling that $H=p . f$, this becos

$$
H\left(u_{2}\right)-H\left(u_{1}\right)+\left[p_{1} f_{x}\left(u_{2}\right) f\left(u_{1}\right)-f\left(u_{2}\right) p_{1} f_{x}\left(u_{1}\right)\right] d t=0
$$

Since

$$
H\left(x_{1}, p_{1}, u_{2}\right)-H\left(x_{1}, p_{1}, u_{1}\right) \geq 0
$$

there must hold

$$
p_{1}\left[f\left(u_{2}\right) f_{x}\left(u_{1}\right)-f\left(u_{1}\right) f_{x}\left(u_{2}\right)\right] \text { z } 0
$$

the summation being according to
$p_{1}\left[f^{j}\left(u_{2}\right) f_{X^{j}}^{i}\left(u_{1}\right)-f^{j}\left(u_{1}\right) f_{x^{j}}^{i}\left(u_{2}\right)\right] \geq 0$
Both $u_{1}, u_{2}$ are optimal, but at successive instants of time. This relation can be helpful when physical considerations dictate that $u$ should be increasing or decreasing, or at switching instants, but it also supplies a further constraint for the choice of $p_{o}$, albeit a somewhat cumbersome one.

If the isotims for the original field (based on the terminal set) are convex, the relation

$$
p_{0} \cdot\left(x\left(t_{f}\right)-x_{0}\right) \leq 0
$$

holds, for $p_{o}$ is the outward normal to the isotim at $x_{o}$. Unfortunately, it is not always known in advance when this applies, though conditions can be given for certain systems (LaSalle 42, Lee 43, Pearson 46), but when it is valid it can be very helpful.

Interesting information can be obtained by actually constructing an approximation to a small wavelet from $x_{0}$ in the following way. Choose a small value $d w$ of cost; let $u$ take all possible values, giving corresponding time increments satisfying

$$
d w=L(x, u) d t
$$

For each ( $u, d t$ ) there will be some point

$$
\begin{aligned}
x & =x_{0}+f(x, u) d t \\
& =x_{0}+\frac{f(x, u)}{I(x, u)}
\end{aligned}
$$

This is a set of $n$ equations with. $m$ variables, the components of $u$ it
is equivalent to an ( $n-m$ )-dim hypersurface. The shape of this surface can indicate whether or not any awkward behaviour is to be expected: sharp corners may indicate sources of instability (cf. Kreindler 94).

Constructing similar curves for a further $d w$ from points on the first set, and examining their envelope can be interesting, for it occasionally happens that the second set con be reached only from a restricted region of the first, suggesting that initially the optimal trajectories are confined to a very restricted cone of directions. Of course, this is only feasible for 2 or 3 dimensions, beyond which too much effort is involved to make these simple tests worthwhile.

It is impossible to predict in general how powerful any of these criteria are; sometimes they can limit the choice of $p$ sensationally (Halkin 47), more of ten they reduce the region to little better than a halfspace, and each condition turns out to be a repetition of the others. Certainly this does not amount to a systematic technique for approximating initial values, and the probler deserves considerably more attention.

### 7.1.2 Convergence schemès.

### 7.1.2.1 Convergence in solution space.

Once an approximate initial value of $p$ is obtained in the manner described above, it must be improved upon, and a recursive scheme is suggested by a closer examination of the structure of the field. An incorrect solution represents a member of the field satisfying the specified initial but not terminal conditions. An improvement is gained by adjusting the initial value in such a way as to ensure a closer fit at the end point.

The terminal values may be written

$$
\begin{aligned}
& x_{f}=x\left(x_{0}, p_{0}, t_{f}\right) \\
& p_{f}=p\left(x_{0}, p_{0}, t_{f}\right)
\end{aligned}
$$

being the solution of $2 n$ differential equations. As discussed above, the partial derivatives

$$
\varepsilon=\frac{\partial x}{\partial p_{0}} ; \quad w=\frac{\partial p_{p}}{\partial p_{0}}
$$

can be found, and used to implement a scheme such as Newton's method, or a hillclimbing technique, or some modification of these methods based upon the use of derivatives. A practical technique of this type has been developed by Levine (48), but is unfortunately subject to the usual handicap of such schemes-- the initial approximation must be sufficiently accurate to ensure convergence (Saaty and Bran 52 p 58 ). There is, however, no doubt that the solution obtained is truly optimal, for it is quite clear if the sequence has converged to a false limit, which is usually a hazard in such schemes. (This is, of course, subject to the satisfaction of the sufficiency conditions). (Levine 53).

With the help of the transformation techniques of chapter 3 and the results relating to the partial derivatives with respect to initial conditions, such a technique should cope with state constrained problems and discontinuous controls. Consider, for example, a problem involving a switching surface described by a differentiable function

$$
M(x(\tau), p(\tau))=.0
$$

and a $q^{\prime}$ th order state boundary

$$
c(x)=c^{(1)}(x)=\ldots .=c^{(q-1)}(x)=0
$$

The $2 n^{2}$ equations 6.18 with initial conditions

$$
z_{j}^{i}=\frac{\partial x^{i}(0)}{\partial p_{j}(0)}=0 ; w_{j}^{i}=\frac{\partial p_{i}(0)}{\partial p_{j}(0)}=\delta_{j}^{i}
$$

provide the partial derivatives until the switching surface is reached. According to 3.27 the derivatives are discontinuous, requiring the addition oi terms of the form

$$
\begin{align*}
& {\left[\dot{x}\left(\tau^{-}\right)-\dot{x}\left(\tau^{+}\right)\right] \frac{\partial \tau}{\partial p_{0}}} \\
& {\left[\dot{p}\left(\tau^{-}\right)-\dot{p}\left(\tau^{+}\right)\right] \frac{\partial \tau}{\partial p_{0}}}
\end{align*}
$$

at $\tau . \tau_{p_{n}}$ can be found from 7.5 , for

$$
\begin{align*}
M_{p_{n}} & =M_{x} z+M_{p} w+\left(M_{x} \dot{x}+M_{p} \dot{p}\right) \tau_{p_{0}} \\
& =0 \\
\therefore \quad \tau_{p_{0}} & =-\frac{M_{x^{z}}+M_{p} w}{M_{x}(\tau)+M_{p} \dot{p}(\tau)}
\end{align*}
$$

values being taken as $M$ is approached from the left. $\tau_{p_{0}}$ becomes undefined if the trajectory approaches $M$ tangentially, but in that case $\frac{1}{x}$ and $p$ are continuous and the discontinuity 7.8 is zero. With the addition of 7.8 at $\tau$ the solution of 6.18 cnntinues normally for $i>\tau$ until the next jump occurs.

At $t=t$, the boundary $C(x)=0$ is reached, and the remaining $q-1$ conditions in 7.6 can be treated as terminal boundary values for the arc $0 \leq t \leq t_{1}$ and $p_{0}$ altered accordingly until they are satisfied. Along the boundary a suitable transformation eliminates $q$ components of $x$ and of $p$, leaving the $(n-q) \times n$ matrices $x_{p_{0}}, p_{p_{0}}$. At a point of return ( $t=t_{2}$ ) to the interior the $q$ rows of each matrix are reinstated, together
with new variables $p\left(t_{2}\right)$ (cf.section 4.3.3), but the partial derivatives are now taken with respet to $p\left(t_{2}\right)$. The $n^{2}$ elements of each matrix $z$ and w now comprise nq derivatives with respect to $p\left(t_{2}\right)$, and $n(n-q)$ with respect to $p_{0}$. The $n+q$ variables $p_{0}, p\left(t_{2}\right)$ must be adjusted to ensure satisfaction of the $\mathrm{n}+\mathrm{q}$ conditions at the boundary and terminal point.

This is only a brief sketch of the procedure---it is not possible to gixe a complete recipe for solving problems in a straightforward way, for each eaises its own peculiar problems requiring endless modification and refinement. The amount of work involvad in solving these problems is daunting in the extreme.

Another technique of boundary-value apipoximation----too well-known to require repetition here----is Neustadt's method (60) applying convexity properties of the reachable set for linear timemoptimal problems. With the trensformation indicated in 6.2, every problem can be expressed in timeoptimal form, but the convexity requirement isa real restriction, Where it applies, Neustadt's technique and the various modifications of it ( 61,62 ) can be quite attractive, for they do not require a large number of additional differential equations.
7.1.2.2 Convergence in control space.

There are basically two lines of attack for the two-point boundery value problem of control. The first, discussed above, involves approximations of optimal trajectories; the other, of whith there are many possibilities of variation, uses a sequence of non-optimal trajectories converging to the optimum. (Aoki 65, Bryson and Denham 66, Dreyfus 38, Kelley 67, Halkin 47). All these schemes fit into our genmetric construction in the following way: a point $x(h)$ on an arbitrary admissible trajectory from $x_{0}$ at which the
accumulated cust is $h$, is interior to the reachable set for that value of cost. Thus, if the optimal values corresponding to $h$ are $x_{h}, p_{h}$, we have, from 6.13,

$$
p_{h^{n}}\left[x(h)-x_{h}\right] \geq 0
$$

The object of the iterative process, whatever its technical details, is to decrease the value of this inequality.

One possibility is the following: the cost function is $\int L(x, u) d t$, the terminal conditions

$$
T^{k}(x)=0 \quad k=1, \ldots, r<n
$$

A non-optimal trajectory will not, in general, satisfy 7.10, and we may construct an additional cost function $\frac{1}{2} \sum\left(T^{k}(x)\right)^{2}$ which is to be minimised. The terminal value of $p$ for this Mayer function is

$$
p_{i}\left(t_{f}\right)=\frac{T^{k} T_{i}^{k}}{x_{i}}
$$

Choose a nominal control $v_{1}(t)$, givine a trajectory $x(t), \quad 0 \leq t \leq t_{f}$, where $t_{f}$ is chosen either arbitrarily, or using one of the $T^{k}$ as a stopping condition. This $x(t)$ is the basis of a new dynamic system

$$
\frac{2}{x}=f(x(t), u)
$$

the right hand side being a function only of ( $t, u$ ). For this system, an optimal trajectory can be constructed in reverse time from $t_{f}$, using the minimum principle, and yielding a control $\mathrm{v}_{1}{ }^{*}(\mathrm{t})$, which is optimal for the approximate system 7.12. The next control chosen for a forward integration is

$$
v_{2}(t)=v_{1}(t)+c(t) v_{1}^{*}(t)
$$

$c(t)$ being chosen in some way to ensure rapid convergence. This is only one possibility, but most techniques exhibit properties in common with this. It is not to be recommended as a practical scheme without a careful convergence analysis.

### 7.2 Feedback.

The techniques discussed above relatine to the solution of the differential equations, also have dirent relevance to the construction of feedback control schemes. The obvious, but crude, flooding technique, involving the construction of a $\mathrm{c}_{\mathrm{k}} \mathrm{l}$ eton field of optimal trajectories, all satisfying the specified terminal conditions, is subject to the difficulties of finding suitable boundery values for $p\left(t_{f}\right)$, and, at the present time, not a feasible technique in general, though if in special cases the field proved easy to construct, a suitable interpolation scheme could provide a reasonable approximation to the control. More promising techniques are based upon approximation of the isotims $J(x)$, for if their functional form is known, $u\left(x, J_{x}\right)$ will be given at every point.

Such schemes were proposed early in the development of optimal control, but without this geometric motivation, and involved the spproximation of $J(x)$ by a quadratic function, (Merriam 51)

$$
J(x)=a_{0}(t)+a_{i}(t) x^{i}+a_{i j}(t) x^{i} x^{j}
$$

differential equations being found for the coefficients, which absorb the higher order non-linearities. The technique founders on the difficulties of determining boundary values for the coefficients, but where this can be satisfactorily done, useful results can be obtained, (Pearson 63, Davis 64), especially for the linear regulator prublem fur which 7.14 is a precise representation. (Kalman 9).

Another popular scheme, frankly local in character, is closely allied to the technique of the previous section involving partial derivatives with respect to boundary falues, but here the basic field is cunstructed with reference to the terminal conditions, and the object is to obtain a
scheme for correcting errors due to perturbation from the prescribed trajectory.

A perturbation from the expected value of $x$ indicates that: the state point is on the path of a neighbouring trajectory, sind the proper control is not $u(t)$ as computed, but $u(t)+\delta u(t)$. Since the optimal control is determined as a function $u(x, p)$, the relevant correction is

$$
\delta_{u}=u_{x} \delta_{x}+u_{p} \delta p
$$

$\delta_{x}$ is the measured error, and $S_{p}$ is to be found. The difference between two trajectories con be traced back to different initial conditions, thus

$$
\delta x=x_{x} \delta x_{0},+x_{p_{0}} \delta p_{0}
$$

and correspondingly

$$
\delta_{p}=p_{x_{u}} \delta x_{0}+p_{p_{0}} \delta p_{0}
$$

The partial derivatives are evaluated in a way similar to that described in 7.1.2.1, but we require terminal conditions for all the four matrices in 7.15, 7.16. We have

$$
x_{x_{0}}(0)=p_{p_{0}}(0)=\text { unit matrix }
$$

and at the terminal point there are $n$ relations of the form

$$
T\left(x\left(t_{f}\right), p\left(t_{f}\right)\right)=0
$$

giving

$$
\left(T_{x} x_{x_{0}}+T_{p} p_{x_{0}}\right) \delta x_{0}+\left(T_{x} p_{0}+q_{p} p_{p_{0}}\right) \delta p_{0}=0
$$

from which both $x_{p_{0}}(0)$ and $p_{x_{0}}(0)$ can be found, but requires the solution of a linear two-point boundary value problem. Then

$$
\delta_{u}=\left[u_{x}+u_{p}\left\{p_{x_{0}}\left(x_{x_{0}}\right)^{-1}+p_{p_{0}}\left(x_{p_{0}}\right)^{-1}\right\}\right] \delta x
$$

This indicates the bare bones of the scheme, of which several
versions have been putlished, differing in detail but the same in essence. The usefulness of such a pian is very limited, for feedback of this nature is required when the sistem does not fallow the planned course. This only occurs when the differential equatior is not a sufficiently accurate representation of the physical system, or in the presence of unpredicteble disturbances. This scheme is based on a deterministic system which is assumed to be correct, ind therefore cannot deal with either of those situations, except in rare cases, when perturbations are impulsive, the system being deterministic over the intervals between then, or when initial conditions are not accurately known. Even in theses ceses it cannot be used with any confidence in the absence of an estimate of the error involved in the linearization.

### 7.3 Education

Although every subject nust be taught and learnt, the educative possibilities of any new study are invariably the most neglected. The contribution to theory or to practical application is alweys noted, but the question whether the ideas are straightforward or easy to grasp, is ignored. This may be of little concern to the experienced scholar, but to teachers and students it is crucial. In basing the theory upon physical rather than mathenatical principles, and developing it along geometric and not analytic lines, this thesis attempts to contribute to engineering education - as much an 'application' as is any practical or computationsl technique.

The geometric approach to the study of the optimal behaviour of differential engineering systems discloses properties which are obscured by other methods. In cases which can be satisfactily hendied in other wavs no great improvements are to be expected, and our constructive conditions for optinality are precisely the same, for solutions in open regions of state space, as the faniliar ones given by Pontryagin and derivable via classical arguments; but even here geometric considerations show promise of providing powerful tools for the numerical solution of the differential equations. The examples in Appendix $D$ indicate the possibilities, but a systomic attack on theoretical aspects of the peculiar difficulties of these two-point boundary value problems still awaits treatment.

For problems involving restricted state space the concept of local optimal subspaces offers distinct advantages over other approaches. First, it does not treat bounded problems as a different species, but applies a uniform treatment to all problems, the boundary being regarded as a natural part of the background to the problem rather than as an externally imposed constraint. Second, it illuminates certain matters, which, approached in other ways, have been the source of much confusion. Third, the specification of the boundary leads to simplification of the problem in that region by virtue of a reduction in the dinension of the system, constrasted with the increased complexity incurred by other techniques. This type of simplification is not an accident of technique; it is fundamental to the approach, and should be expected whenever constraints appear in a problem of any type.

Lagrenge's multipliers, as used in ordinary minimization problems, have the effect of introducing extra artificial degrees of freedom to
compensete for the restrictions imposed by constraints, as an alternative to elimination of variables. It should be a aatter for surprise, though we have become immune to it, that a restriction on the mode of behevicur of a system should not lead to simplification through excluding many alternative possihilities, rather than complication. When the problen is not simplified it may be an indication thet the method of treatnent is not ideal.

The multipliers familiar from the calculus of variations are introduced to ensure compatibility with the dynamic system. The equivalent variables in our treatment obviuusly are not anenable to this interpretation, but may be said to ensure compatibility of the solution with the constraint of optimality, and, pursuing the anslogy, they increase the apparent complexity of the system while its freedon is reduced from that corresponding to unspecified control in a system of $n$ first order equations, to that consonant with a set of $n$ completely defined second order equations.

The insights gained by 'arguments by analogy', of which the above is a simple example, are a reminder that no nethod or viewpoint stands on its own, independent of others. The discussion in Chepter 5 demonstrated that each approach illuminated the problen in ways which, by their very nature, were outside the scope of other methods. Every method must admit the shortcomings of its own merits - the brighter the light, the stronger the shadow thet it cests - and the temptation rust be avoided of adopting one consistent viewpoint to the neglect of others.

An important fact comon to all the availeble techniques is that despite talk of fields of trajectories the necessary conditions eppear in the form of differential equations, the solution of which is a time function appertaining to only one trajectory. Although it is a prinary aim of control
theory to obtain feedback controls, they cannot arise from any of these techniques, and it is perhaps a little deceptive to present the discussion in terms of $u(x)$ rather than $u(t)$. Only in the case of a one-dimensional systen can an explicit feedback control be obteined, by eliminating $J_{x}$ from the equation $H\left(x, J_{x}\right)=0$, but in other cases the scalar $t$ cannot be replaced by the vector $x$ as an argument of $u$.

It seems unlikely that this problem can be overcone by anything less drastic then a complete reformulation of the problem, for if the system is given in the time - like form of a differential equation, and the cost function is expressed as a time integral, the solution cannot be expected to emerge as a space-like function. Probably, what is required is a different form of system description, symmetric in all variables rather than giving special prominence to time. This is a fundamental issue in system theory and little effort has been put into it.

The conclusions that we are forced to are not far removed from the argunent of the introduction: the problem we have been discussing is too limited, with its first order ordinary differential equations and scalar cost function - certainly it can no longer be regarded as the problem of optimal control - and it is tine to csill a truce to the vast effort being expended on it. Perhaps the only aspect of it which re. lly must be cealt with is the problem of constructing fields of extremals. If this could be easily done a great deal of information would be inmediately availeble about the structure of the system, and feedback schemes would not be far behind. This all hinges on the boundary value problem, for which the techniques suggested in Chapter 7 and denonstrated in Appendix $D$ open a door to more thorough treatment.

For the more eeneral, and perhaps wore pressing probiems we must find a better methad of representing systems, end nore reasonable measurenents of performance: the ain is a framework which will support a theory of feedback control of multiveriable systems in accordance with flexible performance denands.

Nothing has been said of non-deterministic systems, adaptivelearning systems, or information-seeking systems, or.... but that is another story.

Appendix A. Physics in Control Heory.
The engineer and the physicist are occupied with two sides of what is essentially the same problem. 'Control' is equivalent to 'order': a process that is not entirely chaotic is, in a sense, controlled, and the physical laws express the princip:-
les governing the control action. For the physicist, the system is given and observable, and he must deduce the underlying principles. Being generalizations from empirical evidence, these are always subject to doubt. The engineer, on the other hand, is furnished with the principle, and he turns it
into a practical programme for implementation. To perceive
order ie physics: to impose it, engineering. Nowhere does
this correlation appear so vividly as in the treatment of the
optimal control problem, Analogies with natural dynamic sys-
tems abound, and while we can go no further here than point-
ing to superficial likenesses, they are sufficiently interesting to touch upon. If, as Koestler maintains (85 p201),
the essence of discovery is the marriage of previously unrelated frames of reference, it is more than likely that the further pursuit of these analogies will yield fruitful results, and it is worth suggesting areas which may prove rich, and some where analogies break down under scrutiny.

The most obvious branch of physics in this context is analytical mechanics, which suggests itself by virtue of the minimum and variational principles which underlie the science. The function $H=L(x, u)+p . f(x, u)$ is evidently a Hamiltonian function, and

$$
\begin{aligned}
\underline{I} & =\underline{L}_{x} \cdot \mathbf{t}-H \\
& =p_{\cdot} \cdot(\mathbf{t}-\mathrm{f})-\mathrm{I}
\end{aligned}
$$

is a Lagrangian. The canonical form in which the differential equations of optimality are expressed is derived from the equivalent form in dynamics, but beyond these formal analogies little has been done. Deeper parallels are perhaps not to be sought, for the very concepts of 'particle' and 'mass' are -.. lacking in control theory, precluding the direct use of such concepts as kinetic energy, momentum, etc. Nevertheless, certain techniques could be formally applied; Poisson-bracket
extra integrals of the motion, but are rarely of great help. Transformation theory (86 p.283) gives interesting ideas, but to transform a particular system into a more convenient form requires too much ingenuity and luck to make it a reliably useful tool. The optical analogue of dynamics has already been applied in chapter 6.

A more promising source of ideas is continuum mechenics, though the status of variational or minimum principles is uncertain in this area; some writers grant them axiomatic status (e.g., Edelen 87), others are scathing in their criticism, claiming that such principles are arbitrary, not sufficiently fundamental (Truesdell 71 p. 595), or lacking in physical meaning (Kilmister 88 p. 49). This last point is interesting. In a natural system for which a variational principle can be found, a auggested variation can be effected only by forcing the motion to be other than what it in fact is; using constraints. In that case we are dealing with a different system, and comparisons are invalid. Borrowing control ideas, it might be possible to represent the natural system as an optimal version of a more general system In which some variables correspond to the control; this system might have an interesting physical interpretation, for, as we shall see, a similar situation does arise in thermodynamics.

Just as the minimum principle can be regarded as less than fundamental in physics, so can it be given the same inferior status in some contexts of control theory. This paradoxical situation arises when dealing with fields of optimal trajectories, for all members of the field are 'equally optimal' and the concept of optimality, being a comparative property, loses its force. Thus the concept was not applied in this thesis until chapter 4, and it would have been entirely possible to derive all the properties of optimal
trajectories except the inequality relations without its use. The minimizing property is crucial to a 'constructive' theory (an engineer's job), but not to an investigation of optimal systems as such (a physicist's) where a relation such as

$$
\begin{equation*}
I(x, u)+J_{x} \cdot f(x, u)=0 \tag{A. 1}
\end{equation*}
$$

is more important.
A. 1 could be treated as a conservation law in a field theory of optimal control. $J(\underline{x})$ itself suggests a potential, and $J_{x}$ of would be a rate of work in the potential field, $L(x, u)$ representing some deformation power. Further conservation laws are provided byliouville's theorem, of which the most familiar form states that the 'volumo', $\int d x d p$, is an invariant of the motion when the points constituting it move in accordance with a canonical system of equations. The transformations associated with a reduction in the dimension of state space do not affect the canonical form of the equations or the validity of this theorem. More general forms of such invariants are given by Synge ( 68 p.173).

The line integral $\int J_{I} \cdot d x$ is independent of path, (naturally, suitable local transformations must be made, respecting the dimencion of each region), indicating that the vector field $J_{X}$ is lamellar (Ericksen $89 \mathrm{p} .824)$. This type of property invites further analysis along the lines of tensor field theory, the relevance of which is evident from results obtained, for example, for discontinuities and shocks: the only possible jump in a lamellar field is normal to a surface, the tangential components remaining continuous ( 71 p .494 ). This result we obtained here by the special arguments of chapter 3. More interesting results might be gained by analysing the vector field $u(x)$ along these lines.

Thermodynamics offers even more intriguing possibilities. One approach to this subject is via the caloric equation of state ( 71 p .619 )

$$
e=e(\eta, v)
$$

$\eta$ being a scalar (entropy) and $v$ a state vector, representing physical properties of the system. e is the intermal energy. Thermodynamic tensions are defined as

$$
q=e_{\nabla}, \quad \theta=e_{\eta}
$$

$\theta$ being temperature. Hence we have
and

$$
\begin{aligned}
d \theta & =\theta d \eta+q d v \\
\dot{e} & =\theta \dot{\eta}+q \dot{v} .
\end{aligned}
$$

Inequalities, such as

$$
\text { de } \leq \theta d \eta+q d v \quad \text { A. } 2
$$

rule out certain non-equilibrium states.
The formal similarity to equation A.1, and even its more general inequality form, is startling, but not so close as to be immediately translatable. What is particularly interesting is the possibility of variation to unstable states, admitted by A. 2 , which surely bear some relation to the non-physical variations of mechanical systems noted above. Truesdell's comment (71 p.659): "In a theory where mechanical phenomena are of primary interest, it may be natural to seek and impose a requirement of universal stability, but in a theory aiming to determine criteria of stability of equilibrium it is more natural to include the theoretical possibility of unstable states", proclaims , for physics, the distinction between optimal and non-optimal behaviour in control theory, and could almost be a reply to Kilmister's strictures mentioned above.

A theorem of Carathéodory (75) applied to the problen of adiabatic
accessibility of equilibrium states has been used in a control context in the problem of accessibility. by extremals (11, 22) but otherwise the rapprochement between control theory and physies is not yet under way. In control one might expect to obtain global results for the solution space, on which feedback schemes might be based, but usuful developments cannot be guaranteed. The outlook for physics is brighter, and we can hope for a unified classical field theory in which control concepts play a basic role and minimum principles regain a fundamental, though not axiomatic status, (which should satisfy everyone, even such prophets of 'variationalism' as Lanczos (28)), serving to distinguish actual from theoretically conceivable behaviour. Such developments must come from physicists rather than from engineers, and judging from the present state of the dialogue between the disciplines, the revolution will be a long time eoming. Indeed, we might hope to delay it until the feedback concept has quite ousted open-loop methods, for, recalling the metaphysical excitement caused by the mildly teleological variational principle in the eighteenth century, the mind bogeles at the thought of letting loose the idea of the aniverse as an open-loop control system!

## Appendix B. Transformation of the Auxiliary Equations.

The transformation will be carried out for the equations of the Mayer problem, avoiding the inclusion of $L_{x}$ which obviously transforms without difficulty.

The notation is that coordinates in the 2 - system ere denoted by primen indices, those in the x - system are unprimed.

The vectors $q, \mathcal{G}$, correspond to $p, f$, respectively, thus
where

$$
q_{r}=A_{r^{\prime}}^{k} p_{k} \quad g^{s^{\prime}}=A_{r}^{s^{\prime}} f^{r}
$$

$$
A_{b}^{a}=\frac{\partial x^{a}}{\partial z^{b}}
$$

We write $\quad \frac{\partial}{\partial x^{r}}$ as $\partial_{r} ; \quad \frac{\partial}{\partial_{z}{ }^{s}}$ as $\quad \partial_{S^{\prime}}$.
The equations, in $x-$ coordinates, are :

$$
\begin{equation*}
\dot{p}_{i}+p_{j} \partial_{i} f^{j}=0 \tag{B. 1}
\end{equation*}
$$

Now

$$
\begin{align*}
\dot{p}_{i} & =\frac{d}{d t}\left(A_{\dot{r^{\prime}}}^{\prime} q_{r^{\prime}}\right) \\
& =\partial\left(A_{i}^{\prime}\right)_{f^{s}} q_{r^{\prime}}+A_{i}^{r^{\prime}} \dot{q}_{r^{\prime}} \\
& =\partial_{S}\left(A_{i}^{r^{\prime}}\right) A_{r^{\prime}}^{s} q_{r^{\prime}} g^{r^{\prime}}+A_{i}^{r^{\prime}} \dot{q}_{r^{\prime}} \tag{B. 2}
\end{align*}
$$

and

$$
\begin{align*}
p_{j} \partial_{i} f^{j} & =A_{j}^{r^{\prime}} q_{r}, \partial_{i}\left(A_{s^{\prime}}^{j} s^{s^{\prime}}\right) \\
& =A_{j}^{r^{\prime}} q_{r^{\prime}} A_{i}^{t}\left[\partial_{t}\left(A_{s}^{j}\right)^{s^{\prime}}+A_{s^{\prime}}^{j} \partial_{t}, s^{\prime}\right]
\end{align*}
$$

Adding B. 2 and B. 3 , and performing the usual manipulations of tensor calculus, we have

$$
A_{i}^{r^{\prime}}\left[\dot{q}_{r^{\prime}}+q_{g}, \partial_{r^{\prime}} g^{s^{\prime}}\right]+q_{r^{\prime}} g^{r^{\prime}}\left[A_{r^{\prime}}^{s} \partial_{s^{\prime}} A_{i}^{r^{\prime}}+A_{j}^{r^{\prime}} A_{i}^{t^{\prime}} \partial_{t^{\prime}} A_{r^{\prime}}^{j}\right]=0
$$

The term in brackets in the second member is equal to

$$
\begin{aligned}
A_{r^{\prime}}^{s} \partial_{i}\left(A_{s}^{r^{\prime}}\right) & +A_{s}^{r^{\prime}} A_{i}^{t^{\prime}} \partial_{t^{\prime}}\left(A_{r^{\prime}}^{s}\right) \\
& =\partial_{i}\left(A_{r^{\prime}}^{s} A_{s}^{r^{\prime}}\right) \\
& =0
\end{aligned}
$$

Thus,

$$
\dot{p}_{i}+p_{j} \partial_{i}\left(f^{j}\right)=A_{i}^{r^{\prime}}\left[\dot{q}_{r^{\prime}}+q_{s^{\prime}} \partial_{r^{\prime}} g^{s^{\prime}}\right] \quad \text { B. } 4
$$

showing that the expression on the left of B.l does in fact transform as a covariant vector, and maintains its value of zero.

In an r-din. space, suppose $A_{i}^{r^{\prime}}$ to be $n \times n$ and chosen such that $f^{r+1}=$. . $=f^{n}=0$. Using indices

$$
k, s=1, \cdot,, r ; n, t=r+1, \cdot \cdot \cdot n
$$

the left hand side of B. 4 becomes

$$
\begin{aligned}
& \dot{p}_{s}+p_{k} \partial_{s} f^{k}+p_{m} \partial_{s} f^{m}=0 \\
& \dot{p}_{t}+p_{k} \partial_{t} f^{k}+p_{m} \partial_{t} f^{m}=0
\end{aligned}
$$

The second equation can be ignored, for $p_{t}$ is undefined. The expression $s^{f^{m}}$ is the component of a gradient in a direction parallel with the tangent space to which $p_{m}$ is normal. The product $p_{m} s^{f^{m}}$ must be zero, leaving the r-dim. vector equation

$$
\dot{p}_{s}+p_{k} \partial_{s} f^{k}=0
$$

Appendix C. Discrete Derivation of Auxiliary Equations.
The basic technique for the classical problem was given by Cicala (92). The operations of minimisation and integration can be reversed, for the Lagrange problem, only if they are independent. Obviously they cannot be independent, for successive values of $x$ are connected by the dynamic equations, but if this constraint is included using Lagrange multipliers, the interchange is permissible.

$$
\int_{0}^{t_{f}} I_{I}(x, u) d t=\Delta t_{N \rightarrow \infty}^{I t} \sum_{i=1}^{N} I\left(x_{i}, u_{i}\right) \Delta t_{i},
$$

where $\sum_{i=1}^{N} t_{i}=t_{f}$.

$$
\begin{array}{r}
\min \int L d t=1 t \underset{i}{S} \min \left[L\left(x_{i}, u_{i}\right) \Delta t_{i}-p_{i}\left(x_{i+1}-x_{i}-\right.\right. \\
\\
\left.\left.-f\left(x_{i}, u_{i}\right) \Delta t_{i}\right)\right]
\end{array}
$$

Minimising with respect to $x$ and $u$ at each instant, since the value of $u$ is independent of its value at any other time, we have simply

$$
\min _{u_{i}}\left[L\left(x_{i}, u_{i}\right)+p_{i} f\left(x_{i}, u_{i}\right)\right]
$$

whereas for $x_{i}$, assuming a stationary minimum,

$$
\left[L_{x_{i}} \div p_{i} f_{x_{i}}\right] \Delta t_{i}-p_{i-1} * p_{i}=0
$$

for each $i$, and in the limit $\Delta t_{i} \rightarrow 0$,

$$
\dot{p}=-L_{x}-p f_{x}
$$

## Appendix D. Examples.

We shall discuss several problems from the point of view developed in the text. The object is not to obtain solutions-such was never the purpose of this thesis_-but to demonstrate certain points which are all the clearer for being exemplified by familiar and simple cases. These are taken, either directly, or in modified form, from Pontryagin (1), Bryson and Denham (39), Dreyfus (38), and Kipiniak (45). Some valuable examples, not all reproduced here, of problems with analytic solutions, designed to establish the validity of Bellman's partial differential equation, and the relation between $J_{x}$ and Pontryagin's $\psi(t)$ (our $p(t)$ ) are to be found in Fuller 95.96.

## Example 1. Second order, linear, time-cptimal.

Following the specification of section 2.3 we have

$$
\dot{x}^{1}=x^{2} \quad \dot{x}^{2}=u
$$

$U$ defined by constraints $B_{1}:(-u-1) \leq 0 \quad B_{2}:(u-1) \leq 0$
Initial and terminal sets $S:\left(C_{1}, C_{2}\right) \quad T:(0,0)$ cost function $\int_{0}^{t_{f}} d t=t_{f}$.
Using the Lagrange form,

$$
H=p_{1} x^{2}+p_{2} u=-1
$$

The dimensionality test (section 5.1.1) indicates that since

$$
(H+q B)_{u u}
$$

is always singular, there may be regions of dimension less than 2, i.e., the field may degenerate to single trajectories.

The minimum principle gives

$$
\dot{p}_{1}=0 \quad \dot{p}_{2}=-p_{1} \quad u= \pm 1
$$

This problem has a familiar analytic solution,

$$
\left.\begin{array}{l}
x^{1}=c_{1}+c_{2} t \pm \frac{1}{2} t^{2} \\
x^{2}=c_{2} \pm t
\end{array}\right\} \text { for } u= \pm 1 \text { respectively } ;
$$

the switching curves are given by

$$
M(x)=x^{1} \pm \frac{1}{2}\left(x^{2) 2}=0\right.
$$

D. 1
on which $u=\mp 1$ respectively, and are the l-dim. manifolds alluded to. The isotim value is equal to the optimal time to go; for points on $M$

$$
\begin{equation*}
J(x)= \pm x^{2} \quad(u=\mp 1) \tag{D. 2}
\end{equation*}
$$

and for other points, say $c$, the time to reach $M$ is given by

$$
\begin{aligned}
& \quad\left(c_{1}+c_{2} t \pm \frac{1}{2} t^{2}\right) \pm \frac{1}{2}\left(c_{2} \pm t\right)^{2}=0 \\
& \therefore t=\mp c_{2} \pm\left(\frac{1}{2} c_{2}^{2} \mp c_{1}\right)^{\frac{1}{2}} \quad(u= \pm 1)
\end{aligned}
$$

and at the switching point,

$$
\begin{align*}
x^{2} & =c_{2} \pm t \\
& =\left(\frac{1}{2} c_{2}^{2}-c_{1}\right)^{\frac{1}{2}} \text { or }-\left(\frac{1}{2} c_{2}^{2}+c_{1}\right)^{\frac{1}{2}} \tag{D. 4}
\end{align*}
$$

for $u=+1$, -1 respectively, before switching.
D.2, D.3, D. 4 give, since $c$ is any point,

$$
J(x)=\left\{\begin{aligned}
-x^{2}+2\left(\frac{1}{2}\left(x^{2}\right)^{2}-x^{1}\right)^{\frac{1}{2}} & u=+1,-1 \\
\because x^{2}+2\left(\frac{1}{2}\left(x^{2}\right)^{2}+x^{1}\right)^{\frac{1}{2}} & u=-1,+1
\end{aligned}\right.
$$

Evidently $J(x)$ is continuous. In the 2-dim. regions we have

$$
\left.J_{x^{1}}=-\left(\frac{1}{2}\left(x^{2}\right)^{2}-x^{1}\right)^{-\frac{1}{2}} \quad J^{-\left(\frac{1}{2}\left(x^{2}\right)^{2}+x^{1}\right)^{-\frac{1}{2}}} \quad \mathrm{~J}^{2}=\quad-1+x^{2}\left(\frac{1}{2}\left(x^{2}\right)^{2}-x^{1}\right)^{-\frac{1}{2}}\right) \quad 1-x^{2}\left(\frac{1}{2}\left(x^{2}\right)^{2}-x^{1}\right)^{-\frac{1}{2}}
$$

which are not continuous and not defined on M .
Following the arguments of section 3.2 .3 we introduce new vectors $y, J_{y}$ such that one component of $\dot{y}$ is tangent to $M$, the other normal.

Thus $\dot{y}=\dot{A X} \quad A=\left\{a_{i j}\right\} \quad$ i, $j=1,2 . \quad$ D.7
Choose $\dot{\mathrm{y}}^{2}=\mathrm{M}_{\mathrm{x}} \cdot \dot{\mathrm{x}}$

$$
\therefore M_{x^{1}}=1=a_{21} \quad a_{22}=M_{x^{2}}= \pm x^{2} .
$$

$\dot{\mathrm{y}}^{1}, \dot{\mathrm{y}}^{2}$ are mutually orthogonal,

$$
\therefore a_{11}\left(x^{2}\right)^{2} \pm a_{12} x^{2}=0
$$

and $\operatorname{det} A=1$
$\therefore \pm a_{11} x^{2}-a_{12}=1$
giving

$$
A=\left[\begin{array}{cc} 
\pm \frac{1}{2 x^{2}} & -\frac{1}{2} \\
1 & \pm x^{2}
\end{array}\right]
$$

corresponding to $u=\mp 1$ respectively, on $M$.
$\therefore A^{-1}=\left[\begin{array}{cc} \pm x^{2} & \frac{1}{2} \\ -1 & \pm \frac{1}{2 z^{2}}\end{array}\right]$.
Using $J_{y}=J_{x} A^{-1}$,
together with D. 6 and D. 1 we have, for the upper branch of the switching curve ( $u=-1$ ),

$$
\begin{aligned}
J_{1} & =-\left(\frac{1}{2}\left(x^{2}\right)^{2}-x^{1}\right)^{-\frac{1}{2}} x^{2}+1-x^{2}\left(\frac{1}{2}\left(x^{2}\right)^{2}-x^{1}\right)^{-\frac{1}{2}} \\
y^{1} & =-1 \\
\text { and } & \\
J^{1} & =-\left(\frac{1}{2}\left(x^{2}\right)^{2}+x^{1}\right)^{-\frac{1}{2}} x^{2}-1+x^{2}\left(\frac{1}{2}\left(x^{2}\right)^{2}+x^{1}\right)^{-\frac{1}{2}} \\
& =-1
\end{aligned}
$$

as $M$ is approached from one side or the other. $J_{y^{I}}$ is thus uniquely defined. But $J_{y^{2}}=-\left(\frac{1}{2}\left(x^{2}\right)^{2}-x^{1}\right)^{-\frac{1}{2}} \cdot \frac{1}{2}+\quad \frac{1}{2 x^{2}}{ }^{2}\left[-1+x^{2}\left(\frac{1}{2}\left(x^{2}\right)^{2}-x^{1}\right)^{-\frac{1}{2}}\right]$

$$
=-1 / 2 x^{2} \quad 2 x L \quad \text { and }
$$

$$
J_{y^{2}}=-\left(\frac{1}{2}\left(x^{2}\right)^{2}+x^{1}\right)^{-\frac{1}{2}} \frac{1}{2}+\frac{1}{2} x^{2}\left[1-x^{2}\left(\frac{1}{2}\left(x^{2}\right)^{2}+x^{1}\right)^{-\frac{1}{2}}\right]
$$

$$
=\infty
$$

Thus $J_{y_{2}}$ is not defined, but since $\dot{\mathrm{y}}^{2}=0$,

$$
\begin{equation*}
H=J_{y} \cdot \dot{y}=-I \tag{D. 12}
\end{equation*}
$$

In principle, the entire problem could be treated in the transformed spaces. D. 11 (inverted), D. 12 and D. 9 give
then.

$$
H=J_{y^{1}}( \pm 1-u) \frac{1}{2}+J_{y^{2}}(1 \pm u) x^{2}=-1,
$$

$$
\begin{aligned}
\dot{J}_{y^{I}} & =-J_{y^{2}}(1 \pm u) \partial x^{2} / \partial y^{I} \\
& =-J_{y^{2}}(I \pm u) a_{2 I}^{-1} \\
& =J^{2}(1 \pm u) \\
\dot{J}_{y^{2}} & \left.=J_{y^{2}}{ }^{(1}+u\right) \frac{1}{2 x^{2}} \\
u & =-\operatorname{sign}\left( \pm x^{2} J_{y^{2}}-\frac{1}{2} J{ }_{y}\right)
\end{aligned}
$$

The transformation was one of tangent spaces, not the state space itself, and is $x$-dependent. The equations for $\dot{y}$ are irrelevant, and what should be treated is the set

$$
\begin{aligned}
& \dot{x}^{1}=x^{2} \quad \dot{x}^{2}=u \\
& \dot{q}_{1}=q_{2}(1 \pm u) \quad \dot{q}_{2}=q_{2}(1+u) / 2 x^{2} \\
& u=-\operatorname{sign}\left( \pm x^{2} q_{2}-\frac{1}{2} q_{1}\right)
\end{aligned}
$$

After switching, the $\dot{q}_{2}$ equation is discarded, and $\dot{q}_{1}=0$.
Of course, this is not proposed as a practical technique, for $M$ is not known until the problem is solved, but it demonstrates the principle. If we propose to solve this problem numerically, the ideas of chapter 7 come into play.

Suppose the initial point is ( $-1,0$ ) ; it is necessary to determine the initial values of $p$. Knowing that $u(0)= \pm I$, we may apply 7.4a, obtaining

$$
p_{1}(0)(u(d t)-u(0) \geq 0
$$

which gives no information unless there is a switch at $t=0$. This relation can be applied at $(t, t+d t)$ as well as at ( $0, d t$ ), with the result that if $u$ switches $-1 \rightarrow+1, \quad p_{1}=$ const. $\geq 0$, and if the reverse, $p_{1} \leq 0$.

Since the isutims for this problem are known to be convex (Neustadt 60) 7.40 applies, giving

$$
p_{1}(0)(1) \leq 0
$$

and setting $H(0)=-1$ we have

$$
p_{2}(0)= \pm 1 ; u(0)=\mp 1
$$

which considerably reduces the range of search for $p(0)$.
To construct an infinitesimal reachable set, note that for e small,

$$
\begin{array}{ll}
x^{1}(e)=-1 & x^{2}(e)=u(0) e \\
x^{1}(2 e)=-1+u(0) e^{2} & x^{2}(2 e)=(u(0)+u(e)) e \quad \text { etc. }
\end{array}
$$

Some points reachable in these two atages are shown in Fig. D. 1 , for pairs $u(0), u(e)$ from $-1 \leq u \leq+1$, giving a closed curve. Since the normals to this set can point in all directions, no further information is obtainable for $p(0)$.

Fig. D. 2 shows wavelets fanning out from points on the boundary of the reachable set for $2 e$. The envelope of these gives the boundary of the reachable set for $3 e$, and approximates to the familiar shape of the isochrones for this system.

Example la. Bang-bang: state constraint.
To the above problem add the constraint

$$
C(x)=x^{2}-.5 \leqslant 0
$$

The boundary represents a l-dim, manifold-_-a single trajectorym-nor which we have an explicit form, and can therefore transform to $\dot{y}, J_{y}$ on it.


As before, choose

$$
\dot{y}^{2}=\mathrm{C}_{\mathrm{x}^{1}} \dot{x}^{1}+\mathrm{C}_{\mathrm{x}^{2}} \dot{x}^{2}=u
$$

The conditions that the Jacobian of the transformation be unity, and that $\dot{y}^{1}$ be orthogonal to $\dot{y}^{2}$, Eive

$$
\dot{y}^{1}=x^{2} \quad \dot{y}^{2}=u
$$

which is where we came in ! We are now assured that $\mathrm{p}_{1}$ is continuous throughout, and $p_{2}$ ray be ignored on the boundary.

The trajectory comprises three parts: i, iii interior, ii on the boundary. It is usually a good plan in such cases to deal with the interior arcs first, as far as possible, fitting in the boundary arc later. For the final arc we have the special argument of section 4.3.5: the trajectory leaves the boundary at the same point as the unique unconstrained trajectory which touches the boundary at only one oint. It is important to recognize that this condition, whether we can use it explicitly or not, implies that, for 2-dim. ptoblems, the final arc can be solved independently of the rest of the problem.

In this case that arc is easily found, as Fig.D. 3 shows, the point at which it leaves the boundary being $x^{1}=-.125$, but if it were not readily obtained we would proceed as follows. To investigate the point of exit from the boundary we use 4.25:

$$
p_{1}\left(x^{2}-x^{2}\right)-p_{2} u=0
$$

Evidently, either $u=0$ or $p_{2}=0$, but since $u=-\operatorname{sign} p_{2},{ }^{p} p_{2}$ must be zero in either case. In addition,

$$
H=p_{1} x^{2}+p_{2} u=-1
$$

$\therefore p_{1}=-2$, and since $\dot{p}_{2}=-p_{1}$, we have $u=-1$, which gives all the

information required to determine the final arc. Similar use of the corner condition and the vanishing of $H+1$ solves the initial arc too.

The value of $J(x)$ for points before the boundary is :
Time on final arc $=.5$
Tine on boundary $=-2\left(.125+x_{b}^{1}\right)$,
where $x_{b}^{l}$ is point at which boundary is entered,
Time to reach boundary $=.5-x^{2}$
$\therefore J(x)=.5-2 x^{1}+\left(x^{2}\right)^{2}-x^{2}$,
confirming that $J_{x^{I}}=-2$.
Fig. D. 3 shows part of the field, together with isochrones, (those corresponding to the unconstrained problem in broken lines)
exemplifying the situation discussed in section 4.3.5.
Example 2 Linear Feedback.
With the same systen as in Ex, l, we use the cost iunction

$$
\int_{0}^{1} \frac{1}{2}(u)^{2} d t
$$

and the terminal set $T:(0,-1)$. Since the time $t_{f}$ is explicitly given we treat this as a 3-dim. problem, adding $\dot{x}^{0}=1$, and we have

$$
\begin{aligned}
H & =\frac{1}{2}(u)^{2}+p_{0}+p_{1} x^{2}+p_{2} u=0 \\
\therefore \dot{p}_{0} & =\dot{p}_{1}=0 \quad \dot{p}_{2}=-p_{1} \quad u=-p_{2}
\end{aligned}
$$

with $H_{u u}=1$, ensurine a) that $H_{u}=0$ eives a minimum, b) that the trajectorjes are always in a 3 -dim. region, so that $p=J_{x}$.

This problem has an easy analytic solution: for an initial point $\left(0, c_{1}, c_{2}\right)$ we have

$$
\begin{align*}
& x^{1}(t)=c_{1}+c_{2} t-\left(3 c_{1}+2 c_{2}-1\right) t^{2}-\left(2 c_{1}+c_{2}-1\right) t^{3} \\
& x^{2}(t)=c_{2}-2\left(3 c_{1}+2 c_{2}-1\right) t-3\left(2 c_{1}+c_{2}-1\right) t^{2}  \tag{D. 13}\\
& u(t)=-2\left(3 c_{1}+2 c_{2}-1\right)-6\left(2 c_{1}+c_{2}-1\right) t
\end{align*}
$$

The isotim value is easily computed :

$$
J(x(t))=\frac{1}{2} \int_{t}^{1}\left[2\left(3 c_{1}+2 c_{2}-1\right)+6\left(2 c_{1}+c_{2}-1\right) t\right]^{2} d t
$$

giving $J$ as a function of $c, t$, quadratic in $c$. For a given value of $t$, $x=x(c, t)$ is linear in $c(c f . D .13)$ so that $J(x)$ is a quadratic function. Isotims at fixed tines are shown in Fig.D.4; the ellipses are the intersections of $J(x)=$ const., $x^{\circ}=$ time $=$ const. The surface $J(x)=0$ containing the terminal point is a trajectory corresponding to $u=0$, for which $p_{1}=p_{2}(t)=0, c_{1}=1 \quad c_{2}=-1$. This is the value of $u$ which minimises $\int u^{2} d t$ regardless of the dynamic constraints, and in view of the interpretation of the multipliers $p$ as the effort of maintaining the constraint, it is natural that $p$ should be identically zero.

To find an approximate value $p(0)$ we might apply 7.4a, getting, as in Ex. 1.

$$
p_{1}(u(d t)-u(0)) \geqq 0
$$

but it gives no useful information. 7.4 b gives

$$
-p_{1} c_{1}-p_{2}(1+c) \leqslant 0
$$

which is more helpful. In addition,

$$
H(0)=-\frac{1}{2} p_{2}^{2}+p_{0}+p_{1} c_{2}=0
$$

reduces the search for initial values considerably, for way set $p_{0}=1$ if it is not zero.

To construct wavelets according to section 6.2 we form the system

$$
x^{I^{\prime}}=2 x^{2} /(u)^{2} \quad x^{2^{\prime}}=2 / u \quad x^{o^{\prime}}=2 /(u)^{2}
$$

The points reached from an initial point $c=\left(0, c_{1}, c_{2}\right)$ for all $u$, $-\infty \leq u \leq \infty, s=d s$ form a parabola. The wavelets issuing from the points of this parabola are again parabolae, the envelope of which is the boundary of the reachable set for $s=2 \mathrm{ds}$. (Fig.D.8)

If the envelope touches every parabola, then every initial value of
$u$ is a candidate for an optimal trajectory, but this cen occur only if all pairs of neighbouring trajectories intersect.


Fig. D. 8
The parabola with origin at $\left(c_{1}, c_{2}\right)$ has the form

$$
\begin{aligned}
& x^{1}(d s)=c_{1}+2 c_{2} d s /(u)^{2} \\
& x^{2}(d s)=c_{2}+2 d s / u
\end{aligned}
$$

Thus two parabolae are

$$
\begin{aligned}
& x^{1}-c_{1}=c_{2}\left(x^{2}-c_{2}\right)^{2} / 2 d s \\
& x^{1}-b_{1}=b_{2}\left(x^{2}-b_{2}\right)^{2} / 2 d s
\end{aligned}
$$

and their intersection has

$$
c_{1}-b_{1}=\left(b_{2}\left(x^{2}-b_{2}\right)^{2}-c_{2}\left(x^{2}-c_{2}\right)^{2}\right) / 2 d s
$$

If such an interection is possibie,

$$
\left(c_{2}^{2}-b_{2}^{2}\right)^{2} \geq 2\left(b_{2}-c_{2}\right)\left(\left(b_{2}^{3}-c_{2}^{3}\right) /(2 d s)+b_{1}-c_{1}\right) d s \quad \text { D. } 14
$$

$b, c$ are themselves points on the parabola whose origin is at the initial point for the problem, say $a_{1}, a_{2}$, and correspond to two values of control, say u, v,

$$
\begin{aligned}
\therefore b_{1} & =a_{1}+2 a_{2} d t / u^{2} \\
b_{2} & =a_{2}+2 d t / \pi
\end{aligned}
$$

and similarly for $c$, using $v$. Substituting into $I .14$ we obtain, after simplifying, $\quad a_{2}^{2}+2 a_{2}(d t-d s)\left(\frac{1}{u}+\frac{1}{v}\right)+\frac{4 d t^{2}}{u v}=0$
If $a_{2}$ is not very small, $\dot{a}_{2}^{2}$ dominates: If it is small ( $\alpha t-d s$ ) can be made as amall as desired, and D. 15 is positive if $u, v$ are of the same sign.

Thus closely neighbouring parabolae will intereect, and the envelope will touch them all. No further restriction cen be found for possible initial values of $u$ or $p$.

Imposing a state-constraint $\mathrm{x}^{1} \leq \mathrm{c}$ on this system, we have a second order boundary,

$$
x^{1}-c=0 ; x^{2}=0 ; \quad u \leq 0
$$

The transformed dynamic system will be identical with the original one, so that $p_{1}, p_{2}$ will not be defined on the boundary, but $p_{0}$ is continuous and constant. The corner condition reduces to

$$
p_{2} u=0
$$

implying continuity of $u$, and $H=0$ gives $p_{0}=0$. The inequality 7.4 gives $\mathrm{cp}_{1} \geq 0$ at exit from the boundary, and the problem now presents no difficulty to numerical solution.

Example 3. The Brachistochrone.
An interesting variation of the famous classical problem is furnished by the imposition of a state constraint.

$$
\begin{array}{ll}
\left.\begin{array}{ll}
\dot{x}^{1}=V\left(x^{2}\right) & \cos u \\
\dot{x}^{2}=-V\left(x^{2}\right) & \sin u
\end{array}\right\} \text { where } V=\left(2 g\left(x^{2}(0)-x^{2}\right)+V^{2}(0)\right)^{\frac{1}{2}} \\
\min \quad & \begin{array}{ll}
t_{f} d t \equiv \min t_{f} \\
S: & x=(0,6) \quad V(0)=1
\end{array} \\
x: & x^{2}+.5 x^{1}-5 \geq 0
\end{array} \quad \text { T: } x^{1}=6
$$

Dealing first with the unconstrained problem,

$$
\ddot{H}=I+p_{1} V \cos u-p_{2} V \sin u
$$

and Huu $=-p_{1} V \cos u+p_{2} v \sin u \neq 0$
indicates that the space of optimal trajectories is 2- dim.

$$
\begin{aligned}
& \dot{p}_{1}=0 \quad \dot{p}_{2}=-g\left(p_{2} \sin u-p_{1} \cos u\right) / V \\
& \tan u=-p_{2} / p_{1} .
\end{aligned}
$$

Setting Hus $>0$ gives $p_{2}>0$, and $i=0$ gives cos $u=k V\left(x^{2}\right)$, a convenient semi-feedback form.

The boundary value $\mathrm{p}_{2}\left(\mathrm{t}_{\mathrm{f}}\right)=0$ indicates that $u\left(\mathrm{t}_{\mathrm{f}}\right)=0$, and therefore $k=1 / V\left(t_{f}\right)$. From given points $\left(6, x^{2}\right)$ the dynamic equations cen readily be integrated backwards to produce a field, part of which, together with isotins, is shown in Fig. D.5. It is interesting to notice that in this case transversality is equivalent to orthogonality. This occurs, in the classical problem, when

$$
L(x, \dot{x})=G(x)\left[\sum_{i}^{-1}\left(\dot{x}^{\dot{1}}\right)^{2}\right]^{\frac{1}{2}}
$$

(Bund $17,1.27$ ) implying a locally Euclidean metric, which is the same as saying that the infinitesimal wavelets are spherical. For all possible $u$ the dynamic equations of this system are, for fixed $x$, the parametric squations of a circle.

When considering the constrained problem we shall again find that the final sub - arc, from the boundary to the terminal set, can be isolated from the remainder of the trajectory. This will always occur when an n-dim. system has a $q$ 'th order boundary, and $n-q=1$, for the boundary itself provides $q$ conditions, the comer condition is the extra one required, and $H=0$ provides for the unknown interval. At $m$ there are always $n$ conditions, and the $2 n$ differential equations can be completely aclved.

The 1 -dim. region is

$$
c(x)=x^{2}+.5 x^{1}-5=0
$$

on which the control is given by

$$
C^{(1)}(x, u)=-V \sin u+.5 \pi \cos u=0
$$



$$
\therefore \tan u=.5
$$

Choosing a transformation $\dot{y}=A(x) \cdot \dot{x}$ with $\dot{y}^{2}=0$, we have

$$
\begin{aligned}
& a_{21}=C_{x^{1}}=.5 \quad a_{22}=C_{x^{2}}=1 \\
& \dot{y}^{1} \text { is normal to } \dot{y}^{2} \text {, } \\
& \therefore \quad .5 \pi_{11} v^{2} \cos ^{2} u+a_{12} v^{2} \sin ^{2} u=0 \\
& \therefore \quad \therefore \quad \therefore \quad .4 a_{11}+.2 \varepsilon_{12}=0 \\
& \operatorname{det} A=1, \quad \therefore a_{11}-.5 a_{12}=1 \\
& A=\left[\begin{array}{cc}
.5 & -1 \\
.5 & 1
\end{array}\right] \quad A^{-1}=\left[\begin{array}{ll}
1 & 1 \\
-.5 & .5
\end{array}\right] \\
& \mathrm{H}=1+\mathrm{p} \cdot \mathrm{f}(\mathrm{x}, \mathrm{u}) \\
& =1+q A \cdot f(x, u) \\
& =1+V\left(x^{2}\right) q_{1}(.5 \cos u+\sin u)+V\left(x^{2}\right) q_{2}(.5 \cos u-\sin u)
\end{aligned}
$$

(on the boundary the coefficient of $q_{2}$ vanishes).

$$
\begin{aligned}
\dot{q}_{1} & =v x^{2}\left[q_{1}(.5 \cos u+\sin u)+q_{2}(.5 \cos u-\sin u)\right] \varepsilon_{2 i}^{-1} \\
\therefore \dot{q}_{1} & =-\frac{E}{v}\left[q_{1}(.5 \cos u+\sin u)+q_{2}(.5 \cos u-\sin u)\right](-.5) \\
\dot{q}_{2} & =-\frac{E}{V}[u(.5)
\end{aligned}
$$

On the boundary these equations become

$$
\begin{aligned}
& \dot{q}_{1}=q_{1} E / V\left(x^{2}\right) \\
& \dot{q}_{2}=-q_{1} E / V\left(x^{2}\right)
\end{aligned}
$$

though the second can be ignored.
The corner condition 4.25 gives

$$
q_{1}\left(\frac{2}{\sqrt{5}}-.5 \cos u-\sin u\right)-q_{2}(.5 \cos u-\sin u)=0, \quad D .16
$$

and $H_{u}=0$ gives

$$
\begin{equation*}
q_{1}(.5 \sin u-\cos u)-q_{2}(-.5 \sin u-\cos u)=0 \tag{D. 17}
\end{equation*}
$$

Substituting for $q_{2}$ in D. 16 gives

$$
\sin u+2 \cos u-\sqrt{5}=0
$$

which hes only one solution in $0 \leq u \leq \pi / 2$, namely $u=\tan ^{-1} .5$.
$u$ is continuous, and, from D. $17, q_{2}=.6 q_{1}$ at the point of exit from the boundary.

The same applies, of course, at the point of cntry, snd again, the initial arc can be solved in isolation, using the additionel information $H=0$, or $\quad \sqrt{5}+2 \mathrm{Vq}_{1}=0$.

For numerical solution the convoxity of the isotims (Fig D.5) allows the applicetion of 7.4 b ., which in this case is very useful, for if it is not setisfied the solutions of the equations oscillate wildly.

## Example 4 A Rocket problen.

Something of a coup is achieved by applying the reachable set technique to a problem posed by Kipiniak. The system is

$$
\begin{aligned}
& \dot{x}^{1}=\frac{-9.8}{\left(1+x^{2}\right)^{2}} \frac{1}{1+\exp (-10 t)}\left[10 x^{1} \exp (-10 t)-\frac{2\left(x^{1}\right)^{7}}{\left(1+10 x^{2}\right)^{8}}+u\right] \\
& \dot{x}^{2}=x^{1} \\
& \min \int_{0}^{t_{f}} u^{2} d t \\
& S: x^{1}(0)=x^{2}(0)=0 \quad x^{2}\left(t_{f}\right)=t_{f}^{2}-t_{i}+.35 \quad x^{1}\left(t_{f}\right)=2 t_{f}-1 \\
& I: \quad x^{2}-1
\end{aligned}
$$

The transformed system $x^{\prime}=f(x, u) / L(x, u)$ is, at $t=0$,

$$
\begin{aligned}
& x^{1^{\prime}}=(.5 u-9.8) /(u)^{2} \\
& x^{2}=x^{1} /(u)^{2}
\end{aligned}
$$

Allowine $u$ to take all values $-\infty \leq u \leq+\infty$ the infinitesimal wavelet from (0,0) remains on the $x^{1}$ axis (Fig D.6), $\mathrm{dx}^{1}=\mathrm{x}^{1} \mathrm{ds}$ heving a maximum of .00638 ds at $u=39.2$. From a selection of points on this
wavelet, infinitesimal wavelets can be constructed in the some way (Fig.D.6) and show that the set with its source at the extreme point $d x^{1}(0)=.00638 \mathrm{ds}$ includes all other sets. The boundary of the reachable set for 2 as can only be attained from that point, suggesting that the initial value of control must be 39.2, regardless of terminal conditions. The optimal control is given by $u=-p_{1} / 4$, giving an immediate value for $p_{1}(0)$, equal to -156.8.

Applying 7.4 b we have

$$
\begin{aligned}
& p_{1}(0)[5(-9.8+.5 u(d s))-5(-9.8+.5 u(0)]+ \\
+ & p_{2}(0)[-9.8+.5 u(0)+9.8-.5 u(d s)] \geqslant 0 \\
& \therefore(u(d s)-u(0))\left(2.5 p_{1}(0)-.5 p_{2}(0)\right) \geqslant 0 \\
\text { Now, } \quad p_{1}^{\prime} & =\frac{1}{u_{2}}\left\{\frac{p_{1}}{1+\exp (-10 t)}\left[10 \exp (-10 t)-\frac{14\left(2 x^{1}\right) 6}{\left(1+10 x^{2}\right)^{8}}\right]-p_{2}\right\} \\
\therefore \quad p_{1}^{\prime}(0) & =\frac{1}{2}(0)\left\{-5 p_{1}-p_{2}\right\} \\
& =-4 u^{\prime}(0)
\end{aligned}
$$

$$
\therefore \quad u(d s)-u(0)=\frac{1}{4 u^{2}(0)}\left(5 p_{1}(0)-p_{2}(0)\right)
$$

so that $D .18$ implies $\left|p_{2}(0)\right| \geqslant 784$. The sign of $p_{2}$ is nut so easily determined from the equations, but physical considerations suggest that the Initial boost of a rocket should be greater than the subsequent thrust, so that $u^{\prime}$ should be negative, implying $p_{2}(0)$ negative.

A set of trial trajectories was computed, using $p_{1}(0)=-156.8$ and $p_{2}(0)=-800$, decreasing in steps of 50. (Fig. D.7) Such was the sensitivity to the initial value that only one of these would have been a feasible initial approximation, the others not meeting the terminal set at all. A second trial run produced a solution close to the optimum, only requiring 'trimming' by a convergence process to any desired accuracy. Without these techniques the search for initial values would be very tedious.
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