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ABSTRACT

This thesis is concerned with the study of techniques
of alleviating the detrimental effects of signal fading,
that is, fluctuation of the received signal level that
occurs over certain radio circuits. To begin with, a
brief review of fading communication channels, a
description of the channel model used in the thesis and a
summary of the techniques which have been used in the
past to counteract fading are given.

Techniques in which a transmission parameter is
varied in the attempt to reduce the fluctuations of the
received signal level have been analysed in the last decade
and have been found to lead to significant advantages.
Analyses of some of the existing variable-rate techniques
have been included for later use in comparing various systems.
In previous analyses, mainly continuous parameter variation,
which is difficult to implement, has been considered.

Two new techniques of varying the rate of transmission
of a system in a discrete manner in order to make ecasier
the problem of implementation are analysed. In the first

method, the time-duration of the transmitted signals 1is



3 .
varied in a ditscrete manncr, depending on the conditions
in the forward channel. In the second method, the rate
of transmission is varied by altering the size of the
signalling alphabet, that is, by selecting a signal to
be transmitted from m possible signals, where m is @&

wnieger

variablgv The variable-duration technique is analysed with
reference to an incoherent FSK system and the variable-
size (-of- alphabet) is analysed with reference to a
coherent ASK system.

The existing and some new techniques of implementing
variable-rate schemes are described. Lastly, extensional
ideas of combining the new with the existing variable-rate

techniques, over-all discussion of results and suggestions

for further work are given.



_Ll,_
CONTENTS

ABSTRACT .'O.l.l...'..l.'l...‘..'.Oll...ll..l!..2

CONTENTS [ O N B I B B A AR S A I B Y N I T IO D A A A L L I B

CHAPTER 2 e 8 s 0 08 a0 s o

1.

INTRODUCTION---l ------ S ® 6 ¢ 0% 46 8B 9000 e s s e
L ] 7

1.1 Fading Communications Channels ee¢eeeaes

. 7

1'2 ChannElM0d81s---.-.--o----.-.-oo...o.- 10

1.3 Background Discussion of Methods of

counteracting Fading «seeoeevevecancescce 15

1.4 A Note on Methods of Comparing Digital

Communication Systems « .« teessasneens 2B

1.5 Organisation of the ThesiS s«essseeseses 30

A REVIEW OF EXISTING VARIABLE-PARAMETER

SYSTEMS..‘ ......... ® & % 0 ¢ & ¢ & % P 8V 0 bt 9t 9o e e s 33
2.1 Feedback and Two-Way Communications ..-. 33

2.2 Automatic Power Controlio-onocooo-oo.o-

2.3 A Review of Existing Variable-Rate

Schemes ----- 4 6 5 0 4% 686 4 0 0t P s s et et s
4 Retransmission Error Control seseeescass

39

41
43

2.5 Forward Error Correction seeseessss seees 148

6 A Summary of Disadvantages of Existing

Variable-Parameter Systems s¢esesecesecass 51

THE DETECTION OF FADING AND NON-FADING

SIGNALS IN ADDITIVE GAUSSIAN NOISE cevessvses

55

3.1 IntPOductiOn S 5 8 5 ¢ 60 2% o s 8 s s E s et st s s 55

3.2 The Detection of Steady-Level Signals
in Additive Gaussian NOISe teesecosvene
3.3 Error Probabilities in the presence of

62

Idealized Flat-Flat Rayleigh Fading ...+ 76

3.4 The Effect of Flat-Flat Rayleigh Fading

on the Error Probabilities of the m-Tone

Incohercnt FSK and the m-Amplitude ASK

Systems e & g & 8 2 o 0 5 0 ¢ % 9 & 5 % & B 5 0 0 0 5 s o8

- 81



ANALYSIS OF SOME EXISTING VARIABLE-RATE
SCHEMES 4 tevesesoessnsnsseesonsasssnssanscssas
4,1 The ARQ SySteMessseescesoescesossscnsssnos
4.2 The AN/GSC-10 (KATHRYN) Variable Rate
MOdEm. e everernonsaansossasessassssesssnas
4.3 Discussion of Coding techniques used
over Fading CircuiltSeeecessoessosssosocsns
THE VARIABLE-DURATION n-DATA-RATE FSK SYSTEM.
5.1 Introduction.eeseesrsseessnsossasaseasons
5.2 Performance of the n-Data-Rate System....
5.3 Performance Functions of a Variable-
Duration FSK SyStEm sieveeersssnasonsncas
5.4 Independent Fading in the Forward and
Feedback ChannNelSceeeveeseacssancooacsssss
5.5 Evaluation of Performance Functions for
Rayleigh Fading.cveeesvesonesssosscacnsaens
5.6 Expressing the Performance Functions in
Forms suitable for Computation...........
5.7 The Prediction of the Fades..eeeeenerene.
5.8 Optimisation of the Data Rates of n-Data-
Rate SyStemMS .eseeeetsersassesscssosceacocsssas
THE VARIABLE-LEVEL n-DATA-RATE SYSTEM...ses.s
6.1 Introduction..eesseessessasaosonnssnssons
6.2 A Variable-Level ASK SysteMe.eecocesoresan
6.3 The Average Probability of Error for a
General Variable-Level n-Data-Rate ASK
SYStEMeseer oot esnesssoesststssssocsvssses
6.4 The Average Ratc for the Variable-Level
n-Data-Rate ASK SysStemescvevereecriesnssns
TWO-DATA-RATE SYSTEMS e+ v e cenensonreansssnacnss
7.1 Introduction..eseececeossevocsssnnosnsnas
7.2 Two-Data-Rate Intermittent Systems with
an Unbounded Upper Rate and a Fixed

Average Rateol-..-o.loooooooco..l.o..oooo

. 86
. 87

.102
.109
.109
11k

.123

'130

.132

.140
.152

.158
164
.164
.167

.169
.184

.188
.188

.189



- f -

7.3 Two-Data-Rate Non-Intermittent Systems

with an Unbounded Upper Rate and a Fixed

Average Rate....... s eseasssansssassennss 208
7.4 Two-Data~Rate Systems with an Upper

Limit on the Higher Data Rate .....e.e....219

8. COMPUTATION AND DISCUSSION OF RESULTS.........232

8.1 Introduction...ceuveeesecrsossssosansonssas 232
8.2 The Optimization Procedure of Minimizing

the Probability of Error for a Two-Data-

Rate Variable-Duration SyStem ....eeesesss 233
8.3 Discussion of Results.......... teseasanes 28l
9., DISCUSSION OF THE PROBLEMS AND METHODS OF
IMPLEMENTING n-DATA-RATE SYSTEMS...... ceeasse 286
9.1 Introduction....eoceeennoese Dy 2 1
9.2 Problems of Implementing n-Data-Rate
SystemS ,..... teessascns eeesssessseneensesnl87
9.3 Methods of Implementing n-Data-Rate
Systems ....... feceeenas P 41
10. HYBRID SYSTEMS .,.v.veeveeenes s eertarsseses e s 305
10.1 Introduction . iceeeceereonoveessncennann ..305

10.2 A Two-Data-Rate System Incorporating an
ARQ Technique «vveivieeesressocsesasesees 307
10.3 Examples of the Use of Hybrid Techniques .310
11. OVERALL DISCUSSION OF RESULTS AND SUGGESTIONS

FOR FURTHER WORK ,,..ievvrinnenencnooanane easeas315
REFERENCES ,........ T T T eesea321
ACKNOWLEDGEMENTS . ,...veuvnnnns N 1 X
APPENDICES ,........ Ceeeeseens ceesrannes I X1

Appendix A: The Probability Density Functions
(pdf) of the Signal Amplitude and Power for
Rayleigh Fading ......vecenenveoses ceaserassane 338
Appendix B: Evaluation of the Two-Dimensional
Probabilities ,i.ievvivrieeresrencercanonnnsssssa3U0
Appendix C: Calculation of the Correlation

Function of the Predictor cveveeesseonssesssaes3dbb



1, INTRODUCTION

1l.,1 TFading Communication Channels

In many communication systems the signal levels at the receiver
are relatively constant with time, Mainly, these are line-of-sight
type systems. Examples of these are short range UHF, VHI' or HF
groundwave transmissions. In systems of this type the noise is
additive and stationary, and is usually described in terms of the
Gaussian (normal) probability law. Though communication using
these systems is an important technology, it will not form part of
the present study.

Some of the most important communication systems do not have
a steady signal level at the receiver, The noise in these systems
is not wholly described by the additive and stationary Gaussian
model, Two examples of other disturbances which come readily to
mind are the signal fading encountered in long-distance beyond-the-
horizon radio links and +the impulsive noise in wire or cable links,.

This thesis will be concerned with the study of transmission
of digital waveforms over radio channels and, in particular, with
matching techniques for improving the performance of systems using
these channels. Some pf the channels of fundamental interest in

the thesis are now described in a little more detail.



In conventional long-distance HF skywave propagation,
fluctuation of the level of the received signal occurs because of
multipath propagation conditions, Multipath means simply that
there are many paths along which the electromagnetic energy can
travel from the transmitter to the receiver such that the total
propagation time differs between the signals arriving via the
various routes,. Physically, multipath propagation arises because
the reflectors which bend back the radio waves are constantly
moving and changing their reflection characteristics as a result
of the dynamic nature of the medium,. In tropospheric and ionos-
pheric scatter similar irregularities in the scatterers also lead

to multipath propagation conditions,
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The use of satellites for communication is increasing. As long as

the satellites (paseive or active) are used as relay statioﬁs'at Tow eltitude
levels, the signal levels at the receiver end remain fairly steady. However,
when actlve satellltes are used in "statlonary" (very hlgh altltude) orbit,
more severe fading oceurs than in either HF or tropospheric. scatter. The
results derived in thisvthesis can thus be applied to certain satellite

communication systems.

" - rem -

The fluctuation of the received signal level, or fading, that

occurs in the above channels is described in some detail in the



next paragraph. Before this, it is important to state that the
theory explaining the physical phenomena observed in a turbulent
medium is not so important for the deslign of a communication
systen, Indeed, in tropospheric scatter, no existing theory alone
explaing all the phenomena observed in this mode of propagation.
In this thesis, a fading signal will simply be considered to have
certain statistlcal propertles and the speclfic physical phenomena
(some of which are mentioned above) giving rise to these properties
will not be discussed.

Fading can he described as either short-term or long-term,
A discussion of the relative periods over which the short- and the
Jong-term fading can occur, for the channel model used in the
thesis, 1s given 1n the following sectlion. Experimental investi-
gatlons (Ref. 5, PPe 129-130) indilcate that short-term fading,
also called fast fading, is such that the emplitude of the recelved
signal follows a Rayleigh probabillty density lawe Most antl-
multipath or antifading measurss are orientated towards improving
the short-term quality of transmissions, that is, counteracting
fast fading. The long-term performance of a system can be speci-
fied by imposing a condition that a minimum quality of transmisslon
should be achieved over some minimum percentage of the total long-

term period; e.g. 99% of the total hours of the years or 95% of
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the hours of the worst month, This thesis i1s concerned only with
the methods of countéracting short-term fading.

The object of this section has been to discuss very briefly
some of the more important fading communication media in which the
matching techniques that are to be analysed in the thesis can be used.
A more thorough discussion of fading commmnication media can be found
in Chapter 9 of Ref. 74, The next section discusses briefly mathe-

matical chamnel models and gives the model to be used in the thesis,.

1.2 Channel Models

l.2.,1 A General MNodel

A1l communication channels have an input and an output. In
a noisy environment, when no signal is applied at the input of a
channel, an output termed 1eddi%ixe nolse'! is observed. Also,
an applied input sigrnal may arrive at the output distorted,
attenuated and delayed. Many of these channels are linear,
Pig, 1.1l below is a mathematical model of a time-~varying linear
channel with additive noise.

y(t)
x(t) > z(t) = y(t) + n(t)

Tige L.l A General Chamnel ilodel
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In the Figure, h(t;t) represents the impulse response of the
linear time-varying chamnel., h(+;%T) may represent the fading,
the distortion or the intersymbol interference in a system.

n(t) represents the additive noise,
With reference to Pig. 1l,1; let x(t) represent %he general

Tl
modulated signal, i.e.

xII]. <-b) = Reg"}((t) € JznfOt } esealsl

where fo is the carrier frequency. x(t), the complex enveloﬁe,

Yy

denotes the amplitude and phase variations resulting from
modulation.

If the additive noise n(t) is ignored for the moment, then
the received signal is y(t)y'anci for multipath propagation, is

of the form

y(t) = E o« (t =~ t, 3 k) Xm[(to -t =T (t)].,...l.z

k
where ot ; k&) is the amplitude of the signal received over the
kth path at time t, with delay T_(t) relative to some average
propagation time to . TFor continuous multipath, equation 1,2

becomes
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y(t) = j ot - b ;z(t)] x jt =1 -'C(t)] AF sesle3

- 00
Note: The functional dependence of & on changes with time, and

this dependence is expressed by the function {t - “to H ‘C('l:)]
in equation 1,3.

Substituting Squation 1.1 into 1.3 results in

y(t) = Re U,o‘ (4=t 5 T) x (=b,=T)e ? 27f (-t %) dr}

= Re i‘ V(t—to) e j 2nf0 (t—to) } uv.-al.4
where oo
v(t) = f“('b s T) x (t-T) e = 2ﬂ-fo T ar vael. i°5
Zog

With the substitution

-ja2n ft T
o

h(t ;t) =0 (t ;t ) [c] 2 acc-ol'6
Equation 1,5 becomes
) o0
V(t) = f h(t ;t) X (’t —T) d¥e P

-3

From Bquation 1.7, it is clear that the complex output of the
received signal is equivalent to that which would be obtained by

passing the transmitted signal through a linear time-varying filter.

The time-varying functionality is such that h(+ ;1‘) can be

regarded as a random variable in the t-dependence,
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Under certain conditions, specified in the following Section,
it is valid to use a single-tone input to estimate the conditions
in the forward channel. For such an input, an apprcximation to

the general channel model is made in the following Section.

l1.2,2 The Plece~Wise Constant Approximation of the Channel

Model for Time- and Frequency~IFlat Rayleigh Fading

Experimental results obtained for a mumber of physical
chammels indicate that when the input signal x(t) is a sinusoidal
vaveform, then the output y(t) (in the absence of additive noise)

is of the form (Ref. 86, pe 349),

y(t) = a(+) sin{fnot + 8 ()Y eosesleB

The envelope a(t) and the phase ¢(t) of the received
signal vary continuously with time, It has been observed ex~
perimentally(Ref. 5, p. 129~130) that a(t) and g (%) appearing
in Equation 1.8 have a Rayleigh and a uniform distribution res-
pectively.

There are many transmission channels over which the fading is
time~flat, This is also frequently referred to as 'slow! fading,
It means that changes with time in the channel are slow enough not

to be significant over the duration of one pulse (or in general over
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a transmission epoch). Time-~flat fading is still of the short-
term type described in Section 1.l and must not be confused with
the long-term (which is also sometimes called tslow! )fading.

The time-flat fading occurs in seconds or fractions of seconds
with a typical value of the order of six fades per minute. The
long=term gross changes in the medium occur over periods of many
minutes and, often, hours.

With the abovc assumption, a(t) in Iquation 1.8 can be
replaced by a piece-~wise constant, a. This means that 'at does not
change over one transmitted pulse but is a random variable from
pulse to pulse. The variation follows the Rayleigh distributian,

i.e. has a probability density function of the form

e
G—2
= a
o) =2 . ceeeeded

a

Fig. 1«1 can now be replaced by the following simplified model;

la J?(t)
| y(t)
e 2(t) = y(£) + n(t)

x(t)

Pig. 1.2 Fading Channel lModel with

Piece - Vize Constant Approxgdmation
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Further, there are time~flat chammels over which the fading
is frequency-flat, that is, non-selective, This means that the
whole spectrum of the signal fades up and down uniformly. For
frequency-flat channels it would be valid to initiate a single
tone from the transmitter to be used at the receiver for prediction
of conditions in the forward channel,

The time- and frequency-flat fading will often be referred to
in this thesis simply as flat-flat fading.

The second form of disturbance in the chammel models is the
additive noise, This includes contributions from the noise
gencrated in the receiver, cosmic noise coupled to the receiving
antenna, man-made interference, and intentional and unintentional
interference from other systems.

In the analyses in this thesis, the additive noise n(t) is
assumed to be a stationary Gaussian process with zero mean.  Thus
the ﬁrobability density function of the instantaneous value of

n(t) is given by

I
o) = —— o 29,
2 T" .l.ﬁ.lllo

2 . .
where Qﬁ& is the noise power,
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The channel model used in the thesis will be assumed to be

of the form shovn in Fig. 1.2.

1.3 Background Discussion of Methods of Counteracting Fading

When the received signal level fluctuates; the periods that
it exceeds a predetermined value are called up-fades (or surges)
and the periods that it is below the reference level are called
dovn~fades, or simply fades., When the term fading is used in
this thesis it will be taken to mean dovm-Tfades,

The fading of signals causes severc deterioration in the
performance of fixed-parameter digital communication systems.
This is because there is a tendency for more transmission errors
to occur during the weak signal periods with the net effect that
the average probability of error is higher than it would have been
with a non-fading signal of the same average power, For example,
in the absence of fading, the bit probability of error for a binary
communications system using matched filter decreages exponentially
with increasing detection signal-to-noise ratio (SHR). This
result is derived in Chapter 3. With flat-flat Rayleigh fading,
the bit probability of exrror decreases only linearly with increasing

SNR. See Table 3.2 in Chapter 3. The methods vhich have been
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used in the past to counteract fading vwill now be discussed

bricfly,.

1l.3.1 Early Methods

Until the late 1950's, only two methods were used to overcome
the detrimental effects of signal fading. The first was to
design the system to operate with a minimm acceptable performance
under the worst possible conditions., With systems of this kind,
a fixed-parameter technique vas used with the transmitter power
being set at a sulficiently high level to guarantee that the
received signal level was such as to give minimum performance
requirements for 99% of the total transmission time, This design
for worst-case operation necessitates continuous radiation of
large quantities of power, Yeh93 has shown, experimentally, that
the high level of power is only necessary for 0.1% of the trans-
mission time. The excess radiation of power is not only expensive
but it also creates severe interference, particularly in congested
bands., In addition, it results in a very high rate of deterioration
of the equipment employed and thus leads to a high cost of main-
tenance. This latter problem can he extremely serious in

situations where the communication stations have to be placed in

sites that are not readily accessible., Also, in satellite systems



18

it is, more often that not, impossible to design for the worst-
case operation,

The second method which was developed and is still commonly
used to reduce signal fluctuations vas diversity., The object
of this technique is $o arrange for transmission of signals over
several paths and arrange for the signals received over the various
paths to be reasonably wncorrelated.s If this is done then the
probability of the signals in any two branches going into a fade
simulfaneously will be small, Clearly, the greater the number
of diversity branches the less will be the fluctuations of the
combined or selected signal. Depending on the mode of propagation,
the diversity techniques which can bc used are: spaced antenna
(space), frequency (different carricrs), polarisation, angle
(-of-arrival) and time (signal repetition) diversities. Some
of the methods which have been used to combine the signals in the
various branches are: +the selection technique, the maximal-
ratio, the equal-gain and the square-law combining techmiques.

Several problems can arise in practicce with diversity fech-~
nigues. The obvious onec is the added cost of implementation,
particularly when it is necessary to use a large number of branches

in order to reduce the signal fluctuations fo an acceptable levcl,
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This situation can easily arise in cases where the correlation
between the signals in various branches is not small (Ref. 5,
ppPe 164~167). Although the requirement that the correlation
between the signels in the branches be less than some specified
value (Ref, 74, Dpa 429-434) is met at present in many practical
applications, this cannot be guaranteed in future if the use of
diversity increcases. For example, in time diversity, the storage
capacity limits the time separation between signals as they are
repeated and in frequency diversity, spectrum allocation limits
the frequency separation between signals in the various branches.
Lastly, the use of certain diversity techniques, for example
spaced antenna, would lead to severe interference in congested
commnication bands,

The early methods of counteracting fading will not be dis-

cussed further in this thesis,

1.3.2 More Recent Methods

The difficulties with diversity techniques discussed above,
and the relative inefficiency of the worst-case design techniquey
has led in the last decade or so, to a search for new methods of

counteracting fading., Some of the most promising methods that
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have been reported are those which employ in one form or other
'matching'! techniques. With these techmiques, a signal para-
meter is varied to compensate for the signal fluctuations.
Montgomery (Ref. 47, ppe 1678-1684) has analysed a continu-
ously-variable-rate technique for o freguency-shifit-keyed (FSK)
system and pointed out the potential gain that could be derived
from adjusting the rate of signal transmission to compensate
for the fluctuations in the a received signal level. Yeh93
and Axelby and Osborne4 have investigated the use of automatic
control of transmittier power on fading circuits and have reported
important advantages, Palmer, ct al64 have studied a system in
which the rate of transmission is varied continuously when the
received SHR lies between a lower and an upper threshold. Above
the upper threshold SNR and below the lower threshold SNRs the
rate of transmission is fixed at a high and at a low value res-
pectively, Trom the analysis of this technique, Palmer et al have
reported considerable saving in transmitter power, Signal

73585 yave also been analysed and

'repetition=on~request! methods
have been shown to have advantages over fixed-parameter trans-
missions, Tastly, intermittent system operation whereby trans-

mission is halted during fades has been analysed by Montgomery

(Ref. 47, pp. 1678-1684), Cowan ct alg3 and Martin6o. They have
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all reported large savings in the transmitter power that can
be obtained by using intermittent system operation.

Without exception, the investigators cited above have pointed
out the considerable improvement in system performance or other
advantages.that can be obtained by channel 'matching! technigues,

Systems have also been bullt using these principles and tested
in the field, The first to be built was a meteor-burst inter-
mittent communication system,; commonly lmown as the JANET47. The
'RAKE! principle has also been used in two systems vhich have both
been field tested. The first was knovn simply as the 'RAKE!
receiver68. This system works well under poor propagation con-
ditions but is rather wasteful of bandwidth when the channel con-
ditions are good, This is because the system does not operate
at a flexible data rate, To overcome this problem, the AN/GSC-10

system was designed, This system allows the data
rate to be varied by using signal redundancy. A report on the
Tield test of this system has recently been published51. Lastly,
field tests have been reported6 on a system, called COMET, which
employs signal repetition and diversity reception,

These more recent channel matching techniques will be re~
viewed in greater detail in Chapter 2. In the following Section,

some ‘techniques in which the data rate is varied directly as a means

of counteracting fading are described.



l.3.,3 Varying the Data Rate

The one way of alleviating the effects of signal fading that
will receive detailed consideration in this thesis is that of
varying the operating data rate. It is possible to do this when

measured in
the average data rate(Abauds) is much higher than the fading rate (measured

I:Hertz). Under certain conditions®, Pierce65 has shown that for
a variable-rate scheme, the average probability of error is lower
bounded by a function Pe (UO), where UO is the average SNR. In
other words, any choice of data rate variation other than the
optimum choice leads to an average probability of error greater
than Pe(UO). From considerations of Pierce's work, it can be

seen that the optimum way of varying the data rate, so as to attain
the lower bound, is to vary the duration, or some other parameter,
of the transmitted signal in order to maintain a SNR of exactly

UO at the receiver.

Pierce has also analysed the intermittent system as a simple
nonoptimum method of varying the data rate. Tor flat-flat Rayleigh
fading, he showed that asymptotically (for low error rates), the
*Specifically that the probability of digit error, say fe(U), as

a function of instantaneous SHR, is continuous and concave
upwards.,.
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intermittent system requires only 4.34 dB more transmitter power
than the optimum method of varying the data rate. The inter-
mittent system iz thus theoretically almost as good as the optimum
system, However, some problems do arise with the implementation
of intermittent systems. These problems will be discussed in
Chapter 2,

It is evident that an optimum variable-rate system is an
ideal that cannot be achieved in practice since it assumes that
the forward channel gain (which is a random variable) is kmown
exactly at the transmitter, Even under ideal conditions, namely,
perfect prediction, and delayless and noiseless feedback, when the
above requirement could be achieved, there is, further, the implied
requirement that the parameter varied should bhe able to take any
value however large or small, This additional requirement is
clearly physically unattainahle,

A new method of varying the data rate is suggested in this
thesis 10 enable easier practical implementation than that involved
in the continuous rate variation scheme, This method is to vary
the data rate in discrete steps in one of two ways. One way is
t0 make the duration of the transmitted signals take certain dis-
crete values., The second method is to vary the size of the

signalling alphabet, that is, to select the signal to be transmitted
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from m possible signals, where the number m is variable. The
first method will be called here variable-duration technique and
the second will be called variable~level technique,

A n-data-rate system is thus defined as that system which is
capable of transmitting information at n discrete-data rates.
When one of the n possible data rates is zero, the system will
be called an intermittent system. Otherwise,; the system is a
non~-intermittent one. Evidently, these definitions are such that
the class of systems handled include existing intermittent systems
and fixed-rate systems which transmit continuously.

The first object of this thesis is to derive the formulae
for the performance of the new class of nDR system defined above,.
The derivations are carried out with application to two types of
signalling technique. The variable-duration method of varying
the rate is applied to incoherent FSK signalling and the variable-
levdl technique is applied to coherent ASK signalling,

The second object of the thesis will then be to apply the
general principles to easily realisable, mainly two-data-rate
(2DR) type, systems. The first system to be analysed will be a
two-data~-rate system in which one of the rates is zero. This is
the same intermittent system as that analysed by Montgomery,

Refs 47 ppe 78-16 Pierce Cowan et a and Martin .
(Ref 1678-1684) , Pierce®?, t 0127 and Martin®
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In all previous analyses (i.e. those referred to above), the
operating data rate is allowed to take as high a value as the
system equations dictate. It will be shovn in Chapter 7 that in
order to maintain a constant average data rate, the higher
operating data rate increases vithout bound as SNR increases, for
an optimised threshold SPR. Practical limitations, for example,
bandwidth restrictions and realisability constraints, require

that an upper bound, say Rmax’ be placed on the operating data
rate. Analysis of two-data-rate systems with am upper limitation
placed on the higher date rate is given in Chapter 7. This analysis
.is new to the author!s knowledge.

A non~intermittent system using two non-zero data rates is
somewhat more general than the intermittent system since the former
does not pre-assign a value to one of the data rates. One may ask,
for example, what the optimum choice of the two rates of a 2DR
system is. The answer to this question will be given in Chapter 8,
after the analysis of the 2DR systems, The concept of switching
between two nonzero rates under fading conditions has not, to the.
author!s lmowledge, been analysed before, The advantages of such
an operation will be discussed in Chapter 8 when comparing the

various types of two-data-rate systems,
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Combining more than one technique to counteract fading
(nybrid techniques) can be very useful where good system per-
formance is necessary. Several hybrid systems making use of
2DR systems will be suggested in Chapter 10.

A further objective of the thesis will be to suggest some
methods by which the nDR class of system could be implemented.
The last major objective will be to compare and contrast the
digital communication systems that are analysed or guoted in the
thesis, The comparison be%ween the new techniques given in this
thesis and the establisﬁed techniques will be stressed, These
comparisons are made on the basis to be described in the next

section.

l.4 A Note on Methods of Comparing Digital Communication Systems

In designing a digital communication system, the final choice
from the available alternatives depends mainly on econcmic factors.
Nevertheless, it is helpful to have a definite way of comparing
and ordering systems. The designer is usually concerned with
how reliably a system can transmit messages (i.e. the probability
of error for a given SNR), how many messages 1t can transmit per

unit time, and what bandwidth it requires, Some rational vay by
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which to compare different systems is thus required, The present
section discusses this problem as it will be necessary towards the
end of the thesis to compare various digital communication systems
that are analysed herein,

The systems to be compared may differ in bandwidth, in the
number of possible signals used for transmission (i.e. the level
of the system), in the type of coding used, or in the average
transmission rate. If systems which differ in average data rates
were to be compared, for example, it would be found generally that
the lower rates are the more reliable. Therefore, when one finds
that a system transmits messages with a lower probability of error
than some other system under similar circumstances, one must be
aware of the possibility that the 'superior! system has a lower
average rate of transmission. Thus from one point of view, in
order to make a set of systems strictly comparable, the constraint
of equal average data rates between the individual systems should
be imposed, if possible. Thus, neglecting bandwidth considerations,
the system with the lowest probability of error, for the same trans-

and average rate

mitter powerﬁﬂmore strictly, for the same energy per signal dimension),
is the 'best! of the set of systems being comparcd.

It must be pointed out that the 'best! system might still

have some disadvantages as compared vith other systems, For
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example, the assumption that there is no restriction in the
available bandwidth is generally a fictitious one, Thus con-
sider a fixed rate systom transmitting continuously and an inter-
mittent system using one fixed rate for transmission and halting
from time to time when the conditions in the channel are not
favourable, If both systems operate under flat-flat Rayleigh
fading conditions it is shown in Chapter 8 that the intermittent
system has a better ecrror rate for the same transmitier power and
the same average data rate. It is evident that the intermittent
system has a larger bandwidth since it employs a higher operating
data rate whenever it transmits. This could clearly be a dis-
advantage when bandwidth is restricted,

The equal~rate comparison is therefore appropriate when there
is no strict bandwidth limitations and one tries to attain the
most reliable communication for a given average rate of trans-
mission. A second method of comparing digital systems is to
adjust the operating data rate for each system so that the systems
have equal bandwidthé? This is most appropriate when the system
to be designed is to transmit within a limited band of frequencies,
which is to be used as efficiently as possible,

Some references dealing in detail with comparison of digital

43 46

communication systems arc C., VW, Helstrom =~ and I. Jacobs .
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Circumstances play a large part in choosing which parameters to
hold constant when comparing communication systems.

In this thesis the egual-rate comparison will be used.

This means that when comparing two systems, the transmitter power
saving of the 'better! system for the system will be quoted for
the same average data rate.s Alternatively, for the same trans-
mitter pover and average data rate, the improvement will be given
in terms of a reduced probability of error.

Some cases exist where it is necessary to accept a drop in
the average data rate. An example of this is the ARQ (automatic
repetition on request) systcnme Another example is a two-data-
rate system in which the operating data rate has to be less than
a given value, This will be considercd in Chapter 7.

In the ARQ and other rcetransmission techniques, the decrease
in the average data rate can be extremely severc for low SNR!s.

In order not to render the comparison of such a system to other
systems meaningless, it is nccessary to control the decline in the
average, or throughput, rate, A compromise between the performonece
and the average ratec could be made in this cases A method of

doing so is analysed in Chapter 4.
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1,5 Organisation of the Thesils

The present Chapter is a gencral introductlion to the thesis.
It opens with a brief discussion of the physical channels in which
fading occurs and then gives a general and o gimplified character—
isation of these channels, A brief historical survey into the
methods of counteracting fading is made in Section 1l.3. This
background discussion leads to a brief introductory treatment of
the new techniques suggested and analysed in this thesis. The
basis of comparing digital communications systcems, discussed in
the last Scetion,; will be required later in the thesis.

In Chapter 2 a literature survey of the recent techniques of
counteracting fading is provided., Chapter 3 deals with the classi-
cal problem of detecting fading and non~fading signals in additive
Gaussian noise, The main object of the Chapter is to demonstrate
the deterioration in the performance of a system operating under
fading conditions, when compared to its performance in the absence
of fading.

In Chapter 4 analysis of a retransmission technique (the ARQ)
is carried out. The chief aim being to derive the formulae and
the performance curves of this technique in forms which will malke

them directly comparable to those of the new tcchniques discussed
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in the later part of the thesis, A modification is also
suggested for the ARQ system,

Chapters 5 through 7 analyse in detail the new methods of
varying the data rate which were suggested in Scction 1.3.3.
Chapters 5 and 6 deal with the general theory of n-data-rate
(nDR) systems, which have already been defined. Chapter 7 applies
the gencral theories to two~-data-~rate systems which are the simplest
class of n-data-rate systems. When analysing two-data-rate systems
in the first part of Chapter 7, no constraint is placed on the
value that the higher rate can take, However, it is important
that the higher rate used for an analysis of a two-data-rate
system be achievable in practicec. Thus, in the second part of
Chapter 7, the constraint that the higher rate of the two rates of
a two-data-rate system be less than or equal to a pre-fixed value,
Rmax’ is dntroduced.

The main results of the thesis are discussed in Chapter 8,
For ease of comparison between the various two-data~rate systems,
all the performance curves of thesc systems arc given in that
Chapter. In addition, for easec of comparing two-data-rate systems
with ARQ and with an interleaved Golay code,; the curves of Chapters

3 and 4 are reproduccd in Chapter 8.
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In Chapter 9, the methods of practical implementation of
n-data~rate systems will be discussed, Also some attention will
be given to the difficulties that naoy arisc from some of the
assusptions that are nade in the theoretical derivations of the
perfomance functions of the n-data--rate systens. Chapter 10
gives sone extensions to the main study Ly considering combining
the new techniques with some existing techniques, in particular
ARQ, in order to obtain further improvement in the system per-
formance, Chapter 11 gives the overall discussion of the nmain
results of the thesis and suggests possible angles of approach

in future studies.

On a first reading, Chepters 3 and 4 can be omitted without
loss of continuity as long as the results (most of which are
stendard) that are derived in these chapters are accepted, How-
ever, two points need to be noteds The first is that in Chepter 3,
a concise method has been evolved for deriving the probability of
error for three basic signalling techniques (namely, ASK, FSK, and
PSK) operating under conditions of Liat-flat Rayleigh fading.

The second point is the modification which has been nade to the

ARQ technique in Chepter 4, The number of repetitions of a given
cycle are restricted so as to allow an acceptable through-put rate
for all SNRs. This is really a coupromise between the performance

and the information rate at low Siis.
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2. A REVIEW OF EXISTING VARTABLE-PARAMETER SYSTENS

This Chapter provides a literature survey of the recent
technigues which have been used to counteract fading,. These
techniques have a factor in common in that they adjust one trans-—
mission parametcer or another to counteract the detrimental effects
of fading. Most of these techniques also require the use of a
feedback link to inform the transmitter about the state of the
forward chammel, The use of fecdback is, therefore, very im-
portant to some commumications systems, For this reason a
review of feedback and two-way communications is provided in the
next section, In Section 2,2, a method of varying the trans-
mitter power under fading conditions is reviewed,

Varying the ratc of transmission can be effected by a dircet
or an indirect method, Techniques of direct rate variation arc
reviewed in Section 2,3, Indirect techniques using mainly the
retransmission-on-request (also called repeat-request) strategy
arc considered in Section 2.4, Iastly, forward error control

(coding) techniques are reivewed in Section 245,

2.1 Feedback and Two~fay Communications

In certain communication situations, the opportunity, and

sometimes the necessity exists for the use of a feedback link,
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In such situations, some information from the receiver can be made
available to the transmitter using the return path. I+ is well
imown (Ref. 55 PPs 345-368) that therc exists in these casecs a
possibility of increasing the reliability of the forward trans—
mission or decreasing the eguipment complexity, and hence the cost,
by exploiting the fed-back information. Clearly, the use of
Teedback is esscntial if some parameter of a signal, c.g. the
duration, is to bc adjusted at the transmitter on evidence obtained
by the receiver of fading in forvard chamnel,

For two decades the theoretical aspects of feedback and
two-way communications have received detailed analyscs. See,
for example, Refs. 19, 41, 5 pp. 363-366; 32 ppe. 481-482, Along-
side this development, but quite independently, practical feed-
back schemes have been designed for use in communication systems47’6.

In the following sub-section, definitions of diffcrent types
of feedback are given, In subsequent sub-sections cxamples of the

application of ecach type of feecdback are reviewed,

2,1,1 Types of Feecdback

Feedback techniques can be divided into two broad classes,
There are those that supply the transmitter with information about
the actual chammel and others that supply the transmitter with

- AL e .
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data relating to the individual receiver decisions or strings of
decisions, The former class is lmovn as predeczsion feedback
and the latter is knovm as postdecision feedback, In post-
decision feedback the decision as to the action that should be
taken when the performance of a system deteriorates below the
acceptable lcvel is generally taken at the receiver, The feed-
back signal then requests the transmitter simply to carry out

the receiver!s wish which might be, for example, that a group of
symbols be repeated., In predecision feedback the receiver sends
to the tronsmitter same evidence of the state of the forward channel,
On this evidence, the transmititer, and possibly the receiver,
modify one or more transmission parametors to match the channel
conditions. Green (Ref. 5, ppe 345-368) has given a thorough

review of postdecision and predecision feedback systems up to

" about 1960. Sometlmes postd00151on and prede0131on Teedback

der_:S&On ' information’
are called !infommatiend and 'deeisdent feedback respectively,
84

Turin” ' has described a type of feedback technique vhich he
has called Tuncertainty! feedback. This techniquce is a com-
bination of predecision and postdecision fecdback, It employs
predecision feedback in that the feedback signals are sent before
any decision about the rcceived message is taken., Postdecision

feedback is also utilised indircctly since the rcturn path is also
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used to synchronise the transmitter and the receiver.

2.,1.2 An Example of the Use of Postdecision Feedback

A form of postdecision feedback is the use of a mull-zone

detection technique with retransmissionl4’73’66,

If the decision
level of a reeeived signal falls in a null-zone detection region,
which is predetermined by the design of the system, no dccision
about the received signal is taken. Howevery a request for the
retransmission of the message is made via the feedback link,

It is intuitively obvious that the probability of error
decrecases as the size of the null-zone region is increased. The
price paid for this increase in reliability is an increase in the
length of time which it will take to transmit the message and a
consequential reduction in the effective rate of data tronsmission,
To minimise +the probability of error, the null-zone region should
be made as large as possible whereas to decreasc the probability
of retransmission, the null-zone region is required to be small,
Generally, a compromise size of the null-zone region, which does
not decrease the transmission rate to unacceptable value but gives
the desired probability of error, can be found.66’73

An dinmportant improvement to the fixed null-zone system is

variable mdl-zone reception. This is particularly useful in
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3

combating fast fading, It has been shown by Schwartz et al g

that the variable-null system is superior to all fixed-mll
systems except in onc case., This is when sufficiently large
transmission times arc allowed, in an effort to achieve very low
error rates. In this casc the repetition-integration (or
cumulative decision feedback) scheme'?3 performs better with a
fixed-null than with a variable-null system. The reason for this
is that when the number of rejections is very large, it is in-
efficient to discard decisions when requesting retransmissions.

The disadvantages of null-zone detection techniques with
retransmissions as a method of counteracting fading arc as follows,
For the fixed-null operation, the size of the null-zone region
must be large in order to improve sufficiently the performancc
of the system. As discussed above, this leads to a very low
'through-put! rate of data transfer. The variable-null operation
solves this problem to some extent but then the complexity of the
system increascs with this operation because the null-zone region
is varied with time,

Another postdecision fecdback scheme, the ARQ systcm, will
be described in Section 2.4 and analysed in Chapter 4., In the
next sub-section, the use of predecision feecdback schemes is

discussed,
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2.1,3 Predecision Feedback Schemes

To make use of the predecision feedback technique an estimate
(preferably in the future, i.e. a prediction) of the state of the
forward channel is requircd, There are several methods by which

statistic
such a s%aa?ie of the channel can be obtained. Two of them are
described below.

Consider the piece-wise constant Rayleigh fading model shown
in Fig. ls2. Becausc the fading is time-flat, it is possible to
estimate, in a quasi-stationary sense; the multiplicative con-
stant, a, This estimate can then be made known to the trans-
mitter and is used as a basis of adjusting a transmission parameter
to t'match! the changes in the forward channel,

Another method of estimating characteristics of the forward
chammel is to monitor at the receiver a !'pilot'! tone initiated
at the transmitter. An cstimate of the futurc channcl gain is
then made at the receiver using the received pilot tone signal.
Information about this estimate is passed on to the tronsmitter
which would then take some action based on the received feedback
signal,

An example of a practical predecision feedback scheme is the
'JANET'47 system. The 'JANET! system employs the pilot tone

technique of estimating the forward channcl, In the JANET system
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a very simple parameter is fed back to the transmitter, namely the
times at which the conditions in the chamnel are favourable for
Transmission. Burst transmission of stored data then takes place
during such intervals, with data piling up in storage at the trans-
mitter between intervals, Thus the JANET scheme is also an example
of an intermittent system. The disadvantage of the intermittent

systems will be discussed in gection 2.6.

2.2+ Automatic Power Control

Ap was stated in Chapter 1, Yeh93

has shown experimentally
that the large amount of transmitter power required to counteract
fading is nccessary for only(Ll% of +the transmission time, It

is argued, also in Chapter 1, that to radiate continuously such
excessive amount of power is undesirable and expensive. An answer
to this problem is to control the transmitter power such that the
large amount is radiated only when it is required,

Axelby and Osbornc4 have analysed a method of automatically
controlling the transmitter power under fading conditions. In
their system, the signal at the receiver is compared with a reference
level, The differcnce between the two (the acbuating signal) is

amplified and used to control the power radiated from the trans-

mitter. When therc is fading in the chamnel, the amplified
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actuating signal goes up and the transmittcer power also increasecs.,
Conversely, when the level of the signal at the receiver is high,
i.e. relatively good conditions exist in the forward channel, the
transmitter power goes down as a result of a decrease in the
actuating signal, This is clearly a conventional control process
by which the system automatically and continuously makes adjust-
ments to the transmitted power to suit the conditions in the channel,

The main advantages of automatic power control described by
Axelby and Osborne are the significant reduction of interference
with other systems, a saving in the average transmitter power,
particularly for very high reliability operation, and a reduction
in the maintenance and operation costs.

The chief disadvantage of this system operation is that a
powerful,; and hence expensive, transmitter is required, and the
full capacity of the transmitter is not exploited most of the
transmission time. The interference problem is not completely
resolved because there are periods when very large amounts of power
must be radiated from the transmitter to counteract the fading.
During these periods the interference with other systems is severe

and could be intolerable,
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2.3 A Review of Existing Variable Rate Schemes

Rate variation, as a method of counteracting signal fading,
can be implcmented by a direcet or an indirect technigquc. Direct
techniques of varying the data rate; for example, those which
adjust the duration or the bandwidth of the transmitted signal
are reviewed in this section. The indirect techniques which
include retronsmission and forward error correction are reviewed
in Sections 2.,1.2, 2.4 and 2,5.

The simplest method of direct rate variation is the inter-
mittent system in which the rate is switched between a fixed value
and zero., This systemn was suggested by Hontgomery (Ref. 5,
PP.1678-1684) in 1957. As mentioned in gection 1.3.3, Picrce65
has shown that the improvement in the systen performance obtainable
by the intermittent operation is close to that attainable by the
optimm rate variation. Intermittent operation has been further
analysed by Martin6o and Cowan,; ¢t a123.

Martin carried out a computetion for an intermittent system
and presented his results in such a way as to make them casily
comparable with those of a multireceiver (space diversity) systena
Martin shows the point at which these two systems are equivalent.

In Martin's computation, the average rate vas not evaluated.

Also the effect, on the data rate, of inerecasing the SNR used for
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transmission was not discusscd. Thus the improvement in per-
formance due to the intermitiont operation in thch the average
rate is not fixed is either overrated or underrated, depending on
whether the average rate is increased or decrcased. An increase
in the average rate makes the performance worse and 2 decrease in
the average rate improves the pexrformance, The average rate must,
whenever possible, be cither held fixed or evaluated,

Cowan, et a123

s have carried out a further analysis of the
intermittent systom. The analysis takes into account the con-
straints which would be introduced by a physical systemy; namcly,
noisy feedback, the average and peak power limitations and the
round trip delay. Cowan, et al, show the effects of these physical
constraints on the performance of an intermitient systen.

A modified version of the continuously variable~rate systen
analysed by Hontgomery (Ref. 47, pp. 1678-1684) has been proposcd
by Palmer, et a164, In this modificd system the rate is varicd
continuously when the SNR lies between an upper and a lower value.
Outside this range the system operates at fixed rates.s Above
the upper threshold, a high fixed data rate is used and below the
lower threshold, a low fixed data rate is uscd, This systen

operates close to the optimum variable-rate system for high error

rates but at low error rotes its performance suffers from the fact
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that it does not stop the message transmissions during a deep
Tade.

In variable-rate schemes, it is necessary to know the relation-
ship between the instantaneous SNR and the instantaneous coherent
bandwidth of the systenm. The dato rate could then be made directly
proportionul to the SNR,. This, in fact, has been shown by Pierce65
to be the optimum rate variation,

Unfortunately little experimental work has been done to try
and find the relaotionship between the instantaneous SNR and the
coherent bandwidth of the system, for any of the fading media,

One exception is the work of Statas79 who has found from experi-
mental studies that the inétantaneous coherent bandwidth of a

tropospheric scatter system increases with the signal level.

Statas, however, does not specify the exact relationship.

2.4 Retransmission Error Control

In retransmission error control, repeats of individual
symbols, or a group of symbols, are made when @ retransmission
request is made from the receiver to the transmitter. Most re-

tronsmission techniques that have been analyscdll’12’54’85

have a
common foctor in that the feedback chammel is used to convey a

decision taken at the recciver.
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When requesits are made for retransmission of erroneous code
words, the detection of the errors is generally done by short
codes, An examplc of this is the fixed ratio (3~ out-of=7)
code for the van Duzren ARQ system. The ARQ system operation
ig described in Scction 2,4.2, The following scction deals with
retransmission logics, i.cs the actual technique and procedure of
requesting repetitions, which can vary considerably depending on

the application,

2+.4.1 Retransmission Togics

The simplest retransmission logics are the idle-RQ typell

in which +the the transmitter idles by scnding dunmy symbols until
it receives a confirmation or o repcat-request (RQ) symbol, The
disadvantages of the idle-RQ arc that considerable time is wasted
by the idling and that extra redundancy is rcquired to protect
transmitte

the confirmation and the R%\symbols as they are transmitted
independen*ly.

The simple RQ logics have been designedll to overcome some
of the difficultics of the idle-RQ logics,. The simple-RQ logics
send confirmation and RQ symbols in the same block aéZEZta synobahi

Thesc logics, unlike the idle-RQ logics, scnd informetion con-

tinuously. The simple-RQ logics usc one bit position following
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the data to indicate confirmation or RQ. This position is thus
protected by coding along with the data. The operation of the
simple-RQll logics is such that undetccted crrors can cause accepted
messages to be repeated and can cause the failure of discarded
messages to be repeated, The assumption that messages containing
errors contain requests for retransmissions can causc unrequested
retransmissions. This results in messages being printed twice
without the occurrencc of undetected errors., In any case, since
the next code word is being transmiticd before the confirmation or
RQ for the preceding woxrd is rcceived, code words will be often
received out of proper order. Additional equipment is required
to restore the proper order,

Both of the difficulties with the simple RQ logics can be

overcome by using dual-RQ logicsll’85

s in which morc than one
rétransmission is made cach time a request ig mnde,

Of all retransmission schemecs, probably the most widcly
known is van Duuren's - automatic request for retransmission -

system (ARQ)BS. The ARQ techniquey; which uses dual-RQ logics, is

described in the next sub-section,
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2.4.2 The ARQ TechniqueS?

The ARQ process uses 35 out of the possible 128 combinations
of seven binary digits. These 35 arc those which each have
exactly threce 'ones', hence the terminology 3-out-of-7 fixed ratio
codes  The 35 code words arc three more than the telegraph alphabet
requires, and onc of them is used as o request signol (RQ).  Any
errors affecting an odd number of binary digits of a code word
and some crrors affecting an cven number can be detected since
they transform the original code word into another which does not
conform to the fixed ratio of the code. Errors which transform
a code word into any of the other 34 valid code words are of coursc
undeteecteds Thesc particular error patterns couse transpositions.,
The ARQ technique uses a two-way communications system between
terminals A and B, say. It is a synchronous system and; there-
forc, it does not requirc start and stop signals. The principlec
of the ARQ technique is illustrated in Fig. 2.1 which represents,
on tﬁo parallel time scalesy; the flow of information entering and
leaving at the two terminals,
The detection of an error at station B vhen, for example,
character 'C' from station A is mutilated, causes an RQ to be

transmitted to rcguest the repetition of the character which was
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detected to be in error. In practice, because of the delay in
the propagation path and in the equipment, it is necessary to
repeat more than one characters In the case shown in Fig. 2.1,
four characters are repeated, Upon reception of RQ, station A
sends back an identical RQ followed by the previous four characters
(the repetition eycle). Por reasons of symmetry, station B alsec
repeats its previous four characters, If both stations each
deteet an error simultancously, both initiate a repetition cycle
and the system will still function correctly,

The ARQ system will be analysed in Chapter 4. It will be
seen from its performance curve, given in that Chapter, that the
chief disadvantage of the tcchnique is the severe decrcase in the
average rate of transmission, particularly for low SNRs. This
is becausc the system will keep on repeating, often the same cycle,
for as long as is necessary for correct detection, A method of
restricting the number of the retransmissions in the ARQ technique
for the SNRs is suggested and annlysed in Chapter 4.

Because of the retransmissions and coding (when used), the
information, or through~put, rate will be less than the actual
rate at vhich symbols are transmitted over the channel, An analysis
of the reduction in the transmission rate duc to rctransmissions

has been given by Kuhn54° Kuln finds that the chief factor
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controlling the decrcase in the transmission rate is the pro-
bability of detecting o code word corrcctly except where very
long code words are uscd and when these arc combined with the
existence of a high element error rate.

It is clear that a rebtransmission crror control technique
attempts to 'match! indircetly the +ransmission (through-put)
rate to the conditions prevailing in the forward chamnel. To
elaborate on this point, it is evident +that in a random-error
channel, retransmissions would be spread out in a random fashion
across the transmission time whercas in a burst-crror chaanncl the
retransmissions, like the errors, will tcend to cluster. Further,
under extrencly poor propagation conditions in the channcl (as
may occur in a mecteor-burst channel6 when there is no suitable
meteor-trail), a retransmission technique lkeeps repeating the
same cyecle until conditions in +the chamnel improve, This is
clearly an information rate of zero. From this point of view,

a retransmission becomes an intermittent type system.

2,5 TForward Error Correction

In the retronsmission technique discusscd above, the de-
tecetion of the errors is generally accomplished by short crror

detecting codes and a feedback link is used to request the
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retransmission of the ecrroneous messages, Ingtead of asking

for retransmissions, the digits in error could be corrected at the
receiver by suitable error-correcting codes. It may seem that
the latter is not really 'matching! the variations in the forward
channel to a transmission parameter. However, as different types
of codes and associated techniques such as interleaving exist for
use in different types of channels, it is reasonable to select,
whenever possible, a code suited to a given channel, This is, in
effect, a kind of 'matching technique!,

Coding has become a large branch of Information Theory and
hence no attempt will be made in this thesis to review the results
in this field., Instead, some of the practical limitations of
codes and some methods which have been used to overcome these
difficulties are discussed. The following two paragraphs discuss
the limitations of forward error correction under fading conditions,

By definition an e-error-corrccting code will correct all
the error patterns in a code word with e or less erroneous digits,
Furthery the code may correct some of the error patierns with say
dsy a> e, erroneous digits but without any guaranteec. The higher
q is the greater the probability of decoding error. Under fading
conditions, the code words transmitted during the fades will

generally contain a considerable number of erroneous digits. Clearly,
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in order to maintoin a reasonably low probability of cerror, thec
error-correcting code will need to be very long. As seen in the
following paragraph, this is not desirable, 1In thc prescnce of
fading, it is generally preferable to design for crror detection
with retransnission.

In addition, it is much simpler to implement error-detection
schemes than cerror-corrcction schemes, Error deitection for any
parity checking code can be realiscd by a shifi register decodcr.
Error correction, involving logical opcrations among scis of
parity checks, is much morc complex, and one of the major problems
in the practical implementation of this scheme is that of finding
codes with recasonably incxpensive decoders, Reclatively few error—
correcting codes that posscss casily implementable decoders arc
knovwn,

An inportant difference cxists between random—crror and
burst-crror corrccting codes., Random—crror correcting codes work
well only for a channel, like the Gaussian channel, over which
crrors occur at random, il.c. there is no statistical dependence
between the errors. Measurcments over practical radio circuitsl6,
however, show that in general crrors occur not at random but in
bursts, i.ees in clusters. The bursis occur because, as stated in
Chapter 1, some channels arc characteris-ced by fading or impulse

interference as well as odditive noisc.
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A technique, particularly useful for fading signals, is to

22,17

use interleaving with randon-crror correcting codes This

technique is described in Chapter 4.

2.6 A Summary of Disadvantages of Existing Variable-~Paramcter
Systens

A bricef summary of the disadvantages of existing variable-
paraneter systems discussed in the present Chapter is given in
this Section,. This is not an attenpt o twritc~off! thesec
techniques,s Indeed, cach technique, as has already been secn,
has its advantages. However, it is very important to be avare
of the disadvantages of each technique, Even though the new
techniques analysed in the later part of the thesis share some
disadvantages with the cxisting techniques, it will be seen from
the discussions below that the former technigques have the ad-
vantage of overcoming some of the difficultics encountercd in the
established technigues,

In variable~parameter systems, such as variable-rate, rc-
transmission and autonatic power control systems, it is absolutely
neecessary to have a rcliable feedback link, This disadvantage
should be borne in mind for all these systems in the discussion

below,
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The intermittent systems require the continuous use of a
pilot tone channel for the prediction of fades. Further, when
the feedback channel is noisy, the intermittent systems ideally
require the use of another channel over which is passed a signal
to confirm whether or not transmission is takinzafeaﬂﬁﬁ charmel
also nceds to be cxtremely reliable as will be scen in Chapters
5 and 7., The additional disadvantage of the intermittent systenm
is therefore the fact that it requires the use of far too many
scparate channels. This clearly increases the complexity of the
systeri. For the non~intermittent variable-ratc systens, the
pilot tonc chamnel can be removed and prediction of fades formed
fron the reccived waveforms, that is, from the fading data. PFurther,
the usc of fading data to predict the channel conditions would
meke it possible to relax the flat-flat conditions that were imposecd
on the fading model and thus increase the number of physical
channcls that are handled,

As was discussed in Section 2.2, the automatic power control
has the disadvantage of not using all the available power except
for relatively short periocds of time, In retransmission crror

control, apart from the disadvantage already given, the through-

put rate will be scen in Chapter 4 to fall to extremely low values
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for the low SNRsS. The new techmiques analyscd in the thesis have,
therefore, the advantage over the retransmission techniques in
that they cach work at a fixed average rate,

Torward error-correction techniques suffer from the fact
that very long burst-error correcting codes are required to handle
burst of error that occur under fading conditlons, It is ex-
tremnely difficult, and often impossible, to inmplement very long
burst~error correccting codes,

The other forward error control technique for fading channecls,
already nentioned, is interleaving, It will be scon in Chapter 4
that one disadvantage of the interleaving process is that the
menmory in the channcl duc to foding is destroyed and is, there-
fore, not cxploited by the decoding scheme. In the casc of long
bursts, as may oceur under fading conditions, a very high inter-
leaving factor is necessary. This leads to another disadvantage
in that considerable delay is inevitable as all the interleaved
code words nust bhe rceceived before crror corrcction can be

cffeated,
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3« The Detection of Fading and Non-~Fading Signals

in Additive Gaussian Noise

3.1 Introduction

The data transmission system models used in this
Chapter are shown in Figs. 3.1 and 3,2, In the first model3 >
the medium (chammel) coupling the transmitter and the receiver
is assumed to add stationary white-zero-memn Gaussian noise,
but is otherwise distortionless, i.e. there is no multiplicative
distortion in the channel. In Fig. 3.2, the chamnel model is
whe same as that given in Fig. 1.2 and described in Section
1e2424 Thus flat-flat Rayleigh fading is assumed.

The problem investigated in this Chapter is that of
finding the optimm (minimum error rate) receiver structure and
calculating the actual error probability for the optimum
receiver., The problem is simplified by transforming it into
one involving geometric considerations based on the XKhahunen-
Logve expansion rule. This expansion rule states (Ref. 25,
pps 96~99) that e nonperiodic process x(t) may be represented

over an interval a to b by the expansion,

x(t) = Iim E xj ¢j (t)
> co

b j=1 1 j = k
where \S ¢j (t) ¢k(t) dat =
a 0 i #Fk
and Ajz f % (t) <.'>j (t) at
b

and where ¢j are real or complex numbers,
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TRANSMITTER }CHANNEI_ i RECEIVER
l |
I | D
| | E
m-LEVEL WAVEFORM } | xl-: .
MESSAGE |—= | | e F—=M;(j=1..m)
SOURCE SOURCE | CT)
; R

Mi (i=1-..m)

. Fig. 3.1. A Data Transmission System Using_a
Nonfading_ Channel.

s, (t) D

E

m-LEVEL WAVEFORM E
MESSAGE: \ & —=M;(j=1..m)

SOURCE SOURCE T

M, (i41,..m) R

~ Fig. 3.2. A Data Transmission System Using a
Fading_ Channel. '
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The set of waveforms ¢j (t) are kmown as an orthonornal set.
The number ¥ is referred to as the dimension of the signal
alphabet x(t) and it depends on the interval (a, b) and the

bondwidth of the signal x(t).

Ianch member si(t) of the set of m transmitted wave-
forms can, therefore, be expresscd, using Khahunen-Loeve expan-~
sion rule, as a linear combination of N orthonormal waveforns,

(%), b, (t) ......¢ (t , Llec,

(1:) E i c;bj(t) i=T1, eeey 1

T
where Aij = '(’ si(t) ¢j(t) dt
o
T 1 §= %
and f cbj(t) ¢n(-t)dt=
) ) iF k

TFrom this coxpansion it is apparent that each signal
waveform may actually be specified uniquely in terms of the
coefficients of ¢j(t), 3 =1y eesey ¥ . Thus, the sct s (%),
i=1, .. m can be represented by a set ofbﬁftupiur-(lix

112’ esey AiN)' By using a concecptual cxtension of 2- and 3-
dinensional Euclidean space, the numbers, Ai1’ Ai2’ cee ey

Alf’ can be thought of as the N co-ordinate projections of
the signal, when the signal is rcgarded as a point in an N-

dimensional spacc.
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For example; for N = 3, the point corresponding to

the wvaveform

s1(8) = Aq 0(8) ¢ Ay, 0,(%) + Ay 04(%),

can be plotted on a 3-dimensional Tuelidean space as shown in

I"lg. 3.3-

A
¢3(t)
A/ T 77
// ’/ '

/’ >\ // : 3
4————f-‘--—j;‘3~/’ ! )\" '-t
1 Poj=1
1 Al ' I ~
Y ,/? — — > ¢, (t)

: 17 /4
Il/

-

6, ()

Mg, 3.3 Geonetrical Representation of a Signal

Waveform in a 3-Dimensional Buclidean Space

Tt is not difficult to show ° that the energy content,

B, in si(t) is equal to the square of the distance of the

signal fron the origin, i.e. E; = dz(si, 0), where d(si,o)

is the distance of si(t) fron the origin in the N-dimensional
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Buclidean space, This demonstrates the point that simple but
important relationships between the signal parancters and the
distance-angle configuration of the N-dimensional space can be

dexrived.

In geometric terms, the detection problem can be
seen to be one of determining the coefficients Aij' Once these
coefficients are known, the original waveforms, which they

determine, are also knovn.

In practice, the decision problem is complicated by
the fact that the transmitted signal is corrupted by interference
which is a random process. In the absence of mdtiplicative
distortion, the interference is assumed to be purely additive,
stationary zero-mean Gaussian noise with double-sided spectral

power density, HO.

The additive noise n(t) falling within the bandwidth
of the receiver can also be expanded by the Khahunen~Ioeve

rule, i.e,
N

n(t) = Iin ny 4 %(t)
oo P
Since the noise is purely additive, the recceived signal
is z(t) = si(t) + n(t). It can be represented by a point in a
Buclidean space of sppropriate dimension. The co-ordinator of

this point can be determined by a series of product integrators
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which evaluate the sum of Aij and ny e Each coordinate is

thus corposed of two parts - a deterministic part >Ej due to the
transnitted signel and nij due to the noise which has been
superimposed on the signal by the chammel., The decision making
stage in the receiver has to use the noise perturbed signal point
in order to infer, i.e. guess, which actunl slgnal point was
transmitted.,

For coherent detection (i.e., the phase of the
transmitted signal is kmown at the receiver) and assuming
equally likely messages, a detector which selects as transmitied
signal that signal which is closest to the received 'noisy' point

92,
2,5]-5749§gd is, therefore,

ninirises the probability of error
the optimm detector. It is known as the maximun likelihood
detector., With incoherent detectlon, no provision is made to
phase synchronisc the receiver. With such a detectlon schene,
the channel is assuned to add a random phase, wiformly distri-
buted between O and 2TV, to the phase of the transmitted
signal. The probability of error for the incoherent detection

is averaged over the phasc added by the chamnel in oxder to

obtain the average probability of error.

Por transnission systems in which fading occurs, it
is not always possible to find the optimum detector. However,
in the case where the fading is flat-flat Rayleigh fading

(Pig. 1.2), it is possible to derive the optimum rcceilver.
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In this case a set of appropriately weighted natched filters®
constitute the optirunm receivcr74’ 80.

For the flat-flat fading chammel, the probability of
error depends on the channel sain, a, which is o random
variable. The average probability of error can be found by

integrating the probability of error (as a function of'a)

over all possible valuecs of the channel gain.

Ixpressions are derived in the following two scctions
for tae probability of error for an incoherent FSK systam and
a coherent ASK systen., These expressions are derived in detail
because they will be required in Chapter € and Chapter 7;
where incoherent FSK and coherent ASK 'signalling techniques
are used as examples of the application of the variable-duration
and variable-level methods of varying the data ratc.

Table 3.1 gives a surmery of the formulac for
probability of crror for three basic data transmission systens,
nancly, o~level coherent and incoherent FSK, ASK and PSK
agystens when there is no fading in the channcl. Table 3.2
sumarisces the forrmlaec of the probability of error for these
systens for the fading case. The forrulae for the probability
error, in the absence of fading, for coherent FSK, incohcrent
ASK, cohcrent and incoherent PSK have becen quoted from drthurs

end Dymg.

9(.

A matched filter is simply a special product integrator with
an impulse response which is the bime inverse of the vweveform
to which it is matched,
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342 The Detection of Steady-Level Signals in Additive

Gaussian Noise

%e241¢ Probability of Error for the n-Tonc FSK

Systen with Incoherent Detection

In an m~-tone FSK systen,the keying is over m different
frequencies, With reference to Fig. 3.1, if the ith ncssage

waveforn is transpitted, the received signal z(t) will be

z(t) = rg% cos(wi t 4+ ®) o+ n(t) I P
With incoherent detection, o, an wknown angle, is taken to be
2 randon variable wiformly distributed between 0 and 2Tt.

On cxpanding IEquation 3.1, the rececived signal z(%)

28 a . - _E_ . . .
z(t) = /—Tcog w: (t)cose = Sin wit sin « + n(t)
[ N ] 3'1&
The reccived waveform z(t) can be cxpanded, by the
use of the Khahunen-Loeve expansion rule described in Scetion

3.1, If this is donc with

¢ .

xJ
and

¥3©
then

A=

xJ
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ij =y, = ST z(t) sinwjt-_- "y i¥i
o) , .
- B gin «<+ nyj i=1
The value of z(t) used in the above integrals is taken fron
Eguation 3.1a. The variables nx;j and nyj are the noise
perturbations falling within the signal space. They are
independent random variables with zero mcan and variance No.
If si(t) is transmitted, then as Arthurs and Dym
(Ref. 3, pp. 371-372) show a corrcet decision is made by the
detector if the inequality

2 2 2 2
a9 e CAI'
/xj-i-yj '(ﬁi*-yi 3

holds for all j + i.

Given that « = A, the two-diiensional joint conditional
probability of x5 and v will be Gaussian with x; having o ncan
of E CosA and s having a mean of -E Sin A. In polar
coordinates, the two-dimensional joint conditional Gaussian

probability density function is (Ref. 25, pp. 147-149).

_ _ 1 . 1 ‘ 2 . \2]
p(xiyi,m— A) = TR CQXBHO EAi - JE cost )< + (yi + JEsim) }
a0 3‘5

Averaging over all possible values of A
p(x;,7;) =f p(x;,5;/8) P(a)ad
A

Now, P(A) = -2—11:_{
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Hence,
oTC
dA
o]
1 1 2 2
= CXP e - - X. + Y. + B }
ZWIIO 2110 [1 i __1
on ., xi I cosh ) yj_ fE_ sind ) dA
‘ P N — 2T
o] N
o)
B - exp-—]—[x2+Y2+E] 1 ! 2, 73 DE
271N 2N i i * ——
o) o} i
o)
e 3.6
where, T
p(z)=] &

0
ig the modified Bessel function of the first kind and zeroth .

order.
If a change of variables operation is performed by

usging the substitutions

™
!

= vi NO cos ¢i

L Ty = vy U sin oy

then the joint probability density funection of Vi and Cbi

becones
-
i 1 2 I o I yv. /5
alv,, ¢.) = —= exp{ - =, +—]} o("iy=-)
i i o T 2 i NO No

L ) 3'7
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The probability density function q(vi) can be obtained
by integrating Equation 3.7 over 2ll possible valucs of ¢ 5 that

is,

2t
o

I T
vy X {f 2 M1 *‘N}} e L0y mé)

(e}
vee 348

a(v;)

The density function in Equation 3.6 was derived
assuning j = 1., If 1 # j then the associated density function
P(xj, yj) can be derived from Equation 3.6 by putting I = 0,
(see Tiquations 3.2 and 3.,3).

Thus

1,2
Ly,

q(vj) =V, e 2 ] ves 349

Now, sincc X, =V ‘/_DTO cos (bi and y; = vj No gin rbj it follows
that incquality 3.2 1s the same as
Vj < v, eee 3410
Inequality 3.10 leads to o correct deteetion, assuming
si(t) is transpitted. As vy ore independent randon variables
the probability of 3.10 being satisfied sinultancously for ali
j» §F i, is simply
P(vj< Vs all j + i,,Vi) =U P(vj < vilvi) eue 311
TPor ony particular j # i the probability that

v.¢{ v, is
R
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P : - -‘1‘V 2
[vj< vilvi] = Vi€ 23 av,
0
1 2
-_Q-vi eee 3,12
=1 = ¢
Thus Ejuation 3,11 becones 1 0
-Evi o1
P Evj <vi, all J #% 1}vi] = (1-c¢ )
oe 3.13

The probability of moking a correcet decision when
si(‘t) is transmitted is obtained by averaging Equation 3.11
over all v,, that is, the probability deciding on si('f:) is

Ca

P[vj‘fviallj*i] = fP[VJ’V alla#llv]q(v)
o
(=]
_ 1.2 I
‘fvie@i_ZEVi PN}.I(V E) [ ]
° se e 3.11]-

By the bionomial expansion

S L AT 1.2
- e 2 1i - (m—l)cv (‘_1 )k e 2 i
=0 3.15

Thus Egquation 3.714 can be written as

P[vj<vi, all j 4 1] o

n -1 v, 2 (et
= exp { 5 (= - 1)Ck (-1)E . GXP&- ——é-*—} I (

k=o

113’

LN 3.16
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The integral on the right-hend side is a standard

integral and its solution can be found in a table of integrals’!

It is given by

oo viz(k +1) .
v, expl~ =g (" Io(vi E) av,
0
B
= e}Cp ; ves 3-17
E o+ 1 2HO(k +1)

Therefore the probability of correct detection,Pc,
when si(t) is transmitted is,

P
¢

P vj< Vi all j # i]

m - 1 - 1) e E
= gxp{_ ﬁEr}E C, (- e (e )

k + 1
k=o
'Ex] 3-18
Since the right-hand side of equation 3.18 is
independent of i, the average probability of error,Pe, for an
orthogonal m—tone FSK systen using incoherent detection is given

by

1
1
4
~—
4
=
o
t—‘\
M
B
—
I
B
-+

=

CXP S% (Kl

i
|=
t
-
7
™
oy
N
LN
T
o

ese 3419
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Now,
]
1 (m - 1), . 1
(m - 1 » = -
)Ckk+1 (m=1=%x) e E+]
1
1l 1 m
= : = — * C . ess 3.20
m(n=te-1) " (i) o (le+1)

On putting r = k¥ + 1, Equation 3,19 becones

R08 1~ 1
N T
0 E{E—r!

e ——— O " m - r
P = Cr ( 1) ¢ CXp 4NOI' eee

o 3.21
n

r=2
For the binary case, .n = 2 and the probability of
error,Pe b can be found from Eyuation 3.21 by putting n = 2.
3

If this is done, it is found that

E 1,
1 T 2 =
Pc,b = ) ¢ o] = ) ¢} ts e )022
where u = -2%- is the detection SHR
o]

%4241 Probability of Urror for n—-Amplitude ASK

System with Ooherent Deotection

In the ASK modulation scheme the information is carried
in the ampplitude of the transmitted waveform, A set of ASK

nessage vwaveforns can be described by the equations

PE.

1
T COSwohb o] <t<T, i=1,voo’m

si(t) =

o elsewhere
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vhere Ei is the energy content of si(t) and w o= 27be/T is the
carrier freguency.

Fach tronsmitted waveform can be expandced, by the
usce of the Khahumen-Loeve expansion ruleé described in Section

3¢1e If thils is done with
¢ =f§'L
1(t) 7 cosu%u
then,

i1 ] }—T- Cosw 't E cost t = JE;

The possible tronsmitted signal points can be represented
geonetrically on a straight line, This is shown in TFig. 3.4

for the case when n = 3,

¥

VB,

|

|

|

e VE, —i !
N L

1 : >¢1(t)
VET »

< 2 ]
L(——— ZONE l———>i¢~- ZONE Q—J(&ZONE 3—---

Fig. 3.4 The Detection Signal Space for 3-ILevel

ASK System
In this detection scheme, a received signal which lies

in detection zone 2 (sea Fig. 3.4) is chosen as S5 rather than

S, OF 54 Received signals in Zones '1! and !'3! arc assumed

to be 8, and 53 respectively.
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A received signal is a point on the ¢1(t) coordinate,
Let it be assumed that it lics at a point x on ¢’1 (t), then,

T
X = z(t) ¢1(t) dt = E1 + n

0
Clearly x is a random Goussian distributed variable
with nean jETi and variance No' Thus, the probability density

function of x is given by

p(x) R exp [— (x - J.E-i)z / ZNJ ee 3423
J2rn

If it is assuned for convenience, that the transmitted
signal points are uniformly spaced, and that E1 = o0, then Ei
can be cxpresscd as

VE, = (1 -1)4A cer 3422

i

The detection signal space is shown in Fige 345

If 1{1«<n and if Equation 3.25 is used in conjunction
with Figs. 3.5 and 3.6; then the probability of incorrectly

detecting the signal s, is 2
1 r.og _ X

21 o

q = a2 - .
P§Ri/ui —W-O—JAC‘ dx ese. 23425
/2

where Ri corresponds to the ith zone in the detection gignal space,

Using the change of variable, y = %T—-
“o
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: & -
|
< VE, 4 =: !
i I g
» i
T Lo
£, —1 ! '
VE?E; 2 ] 1 | = 1 bdﬂu)
\Zone 2 |Zone 3 Zone(m-1)] Zone m
Zone 1

' FEig. 3.5. The Detection Signal Space for

m-level ASK System

Fig. 3.6. The Probability Dentity Function

of Received Signal Point.
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Bquation 3.25 becores

0

_ P[z‘ qéRi/s:.L = ﬁ e—z— dy eer 3426

et

3,

Similarly, if i = 1 or 1 = m, the probability of

incorrectly detecting an crror is
E’[% ¢ER1‘3£] = Plﬁgélesé]
o0 2
: -
= m—— e 2 dy see 3427
.{2Tl'

2F,

The average probability of error for any i is
Py = % P (s,) P[zgéﬂi/sg
i

and for equally likely messages,

e}
Yo " —'E P[?.ﬁt—Ri/si:l
i=1l -

ves 3'28
Thus
o0
P; = -2 Q
IZIP—” A
2,
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cO
2
1) "L
=2D.- (] ¢ dy sse 3029
mgo2m A
“JIr
o)

If an average power limitation of % watts is placed

on the transmitter, then

IIM
—
H li—’-m
g oi=
il
=l ]

see 3,30
i=1
By using Equation 3.24 and the identity
n n-1
Z (i - 1)232 2 - n(m-1)5(2m-1)
i=1 j=2

in Equation 3.30, it can be shown that

=/ 6% ver 3451
(1) (2r2~1)

Thus, [o%!

I\Jr<:l\3

2(m— 1) 1
Pe = n ¢ dy

Tt f
\E. 63/41 (1) (2r=1)
-2 2'1 [1 - 2¢(]6E/41:O(m--1)(2n-1))] eas 3432

where

y _.bi
6 (v) = ——;ﬁc_ e 2 at ver 3433
0
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Tor the binary case m = 2, and the probability of

error, P is
?ta,b?

OO

2

: 3

P = e— e dj3
l
\}ZN
0
=% [1_2(;, (‘/a,‘):l cer 334
wherey; as before, u = —ﬂ-, in the detection SHR

2N
o

In Table 3.1, the results that have been derived above
are given, In addition, the expression, for the probability of
error for coherent and incoherent ASK, and coherent and incoherent
PSK are given, These latter results arc taken from Arthurs
and DymB.

The function ¢(y) is an alternative definition of the

error function which is norrmally defined as

bis o
2 -5
erfyx = —— e d+t eee De3D
NTT j
o

The funetion % is defined by Equation 3.33.
Trom Equations 3.33 and 3.35, the following relation-
ships between orf and ¢ can be shown to hold.

¢(X) =‘:lé' crf '3?;‘5 xXx 3-36

erfx = 2¢ ( ﬁX) ens D07



T\ \DETECTIOH \
AN COHERENT INCOHERENT
MODULATﬁﬂ\
n 2—
FSK 3 1-2¢(m§] < P E(m—1) 1-2¢ (J‘aﬂ, P,
forn>» 2
ASK P,= —D—' 1 -2 [ ty i (’xp‘( =l N {expl ~ Su
A J2(o-1)(201) 2 13( 1) (21) | 4(m-1) (21 )
w + —
e~
2
1 . LT . T
PSK 3 [1-2(;» (‘/Tu—slrrm—)]< P < E-M (‘/é‘a's-m;) =E—2¢ ( J2u sin - ):l
forn > 2
Table 3.1 Forrwulae for the Probabilities of Error for Non-fading Sipgnals Detected in Additive

Gaussin Noise




76

3.3. FError Probabilities in the Presence of Idealised

Flat-Flat Rayleigh Fading

As was shown in the previous section, if the received
signal has a non-fading amplitude then the element probability
of error, P is a function of us The presence of a random
fading process gives rise to a variation in the received SNR
and this can be expressed in terms of a probability density
function £(u). Under these fading conditions, the average pro-

bability of error is

'fe=}3 [Pe (u):l ees 3.38

where the expectation, B, is taken over the probability density
function of u.

Fquation 3.38 can be cxpressed in integral fomm as

PG =foo JP(3 (w) £lu) au eee 3439
where Pe(u) is the probability of crror for a given SNR, u, and
£(u) is the probability density function of u.

Using the integral in Hguation 3.39 and the expressions
for the elenment probability of error given in Table 3.1, formulae
for the average Rayleigh fading are derived below., It is noted
from an exemination of Table 3.1 that Pe(u) for each of the six

signalling techniques can be expressed in ternms of one of two

generalized fmctions,

E—qu (dcmﬂ
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and

exp (- gu)

In these generalised cxpressions « and § take
different values for the various signalling schemes, For the
derivations of the average probability of error for the six
signalling techniques, the solutions of the following two

integrals are needed.

Qo
I, =J E -20 (.c:{ﬁﬂ f(u) dau eee 3,40
ooa

12 =J' oxp (- €>u) £ (n) du ese 341
o
It is shown in Appendix I that when the amplitude
of the signal has Rayleigh fading characteristics, then the

probability density function, f(u), of the SNR is given by

n
- /U
£(u) :ﬁl—e 0
(@]

where UO is the average detection SHR.

Thus, for ‘F(u) of this form,

- @]
I1=f[1-2¢ (ccm)j - e du

Q
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oo o0 -
1 /Uo 1 /Uo
= T @ du - 2 6 (= ﬁ)ﬁ-e du
0 0
0 0

The first part of I, i1s directly integrable and the

second can be integrated by parts. Thus,

oo Qo
/U /U
s 9 (e o d_
11_1~2 ~e (=ym| + e = 0(e yWau
“u0 ) 0 2y
o] 1 1 @ 2
=1-2 04| e A=t Rl du
- Jz’ﬂz\rﬁ
- U2y
] - — 1 e ° du
21C JT
0
2
1 o2 2 + :£U
I:etK—-TO +—2-—
2U0
and 2Ku.=y2
. du____ZJ'E. dy
2K
Thus, 2
I, =12 —L e dy
1 @K 21
()
o
=1 -
S
Substituting back for K
I =1 LN ) 304‘2




79

Now the sccond integral is

-1
oo /U

I1 =f eXp [—ﬁl)}i-e Odu cas 3043

1 “ﬁ”“]
= g U e

o @U + 1

1 U

5 .6_. O [e) du
Q0

] 1
ey

O

du

= [¢]
1-+BU

S S oo 3.44

1 +@UO
Tquations 3.42 and 3,44 can be used in conjunction
with Table 3.1 to find the cxplicit expressions for the
average probability of error for the six signalling techniques
in the prescnce of flat-flat Rayleigh fading and additive
Gaussian noise. Two cxanplcs are given below to illustrate
this.

Exarple 1

For the coherent ASK case

—N\

1 = A cu
Pe(u) =DT 1 -2 /2(1:1-1)(51:1—1)
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Thercfore,

6
K =
2(n-1) (2n-1)
Using this expression in equation 3,42, the average

probability of error is scen to be

o

1 6U
P =211 2
¢ = 4(m-1) (2m-1) + 6U_
3U
= = ;1 1 1 - 9 s0a 3045
2(m~1) (2r-1) + 60
Example 2

Consider the incoherent FSK case, for which

In}
P (u) = — 2 E Mo (<1)F xp{ﬂ%—l}
bl .y 2r

This expression can be re-written as
pu|

E mcr (_1 )I‘ oxp { - u I‘;1 ) 1

2

B

P_(u) =

- 1
N

On using this expression in Iquation 3.44, the

average probability of crror is

! .
3 _J_E m T
Pe - m CI\ (—1) L ] 3.46
=2

:
1+ Uo(1~;)

A1l the other values of the average probability of
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error, Pe’ in Table 3.2 are sinilarly evaluated.

Using Equations 3.2, 3.33, 3.45 and 3,46, the
perforuance curves of the n-~tone incoherent FSK and the m-
amplitude coherent ASK systems were evaluated for fading and
non-fading conditions. These curves are given in Figs. 3,7 and

3.8 and discussed in the following Section.

344 The effect of IMat-flat Rayleigh Fading on the

Error Probobilities of the w-Tone Incoherent FSK

and the n-Amplitude ASK Systeas,

It is meen from IMgs.5.7 and 3.8 that in the absence
of fading, the probabilities of error of the m-tone incoherent
FSK and the n-amplitude coherent ASK sysitems decrease exponen-—
tially with increasing detection SNR. However, as seen fron
the same Figures, in the presence of flat-flat Rayleigh fading,
the probabilities of error for both types of systems decreasse

only linearly with increasing detection SHR.

The performance curves of both types of systems have been
evaluated form = 2, 4, 8, 16 and 32, It is seen fron Fig .3.83
that in the absence of fading, increasing m decreases the error
probability for the n-tone incoherent FPSK system whereas in the
presence of flat-flat Royleigh fading, increasing n increases
the error probability. Thus for this system, the higher m is,

the worse is the effect on fading on the probability cof error.
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Forrnwlae for the Probabilities of Error in the Presence of Tine-

and Frequency-Flat Rayleigh Fading
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It is scen from Fig,. 3.7 that in the abscnce of fading and in
the presence of flat-flat Rayleigh fading, increasing m in-
creases the error probability for the m—amplitude coherent ASK
system, However, for this system,; as can be seen from Fig.
3:7; the higher m is, the smaller is the decrecase in the

error probability due to fading.
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4. VALYSTS OF SOME EXISTING VARIABLE-RATE SCHELES

Descriptions of some of the techniques used at present
to combat the detrimental eoffects of fading have already been
given in Chapter 2. In particular,; the methods which alter one
or more transmission parameters according to the state of the
forward channel were stressed, Iiost of these, in effect, tend
to match,; often indirectly, the transmission rate to conditions
prevailing in the channel. TFor example, rciransmission error
control adjusts indirectly the rate of transfer of information
to sult propagation conditions in the forward channel,

In the first section of the present Chapter, the van
Duuren AHQ system 8 is analysed. TFormulae for the probability
of error and for the information rete for this system are
derived and put in a form suitable for comparison with the new
variable rate techniques analysed in the next four Chapters.
The comparison is given in Chapter 8,

In Section 4.2, a description and a simplified
analysis of the 'AN/GSC-10 (KATHRYN) Variable Rate Modem! 7 51
are given. In the last Section, some forward error control
techniques are discussed. In particular the performance of an
interleaved (23,12) Golay code is given. Although forword error
control technigues have been used over several important fading
chormels ?7’ 16.5 22 they will not be analysed in this thesis,

An exception is the example given in Section 4,3 on the use of
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interleaving with a randon-error correcting code. 1In addition
there is the pogsibility of combining forward error correcting
codes with the new tcchniques discussed in the latter Chapiers
of the thesis., The objective would be to try to obtain more
effective erroxr control by using a hybrid technique, l.e. o
combination of several techniques. Such possibilitics will

be discussed a little further in Chapter 10,

85, 45
4,1 The ARQ Systen .
85
The van Duuren ARQ system vhich uses a 3-out-of-7

constant ratio code for the detection of errors has been
effectively employed over long-distance HF radio circuits for
telegraph message transmissionse It has been found to provide
adequate protection (Ref.45 PDe 187—200) on vhat would other-
be unreliable circuits.,

Strictly, the ARQ system works over a circult trans-
nitting information in both directions (duplex working). A
description of the ARQ system operation was given in Chapier 2.
Prom symmetry considerations, it is evident that only one half
of the duplex circuit need be considered. In this form, a dis-
crete model of the communication chammel; Fige. 4.1, with a
feedback link gives a good representation of the system. The

channel is in general a binary asymmetric channel, Foxr the
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flat-flat Rayleigh fading assuaed in the thesis, the errors are

independent of whether previous trensmissions result in errors

or incorrect detection.

R, ] R, BINARY R . R
—>—| ENCODER > ASYIMETRIC —. =% DECODER [——>
CHANNEL
%
M FPeedback link, Re
<
T

Pige 441 A Discrete Communication Channel

In the van Duuren systen messages ore encoded in the
fo;m of code words of length n = 7. Out of 128 possible
sequenceg only those with three 'ones'! are uscd as information
carrying sequences. There are thus 35 code words, An over-
bound, Ro, to the transmisscion rate efficiency of this code
ig thua,

1 _ ;
RO S Tf 10ge 35 = 00733 LXK ] 401

How, it is evident that o1l patterns of 1, 3, 5, 7
errors will be detected since the mumber of 'omes! in the

received sequence will not be three, However, not all of the
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patterns 2, 4 or 6 errors will be detected. The undetceted
error occurrences are rcferred to as transpositions. The
simplest transposition occurs when a 'mark! ond o 'space! are
cach incorrectly detected, In this case, the number of 'ones!
renains three and the pair of crrors passes undetected. Tote,
however, that if both crrors had occurred on either 'mark! or
'space' only, then the error pattern would be detected.
Similarly, four and six crror occurrences canl be split to yield
higher order trangpositions,

Lot pn(j) be the probability that exactly j errors
occur in an n-bit sequence, Only the undetected error
sequences (transpositions) are of interest since for detected
error patterns repetitions are requested as many tines as
necessary. The total probability of transposition P, can be

v

written as
P, = :E:::: pn(j) p(transpositionij) see  ese a2
Tor the 3—8&t—of~7 constant ratic code, transpositions
occur only for j = 2, 4 or 6, Thus
2, = E pn(j) p(transpositior'j)
J = 24446
= p7(2) p(transpositioan)
+ p7(4) p(transposition|4)

+ p7(6) p(transposition‘S) eeo 43



Mow, the above conditional probabilities are
P(transpositionlz) =-$
p{transposition |4) =-%% it
P(transpositionIG) =-%

whence 4,3 becones

_4 k] 4 (e
Py =7 p7(2) + 3 p7(4) + p7(0) cee 45

Ir'or independent errors pn(j) is given by the
bionomial formula:

pll(j) = ncj PJ (1 - P)n-J LY 406

where p = the element probability of error
On substituting 4.6 into 4.5 it is found that

> 4 %1 - p)

p, = 12°(1 = p)° + 18p"(1 - p)
. T N

Equation 4,7 is the same as equation 8 of van Duuren
85 with p instead ofiek..

Following van Duurcn, the average transmission speed,
RO, is calculated by considering the nuuber repetition cycles,
The total number of characters in the repetition cycles is
(1 ~ Eb) and the mmber of the repetition cycles is (1 - Eg)/#,
gince there are four characters in o repetition cycle.

A repetition can gstart only when the character that is
in error is outside a repetition cycle (probability F%) or if

the character in error is the last of a repetition cycle. A
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repetition cycle starts in the first case if an error is

detceted ot the receiving terminal, This happens (for noiseless

feedback) with probability 1 - p 4 = Doy vhere

po= (1-2)

is the probability of coxrectly detecting a digit.
If the character in error is the last in a repetition
cycle, then (again for noiseless feedback) another repetition

cycle starts with probability 1 - pc(pC * Dy)

As there is 20 other way in which o repetition cycle

85

can start, the followins identity holds
1 -P
1-(p, +p,) + o 1T=-2p,p, +2p)
4

LR

Fron which,
- o (Poyt 2y)
4= (4 -p ), +p,)

Similarly, the probability of undetected errors for

a repetition cycle of 4 can be shovm 85 to be

P - pcpt see
e 4-0-p)p, +1,)

Hence, the nunber of corrcetly received characters,

Roc’ is given by

2
R = “c

°¢ 4 -4 -p Jp, + oy,

4.8

4.9

4,10

4.12
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From equation 4.,11 it is seen that when P, *+ Py = 1,
then P, =P Since P, + p1;€;1, it follows that the output
probability of error for the ARQ system is at best equal to
(iec. overbounded by) the probability of undetected trans—
positions Dye

Since the transuission efficiency of the 3-out-of-7
congtant ratio code is at most 0,733 (equation 4.1), equation
4,10 becomes

P < 0.733 p (b, + py)
4~ (4 =p J)p, + Dy eee 44153

In Tige. 4.2; the probability of error, Pe’ and the
average transmission rate, RO, for the ARQ system are plotted
as functions of the detection SHR for an incoherent ISK
system, TFrom this Fig. it is seen that the average rate, RO,
falls to a very low value for low detection SMRs, i.e. a high
element error rate. Clearly for a through-out ratc as low as
10"3 the systen is virtually at a standstill and the fact that
probability of error is very low is of little practical
giginificance. In an attempt to Lind a compromise between the
output error ratec, it is proposed that the average rate be
adjusted for low SHRs so that it is always greater than some
fixed number o, o fraction of the limit the rate spproaches
for high SHRs, The fraction could, for examplec, be chosen to

be The effect of this constraint on the average ratc RO

1
10*

is now determined.
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The condition imposed on cquation 4.13 results in the

following

+
XX3 :33 < 7o ?i -(ic)(p pf)n ) e
* e’ Me T T

It is cvident that the probability of corrcect detection,
D.s is not altered in any way by the restriction on the rate of
transmission., The constraint, however, places a limit on the
number of permissiblce repetitions during any one cycle.

Some detected errors will thus be printed out in the
output, preferably as special symbols (for example, as erasures)
to indicate that the word was detected to be in error., This, in
effect, divides the detected errors into two categories, those
that result in correct detection after a fixed number, or less,
of permitted repetitions and those that arc eventually printed
out with the message, To incorporste the number of detected
exrrors that do not result in successful repetitions into the

transposition, Dys is altered te pto<hw'using inequality 4.14.

Trus
p, = 2, [Py - 80) + 4k) - 4oe eos 4415,
o poled~1) - 4ot

The value of ptu<given by 4.15 g&arantees the average
rate will be greater thon € The procedure of calculating the
probability of error is as follows. Equations 4.13 and 4,11 arc
used to calculate the average transmission rate and the probabi-

lity of error respecctively., If the average transmission rate
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is found to be less thane; equation 4,15 is used to find Pe
and the probability of error is now calculated using ptu}nstead

of Dy in equation 4,11.

Curves showing the performance of the ARQ technigue

wider both modes of operation are plotted in TFig. 4.2.

4,2 The AN/GSC~10 (KATHRYH) Variable Rate Hodem

4.2.,1 TIntroduction

94, 51
The Al/GSC~10 systau (Fig. 4.3) is composed of

transmit-reccive terminal equipments that are still in the
experimental stages. The modem hag been built for use over
Hi'-rodio circuits. The attenpt in this systenr is to combine

two radically different techniques that have been developed

in the past. The first technigue uses a moden which provides

a high data rote and efficient operation under favourable condi-
tions. The second technigue employs a systen specifically
designed to provide rcliable communication in spite of heavy
multipath (severe fading). An example of the latter systen is
the 'RAKE! rcceiver§8 developed at the Lincoln ILaboratory. It
should be noted that though the 'RAKE' receiver provides rcliable
communication under poor propagation conditions, its inflexibly
low data rate is wasteful of bandwidth under more favourable

conditions,

The AN/GSC-10 systems has been designed to operate at
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various levels of recdundancy so as to provide a trade-off be-
tween the operating data rate and the reliability for a given
transmission channel capacity.

The transmitted signal of the Al/GSC-10 system is
contained in o nominsd 3 -~ kHz channcl bandwidth and consists
of 34 PSK subcarriers spaced by 8l.4Hz. Al the 34 sub-
carriers arc keyed simultoneously at a rate of 75 Hzy; the
duration of each keying frane is, therefore l3%ms. At the
rceeivery the integration interval utilized is approxinmately
12.2 ms, the rcciprocal of the subchammel spacing, The 1-ms
guard bend allows for errors in the frame at the receiver,

The phase snd smplitude of each subcarrier is deter-
nined by three components as shown in Fig. 4.4. The I1 phasc
component is the basic information bit associated with a

particular frame

L

Fig. 4.4 DPhasor Diagram for the Al/GSC-10 Signal

and subcarrier. The 12 component is a redundant duplicate of

I, component and is 17 tones away. The pilot component D is

1
used for chamnel phase and amplitudc measurenents. The channel
is thus 'probed! at each subchannel frequency in the systom

band,
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The P vector forns the basis of the chonnel neasure-—
ment carried out for each of the 34 subchannels, The measured
phase is used to phase correct each couponent; the measured
emplitude is used to implement maximal ratio combining; aond
the final bit decision based on the (maximal-ratio weighted,
phase corrected) sum of all of the appropriate components. At
the full data rate there are four components for cach bit ( I1

and I, for each of the space diversity receivers). This is

2
equivalent to 4th-order diversity. At lower data rates more
components are included but the same conbining procedure is
enployed.

Thce changing of the data rate, accomplished by altering
the nunber of parallel chamnels uscd for the transmission of the
same bit, is done manually in the current model of the AN/GSC-10
nodesl, The adjustment to the data rate is made on the evidencc
of cither the reliability of the received data or on the evidence
provided by a real-time visunl display of the ionospheric spectual
response,

A more detailed description of the AN/GSC-10 (KATHRYN)

94
variable rate data modem is given by Zimmerman and Kirsch .

4,2,2. A Theoretical Basis for the "KATHRYN'! liodem

Fully coherent PSK is used in the 'KATHRYIN' modem at
all the data rates. Thus, in the absence of fading or with flat-

Tlat Rayleigh fading, the formulae presented in Chopter 3 for



99

probabilities of crror for m-phase coherent PSK signalling opply
to the '"KATHRYN' 1iodem when m is set equel to two. In this
Section, the probability of error for a fixed-rate system trans-—
nitting continuously is denoted by Peo(u) in the absence of fading
and by i;e1 in the presence of flat-flat Reyleigh fading. The
probability of error for two independently flat-flat Rayleigh

fading chaimel, when maoxinal ratio combining is used, is denoted

by Pez"

On substituting m = 2 into the formulae given in
Tables 3.1 and 3.2 for the performence of mephase coherent PSK
signalling, the following are obtained as the theoretical per-

formance of the 'KATHRYIN'! modem,

5o = 412 go(ﬁm] e 4216

see 4417

In the case of two independently fading chamels,
naximal-ratio combining based on channel necasurements is used
in the 'KATHRYI!'! woden. Asswiivs perfect measurements, the error

probability for this case is

v &
/
§e2=f u c—qu _‘I_E_z(\/?u?] au
A |1 - 2p
Q

see 4.18
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Integrating equation 4.18 by parts successively yields,

1 1

e T (1+ =)
1 2Uo l+""
1+ U§ Ub

I
W

Pez -.04019
The theoretical curves for the 'KATIRYN' system when

it is operating at its muxdmum data rate are plotted in Tg.4.5.

4,23 Discussion of the A/GSC-10 System

A description of the Tield tests carried out for the
AN/GSC-10 (KATHRYN) system has been given by Kirsch, at al 51 .
The main conclusions from the tests are sumarized below, An
assecssment of the 'IATHRYN! syétem is then given.

From the results of these field tests, Kirsh, et al.,
rcported a widespread of the probability of error for the
'KATHRYNT' system. In particular, the probability of error was
found to range from 107% 40 10°° even if SHRs above 40 dB
were congidered. Despite this spread in the probability of
error no clear dependence on SNR was observed for SNR greater
than 20 d3.

On doubling the redundancy, the theoretical improve-
ment obtainable for flat-flat Rayleigh fading is an increase of
3 dB in the SNR, The field test results, however, also indicated
a wide spread in the actual improvement due to redundancy. In

general, the data collected by Kirsh, et al., for the 'KATHRYN'

system fell reasonably well within the bounds suggested by the
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simplified flat-flat Rayleigh fading model,

Some disadvantages of the AN/GSC-10 systen arc similar
to those of diversificd systens (See Section 1.3.1), since
space diversity is utilised in the VEATHRYI' systam. The data
rate is varied in the AN/3SC-10 systen by varying the redundancy.
In the currert model of this systom, there are 34 parallcl chan-
nels, but only half of these charmels arc uscd for transmitting
distinct signals becausc sccond-order space diversity is utilized.
When used in its most redundant mode, the AN/GSC-10 system has
a redundancy factor of 16. Because of bandwidth restrictions,
the higher the redundancy factor (and hence the larzer the
theoretical improvement factor should be) the shorter is the
frome length (i.c, symbol duration). (In the present systen,
the duration of the symbol iz 12.2 ns,) Increasing the re-
dundancy factor,; decreascs the symbol duration and, thus, leads
to errors in the phase and smplitude measurcnents of the channcl.,
It is clear that the improvement due to redundancy saturates
after a given munber of divisions of the available bandwidth to
obtain parallel chamcls,

4,3 Discussion of Coding techniques Uscd Over
Pading Circuits

de3e0lo Tubroduction

Coding con be used with or without the use of feedback.
Generally, when o feedback link is available, o short code is

used to detect errors and requests for retransmissions are made,
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For example the ARQ systen analysed in Section 4.1 uses a fixed
ratio (or fixed count) code with retransmission,

As wos stated in the introduction to this Chapter,
forward ervor control (coding) techniques vill not be analysed
in the thesis., However, a simple example on the usce of inter-
leaving with o random-error correcting code is given in the next
Section, As described in thot Section, the interleaving process
ains at spreading out the error clusters that occur over fading
circuits., Tor the purposes of illustrating the effectiveness
of interleaving, the performance of a (23,12) Golay Code is

iven at the end of the following Section. Some of the promising
coding tecchniques for use over Tading cireuits thot have been
reported are: the use of block and convolutional cecdes 22:52;
and the use of codes in tanden (concatenation), sec Ref. 17,
part II and Ref,22,

4¢3.2 Interleaved Randou-Irror Corrceting Codes

Interleaving (also Xmown as interlacing or scrambling)
is a technique whicen makes possible the use of random~crror
correcting codes under burst-error conditions. A typieal inter-
leaver consists of a rectangular arrsy of digital storage filled
with say r code words each of length n., Two identical interleavers
are used in a data transmission link, onc at the transmitter and
the other at the receiver, The interleaver at the transmitter
is filled with the code words on a row-by-row basis. The

reading out for transmission is done on a colun~by-column
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basis (see Fige 4.6). At the receiver's interleaver, the
reverse operatlon is carried out to restore the code works 1o
their original compositions,

The idea behind interleaving is seen to be that of
separating out the digits of a code word by o fixed mmber, n,
of channel wnit times. TFading tends to cluster errors and is,
thereforey, o type of channel memory. This ncaory decreases with
tine as signal power rises and increases again as another fade
is encountered. Generally; the intervels between fades dre long
enoughhfo allow the spreadins of the error clusters into
rondort errors to be completed.

With the use of interleaving, the calculation to find
the improvaient due to a randon-error correcting code is the

A

A A

o800 00DeROY A

11 21 31 ni
A1 2 A22 [ ] [ ] * 9 . [ L ] Anz
-A-1 3 - L] [ ]

A1 r Azr A3r L ° L 4 . L) Al_lr

(a)

*and the fades are sufficiently short duration as compared wi

th nr
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A.11 A12 .A.13 e ® e A1r A21 A22 .. o @ Azr A31. « o
L 3 o An1 An2 L] L . L o L L .« l’lr

(v)

Fige 446 (a) Storage of Code Vords Aij at the

Transmitter!s Intcerleaver (b) Reading out Code

Viords from Transnitter!s Interlcaver

gsane as 1f tronsuission were over a randon-error channel, This
is much casicr than the calculations involving o bursit-error
channel,

Let (n, k, ¢) represent o code used for correcting
randouly occurriﬁé errors. The mmber n is the length of a
block code and %k is the mmmber of infomation digits. The code
rate is k/n. To cxplain the paraneter e, assunc that cxactly
i errors occur in a transmission of n digits. Then, the code,
often simply called an (n, k) code, is capable of correcting
all the error patterns so long as m £ es Irom i > e, some, but
not all of the error patterns, can be corrccted. Ilowever, the
(23,12) Golay code, used here for illustration of the inter-
lcaving procesg, will correct all error patterns for n S 3 but
none of the error patterns for m> 3. Tor such a code, called
a perfect code, an n~-bit word is correctly decoded if and only
if it contains 1 { c errors. Otherwise, the probability of

decoding error is given by

P, = : p, () cee 4.20
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where, as beforey pn(j) is the probability of J error occurring
in a sequence of length n.

Vhen interleaving is used, the errors in a code word
occur independently and the equation 4.6 can be used in equation
4,20 to arrive at

n

n -

P = \} nCJ P (1 - p) e 4.21

j=e+ 1

For a given (n, k) code with a given Gy D is explicitly
a function of the element probability of error, p.

The results of using equation 4.21 to evaluate the
performance of a (23, 12) interleaved Golay code are given in
Fige 447 at the end of this Section. The interleaving process
has been shown 17 to redefined an (n, Ik, e) code as an (rn, rk,
re) code, where r is the interleaving factor, If r is set equal
to unity, then no interleaving is used,

The direct muwmerical computation of equation 4.21
was found to lead to underflow in the commputer storage for

However if
small values of p. Pee;\&é—eé— p(-;'z s these computational diffic-
culties can be overcomc by giving upper ard lower bounds to

Pge These bounds can ecasily be evaluated using the following

27
inequality due to Fano ' .

p(1=p) b (®, ¢ p(1-p) b,

(1-p) (p+) p-p



=<
where P =3
n e n-

b= €, p (1-p)

On using Pguation 4.22 the performance of the

(23, 12) Golay code without interleaving (r = 1) and with inter—

leaving by a factor of 5 has been evaluated and is given in

Fige 4e7Te
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5. THE VARIABLE DURATION n-DATA-RATE FSK SYSTEM

5.1 Introduction

Meny techniques of varying the rate of transfer of data
from the transmitter to the receiver can be proposed, Some
of the existing techniques, which werc analysecd in Chapter 4,
are: (1) +the use of error detection with retransmission.

The van puuren ARQ techniquess, analysed in Scction 4.1, is an
example of the retransmission technique. (2) the use of a coding
technique, As an example of such a technique, the performance of
an interleaved (23, 12) Golay code for an incoherent FSK operating
in flat-flat Rayleigh fading conditions was cvaluated in Section
4.3.2.  (3) the variation of the redundancy of the transmitted
signals, The AN/GSC-10 (KATHRYN) modern94’51, discussed in
Section 442, is an example of a systen using the variable signal-
redundancy technique,

Two new methods of varying the rate in a more direct manner
were proposed in Section l.3,1. The first method, that of varying
the duration of the transmitted signal, is analysed in detail in
this Qhapter. The second mothod, that of varying the number of
the signals fronm which the transmitted signal is chosen will be

analysed in the next Chapter.
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Fig. 5.1 is a general block diagram of an n-data-rate system.
The Figure shows the forward {ranmission channel(s) and a feed-
back channel over which may be sent a signal to instruct the
transmitter to alter a transmission parameter in order to counter-
act the detrimental effects of fading. Such a technique was
called a variable-parameter technique in Chapter 2, Fig. 5.1
shows a general variable rate scheme in which the parameter altered
at the transmitter is the rate of transmission.

With a scheme of this kind, the source transmits information
at one of n possible data rates and the aim is to match the data
rates to the conditions prevailing in the forward chamnel, The
attempt at the matching is carried out by switching to a lower
data rate when the received signal level falls below a threshold
and by switching to a higher data rate when the received signal
level rises above a threshold, The underlying philosophy being
that some improvement in the performance of the system should be
achieved by avoiding the use of high instantaneous data rates
during the periods when the channel is in a deep fade,

A number of techmiques for varying the data rate are out-
lined above, C(learly, these are only a few of many possible
techniques, In this and the following chapter two particular

methods, the variable-duration and the variable-amplitude-set
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technigues will be studied in detail, The reasons for selecting
the first method for detailed study are discussed later in this
section and the reasons for selecting the second method are dis-—
cussed in Chapter 6.

The technique of varying the data rate is the first part
of the problem of designing a variable~rate systemes The second
part of the problem is the criterion by which it is decided,
usvally at the receiver; when to change the data rate. This
generally entails estimating the conditions in the data channel,
The implication in the discussion of the n-data~rate system given
above is that the received signal level is measured and used as a
basis of maldng a decision whether or not to instruct the trans-
mitter to change the data rate, Under certain conditions it may
be simpler or more advantageous to estimate the channel conditions
by other technigues, For example, under frequency-flat (i.e.
non-selective) fading, a pilot tone signal can be sent over a
separate pilot-tone chamnel from the transmitter to the receiver.
The level of the pilot tone signal is taken, under the above
condition, to be a good indication of the state of the channel.
An estimation of the probability of error can also be made directly
by using a performance monitoring wnit (PMU)35’44. The instruc-
tion that is sent to the transmitter is then based on the estimate

of the probability of error,
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From the discussions above, it is evident that it is possible
to propose a large number of variable-rate systems, The choice,
for a detailed study, of one system from this number must, there-
fore, to some extent be arbitrary, but when making this choice
factors such as realisability, compatibility with existing systens,
equipment complexity and other costs should be taken into account.

From the implementation point of view, it is easier to vary
the data rate in discrete steps than to vary the data rate con-
tinuously., Thus, in this thesis the stress is placed on the
analyses of discrete-~variable-rate systems, In Section 5.2,
which follows, a formulation of a general n-data~rate system is
given,

From Section 5.3 onwards, the system analysed is a discrete~
variable-duration system, which was defined in Section l.3.3.

The general theory of the variable-duration system is given with
application to the incoherent FSK system. It should be noted
that it is particularly easy to implement the discretec-variable-
duration technique when IFrequency Shift Keying is used. To
transmit longer pulses, for example, the keying over cach trans-—
mitted pulse is simply maintained for a period equal to k times

the duration of a basic pulse width (where k is integral).
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The criterion assumed in the analysis of n-data-rate systems
for changing the data rate is that of monitoring at the receiver
a pilot tone signal sent from the transmitter, The decision as
to which of the possible n data rates is to be used is based on the
level of the pilot tone signal. The transmitter is informed

accordingly over the feedback path.

5.2 Performance of the n-Data-Rate System

The performance of the n-dato-rate (nDR) system can be des-
cribed in terms of the following functions:
(1) The average probability of error, B
(2) The probability, P,, of transmitting
data at a rate Ri and receiving the data
at a different rate R, (3 5£1).
(3) The average rate defined as follows,
If over a long period of transmission
time, Tp, Ny
then R = I / T, symbols/scc,

symbols are transmitted,

Whenever an error is made over the SYNC channel (see Fig. 5.5),
the receiver processes the next group of incoming symbols using
incorrect duration for them, i.e. the sampling is done at wrong

instants of time. The consequence of this is that some groups
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of data are deleted or that some groups of data are inserted,
The average probability of exrror, Pen’ should be derived taking
this phenomenon into account. This is in general very diffi-
cult to do, A method of circumventing this problem is to increase
the power over the SYNC chammel until the probability of making
an error over it is so small as to be negligible, The latter
techniigue is followed in the thesis,

Tor an n-data-rate system, the average data rate, RO, can

be expressed as

R=Y% =G
[

Z{:- it

vwhere Ri is the ith data rate and £2; is the duty cycle for the ith

e

rate, The duty cycle for ith rate is defined as the percentage
of total transmission time that the ith rate is in use,

The object of rate variation is to minimise the probability
of error while at the same time maintaining a constant average
rate, Roo Further, if several systems have to be compared, it
is necessary to hold Ro at a fixed value for all the systems if
the equal-rate comparison (see Section l.4) is to be used when
comparing systems. A difficulty arises, however, that for a
given error rate, it is not always possible to hold R0 at a fixed

value for somesystems. Consider, for example, the ARQ system.
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It is seen from Fige.4.2; that for high SNRs, the rate can, to a
good approximation, be assumed to be constant., At low SNRs,
however, because of the then too frequent retransmissions, the
average rate falls very sharply. In applications where extremely
good performance is not essential, it is possible to accept some
deterioration in the performance for an increased through-put
rate. A method of implementing such a compromisc for the ARQ
system was suggested in Section 4.l1. The oxtent to which the
compromise can be carried out will, of course, depend on the
particular application. It will be seen in Chapters 7 and 8
that practical limitations sometimes make it necessary to put a
congtraint on the highest data rate so that it is less than some
naximum fixed value. This requirement also makes it necessary
to accept a small decrease in the average ratoe, Ro, of the n-data-
rate systcm,

In order to determine the performance of the n~data-rate
system, that is, in order to detcrmine the average probability
of exror and the average rate, RO, it is necessary to define cexr-
tain operating features of the nDR systems The features that are
important are defined in conjunction with Pigse. 5¢2. and 5,3 as

follows:
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Aj ~ to indicate that the transmitted
fecdback signal (i.e. sent from the
receiver to the transmitter) indicates

transmit at the jth data rate, Rj‘

C - to0 indiecate that the received feedback
signal actually initiates transmission

at the ith data rate, Ri'

D -~ to indicate that the data rate control
signal (sent from the transmitter to
the receiver) signifies the incoming

symbols werc transmitted at the rate R e

B, =  t0 indicate that a date digit randomly
selected from a group of digits trans-
nitted at the rate Ri is in error, given
that the event :Di hag occurred, l.c.
given that no error has occurred over

the SYNC chamnel (sec Figs 5¢5)e

Purther discussion of D_ and Bi is necessary. The !event!
D, 1is caused by a signal which completes the data rate control
loop (receiver—transmitter—receiver). The average probability of

error P, 18 formulated assuming that «= i, that is, assuming that
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the event Di occurs whenever Ci haos occurred, This, in effect,
assumes that Pd is negligible., It is for this case that the
event Bi is defined above., The probability of malking an error
over the SYNC channel, Pd, can be made smaller and smaller by
increasing the power over this channel, Because an average power
constraint is placed on the transmitter, however, it is necessary
to evaluate Pd in order to determine whether it is fruly negli-
gible. An expression for evaluating Pd is thus derived in
Section 5.4,

Consider the effects of the errors over the feedback and
SYNC chammels. The subscript i == j indicates that an error has
occurred over the feedback channel and subscript © =£i indicates
that an error has occurred over the SYNC channel, The feedback
and SYNC channel error can also be interpreted in terms of the
transitional probabilities given in Figs. 5.2 and 5.3.

The errors that occur over the SYNC chamecl are taken into
account by the probability Pd. In particular, these errors cause
message deletions and insertions and are, therefore, extremely
undesirable, This is a further reason for malking Pd as small as
possible. Suppose that an error is made over the feedback channel
but not over the SYNC chamnel, that is, i $=j but « =i, then the

rate most suited for the current transmissions is not utiliscd,
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The effect of this is that the instantaneous probability of making
an error in the message transmission is higher than for the case
when no error is made over both the feedback and SYNC channels,

As stated above, it is initially assumed that errors over
the SYNC channels can be ignored, With this assumption, the
probability that a digit randomly sclected from a group of symbols

transmitted at rate Ri will be in error is given by

P

ei = B0 ap) B, | G4

[l

P(Bi Cy Aj) sesssDel

NOTE: It is assumed in Equation 5,1 that the receiver had re-
quested transmission of data at rate Rj (3 = Lyeeen)e

Surming over all the possible cvents Ci and Aj, the average

probability of error for n rates, Pen is
n n
Pen = E Ei P(Bl Ci Aj) 5000-5-2
i=1 j=1

Now suppose that an crror occurs over the SYNC channcl, It
is only in this case that the receiver actually uses an incorrect
symbol rate to process the received waveforms. In the cases
where the receiver!s original instructions to the transmitter

are not followed, i=# j, the detection of the received signals is
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carried out using the rate R, assuming that « = i, When= 3z£i,
then deletions or insertions will take place,

With similar reasoning as above, the probability of using
Rﬁm(g #1) at the receiver, vhich is the probability of meking

an error, P over the SYNC channel at the ecth rate, R_, is

dﬂ(.’

given by

Pq

1<

P(Ci Aj) P (D, c; Aj )

(D <€ Aj ) ceeesDe3

Summing over all the possible eventsy that is, over all the
Als, Cl's and D's, the overall probability of melding an error over

the SYNC chamel 1s

> > }P(D c; A ) essesbed
j=1

ae=3"] i=1 =
e AN

NB As stated above, using incorrect symbol durations for pro-

cessing the received waveforms leads either to insertion of digits
that werce not sent or to deletions of some digits that were sent,

Processing data at a higher data rate than the rate actually used

leads to insertions (see Fig. 5.Y) whercas processing data at a

lower data rate than the rate actuclly uscd leads to deletions.



122

t T 1 1111177
!
-é%—' = sampling period that should be used.
i

S Y 0 e O

i L
Rj 2Ri

= sampling period actually uscd.

Tiz. 5.4 MNessage Tnsertions Resulting from an Error

over the SYNC Channel

Finally, the avecrage data rate RO is given by

n
RO = E Ri P( Ci) ooo'o505

i=1

where P ( cy ) = £, the duty cycle for the rate R;.

Now,

P(Ci) = P(Aj) P (ci ‘ Aj )
J=1
N e}

S\
~ EP(Ci AJ ) oco-¢506

J=1
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Physically, Equation 5.6 expresses the fact that the event
Ci, could be caused by the event Ai (which was meant to cause it)
or by another event Aj (j:# i) as a result of an error over the
feedback channel,

On substituting Equation 5.6 into 5.5, the expression for

the average rate becones

] n 1
RO = % E Rl P (Ci Aj ) 00000507

i=1 J=1
Equations 5.2, 5.4 and 5,7 are the expressions for the per-
formance functions of a general n-data-rate system in terms of the
joint probabilities of certain events that occur in the system.
So far, in the analysis, no restrictions have been placed on the
systems The following scctions of this Chapter will particularize

the results for a discrete~variable~duration incoherent FSK systen.

5,3 Performance Fumctions for a Variable-duration
FSK Systen

Pt en-titadt St )

This Section and the following Sections of this Chapter are
devoted to the analysis of a system in which binary Frequency-
Shift-Keying (FSK) is used and in which the message waveform g£t)

represents a mark or "1" and the message waveform mz(t) represents
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a, space or "OU, The duration of these waveforms can take discrete
values, that is, t € Ti, i = 1, ees 3 ne Thus, when the ith
data rate is being used for transmission, the duration of each

transmitted waveform; be it a "1" or a "0, is Tse Since the

=1

ith data rate (or symbol rate) is defined as R, =&, it is

evident that switching between differing duration ;i of the
transmitted is,; in pffect, the same as switching between different
data rates, R, (121, eeey 1)

The SYNC and the feedback chonnels ore in general not binary.
When only two data rates are used; the SYNC and feedback channels
are made binary by sending two waveforms over cach of the channels
and arranging for each waveform to correspond to onc of the data
rates, The description below scts out how a generalised n-data-
rate system might operate,

The recciver continually monitors a carrier sent over the
pilot tone channel., DPrior to transmission of any data, the
receiver informs the transmitter that the channel is suitable
Tor transmission at the Jth data rate, Rj' This is done by
sending over the feedback channel a signal fi(t) of duration
f sec, After a delay of 4 sec, a signal fi(t) is received at

the transmitter. If no error has occurred over the feedback
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chonnel, then fi(t) = fj(t). Tor noiseless feedback fi(t) is
always equal %o :f:‘j(t)c When the signal fi(t) is received at the
transmitter it initiates a signal si(t) of duration s +Ho be sent
over the SYNC channel $o inform the receiver that the rate Ri is
being used to transmit the next group of symbols, The group
of symbols of total duration m sec is then transmitted over the
message channel afier a total delay of d + £ + s secs The first
symbol in the group arrives at the receiver d sec later, assuming
cqual delay in the feedback and forwvard transmissions,
FeB, If no crror has occurred over the SYNC channel, the received
data rate signal is si(t); otherwise it is s (t) , « i,
Viith reference to Fige. 5.5, the following quantities are
defined:
lE'z = squared envelope at the output of the
predictor which is usced to predict the

stote of the channel,

||? squared envelope ot the output of the

integrate-and-~-dump nmotched filters
of the feedback chammel. This 1s usecd
to instruct the transmitter which of

the n possible data rates to use for
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tronsmission of the next group of
symbols.

= squared envelope at the output of the
integrate-and-dump filters of the SYNC
chammel. This is used to inform the
recciver whiclhh of the n possible rates
the transmitter is using (strictly,
which rate the transmitter is supposed

%o be using).

o 2

i, F the squared envelopes at the outputs
of the integrate-and-dump matched filters
of the message channel, These are then

comparced and output "O" or w1" obtained,

Y5 Hiy Ko (1 =1, veey n) arc the thresholds
at the outputs of the pilot tone,; the
feedback and the SYNC channcls res-

pectively.

The performance functions of the general n-~data-rate systen
can now be written for the variable-duration I'SK system specified

above, Firstly, the cvents defined in Secction 5,2 can be
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re~defined in terms of the above system variables as follows:

A = cvent to indicate that \(iq <\E\Z S“S
c; = event to indicate that Hi—n 4 \FI* ¢ H,‘
D, = event %o indicate that K., sP¢ K,
B, = cvent to indicate that IM1* ¢ 1M, 1%,

given that ml(t) was transmitted and
that no error was made over the SYNC

channcl,

Also, the performance functions expressed in terms of
Equations 5.2, 5.4 and 5.7 can be rewritten in terms of the above
definitions of the cvents of the n-data-rate system. Note,
firstly, that certain one-to-one correspondences exist between
some of the variables becausc of the system operation, Examples
are: the event A, implies £(t) = £ (t); the event C, implics
s(t) = s;(t)s Using the system variables and these implied

events the following are scen to be true.
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P(B; C, Aj)

1?Dphlz < IM,1%, H; 4 < |F]* < H;,

Yoy < |E|® < le m(t) = ml(til e.5.8

P[%m_l < [s]? < K_, H, ;< |[F|? < H. ,

Y.y < |E|® S_Y;] ...5.9

- 2 2
P(C; Ay) = PlHi_l < |F|? < H;, Tiq < |E|2 < le
...5.10

P(D, C; Aj)

On using Equations 5.8 -~ 5.10 in Equations 5.2, 5.4

and 5.7, the performance functions become

n n
P, n °© E g P[IMIIZ < [M,]%, Hy_; < |F[* < H,,
i=1  j=1

2 =

n
:} P[%m_l < I8|? < XK Hy_q < |F|* < Hy

1 3=zl
(o4

Yj—l < |E|? < Yi] ee.5.12
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5.4 Independent Fading in the Forward and Feedback
Channels

In some tronsmismion chamnels, the Ffading in the forward
and the fcedback paths are independcent, When this is the case,
then the probabilities in the expressions for the performance
functions, Equations 5,11 - 5,13, can be simplifiede On

carrying out the simplifications, Equations 5.11 - 5,13 become

n n
Poy = :> :) P[IMIIZ < |M,1%, Ty g < [Ef? < YjJ
izl j=1

m(t) = ml(ti]. P[%i—l < |F|% < H%J e.e5.10
n n_.n
Py :2 > > PE(‘I'l < |s|? < K_, Yiq < |E|? ﬁY:.].
e=1 i=1 3j-1
=i

[IHi_l < |F|? < Hé} .es5.15

and .
n n
- 2 2
R_ = E > R, PE{j_l <[5l < vy PEIi-l < F|* < g
it 3oL

ce.95.16
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These simplifactions need physical interpretation. The
recelver conveys, via a feedback link, a request for the use of
Rj (= event Aj). I the request is conveyed over a noisy feed-
back, there are nonzero transitional probabilities, Pj 59 that
the request for the use of the rate Rj is incorrectly reccived,
Thesc transitional probabilities can be represcnted diegramatically
as in Fig. 5.2.

The transitional probabilitics can also be represented in

a2 matrix form as follows:

P11 P21 Pnl
Pio Pon Pro
R..=
Jj1
P1n P2n Pnn

Fig. 5.6 Matrix for the Transitional Probabilities

For the noiseless feedback casc, Rj 1 becones an identity

i i P —
matrix, that is, P = P12 = an

The above simplifications lead to easier cvaluation of the

Jjoint probabilitics as is shown in the following section,
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5.5 Evaluation of Performance Functions for Rayleigh
Fading

In order to evaluate the probabilities in gquations 5.14
to 5416, it is nccessary to specify the fading process. A model
for the fading process which has been found to agree closely
with experinent(Ref. 5;!pp. 129-130) is the onc characterised
by a complex-valued Gaussian process, The envelope of the fading
signal is then governed by the Rayleigh probability law (Ref.92,p¢527).
The squarc of the envelope, vhich is proportional to the power

in the signal, is shovm in Appendix A +to have an exponential

probability density function, that is,

PO|X|2) = —2—  exp |- _1x]?
le2 [xl2

where |X|2? is the average power in the signal,
The one-dimensional probabilities which arc in Rquations

5.14 to 5.16 can be cxpressed as

PE}k_l < X% < W

where X stands for E, F or S in cquations 5.14 to 5.16 and W
stands for K, H and Y, that is, the thresholds on the various

channels,
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k
PEk_l < |x]|? ﬁw;:l = PCIX[?) 4 |X]|?

With the above probability density function, the one-

dimensional probabilities can be expressced as follows:

e
2
P[%k-l < |x]* <w | = L exp |- 1x12 d| x| 2
w lez |X|2

k-1
W W
= exp [- Koll L oexp |- —X
|} |x}2

The following boundary values on the thresholds are defined
for later usece.

1) when k = 1, W, =W, =0. This nototion simply says
that the lowest threshold, WO, is set at zero for all channcls.
This is done because the squarc of the envelope cannot take
negative values., Thus, the lowest data rate Rl is in usc for
0 < |X|? <w, The probability that |X|2 is in this

region is

PE) < |x]? 5WJ = PEXl2 iw;l
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W
1
2
= L exp |- _JQQL__ dalx|?
S BE
W,
= 1 =~ exp
| X1

2) When k = n (n boing the largest data rate used), W =0.
It follows that the region for which the highest data rate is in
use is given by wn-l < |x{? < ® . The highest threshold
is set at ©0 because when the highest data rate is in use, it
is advantagcous to keep transmitting at this ratc however large
the square of the cenvelope.

The probability that the systen will be operating at the

highest rate is

2 (52
PIW,__, < [x]* <

- 2
= PlW__; < IXI:]
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2
= 1 exp |- 1x]2 dlx])?
|x]? 1]
wn-l _
W
= exp |- —2i
| x]*

NOTE: 1) From above, it is evident that very large squares of
the envelope occur with very small probabilities.
2) The set of the n  data rates used is ordered, that
is, Rl < R2 < + 008 < Rn.
The two-dimensional probobilities occurring in Equations

5.14 to 5,15, nancly,

. 2
(1) p{M,|% - IM|? <O, Yig < |E] _<_Yj

 —d

m(t) = m ()

(ii) P|K, _y < Is}? < K, Yy q < [EJ? < %;]
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are evaluated in Appendix B. The solutions are:

s 2 2 2
(1) PEMII |M2| <0, Yy 4 < |E|? < Ys

(
M, |2
1l +
2
= 1 < exy ‘3'7\ |M2l
j-1
M |2 M, ]2
1+ 1l +————— (1-p)
M 2 M 2
M, |

IM, |2
1l + !
~ lelz
— exp ”Yj
2
EN
1+ (1-p)
Ilez _J

(ii) PJK < |s|? < K_, Y. < |E|? < Y.
*=1 — = 7j-1 -7

ees5.17
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”~

-yj-l ch:-]_ Zy:]_lu -kcc-l ka_lu ZYj_l

= e Q l1-u ? 1-u -e Q 1-u ’ 1-p

Y 'zkcc |2yjp , e-—kcc . 2kep |2y
1-u? l-g 1-u? \1-p

In these expressions the following abbreviations

are used
R Y.
yj = 1
|E}?
. H,
h. = L
i
|8]2
A KGZ
k = —
* HE
|M, E*| )
b = » given that m{t) = m, (t)
M, 1* |E]?
s Ex|?
o= L

HEEREE

E* is the complex conjugate of E
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and Q is the Marcum Q-function.

Substituting the values of the one- and two-
demensional probabilities given above into Equations
5.14 to 5.16, the performance functions of the nDR

system for time- and frequency-flat Rayleigh fading

become: -
n n T -
. hl—l e hl ) 1+
P = e -
&on 1+ 9L (1-p) XP 3’3—11
- s - + — -p +
i=1 J=1 mdz
— —
m
1 + _da
~ mdz
- exp -V
] mdl
l+m_(l p)
. dz —
where
= Tm 12 - 2
L M |? and My, M, |
n n n n " . K
-h,_ ~h -y =1
DI IT S o
=] i=1 j:lL
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1 B

_ -ka Zk;u QYj - — '
e Q) T
n ~ ~ ~
-h. _ ~h. “Va_
R = R, (e = . e ) (e 7 1
o i

-e

_yj )

I5.21
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5.6 Expressing the Performance Functions in  Forms
Suitable for Computation

In the analysis that follows, the vaveforms will be speci-
fied to be square pulscs of sinusoidal signalse In this case,
the performance functions can be written in terms of the duration
of the wavelforms and the power in cach symbol,

Let it be assumed that the additive noise in the channels
(assumed to be statistically indepcendent white Gaussian processes)
have thc same double-sided spectral density, Ho. With refercnce
to Fig. 5.5, the signals at the inputs of the data (message), the

SYNC, the pilot tone and the feedback receiving filters are,

respectively,
(1) =(%) o (t) + ng (%) , given that m(t) = ml(t)
(2) =(%) s(%) + ng (+)
(3) =z(t)p(%) + n (t)s In Pig. 5.5, z(t)p($) has
been written as z(t).
(4) wl%)£(%) + n, (%)

The functions nd(t), ns(t), np(t) and nf(t) arc the inde-
pendent white Gaussian processes ' each with double spectral

density, No. The function z(t) and w(t), the fading processes
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in the forward and the feedback channels respcetively, are the
independent complex-valued Gaussian processes described above,

In writing out the outputs of the matched filters, use is
made of the assumption that the fading is time~flat. The fading
level is thus assumed to be constant over cach transmission epoch,
i.e. the period of transmission of a group of N symbols, The
fading process z(t) is therefore constont over the group of
symbols., The valuc of this constant is caleculated at
t=2d + £+ s + m, whore t is measured from the instant the
signal fj(t) is initiated from the recciver, The fading is further
assuned to vary linearly over the feedback and the SYNC pulses.
Because of the symmetry of the lincar variation of z(t), the fading
level for the feedback and the SYNC pulses arc consitants cale
culated at t = 2d + = ond t =24 + T ¢

2 2

as before, t is measured from the instant fj(t) was initiated

3 respectively, where

from the recciver,
Again, with reference to Fig. 5.5, the outputs of the matched
filter detectors of the data, the SYNG, the pilot-tone and the

fecdback chamnels, respectively, can be vaitten as below.
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(1) The output of the Ffilter matched to m_l(t) is

M, = 8, + N,

when the transmitted waveform is ml(t).

AR
2
s, = z(zd + £ + s + m) vjr ml(t) at
&

Sl is calculated for the last digit in the

current grow of symbols being rececived.
H.B. Prom the characteristic of the prediction filter used (sce
Fige 5.7) it is seen that the further intothe future prediction
is made, the poorer the quality of the prediction., Since the
probability of error deteriorates as the quality of prediction
goes down, the calculation of the probability of error is carricd
out for the last digit of a group of rcceived symbols,

T
My = f n( t) mlg': (t) at

o
vhere ml=i (t) is the complex' conjugate of = (%)

Lot it be asswied that ml(t) and mz(t) are orthogonal wave-—
forms, then when ml(t) iz transmitted, the output of the filter

matched to mz(t) is

M, = 5, + N,
where, T

— * —_
S, = z(2d+f+s+m) nLl(t)m2 (¢) dat= ©

o]

and, Ti
I, =f n(t)mzﬂ(t) = 0, = W

o)
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(2) The output of the filter matched to the SYNC

pulse is

(3) The output of the filter matched to the feedback

signal is
{ b S N
Ny A + 1]'4
where, T
_ 2
8, = z(2d+_§_)‘[ £, (8) ©at
and £
W, = nf(t) i* (%) at
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(4) If the pilot tone is specified to be sine vaveform

then
with constent amplitude A i1 complex notation

p(t) = p e Thus the magnitude of p(t) is e

The corrclation cocfficients can be evaluated for the data,
the SYNC, the feedback and the pilot tone chamnels respectively,

and are found to be as follows

(1) my, = |I~11]2 = |s,|* + |N1]2
T.
* 2
2 -
Is |* = Rz(o)g | m (£)]? at
o
where

Rz('r) is the autocorrelation function of z(t)

If z(t) is defined to hove unit mean power and

T
f ‘ w (%) 2at = R . (0)
(o]

Where Rm (0) is the autocorreclation function of n(%) , then,
i

(o)

mi

]
2y

ls, |

IN, |2 N, Ry (o),
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since n(t) n (+ +T) = 4 N §o)
my, * I, 12 = [N, |2 = uNg Rmi(o)
(2) For the SYIC channel,
IS|2 = '33‘2 + II\13|2
S
— 2
2 - 2 -
[s,[? = [s; (0> |2 at = RS (o)
O

where, Rg (T) 4is the autocorrelation function of s(+)
2
[N3 ‘ = 41w R, (0)
(3) Tor the feedback channel

|- |S4'2 * '1‘42

CRE

where, R (T) is the autocorrelation function of £(t)

fi(t)l 24t = sz (0)

(4) Tor the pilot tone channel

[p: z(t1)+np(t£{ h(-t ) l:p z(t2)+n‘i§(tﬂ

Jho(-t)) dt, at,
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where,

R (1) = h(t) h* (t+1) dt

(o]

To calculate p the following is required

o)
|1, E*| = P’- z(2d+f+s+m) Rmi(o) z(t) h* (-t) dt
= R_ (o) R [% - (2d+f+s+m£] h* (t) dt
m{ z
o)
Thus,
2
R;.(o) Pz Rz(o)[%-(2d+f+s+m{]h*(t)dt
" i
p = IMIE:‘I = o
Ma, [E]? 2 2 .
Rmi(o) + UN Rmi(o) F Rz(t) Rh(f)dt+
o ~co uNO Rh(oi]

2

g Pz Rz[% - (2d+f+s+m{] h* (t) dt

..5.22

(o]
UNO )
1l + F;TBT P RZ(T) Rh(T) dtr + QNO Rh(O)
- (o]
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Further, to calculate ¢, the following is required

(o]
IS E¥| = g Pz z(2d+f+%) Rs(o) z%#(t) h*(-t) dt
-
Thus , oo
o 2
p* R |t - (2d+f+%i] h* (t) at
" is E%] . o)
[s]2 |E|? g 2 )
1 + W P RZ(T) Rh('l') art + LI'NO Rh(O
eeeD.23
2
Let P2 Rz(t-r) h* (t) dt
A(T) = Ow
2
P RZ(T) Rh(r) dt + uNO Rh(o)
eeeD. 2l

-0

On using Equation 5.24% in Equations 5.22 and 5.23,

p and u become

o = A(2d+f:§+m) ..5.25
o

l-!---mCJ

m3
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A(2d+f+—§-)
n o= BT veeDs 26
0
1 + ﬁ;TST
From the results for the correlation coefficients

of the matched filters of the data channel, it follows

that
2
n LN Rm.(o) + Rm'(o)
d - = = ve.5.27
m
de 4N Rmi(o)
R,.(0)
= 1 + ___l._.___..
UNO
If the following are defined,
M = Power in the data channel
P 4N
o
s = Power in the SYNC channel
P 4N
o
F o= Power in the feedback channel
P 4N
o
u, = average signal-to-noise ratio at the
receiver when the ith data rate is being used
T, =% * duration of a symbol transmitting

using the rate R, -
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then with the definitions of s and f already given, the

following abbreviations hold,

Rf (o)
MNO P

With these notations Equations 5.25 and 5.26

become
us A(2d+f+s+m)
p - oo-5o28
1 + u.
i
A(2d+f+-§:> ..
u : 0-05|29
1+ S_ s
P

Further, note from the definitions of k and hi

that
R K.
kC! S reer—— 00.5030
1+ S s
P
and
~ H'
hi : l IIOSOsl
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With these results in mind, the probability of

error given by Equation 5.19 can be rewritten as

exp

- exp

N 2 + uy
"Y3-1 ZHu (I-X)

—

+ u.
2 ul

7

On using the series expansion of the Marcum

Q-function,

(2]

m=o

m
5)7

Qlvx, vy) = e "2 0x4y) % (y

I_(/xy)

m

where I, is the mth order modified Bessel function,

.32

The probability of making an error over the SYNC channel,

Equation 5.20, is given by
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~ ~ T~ 5 m ~ ~
22k .y, K__ o Kk + 3.
Im g :]_l X yc 1 ..l_m_. - 1_12 =eXp - __c_:____:l__
1-p -1 5 1-p
U
m
2 m
=V (a2
A m H
] 2
U

Lastly, the average data rate remains as given by

Eguation 5.21., ete.,

E S A, ~h, -y . -y -
_ i-1 1 =1 _ ]
RO = Zi Ri (e e ) (e e )”_5.31+

izl j=1
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5.7 The Prediction of the Fades

The parameter A appearing in some of the equations of the
previous section is shown below to be a characteristic of the
linear filter used to predict the fades. It is the sguarced
normalised complex correlation between the output of the linear
predictor and the complex signal being prcdicted, The function
A (T) was defined by Equation 5.24 to be

=

p? R (t-1) h* (%) dt

At) = —=2 ...5.35

[oo]

J Pz RZ(T) Rh('c) dr + uNo Rh(o)

-0

The linear predictor is shown in I'ig, 5.6

s(t) = Z(L)+N(t)

Pz(t)+n(t) g } E(t)=s(t)+=s(t)
> H(w) <“—>—PREDICTOR >

Fig. 5.6 The Fading Predictor

The porameter P is a recl constant, namely, the amplitude
of the sine wave (i.c. the pilot tone signal).,
The object of rate variation, as was nmentioned earlier, is

to minimtse the probability of error whilc at the same time
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maintaining a fixed average rate, The average probability will
be minimised if the iﬁstantaneous rate of transmission is matched
to the instantancous probability of error, that is, to request
transmission at the rate Ri if the instantancous probability of
error lies between appropriate thresholds. It is shown below
that this optimun procedure is equivalent to forming the best
MeAN~SqUATC=CITor (m,s.e,) linear prediction of the complex
envelope of the noiseless received pilot tones A request for
transmission at the rate Ri is then made vhen this estimate lies
between sonme other thresholds., In particular, it is shovm that
comparing the probability of error conditional on the whole part
of the pilot tone with a given sct of thresholds is eguivalent to
comparing the squared magnitude of the best linear prediction of
the complex envelope of the noiseless pilot tone with some other
thresholds,

Suppose that the forward channel gain g(t), assumed to be
complex Gaussian process, is written as g(t) = a(t) + 3 b (t),

oferrara

The cstimate (prediction) of what the future probabili’chPe(’c -I-.‘t))

R né
conditioned on the whole past of the piloa,can be written as
{oe]

lge(tﬂ) = f [az(tﬂ) + bz(t+TﬂlgEa(t) + b(ti[ dadb
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where
T 1is the function desecribing the instantaneous

probebility of digit error

?; is the joint conditional probability density
of the random variacblesa,b and is a
funetional of the past of the rceeived pilot

tone.

The received pilot tone is Gaussian since it is the product
of a deterministic sine wave and a complex Gaussian process (i.c.
the fading) to which is added white Gaussian noisecs From the

25

propertics of Gaussian distributions ™ it can be shown that

2 i
[a(t+r)-ao(t+'rﬂ +l_b(t+1:)-bo'(t+1£]

I?’J-a(t-l-‘t)*-b(‘t-i-'t):[: L exp -
2702

202
where a9 b0 are the averages of the variables a and b respectively,
conditional on the whole past of the pilot tonczmuicrzis the
conditional variaonce of a and b.

Fow, the conditional mean of a Gaussian variable (con-
ditional on given Gaussian variables) is the best mes.c. estinmate
of the variable64. Thus, the quantities a (+ +7) and bo(t +T)

can be obtained as the output at the time + +T of an optinun (m.s.e.)
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linear network whose input is the received pilot tone.
An optimum decision procedure is to compare (% +T) with
a preset thresholds An equivalent procedure would be to compare
2 monotonic function of (t +T) with someother threshold, The
advantage of the latter procedurce being that the more easily
measured quantities, for exomple, the squarc of the envelope of
the rcceived pilot tone, can be compared with different thresholds.
6 (t +T) is a monotonically decreasing function of
ai (t +1) + b2(1; +T ) so long as sz(t +T) + bz('b +‘L‘)] is o mono-
tonically decreasing function of az(t~+t) + bz(t +T)e Also, ﬁ
is a monotonically decreasing function of {é(t +T) - ao(t +1?i] 2 4
Eo('b +T) - bo(t +T):l2. Sinceﬁ('b +T) is a monotonically
decreasing function of ao('b +T ) and bo('b +T). This completes
the proof.
In the n-data-rate systenm, a sub-optimun filter derived in
Appendix C is used. The decision to request data transmission
at a given data rate will be based only on the present complex
cnvelope of the sub~optimur filter outputbe The decision proccss
of conmparing the squarcd magnitude of the envelope of the filter
output with preset thresholds would be optinun. The proof of

this statement is the same as that given above for the decision
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process of an optimum filter,
It is shown below that the mes.e.y € , is related to the
paramecter A in Equation 5.35 by
e =1+~ 2
Thus the performance of the n-data-rate systenm, given by Equation
535 improves as the ne.s.e. decreases,
To derive the relationship betwecen € and X , note that the

normalised m,s.c, is defincd as

J o+ Jw) x - 2)|

£
A z:’.‘
where
z 1is the random variable being predicted
X 1s the output of the lincar filter
¢, B are constants which rust be set to
minimise
To find ¢ sct
3 ) ]lo + jw) x - z]2
a0

z z%

to  zevo.
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Vihenee,
Xz¥® 4+ x¥%z
g =
2xx®
sinilarly
_ X%z - xz*
) = ———
2] xx¥
Henee
x%z]|?
€ = l - - l - A I.l5l36
xx?': szs

The received pilot tone signal is passed through a band-
limiting filter (+to limit the noise power) before going to the
predictor, To a first order approxination, the predictor is
assumed to have the choracteristic

B(t) = s(t) + oc&(t) ve2095437
where,

E(t) is the output of the predictor

s(t) is the input of the predictor

8(t) d4s the first derivative of s(t)

& is a fixed nultiplier
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It is shown in Appendix C that, for reasonably large power
in the pilot-tone channel,
ACt) = 1 - 1 (wa)“
where,

W is the fading rate in radians per scc

Strictly, the Gaussian fading spectrun is not acceptable
if the fading process is to be truly random. This follows fron
the Parlev-Weiner theorem which states that o wide-scasc

stationary process is non-deterministic if and only if

log S(£)
—— dt < o
1+ £2

1f S(£) is Gaussian, the above condition is not satisfiecd and

the corresponding fading process is deterministic. This neans
that the past, however recmote, contains all the information about
the whole development of the process. However, for the sub-
optimm filter used, it is required that the Gaussian function
approxinate the fading spectrum only ncar the origin, i.e.,, for

small values of T.

5.8 Optinisation of the Data Rates of a n-Data-Ratc
System

In conclusion to this Chapter, a general discussion on the
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optimization of the data rates of an n-data-rate system

in order to minimize the probability of error while

maintaining a constant average data rate is given.

Formulae that have been derived previously in this Chapter

for the probability of error and
required for this discussion are
The average probability of

is given by (see Equation 5.32).

n ~ ~
:E::;jit:-hi-l -
2] ~C
Pen = exp
2 + u,
i=1 j=1 *

-exp

the average rate and are
rewritten below.

error of an nDR system

The average rate Ry is (see Equation 5.40)

”~

n n -
"ho_ "'h- ""y._ "'y.
Ro = E E Ri (e * 1 e 1) (e 3 1 - )

i=1 j=1

2 + u.
-A 1
Yy-1 2+u, (1-2)
RN TR TS 9)
| 73 24u; (- ...5.39
vee5. 140

Consider removing R, from the summation signs, i.e.,

writing equation 5.40 as

n n A A
-h. . -h. .
R, = R, g ; k; (e Tl o) (e 1
i=1 3=1

-9 -G,
-eyj)
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where,
Ry
ki = ﬁ; s thereforec k1 = 1

In general, any, say the rth, Ri may be removed

from the summation signs. Thus, writing Equation 5.40 as

n n n ” R N
-h. -h. -y -y,
i-1 _ i =1 __73
5 erz? :> ki (e c ) (e e 7)
1

R =
izl 3= e 541
where
Ry
ki =57 and therefore kr = 1.

r

Equation 5.41 can be written as

n n
1 _ 1 ; E “Ji-1 TR, Y- Y5
=R ki (e e ) (e e J)
T o
i=1 =1
n n A A A ~
T =L Kk, (e 71 -;hi) (e 371 -7 3,
r RO i
it1 301



izl 4=1 ce 5.2

where u, is the detection SNR when the rth data rate
is being used for transmission and UO is the average
detection SNR.

From Equation 5.31

hy = i

i
1 +F_ f
P

where FP is the power in the feedback channel

It was shown computationaly that Hi for a two-
data-rate system is related by a logarithmic function
to Py which is determined by the power over the SYNC
channel. Let it be assumed that this holdsfor an n-
data~-rate system. For ease of analysis the duration of
the feedback signal, f, is made equal to the duration
of the SYNC signal. The optimum power over the SYNC
channel, found by solving the equation,

(<1 TR

= O,
ds
p

iS) SO‘J] 50 5 and this OP't;mUm SYNC Fower



163

thevefoere determines f. The function u(Sp) is given by
Equation 5.29.
It is evident that the only independant variables

in u, are FP and §i' Thus equation 5.42 can be written as

u = g(FP’ yi) 00050!+3

r
From Equation 5.39, it can be seen that in order
to minimize Pen’ u. should be maximised. The SNR at a
given rate 1s maximised over the feedback channel power by
solving the equation
3 5 = 0 ses D L
where ur(Fp) is given by Equation 5.42. The solution to
Equation 5.u44 is found for a given set of ki in Equation
5.42,
The optimum feedback channel power, Fo, and the
optimum instantaneous SNR, U ps are used in Equation 5.39

which
to find the minimum probability of error,can then be

N
further minimised over the remaining parameter ys by a
trial method.
It is clear that general multidimensional optimization
problem is far too difficult and will also require too

large a computation time. Thus, the problem will be

tackled for only two data rates in Chapters7 and 8.
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6. THE VARIABLE-IEVEL n-DATA-RATE SYSTEM

6.1 Introduction

In the previous Chapier, a variable—duration n-data-rate
FSK systcn was analyscd. The data rate was varied by altering
the duration of the transnmitted symbols. A disadvantage of this
schene is that symbol synchronisation becomes very difficult
since the pulsc widths are not constant. The object of varying
the symbol width is to vary the encrgy content of the symbol
under fading conditions. An alternative method of doing this is
to vary the amplitude of the transmitted signal,  Such a scheme
has an advantage as compared with the variablce-duration FSK system
since the symbol widths remain constant and synchronisation, which
is always a difficult problem, is thercby cascd,

In this Chapter, the method of varying the data rate by
altering the size of thu signalling alphabet, which was suggested
in Chapter 2, is particularised to Amplitude Shift Keying., When
ASK signalling is uscd, the transmittcd signals are determined
by amplitude levels, Thus, the transmitted signals could be
represented by 2 amplitude levels, by 3 amplitude levels or in

general by n amplitude levels, In a variable-level systen using

e — U

ASK signalling, at any particular instant in time, the transmitted
signals are chosen from a fixed-size alphabet but the size of the

alphabet may be varied from instant to instant,
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Though the available transmitter power is used all the tiney an
advantage could be expected from using the technique because a
fewer, and hence nore casily distinguishable, number of ampli-
tude levels are uscd during the periods the signal fades, During
strong signnl periods (i.c. surges) the data rate is increased

by increasing the number of anplitude levels, that is, the size

of the alphabet, from which the tronsmitied signals arc selected.

When n amplitude levels arc used, the binary signalling
rate is increased by a factor of 1og2 » Thus, by using 4 anpli-
tude levels the rate of information tramsmission is doubled,

It is worth noting at the outscet that the number of levels
necessary to give o similar chnnge in the data rate as a variable-
duration scheme increases ag the power of two. The reason for
this is that the rate of transmission varics as the log (to basc
two) of the number of the levels (i.e. as the sizec of the signalling
alphabet), nancly as logzm, whereas in the variable-duration scheme
the rate varies linecarly with the duration of the symbols. TFor
exanple, decreasing the level of a signal from 32 to 2 decreascs
the rate by a factor of 5. Clearly, = similar rate variation is

obtainable by varying the duration by only a factor of 5,
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The main point of this observation is that the wider the
range of rate variation, the morc unrealisable the variable-
level systen becones as compared with the variable-duration system.
For exanmple, changing the data rate by a factor of 10 requires
the size of signalling alphabet to be 210 cqual 1024 which, for
ASK signalling, requires the use of 1024 different amplitude
levels, an unnanageable number from implementation point of wvicw,

A similar change in the data rate is obtained by changing the
duration of the transnitted signals by a factor of 10.

In the next section, a bricf discussion of a gencral variable-
number-of-levels ASK system is given. The rest of the Chapter
gives the analysis of this goneral variable-level ASK systen
assuming perfect prediction and noiscless fecdback.

The results for the variable-level ASK systems obtained
under the assunptions of perfcet prediction and noiseless feed-
back arc only dircctly comparable to those of the variable~duration
FSK system under the scme assunptions, If it is assumed that the
noise over the fecedback channcl has a similar effect on the variable-
level ASK systen as it has on the variable-duration FSK systern,
then the comparisons of these two types of systems for the noise-

less feedback is valid for the noisy fcedback casc,
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6.2 A Variable-Level ASK Systen

Tig. 6,1 shows a general form of a variable-level ASK
systen with o capability of using up to n amplitude levels. The
storage accepts information at a constant data rate from a binary
sourcc, e.g8. tape, deck of binary cards or a digitalizer sampling
say o speech waveforn at onc of n possible data rates depending
on which of the coders (shown in Fig. 6.1) is being used for
transnission. The storage is necessary beecause the low data
rates (corrcsponding ‘o spall number of amplitude levels) are
less than the average rate of the source,

In Fige 6.1 only the 'coders! and the 'm-level keying control!
will be discussed furthers The channel, the receiver processor,
the fading predictor, the feedback control and the actual systen
operation arc similar to those of the variable-duration FSK systoem
described in the previous Chapter.

The 'coders! in Fig.6.1 arc used to convert binary (two-
enplitude-level) digits obtained from the source into n-amplitude-
level (m~1eve1) signals for transmission over -the channel. This
can be done, for example, by dividing each of the existing levels
into two in order to give a 4-level signalling alphabet. To

increase the size of the signalling alphabet to eight each of the
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4-level signals arc further divided into two. When the information
is taken in bits, i.e, the information source is binary as assumed
in the thesis, it is convenient to constrain the signalling alphe-
bets to take the values m = 2, 4; 85 seeey 2n, vhere n is an
integer.

In a variable-~level n-data~rate system, n different sizes
of signalling alphabets(that is, n different coders) are used.,
Which one of the n possible coders is used at any particular
instant is determined by the feedback signal. The level of the
received feedback signal is compared with different thresholds,

The ith coder is used when the feedback signal level lies between
the (i - 1)th threshold and the ith threshold, For an n-data-rate
intermittent system, transmission is halted when the received
feedback signal level is below the lowest nonzero threshold.

A system which switches between two different sets of ampli-
tude é%els (namely, between two discrete data rates) will be
analysed in the following Chapter (with variable-duration two-
data-rate FSK system) as a special case of the general variable-

level n—data-rate system,

6.3 The Average Probability of Error for a General
Variable-Level n~Data-Rate ASK Signal

From the results derived in Chapter 3, it is seen that the
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error probability, Pem(u), for a coherent ASK system is,

_ (m-1) _ 6u T
em m 1 2 ¢ j?(m-l)(Zm—l) )

o
1

where

2
-yi4
$p(x) = %F e 2 dy and where u is the detection SNR.
o
the SNR)U,
When the amplitude of the received signal fades, , is

A
dependent on the channel gain, a. For the channel model assumed
in this thesis, 'a' is a random variable from symbol to symbol.
To find the average probability of error Pen’ it is necessary to

average Pem(u) over all possible values of u, Thus the average

probability of error is given by

Pen = E { Pem (u)‘} 000602

Before carrying the averaging process, it is important that
for the variable-level n-data-rate system, the range of values
vhich U can take (0, oo) is divided into (n — 1) cells, where n
is the number of separate m-levels used, In each cell the appro-
priate (or optimal) number of m (size of the signalling alphabet)

is used,



171

Suppose that the thresholds placed on the received SNR,

for the purposes of changing between the different sizes of the

i ] i U, < <o <
signalling alphabet are Uy 9 uTZ, oo, Yn(n - 1) [Tl U, U‘T(n-—l)]
and let it be further assumed that an ml - level signal alphabet
is used when O < U < Up ~ and an m2-1evel signal alphabet is
used when Upy <uc< Un, and generally mi—level gignal alpha-

bet is used when Ugpes_q73) < W < Upg,then

U,

T,
Pen = . Pe,m; (u) £fCu) du
o
ur,
(
+ Pe,mg (u) flu) du
ug,
+ [ 2 I
Uri
+ Pe,mi(U) £f(u) du
Ur(i-1)
+ * @ @
+ Pe,mn(U) f(u) du ‘ c0e6.3
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From Equation 6.1

et
ot

mi-l
Pem, = Tmy |T 7% Jﬁk(m -l)(2m =D

PRRSES

Thus,
u ot iy
Ty
m, -1 6u
_ _ f(u) du
Pen - m, 1 29 jVZ(ml-l)(Zml-l) 4

o | _J

u
T,
m_ -1
2 Bu
+g m, |1 2¢ J—;(mz-l)(zmz—l) £(u) dqu
U,
+
T m;-1 \
i
* my 1= 20 Jh2(m -l)TZm l)/) £(u) du
Yr(i-1)
+ ’
(oY}
m_=-1
+ I 1 - 2¢ 6u f(u) du
m 2(m_~1)(2m_-1)
n n n

UT(n-1)
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As was mentioned in Chapter 5 and as is shown in Appendix A,

if the envelope of a signal is Rayleigh-faded, then

where U, is the average SWR (i.c. the mean of the random variable We
For f(u) of this form it is possible to evaluate the inte-

grals in Equation 6,5. Only three of these integrals, the first,

the ith and the last need be evaluated in full, The odher

integrals can be written by inspection from the solution of the

ith integral,

The first integral, I, is given by

I1 = Pem (u) f(Cu) du

-u/y

° du

(]

i

m, -1 u 1
mo |20 J:(m Dm =D | [T

o
Similarly the ith integral, Is is ...6.6

U":['1 m. -1 A - B
i 5u L U
I. = 1 - 2¢ —~ — mTe o
i m, 2(mi 1)((2mi 1) Uo
uT(i—l)

«seb47

du
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and,
m -u/y
- n_ _ 1 o
I, = T 2¢J 7 (h- 1)(2m —Ty|0- © du
u(Tn-1)
* .608
Now ,
u
Ty - —1 /e
L. (m, -1) 1 u/UO du
1 m1 Uo
o
u
T, - N -
- myol 1 2¢ bu e “/u, du
m, UO 2(m1-1)(2m1-1)
o

The first term of I, is directly integrable and
the second term can be integrated by parts. On evaluating
these integrals,
up,

m -1 -u/y 2(m -1) -u/y
o o

e -4 - |
1 m m

1
-*m;§FMH
u
IV @D (2m1—1y

vl

o
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U
2(m,-1) WU m
* EV ¢ th(m D (Zm =1)
o
where,
1 _ dd
" =3
-.u -
m -1 Tl/Uo 2(m -1) uTI/U
I, = 1 - e + —— e o
m m
1
o BuT1
J?(ml-l)(Zml—l)
Up
1 2(m1—1) 1 V6
m, oL /2(m1—l)(2m1-l)u :
o)

- Bu L u
1 4(m -1)(2m =-1) Uo
5 e du

Consider the integral in Equation 6.9

e
1 2(m1-l) /-6-— 1
I = * 1)
My VZ(m -1 (2m -1)u /27

_[— Bu ;9
e 4(m -1)(2m -1) Uslau

o

N

du
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Let

3 L L. 3Uo + 2(m1—l)(2m1—l)

v 20 =1y (2m, = 1) Yo 2U_(m, ~1) (2m -1)

On using the change of variables

V2K1
X = /ZKlu s <o dx = s du
2Yu
The integral I becomes
2K u 2
P om, -1 30 1 -5
I = ! o . . e dx
- m, 3UO + 2(m1-1)(2m1—l) 75T
o}
VZKIUTI %2
2(m_-1) 3U -
= 1 = o 2 e 2 ax
- ]’Il1 SUO + 2(m1-l)(2m1—l) ' m‘
o}
2(m, -1) 3U, -
s TR, U7, -D(m, D 2K,
where,
2Ku .
Tl -x=/
$(VIKu ) = == e 2 ax
1 Y2m
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On substituting back for K1 in the argument of ¢,

I becomes, \
2(m,-1) 3U_ “T1E:Uo+2(m1’1)(2m1'i]
T = . . ¢ o -
m, 3UO+2(m1-l)(2m1—l) Uo(m1 1y(2m -1)
l..sllo

I .
On writing Uy, = uTy/QO and on substituting Equation
6.10 into 6.9,

- - - - U
. =m1 1 L. uc1 . 2(m1 1) . uc1 5 6uc1 °
17 m, m, 2(&1—1)(2m1—l)
. /L
i 2(m,-1) 3U , U, 3U_+2(m;-1) (2m ~1)
m, 3UO+2(m1—l)(2m1-l) (ml—l)(2m1-l)
eeesb.11
The ith integral is given by Equation 6.7
u, . ‘
Ti _ ) \ -u/y .
I. = 04 ' l - 2¢ 6u e © du
i m, 2(mi-l)(2mi-l) bo
UT(i-1)
U, -
Ti m.-1 U/U
= 1 1 e ° du
- m. 0
i o
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AY

1§ P
Ti _ “u/
_ 2(mi 1) 1 5u . Uo au
i o

Ur(i-1)

The first integral of Ii above is directly
integrable and second can be integrated by parts, as was
done for a similar integral of I,. Because of the similarity
of the steps takén in evaluating I, and I, the solution

to the latter will be written by inspection from I1‘

Mi1 |T¥e(i-1) “Yeif 20my~D) ¢\l Suy(i-1) Y

IT.z0-—= e -e — =
i~ m. m, 2(mi l)(2mi L)

2(mi'l) -u_. [ 6
Tm. 2(m l)(2m -1)

2(mg-1) 30 [j +2(m1'1)(2mi'1?]
i my 30U +2(m —1)(2m -1 (mi-l)(Zmi—l)

Ug(i- 1)[: +2(m l)(2m -1) ;)

A
\ s

(m 1)(2m =1)

..-6.12
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where,
u _ Ur(i-1)
e(i-1) - — U
(@]
U
u s =UE
(o]

The third and last integral, given by Equation 6.8

is now evaluated.

m “4/y
In = Enl %; e ° du
UT(n-1)
- .Z(mn-l) 1 5 6Uo e-u/Uo
m -1 U; 2Tm_-I1)(2m_-1)
UT(n-1)

The first part of I is integrated directly and

second by parts.

[+

m
I =|- Bl Y

— UT(n-1)

- “usy '
) 2(mn 1) . Uo . GUO
2(mn—l)(2mn-l)

— UT(n-1)

du
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«@©

- -u/ :
. 2(mn 1) . UO " 50 au
m 2(mn—l)(2mn—l)
Up(n-1)
where as before ¢' = %% .
Thus
-u
I _ mn"l o T(n"l),Uo _ Z(mn”l) d) GU.T(n_l)
n m, m, 2(mn—l)(2mn—l)
® ’ -u
. 2(mn-l) 5 11 . /Uo
mn 2Cmn—l)(2mn—l)u m 2
Ut (n-1)
- 6u
e u(mn—l)(Zmn-l) qu
Let
C 3 . ;_ _ 3UO+2(mn—l)(2mn-l)
n 2(mn_l)(2mn—l) UO 2Uo(mn-l)(2mn—l)

Using the change of variables

X = 2Knu 3 dx = t du
2/u
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Thus e
I = my=1 ;uc(n-l) _ 2(m, -1 5 bu, (n-1) Y
n m. m 2(mn—l)(2mn-l)
==} 2
) - X
) 2(m_-1) 3U 1o 2 ax
m 3UO+2(mn-l)(2mn-l) ./5?.
2K, Ye(n-1)
where,
T(n-1)
c(n-1) U
o)
But,
o= 5:2 [<-} O‘-z 8 0‘:2
T2 T T2
1 e de = 1 . e de = L e dc
Yo 2 yom
B o) fo)
- 1 -1 -
= 5 -0 (B) 5 [1 ZMB)j
Thus,

I = m,-1 ;uc(n-l) _ 2(m -1) o 5Us(n-1) Yo
n m 2(mn—l)(2mn-l)

a -2 0, J (n-1) EUO+2 (m_-1) (2m_-T

mn 3U +2(mn 1)(2m -l'

\
(mn-l)(Zmn-l) J/
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On substituting Equations 6.11 - 6.13 into Equation
6.3, the expression for the average probability of error
for a variable-level ASK coherent system (with noiscless

feedback) is

_ _ Sy - ‘ P
5 _ TI 1 - euc,1 . 2(m1 1) euCI . 6uCl o :
en m m 2(m1-l)(2m1—l)

1 1

S
/
_ 2(m1—l) 3UO ) u013Uo+2(m -1)(2m ~-1)
m, 3UO+2(m -1)(2m -1) (ml—l)(2m1-l)
n-1
; m, m. ; 2(mi—17T2mi-l)
iz=2
6 U 3 b 3
Yo(i-1) “o 2(m;-1 Yy

2(mi l)(2mi 1) m. 3UO+2(mi l)(2mi 1)
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&

/
uci[§Uo+2(mi_l)(2mi~l
= = -
(mi 1)(2mi 1)

4o (- l)I:U +2 (my l)(2m - :j \
(m l)(2m -1) ///>
j

mn-l --uc(rl 1) _ 2(mn~l) J
-0 € —_— 0

2(m -1) T 30
T T J 3U_+2(m 1) (2m ~1)

UL (n-1) U

2(mn~l)(2mn-l)

[ bu . U

c(n-1) "o

1-2¢ j(mn~l)(2mn~l)
J

e+.b.14
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6.4 The Average Rate for the Variable-Level
n-Data~Rate ASK Cohercnt System

The average rate Ro for an n-data~rate system was defined

in previous Chapters to be

RO = E RiQi +..6.15

where Qj_is the duty cycle for the ith data rate.
s_ymloo
Let the channel éﬁ?& rate of the system be denoted by R
symbols/sec. When m, levels arc used for transmission, that
is, when the transmitted signals are sclected from one of m,
possible signals, the information content of each symbol, namely,

the symbol rate is log, m. bits/symbol. Thus the ith rate R.
271 i

in Eguation 6,15 for mi-level signalling is

Ri = R log, m, bits/sec.

Thus Equation 6.15 becomes

n
RO = RE Qi 1og2 m, = R[§110g2m1+9210g2m2+...+ﬂnlog2n;1
i=1 B

.006016
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where @, is the percentage of time that u, the
instantaneous SNR, is between o and Up Therefore

for time- and frequency-flat Rayleigh fading

uTl -\.I/U
- 1 o
Ql - U—- e du
o
o
CTyyy ~u
= 1 - e O = 1 - ©!

In general 2, is the percentage of time u is

between Upci-1) and uq.. Hence,

o

- 1
Qo - U—' e du
o

UT(i-1)

-u . =W o
T(i- T
.. (i l)/Uo . i/y,

-u_,. -u_.
e c(i-1) - ci

The duty cycle for the highest data rate R, is &

and it is the percentage of time u exceeds the highest

finite threshold, i.e.,



186

"Wy YT (n-1)/ -
U u -
Q_ = % e %uz o o _ echil)

0O
UT(n-1)

On substituting these values of the duty cycles

into Equation 6.16 the expression for the average rate

becomes

- -u -u
R, = R[(1-e €1y log,m +(e C1 o ©2) log,m, +

-u

. -u
ot (e c(i-1) e ©

: -u
) logzmi+....+ e c(n-1) log,m

«e.86.17

After rearrangement, Equation 6.17 can be written
more compactly as

..6-18

Equations 6.14% and 6.18 can be used to evaluate
the performance of a variable-level coherent ASK system.
In deriving the general performance Equations,

6.14% and 6.18, for the variable-level ASK system, it was
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assumed firstly that the feedback is noiseless and secondly
that the fading is flat in both time and frequency. The
noiseless feedback assumption means that the transmitter
and the receiver know, at all times, which one of the

n possible sets of signalling alphabets is currently

being used, that is, how many amplitude levels are being
used.

Also, in the analysis carried out in this Chapter,
the numerical values of the signalling alphabets were
not specified. In the following Chapter, the performance
of the variable-level two-data-rate ASK systems will be

considered in detail.
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Te TWO-DATA-RATE SYSTEMS

Tel Introduction

The simplest variable rate system is the two-rate system,
that is, the system in which n = 2, The system is the simplest
to implement, It requires only one threshold for switching between
the two data rates and the essential logic circuitry will be
simpler for the two-data-rate system than for tiic general n-data-—
rate system with n) 2, On account of this simplicity of practical
implementation, the present chapter is devoted to a mofe detailed
consideration of two-Data-Rate systems.

When developing the theory of gencral n-data-rate systems
in the previous two Chapters, no restriction was placed on the
actual value of the upper data rate. Similarly in all systems
analysed in the literature, and thesce analyses are rostricted to
two-rate intermittent systems alonc, no restriction is placed on
the upper data rate., Clearly, in practice, an upper limit ‘o
the rate at which symbols can be transmitted exdists and if the
higher operating data rate, as calculated from the system
equations, cannot be obtained because of these physical limitations,
then the performance curves arc not valid for practical systems,

It is thus important to analyse the case in which there is an
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upper limit on the higher operating data ratc.

The two-data-rate intermittent system (when onc of the two
rates is zero) has been studied previously by Montgomery (Ref.47,
PP.1678-1684), Piercess, Martin6o and Cowan, et 3123. As was
mentioned before, the two-data-rate non-intermittent system has
not been analysed previously, This system is more general than
the two-data~rate intermittent system because it does not restrict,
in advance, onc of the two data rates to be zero,.

In Sections 7.2 and 7.3, analyses of the two-data-rate systems
with an unbounded upper data rate and a fixed average rate are
given for variable-duration FSK systems and for variable-level
ASK systemse. In Sections 7.4 and 7.5 analyses of the two-data—
rate systems with an upper limit placed on the higher data rate

are given, again for variable-~duration FSK systems and for variable-

level ASK systems.

7.2 Two-Data~Rate Intermittent Systems With

an Unbounded Upper Rate and a Fixed Average
Rate

As stated above, an intermittent system is one that ccases
transmission at certain times, that is, a system in which one of

the two data rates is =zero. It will be seen for the analysis
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of two-data~rate systems given later in this Chapter that, for a
fixed average rate, the optimum two-data-rate system is, in fact,
the two-data-rate intermittent system. Evidently, for the same
average rate, the intermittent system must usc a higher data rate
(when transmitting) than that uscd by a fixed-rate system trans-
mitting continuously.

In the following Section the two-data-rate variable-duration
intermittent ¥SK system is analysed in detally 1In Sectlon T.2.2,
the variable-amplitude-set intermittent ASK system will be analysed

in detail,

Te2s1l The Variable-Duration FSK System

Although the two~dato-rate variable~duration FSK system is
a special case of the general n-data-rate, it 1s advantageous to
give a complete analysis, rather than usc results of Chapter 5,
because the analysis of two-data-rate intermittent system l1s
conceptually simple and should lead to a better understanding
of variable rotc schemes,

With the terminology of Section 5.2, C is the event to
indicate that transmission is taking place (and this must be,

clearly, at the rate RQ). Not € (i.e. G) is, then, the event
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to indicate that transmission is halted. The probability of

INT
e2

mitted, Thus the average probability of error for a two-data-

errory P , can only be defined when data is being trans-

rate intermittent system is

I;NT

e2

1

p(slc)

P { BC
?(c) P S

From general probability theory

r(c)

p(a) B(c]a) + PE) B(c|X)

P(cA) + P(CA) ceeeTed

where A is an event to indicatc that the receiver has instructed
that transmission should take placc and A is the event to indicate
that the receiver has instructed that transmission should he
halted,
On using Equation 7.4 in Equation 7.3, the average pro-
bability of error becomes
INT

P - P(BcA) + P(PCA )
e2 P(cA) + P(CK) ceeaTe5
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For two-data-rate systems, the presence and the absence of
a signal over the feedback and the SYNC chennels are used to
indicate which one of the two rates is being used. This allows
certain useful approximations to be made. Thus, the following
gating procedure could be followed in the case of two-data-rate
intermittent system. If a loop signal is reccived over the
SYNC channel, the receiver assumes that transmission is being
carricd outs The receiver thus opens its tgate! for the detection
of symbols that it assumes follow the received SYNC signal. When
no signal is received over the SYNC charmel the receiver assumes
that transmission is not taldng place. In this case the re-—
ceiver closes its gates,

With the terminology of Section 542, D is an cvent to indi-
cate that the receiver has decided, on the evidence of received
SYNC signal, that transmission is taking place, The event D
(not D) indicates that the recciver has decided that transmission
is not taking place,

There arc two ways in which an error can occur over the
SYNCG channel. First, an error occurs over the SYNC channel if
the event ¢ ocecurs at the transmitter, i.e. si(t) = s(t) is
sent, but the receiver decides that no signal was sent ( = an

event D occurs). This leads to loss or deletion of messages
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because the receiverts gate is closed., Second, an error occurs
over the SYNC chammel, if the cvent € occurs, i.c. si(t) =0 is
sent over the SYNC channel, but the recceiver decides that a signal
was sent, that is, the event D occurs. This lecads to inscrtion
of messages that were not transmitted, Expressing these state-
ments in mathematical terms, the total probability of making an

error over the SYNC channcl is

Py = P(DC) + P(D¢) vesTab

On using Equations 7.4 and 7.6, the probability of making

an error over the SYNC channel becomes

P, = P(DTA)+ 2(DCA) + 2(Dca)+2DCA )
IQ.7.7

From Eguation 5.5 the average rate, R , of a two-data-rate

intermittent system is

R
0

R, P (cl) + R, P( ¢, )

il

O-P(Cl) + R, P(Cz)

R, P(Cz)

As there is only one data rate being used, the subscripts
are dropped to give

R, = R ? (¢) eesTaB
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On using Equation T4 in 7.8, the expression for the average

rate becomes
RO = R [P (C .A.) + P (C A )] esoTa9

From this point onwards, the arguments for the simplifications
and the solutions of the joint probabilities in Equation T.5; 7.7
and 7.9 are exactly the samec as those given in Chapter 5 for the
n-data-rate system., The subscripts on all the thresholds are
dropped as there is only one threshold., On using the results
of Chapter 5 and Appendix B, the average probability of error,

PINT, becomes

e2

-h h
e - A 2+u e _n 2+u
mr  7h |t EXP[Y 2+u(1-)\)j| e eXP[Y 2ZFaCI-NY 1-;\]

Pe2

e ™ (1-e7Y) 4 e_ﬁ'—y

es 7,10
In writing Bquation 7.10, the following rules have been
obscrved, If the transmission is carried out as a result of an
instruction from the receiver that has been received correctly
back at the transmitter (event A leading to cvent C), the threshold

on the feedback channcl is written as 15. If, on the other hand,
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transmission is carried out as a result of an incorrcctly received
instruction (event & leading to cvent C), the threshold on the
feedback chammel is written simply h. This distinction is used
below to arrive at some inequalities which arc used to simplify
equation 7.10.

The expression for the threshold on the feedback channcl
is given by equation 5.31 which, on dropping the subscripts be-
cavuse there is only one threshold, becomes,

h = H
14+7 F
p

where Fp is the power in the feedback channel and £ is the
duration of the feedback signal,

From the last two paragraphs, it is evident that

h = H
since Fp = 0 when no signal (i.c, £, (t) = 0) is sent over
the feedback signals Also
]:; = H = h
1+F f 1+F £ eosefall
b b

Clearly, for rcasonably large power over the fcedback chennel,

the inequality
AN

- ~-h
e h << c eenelel2
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holds. Further, the inequality

n h -5
e << R— ~ noo7013

is true because the optimum threshold, §opt’ on the pilot tone
channel is close to unity. This will be shown computationally
in Section 8,1,

On using the rcsults of Chapter 5 and Appendix B in
Equation 7.7 and following the rules set out above, the pro-

bability of making an crror over the SYNC channel becomes

Pd = ek E - e-y-] +e“h EL - e-]

-h) -y 2k 12§u _ -k 2ku 2y
te e Q 1-u?|1l-u € Q 1-u ? j1-u

e 7.1

On substituting Bquation 7.1l (and a similar cquation for k
since 'on-off! keying is also used over the SYNC chammel) into
Bquation 7.14; the probability of maldng an crror over the SYNC

channel becomes



e

Py = ek [% - e-y_i} + B [} -7
~-h \ h k .
+ ~ + ~ ~
. e1 pr e-y o 2k 2yu -el Sps 2 2ku 29
1-u ?j1l-u 1-y °41-u
eee7.15
On substituting the relevant results of Chapter 5 into
Bquation 7.9, the average data rate; R _, becomes
AD A
RO = %%_y—h - 0-11 (1 - e-y) } noo-7¢16
1
where T = £l
Bquation 7.10 can be re-~writton as
ex 2+u I e -ﬁ -ef
I 2+u p |-¥ 7R (-0 | ||
P NT —
+ e-y (e- -~y
.7

<17
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On using the inequalitics 7.12 and 7.l3 in the above
INT

e2
data-rate intermittent system becomes

Tguation for P s the average probability of crror for a two-—

INT _ 1 A 24w _ _-h+h+y
Poz  * 73 \®*P|7Y 7vgcrny [T° re7-18

Now, from a careful observation of Equation 7,15, it is
evident that the threshold, k, on the SYNC chammecl and the threshold,
h, on the feedback channel have a strong influence on the value of
Py It can be shown, by a simple analysis, that for small values

of Pd’ the approximation

P, e + ©

is valid, Thus, if h and k arc set equal in magnitude, then

h = k::: log ("2"") Q||7l19
c Pd

It is clear from Lquation 7.1l9 that the last term of Equation

7.18 ig of the order of Pd' If it is assumed that the SYNC

signal power is sufficicntly large and, therefore, that P d((PINT 9
e2

i,c. Equation 7.19 is satisfied, then the last term of Equation
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7.18 can be ignorecd and the probability of error for two-dato-

rate intermittent system can be written as

INT _ 1 N uX
Pez' ® 7eq P |V TR0 re 7020
On using Equations T.1l2 and 7.13 in Equation 7.16, the
average data rate RO becomes
R = l (e—y—ﬁ ) ooo7o21

0 T
where T is the duration of the transmitted symbols.,
From the definitions in Chapter 5 and Equation 7.21, the

detection SNR, U, can be written as
=M 7T = 1 ~5-h
u = P - -RE ( c ) eesTa22
0

where, as before, Mp is the power in cach symbol.

But 1
ﬁB = UO , the average detection SNR.
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Therefore, substituting Equation T.22 into 7.20 yiclds

-o-h
U.e y A
Pi:IEIT = 1 ~ ~ exp —9 o ~ ~ °" .7' 23
2+er‘y'h 2+er‘y'h<1-x)

EBquation T.23 can be used dircetly to compute the probability

of error, PINT
g e2

computation is carried out in the following Chapter for the case

g for the two-data-rate intermittent system. This

when the average data rate, Ro’ is constrained to be constant,
that is, the value of Equation T7.21 is clearly fixed.

The optimum system performance, that is, the minimization
of the probability of crror is obtainedby varying ;r‘ and h. Evi-
dently, this is a joint minimization problem, that is, the values
of §r and ,1;1 that give jointly the minimum probability of error are
to be computed, However, as is shown below, the optimum valuc of
& (ﬁop t) is independent of the value of T

From Equation T.ll, /ﬁ is given by

h = h
1+ Fp T
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where, as before, Fp = Power in the Feedback Channel
4 HO

T = -+the duration of the feedback signal

Since the value h is fixed by Eguation 7.19 and the duration
of the feedback signal f will be shown in Chapter 8 to be deter-
mined by the quality of prediction X\, only Fp in the above
expression for h can be adjusted to give a maximum detection SNR, u,

which results in a minimm probability of error, Pm.
e2

~
The detection SNR, wu, is given as a function of § and h

by Equation T.22; l.cs

I\A

O b
u(y,h) = v e aeeTe24
where U, = .
o ~ ﬁ}l s the average detection SNR.
0

A
Substituting for h in Equation 7.24, the detection SNR, u,

as a function of Fp and §, becomes

: Sy = - _h
u(Pp"y)"er 1+F_ £

Thus, solving the Iquation
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gives the optimum power of the fecdback channel Fopt’ that is

—y -
1+F_f
Ju _ 9 P -
3F = 37~ (Yo © = °

P
But the power per symbol that actually goes into the data

chanmel is
HE P-F
Us " - % .
o, o

where P is the total power available less the sum of the power

uscd over the SYNC chamnel and the power used over the pilot tone

chamnel,
Thus,
I S
P-F Y © I¥F_f
ou - 0 D P = o
oF o9F F
p p p
R + S n N S
_ 7Y . 1+pr . Y P-Fp £h e 1+pr - .
R R " 1 * (1+F_f)
o) 0 P

0007'25
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On solving Equation T.25 for P_, the following is obtained
feedback power, p

for the opthmnykﬁ‘

opt’
_ 1 i _,..h
i hat T 18 3 '1\"1 2
It is scen that Popt is indcpendent of y and hencc hopJG

is also independent of §o

The optimum threshold'ﬁopL over the fecdback channel 1is,
[

thereforey
nopt = a
1+ Fopt £ eosTe27
where FOpJG is given by Equation T.26.

A
Having found hopt’ the value of'§ that minimiscs the pro-

bability of error, PINT s can be found by differcentiating the

e2
expression PIHT(§5 and equating the diffcrential to zeroe. This
e2
is involved because the function PINT(Q) is complicated.s The
A c2 INT
values of y that minimisce the probability of error, P , for

e2
different values of Uo will be showil in Section T.4 to lic between

zero and unity, for thc case of noiseless fecdback and perfect
prediction, A simpler techniquc than differentiating the ex-

pression PO (5) is, thorefore, %o usc a trial method to Find
e2
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the value of y that minimiscs PINT .
ez
The computational procedure for the minimisation of PlNT and

e2

the curves for the performance of the two-deta-rate system will

be given in Chapter 8.

7+2.2 The Variable—~Level ASK System

The general n-data~rate system in which the rate is varied
by changing the sizc of the signalling alphabet, m, was analyscd
in Chapter 6 for the casc of coherent ASK signalling. An n-data-
rote intermittent system for this case is defined as that in which
an empty signalling alphabet (il.e. halting transmission) is used
as one of the n possitle sizes of the alphabets Thus, in a two-
data-rate variable-level intermittent system two signalling alpha-—
bets of size zero (halting) and size m are uscd for transmission,

For brevity, the technique of employing variable sizes of

signalling alphabet will often be called a variable-level techniquc.

For the two-data-rate variable-~level intermittont system,
the average probability of error can be written from Equation 6.3 as

o

INT P (u) f£(u) du . ..7.28

Pez = em
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vhere Unn is the threshold SNR for changing between zero-level
signalling (halting) and m-level signalling (i.c. selecting symbols
from one of possible m signals).

In m-level coherent ASK signals the m signals arc represented
by m amplitude levels, TFrom Table 3,1, the probability of error,

Pom(u), for the m~level coherent ASK signalling is given by

_ m-1 _ . bu
Pem(W) = == [1 2¢Q2(m—l)(2m—l) 00 7.29

where; as before,

é (x)

1
1
[a ¥

<

For the flat-flat Rayleigh fading assumed in this thesis,

it is shown in Appendix A thot

f(u) =—l- e—u’/Uo
U
)
Thus,
\ -u/y
INT _ m-1 _ 6u 1 o]
Py ¢ - R \lZ(m—l)(Zm—l)) ﬂ‘c;e du
ur
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This integral was evaluated in Chapter 6 and the
solution is given by Equation 6.13. On writing the solution
below the subscript n on the parameters m and u is deleted
because there is only one size of signalling alphabet and
there is only one threshold. Thus, the probability of

error for the two-data-rate variable-level intermittent

system 1is
pINT . w1 Ve | 21 )% To
e2 m m JZ(m—l)(Zm—l)
=T u, [BU_+2(m-1) (2m-1)]
_ 2(m-1) o 1-%
m 3U0+2(m—l)(2m—1) (m-1) (2m-1)

where, as before, u, = uT/UO

The average rate, RO, for the two-data-rate

variable-level system is

{ao]

u
0
RO = R 1Og2m TJ'(_)' Q du 0007032
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where R =%- is the rate in symbols/scc, and hence T is the
duration of the transmitted symbols.
On evaluating the integral in Bguation 7.32, the average

rate RO is found +to be

=u
RO = R ].og2 m ¢ ¢
1 -u

= 'Fi-{' lngm c ] 0107033

From Equation 733, the duration of the symbols is given by

1 ~-u
T = T logzm e e
o
Thus,
U=MT=Mplog me Ye = U logme "o
o] -BT- 2 o} 2

[0} 00'7.34

Equation T7.34 gives the detcction SKHR which is used in

Equation T.31 to calculate the average probability of crror, PINT,
e2

under the constraint of constant average data rate, the average
rate being given by Bquation 733 Curves of probability of
crror for the two-data-rate intermittent systems are given in

Chapter 8.
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7.3 Two-Data-Ratc Won-Intermittent Systems

Average Rate

In Section 7.3.l which follows, the two-data-rate variable-
duration non~intermittent system using incohercnt FSK signalling
is analysed in some detail as o second cxample of the gencral
n-dato~rate variable-~duration system analysed in Chapter 5, Iin
Section T.3,2, & two-data-rate variable-level coherent ASK system
is analysed for the case of noiseless feedback and perfect pre-

dictione

7.3.1 The Variable~Duration FSK System

Pormulae (Equations 5.32-5434) for the performance functions
derived in Chapter 5 for the general n-data~rate variable-duration
TFSK system apply directly to the two-data~rate non-intermittent
system 1f n is set cqual to 2.

Since on-off keying can also be used over the SINC and
feedback channels of a two-data~rate non-intermittent system, the
expression for the probability of making an crror over the SYNC

channel, P,, is exactly the same as for the variable-duration

d

intermittent system analyscd in Section T7.2.1. Equation T7.1l9 is
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valid for the two-data~rate non-intermittent system as well. In
addition, the Incqualities T7.12 and T7.13 arc also true for the
SOmMEe reasSol,

The exprcessions for the average probability of crror, Pcz’
and for the average rate, Ro, which are given below, arc obtained

by substituting n = 2 into Equations 5.32 and 5,34 rcspectively,

Thus,
2 2 7 _
Pi-1 TRy 2+u,
Poo® ' _ exp YJ 1 —m-r—x
i=1 j=1 *
R 2+ui
- exp -yj m ...7.35
and

E Z (e -_ iy (eyJ 1 -eyj) ...7.36

i=1l j=1
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When performing the above summations, the following definitions

are used
1. 'YO = 0 hO = 0
2 Yo = 00 h2 = 00

On performing the summation of FBquation 7.35 and using the
Inequalities 7.12 and 7,13, the probability of error for the

two-data~rate non-intermittent system becomes

1--63“hl 5 2+u,
Pe2 * T7ru, 1 - exp|-v, 7+, (I-X)

N
_hl
13

n 2+uz 3
t o O%P Y, m D P 73T

2

It is observed that the subscripts on the thresholds ¥ and h

can be dropped as no confusion ariscs from doing so.  Thus,
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2+u
_ 1l-e _ _a 1
PeZ - 2+u, 1 exp y 2+u1Zl-A5
~h 244
s ex -§ 2 7.38
2+u2 P 2+u2(1-k5 ree e

On oxpanding Equation T7.36 using similar rules, the average
rate, RO, for the two-data-rate variable-duration non-intermittent

system becomes

Role(l—c )@ -e¥) + Rye eseTe39

Trom Equation 7.39, the duration of the symbols when the

higher data rate, R,, i3 used is given by

2

where Ik = Rl//R2

Thercforcy the detection SNR, u2, when the rate R, is being

2

usecd is
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— U
Uy = Mp ‘12

A A
U 4 w1 = e - ¢y 4 veaTed0

M
-

R
0

wherc, as before, U, =

The detection SNR, Yy when the rate R, is being used con

1

be expressed in terms of U, as follows,

T T u

u = M 2+ . T = MT,. . = = 2

2 P2 T,2 k
0007041

A cryors _ 1
where D = =

The probability of exrror for the two-data-rate non-intermittent
system can be evaluated, under the condition of constant average
data rate, by substituting Equation 7.40 and 7.41 in EBquation 7.38.
The optimum system performance, that is, the minimisation
of the probability of error is obtained, as was done for the two-
data~rate variable~duration intermittent system, by varying the
thresholds % and th,
From Equation Te1l, '\h is given by

A = h

1+rF_ T
Y
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As was explained in the case of the variable-duration
intermittent system, h and £ are fixed quantities and only Fp,
the power over the fecdback chammel, con be adjusted to give a
moximum detectlon SNR, U,y which results in a minimum probability
of errory Pez (vhich is only a function of1n2 after substitution
of Equations 7.40 and 7.41 into 7.38).

On substituting Equation 7.1l into Equation T.40,

u, (Fp,‘?) hecomes

i h ~ IS S
R -y y T+ T
= - - +
uz(Fp,y) UO ki 1l-e l-e e o

Mo find the maximum value of v, for any value of § the
2 7

partial differcential equation

Ju
—a-?i = o) 00070143
P

must be solved,

Buz

If the function gCﬁp s y) denotes LY then from solving

Equation 7,43 using Equation T.42
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o h

-y-——
1+F_f
g(F ) = o = |(P-F)) —fh ] e P I§E
p (l+fFP)

...7.H4
where, as before, P is the total available power less the
power used over the SYNC and pilot tone channels.

The Newton-:Raphson iterative method can be used to
solve Equation 7..4L4. On doing this, the (i+l)th approxi-

mation to the optimum FP, which is now a function of ¥, is

i
opt

pi+l g(Fp,y)

opt Y T Fope) - .7.45

g' cfp,?m

In this iterative technique ngt is some reasonable

guess at the optimum value of F, and g' = ag/aF
The value of Fp(§) which, within the required

accuracy, satisfies Equation 7.44% using Equation 7.u45

is designated Fopt(g). Thus the optimum threshold on the

feedback channel is

>
a3

hop_t = A ...7.146
l+FOPt(y)f
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The procedure for minimising the probability of crror over
the pilot-tone channel threshold, §, is similar to that Lor the
two-data~rate intermittent system except in computational detail.
Since 5 now affects,fhopt s as scen from Equations 7,44-7.46
%bpt mist be cvaluated for all values of § used in the trial
method described for the intermittent systeme In other words,
the values of h and § which minimise the probability of orror must
be found jointly.

From computations, the results of which are given in the

following Chapter, it is found that the optirmum power, F s over

opt
the fecdback channcl is much the same for the intermittent and
the non-intermititent systems. This is fortunate for the comparison

of the two types of systems, This comparison is made in Chapter 8.

7.3.2., The Varioble=Level ASK System

In this Scetion performonce formulae for the two-data-~rate
variable~level non-intermittent ASK systom arc derived for the
case of noiseless feedback and perfeet prediction, For such a
system, sﬁitching is nade between two nongero scts of signelling
alphabects, oy and T with m2>:ml.

On using Equation 6.3, the average probability of error for

the two-data-rate variable-level non-intemittent system can be
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written as

U.T @

Pe2 = Peml(u) f(u) du + Pemz(u) fu) du ....7.47

° YU

The expression for Pom (u) for m,-level coherent
1
ASK signalling can be deduced from Table 3.1. It is

]

Po(w = T 24 bu
em, m1 2(m1-1)(2m1-l)

Clearly, for mz-level coherent ASK signalling

Pemz(U) is

m, -1 ‘ Bu
P (u) = — 1 - 2¢ - —
em, m, (Jé(ml 1)(2m, 1)
For the flat-flat Rayleigh fading assumed in
this thesis, f£(u) is shown in Appendix A to be

-u/
Uy

£(u) =%— e
Q
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Thus Equation T.47 becomes

Up -2
m_ -1 U
_ 1 _ bu X ° au
Peo * o E JZ(m.-l)(Zm' D) | T, ¢
1
- _u
m_ -1 U
2 bu 1 o)
+ 2 1-2¢ _ _ o. du
m, JZ(HE 1) (2m, -1) Uo
Ug -
vea7.48

The solution of the first integral in cquation 7.48 is given
by equation 6,11 and the solution to the scecond integral is given
by cquation 6,13 after substituting 1, Tor IL . In both of thesec
cases, ud

ol and uc(n—l) arc replacecd by'uc since therc is only one

‘threshold. Thus

m,-1 -u 2(m,~1) -u bu
1 C 1 C (e}
Poo =~ Lre D+ —x— ¢ ¢ |7 -DR,-D

N\
- u 3Uo+2(m’-l)(2m!-lg]

2(m,-1) 30 , cl”
T Tm, 3U_*2(m -1) (2m - 1) ~ m -0 (Zm -1)
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, m,-1 ;uc ) 2(m,~-1) bu, U ) 2(m,-1)
m, My 2(m,-1) (2m,-1) "2
li u, [3U,+2(m,-1) (2m,-17]
1-2¢ - -
* 30 F2m, -1 (Zm,- 1) T, -0 (2m,~1)

«..7.48
vwhere, as before, G = u’J.‘/LIO

On substituting n = 2 in Equation 6,18, the average rate for

a two-data-rate variable~lecvel non-intermittent system becomes
R =R tlog, ¢ + (log, m, - log ) e
o g 8z ¥ 2 B eesTs50

From Equation 7.50, the duration of thc transmitted symbols

is given by

11 ) ) -
T=% = R [logz m oo+ (log, n, - log, ml) e c]

Thus, the dctection SNR, @y, is
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} -
[ log, m + (log2 mi - log, ml) e c]

o}

1
‘dﬁ
3

il
o

=T, [log2 o+ (log2 o, - log, '01) e-u{‘

ase 07.51

Equation 7.51 gives the detection SNR which, when used in
Equation 7.49 to calculate the average probability of crror,
maintains o constant average rate, Ro 3 gilven by Equation 7.50.

The performance curves for the two-data~rate non-intermitibent
coherent ASK system arc given in Chapter 8 where comparisons with

other two-data-ratc systems arc made,

7«4 _Two-Data~Ratc Sysitcms With an Upper Iimit
to_the Higher Data Rate

Teohel Introduction

In the analyses of two-data-rote systems given in Sections
7«2 and 7.3 above, no restriction was placed on the valuc that
the upper rate, Rh, could take, Clearly Rh cannot be increcascd
without 1limit since a very high Rh implies that very short pulscs

arc used and this requires a very wide bandwidth which may not be
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avoilable, In the following two Sections, Te4.2 and 7.4.3, Rh
will be limited to some maxinmum valuc R] 4 vihere Rhmax is
determined by praoctical considerations such as available band--
width and system complexity,

To state the problem in a slightly different and in a more

useful voy, define the lower rate, Ry, and the upper, Rh, as

fractions of RO, that is,

R2 =Ny RO . “eesl.52
and

Rh = Ny RO ae.7.53
Evidently Ny <1 and ny, * 1.

On using the cquations for the average rate, Ro’ given in
the previous two Sections, 7.2 and 7.3, to calculatc the upper

rate Rh, it maoy turn out that the desired R, is greater than

h

Rhmax' In this case, in order to decreasc Ry back tonI -

clther qh.«aﬁ RO can be decrecased, Decreasing'nh is achieved

in ﬁractice by increasing the proportion of time in the upper

rate Ry is used transmission, that is, decrcasing the threshold

Upe When RO is allowed to deteriorate, nh_and hence the per-
decreases.

centage of time whon Rh is in usen In the lotter case, the

. § u - ]
optimum threshold, *Popt can be used
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742 Two-Data~Rate Intermittent Systems

with an Upper Limit to the Highcr Data Rate

The equations for the average data rate for the two-data-

rate incoherent FSK system and for the two-data-rate .

coherent ASK systen were derived in the Sections 7.2 and

and are
/\I\
R = G-"V—h
0]
and
RO = R 1og211 C ¢]
respectively,

Both of these cxpressions for the average rate can be put

into a single form as

-0

RO = Rh ] eesTeb4
where R in the casc of variable-duration system
R =
b R 1og2m in the case of variable~level systen
3’7‘ + A in the case of variable~duraction system
Uo u, in the case of variable~level systen

The parameter o is the cut-off ratio, i.c. it is the ratio

between the recceived SNR to average SNR below which the trans-

mission is cut-off (halted). It also determines the percentage
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of time, the intermittent system is actually transmitting
information.

From Equations 7.53 and 7.54, the operating data
rate Rh’ of an intermittent system can be expressed in
terms of the average data rate, Ro’ in the following.
manner,

R

s
f

= e ...7‘55

The average rate RO is taken to be pre-determined
by the specification of the two-data-rate system. The
cut~off ratio, «, must be optimized, as shown below, to
give minimum probability of error. Thus, whether or not
R, is achievable, for the optimum «, is determined by
Equation 7.55, which is also given in Fig. 7.1. If Ry is
not  achievable, an upper limit must be placed on it by
placing a limit on «. It is necessary, firstly, to evaluate
the optimum «, This is done beclow for the two-data-rate
variable-duration intermittent FSK system.

If perfect precdiction and noiseless feedback are

assumed, then A=l and h=o and Equation 7.23 simplifies to
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e?2 = -
1+Uo e

P exp| - 2 +..7.56

where « has been written for § in order to maintain the
same symbolism of the present section.

On differentiating Equation 8.5 and setting the
derivative equal to zero, it is found that the optimum

« must satisfy the equation

y = 2=e 7.57
o“—T_T:"_ o o o/ o

If the solution of Equation 7.57 is denoted by aopt

it is seen from this Equation that « is always less than

opt

unity and that « + 1 as Uo + o, Fig. 7.2 shows the curve

opt
on which “opt? which gives the minimum probability of
error, must lie for a given Uo'

Since mopt

the ratio, Ny of the operating to the average rate for

< 1, it follows from Equation 7.55 that

an optimum intermittent system with a fixed average rate
must satisfy the quality

nhse lo-7058

Thus, in order to maintain a constant average rate and
minimize the probability of error, the maximum valuc of nh

must not exceed e and, therefore, R, must satisfy the
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inequality

Ry L e. R «ee7.59

For channels with average SNRs greater than 25db, it

is seen from Fig. 7.2 that the approximation
Rh = a, RO e+ 7.60

holds. In this case, the operating data rate is required
(for constant average rate and minimum probability of error)
to be approximately 2.718 times the average rate. In certain
transmission situations, namely, those in which the desired
R, is high and bandwidth is restricted, the value of
Rh * 2.718 x R, may not be physically attainable. It is for
these cases that an upper limit say Rmax’ to the value of Ry
can take is necessary. From Equation 7.55 it is seen that
this can be done by placing a limit on the maximum value of «.

Using Euqations 7.55 and 7.56 the cffect, on the
probability of error, of placing an upper limit on the
operating data rate was evaluated and the results given in
the curve of Section 8.6.

Though the analysis carried out in this section is for
the noiseless feedback case, from the computations of the
results of Section 7.2.1, it was found that the opfimum cut-

off ratio, mopt’ for the noisy feedback case remains close
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to unity. The condition under which the introduction of the
upper limit te the operating rate would become necessary
is the same as that given above,i.e, the condition that
Equation 7.60 cannot be satisfied because of physical
limitations.

The discussion in Section 8.6 will thus include

both noiseless and noisy feedback cases.

7.4.3. Two-Data-Rate Non-Intermittent Systems

With an Upper Limit on the Higher Data Rate

The expressions for the average data rate R, in
terms of the two data rates of a 2-data-rate non-intermittent
system are given by Equations 7.39 and 7.50. On rewriting
these equation using the symbolism of the previous Section,
the following are obtained for the average rate of variable-

duration FSK and varlable level ASK systems respectively,

-y -y-h
R, = R, (1-e” hy(1-e7Y) + . .7.61

-u
c
Ro R log,m, [;- :] + R log,m, e ces7.62

Both of these Equations can be expressed in one form,

that is, in the form

- L
RO = Rh Ec + e (l-kﬂ 00.7-63
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where, as before, « = uT/UO
and k = R
/Ry

Thus,

=§h_= _i ...7.64
o k+ e (1-k)

From Equation 7.63, the effective SNR, u, s when the

upper rate, Rh’ is being used can be expressed as

u, = Mp. Th
1
= M . =
P Rh
- (l-ki}
0

E< ye (1—1{[ ...7.65

Th is the effective duration of the transmitted
symbols when Ry is being used

Mp is the power in each symbol

Uo = Mp/Ro'

The effective SNR, u, s when the lower rate R is in use

can be expressed in terms of u, as

T
- - 2
1.11 = MPT = MP-Th- T; = X ces7.66
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where Tz is the effective duration of symbols when Rz
is being used for transmission.
NOTE 1. that when k=o, Equgtion 7.64 reduces to

Equation 7.55, thaéithe system becomes

an intermittent system using Ry

2. that when k=1, the system becomes a

fixed-rate system using Ry continuously.

On using Equation 7.64, a family of constant data
rate curves for the 2-data-rate non-intermittent
systems are evaluated and given in Fig. 7.3 for different
values of k. The average rate, RO, is taken to be deter-
mined by the system specification.

Strictly, to find the optimum cut-off ratio, mopt
for 2-data-rate non-intermittent system should be
substituted into Equations 7.38 and 7.49, and the optimum
« found by differentiation as was done for the inter-
mittent system. However, it is already known from the
computations of Equations 7.38 and 7.49, carried out for
the case when no upper limit was placed on Rh’ that the
optimum threshold is close to unity for high SNRs (i.e.

e

for SNRs EZreater than 25 db in this case),
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Thus, a similar procedure as that already given for the
intermittent system is followed when deciding whether or
not to place an upper limit on the higher data rate, R;.
If an upper limit is placed on the higher data
rate, then the maximum value of « (corresponding to the

R

hmax) is used in Equations 7.64, 7.65 and 7.66 to

evaluate u,_, u, and k. Using these results in Equations
7.38, the probability of error, when Rh < Rhmax’ is
evaluated for the 2-data-rate variable-duration FSK
system. The curves which were obtained from these

calculations will be given in Section 8.6.
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8. COMPUTATION AND DISCUSSION OF RESULTS

8.1 Introduction

The formulae that were obtained -in the
previous Chapter for the performance of two-data-
rate variable~duration system are used in this
Chapter to find the minimum probability of error
by optimizing certain transmission parameters. The
overall system, however, is a sub-optimum system because,
as explained in Chapter 5, the filter used to predict
the fades is a sub-optimum filter. The optimization
procedure for computing the minimum probability of
error is given in the following section.

The curves obtained from these computations
are presented in this Chapter and a discussion of
these curves is given. Comparisons are then made
between the various types of two-data-rate systems
and the existing variable-rate systems. Lastly, a
short discussion is given on the performance of two-
data~-rate systems in which an upper limit is placed
on the higher data rate.

As was mentioned in Chapter 5, the
results given in this Chapter are only those of
two-data-rate systems. Because there is a sharp

increase in the complexity of the optimization
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problem with increasing n, the general solution was
not obtained. Even with n=3, it was found that the
optimization of the thresholds over the various
channels became a very difficult problem. In any

case, the results obtained for three-data-rate
variable-duration system after lengthy computations
were very close to those of the two-data-rate systems.
These results have, therefore, not been given in the

thesis.

8.2 The Optimization Procedure for Minimizing

the Probability of Error for a Two-Data-Rate

Variable=-Duration System

When using Equations 7.23 and 7.38
to find the probability of error for the two-data-
rate variable-duration system, it is necessary to
adjust the system parameters if the probability of
error is to be minimized. This section sets out in
detail the procedure of obtaining the minimum
probability of error for two-data-rate variable-
duration system.

From physical considerations the total
power, that is, the sum of the powers in the data
channel, the pilot-tone channel the SYNC channel

and the feedback channel must be limited to maximum
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value, say P. Expressed symbolically, this leads

to the Equatio
P =M
where,
P is
M is
P
E is
2
S is
2
and F is
2

n

+ E + S

p b

the total
the power
the power
the power

the power

+F --uc.-otto.oonS-l

b b

available power

over the data channel

over the pilot-tone channel
over the SYNC channel

over the feedback channel

Fig. 8.1 is the flow diagraﬁ of the

optimization procedure that was followed in the

computation of the probability of error for

two-data~-rate variable-duration system. The four

basic parameters of a two-data-rate system are

ea”

the average rate, Ro’ the total power, P,Aand

the probability, Pd, of making an error over the

SYNC channel. Any three of these four parameters

can be fixed and the fourth optimized, subject

to the constraint of the three fixed parameters.

Since the main interest in this thesis is the

minimization of the probability of error, in the

flow diagram in fig. 8.1, R,s P and Py are chosen

as fixed and the probability of error, Pe2’

minimized.
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'Fig. 8.1. Flow Diagram for Evaluating_the Performance
of the Suboptimum 2-Data-Rate Variable -
Duration Systems.
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It is important that the power, S_, over

p
the SYNC channel be sufficiently large to make the
probability, Pys of making an error over this
channel less than or equal to PD’ the desired
(or chosen) value of Py The actual value of Py
is computed using Equation 7.1L.

To begin with, the optimization of the

power over the SYNC channel is considered in the

following section.

8.2.1 Optimization of the Duration and the

Power of the SYNC Pulse

The duration of the SYNC pulse, s, is
chosen so as to maximize the correlation, u,
between the output of the linear predictor and the
output of the SYNC signal matched filter: From
Equation 5.29, u, can be written as

2(2d + £ + %)
u : 0000-05000-8.2
1
1 +
s S
P

Because A(t) decreases with T, it can be
seen from Equation 8.2 that too large a value of
s decreases the correlation, u. Also, tge small
a value of s clearly decreases the correlation

because of the effect of s on the denominator of
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the right-hand side of Equation 8.2. As the
probability, Pd’ of making an error over the SYNC
channel is a function of the duration of the SYNC
pulse, it is evident that the optimization of s is
also an approximate optimization of Pd.

On substituting Equation C.24, derived in

Appendix C, into Equation 8.2, the correlation, u,

becomes
1l- %(2£ " (2d + F + E)“
Tf 2
u(s) = veee0.8.3
1
1 +

s S

P

Observations over practical circuits
(Ref. 80, p. 343 ) indicate that a typical value
for the fading rate is 10 Hz, i.e. Te =0.1. This
value of Ty Was assumed throughout the calculations.
To find the optimum value of s, Equation
8.3 is differentiated with respect to s and the
derivative set equal to zero, that is, the Equation

du (s) _
dS "O 0."-.-08-”‘

is solved. For convenience the duration of the
feedback signal £ is set equal to the duration
of the SYNC pulse, s, before obtaining the solution

to Equation 8.4. This constraint has been added to



238

simplify the calculations. On performing the
differentiation in Equation 8.4, a fifth order
polynomial in s is obtained. From physical considera-
tions, the single positive zero of this fifth order
polynomial is the value of s which maximizes the
correlation, u(s).

When finding the zeroes of the polynomial
the value of the round trip delay, 2d, was specified
to be 10™ % sec. This delay corresponds to a medium-
range data link of length 279 miles. The effect of
varying the round trip delay was investigated. It
was found that longer trip delays results in the
requirement that more power be available for use
over the feedback and the SYNC channels. Clearly,
this leads to an increase in the total power required
if the same improvement in performance over the
fixed-rate system which transmits continuously is
to be maintained irrespective of the length of the
data link.

The optimum value of the duration of the
SYNC pulse which is found by the procedure specified
above is for a particular value of the power, SP,
over the SYNC channel. To obtain the optimum value

of SP, that is, to find the power, S which

opt?

minimizes the probability of error, SP must be
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varied and the optimization of s described above
repeated for every value of Sp used. Curves showing
the average probability of error, P> and the
probability, Pd’ of making an error over the SYNC
channel as functions of the power over the SYNC
channel, Sp’ are given in fig. 8.2. From these
curves it is seen that Pd decreases monotonically
with Sp whereas P_ has a minimum value.

The shape of the probability of error curve
can be explained physically as follows. Using small
valves of Sp allows more power to be used over the
data channel and this tends to decrease the probabi-
lity of error. However, the smaller the value of Sp
used the longer will be the duration of the SYNC
pulse. This tends to increase the total prediction
time which tends to decrease the correlation. The
probability of error will tend to increase because
of the decrease in correlation. A minimum could thus
be expected for the probability of error curve, where
the two opposing factors halance.

Clearly, the best value of SP is that which
results in the minimum probability of error provided
that the actual value of the probability, Pd’ of
making an error over the SYNC channel is at or below

its desired value, that is, provided Pd < PD (see
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Fig. 8.2). If this condition is not satisfied, then
the value of Sp for which the desired value of P,
is attained must be used.

Prediction of fades is another very impor-
tant factor that controls the performance of
variable-duration systems. The quality of prediction

is controlled by the power over the pilot-tone channel.

8.2.2 The Pilot-Tone Channel Power

When deriving the characteristic, A(T1),
of the prediction filter in Appendix C, a condition
was imposed on the minimum power, Eé, that is
necessary for good prediction. In particular, for
Te =0.1 and for a maximum prediction error of less
than 1%, Eé was required to be 1.18 x 10* (see
Table C.1 in Appendix C). In this thesis, all the
computations carried out for two-data-rate variable-
arewith .
duration systemsAthe value of the power over the
pilot tone channel e fixed at 1.2 x 10%kimes the average
Poweh : . . . .
The remainder of the total power 1s divided

between the feedback and the data channels so as

to obtain a minimum probability of error, P_,.



242

8.2.3 The Power Over the Feedback and the

Data Channels

The remainder of the total power is given
by

P' = -S -E .........“8.5
P P b

From Equation 7.14% it is evident that the
power, Fp, over the feedback channel does not
have a strong influence on P4. The feedback power
i1s therefore chosen only on the basis of its
effect on the average probability of error, Pe2’
and its effect on the average rate, R,

The expressions (Equations 7.27 and 7.46)
for the optimum power, Popt’ over the feedback
channel, that is, the feedback power gives the
minimum probability of error for a fixed average
rate, Ro’ were derived for the two-data-rate
variable-duration intermittent and non-intermittent
systems. Thus from Equations 8.5 and 8.1, the
power, Mp’ that is used over the data channel is

given by

}1 =P'-P o--.oo---ooS-G

Having determined the optimal distribution

of the total available power, P, into the SYNC
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channel, the pilot-tone channel, the feedback
channel and the data channel, the probability
of error and the probability, Py, of making an
error over the SYNC channel can be evaluated

using Equations 7.38, 7.23 and 7.1kL.

8.2.4 The Optimization of the Thresholds of

the Feedback, the SYNC and the Pilot-

Tone Channels

In order to minimize the probability of
error using the formulae cited above, the thresholds
used on the feedback channel, the SYNC channel
and the pilot-tone channel have to be adjusted.

The optimization of the threshold used
over the feedback channel has already been
considered in the previous chapter. Equations 7.27
and 7.46 give the expressions for the optimum
feedback channel thresholds. -

Initially an attempt was made to optimize

the choice of the threshold, k, (and hence k)on
the SYNC channel in the sense of obtaining minimum

P, for a chosen power, SP’ over this channel. The
calculations were lengthy and the optimum k was found
to be given by Equation 7.19, when the minimum Pd

was close to its desired value PD.



244

As was explained in Sections 7.2.1 and
7.3.1, the pilot-tone threshold, ;, which minimizes
the probability of error is found by a trial
method. This procedure ignores the effect of §
on Py but this is justified since, as can be
seen from Equation 7.1%, y does not have a strong
influence omn P, for low values of Pd'

The optimization procedure set out in
this section was used when computing the probabilities

INT
of error, Pe2 and Pe2

, for two-data-rate variable-
duration incoherent FSK systems. The results are

given in the following section.

8.3 Discussion of Results

8.3.1 The Two-Data-Rate Variable-Duration

sttems

This section is devoted to the discussion
of the performance of the two-data-rate variable-
duration incoherent FSK systems. Comparison of
variable-duration systems with other systems are given
in sections 8.3.3, 8.3.4 and 8.3.6. The curves used
for the discussion in this Section are given in Figs.
8.3 - 8.6.

For two-data-rate systems, the most

important parameter used in this thesis is the
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ratio, k, between the lower and the higher data

rates, that is,

R
K = =% U 0

Rh

where R, is the upper rate and Ry is the lower rate.
The value of k is always less than or equal to

unity. When k is unity it is implied that transmission
is carried out continuously and that Rz = Ry = RO,
where Ro is the average rate. When k is zero, the
system is an intermittent system, and when data is
transmitted, it 1s sent at a rate Rh so as to main-
tain an average rate of R,-

Figs. 8.3 and 8.4 show the effect of
continuously varying the ratio k from its maximum
value of unity to a value approaching its lowest
value of zero. These curves are given for average
SNRs 10, 15 and 20 dB, and a fixed average rate R,.
The general S-shape of the curves indicates, firstly,
that not much improvement can be expected from
switching between two data rates that are nearly
equal and, secondly, that the improvement obtained
from decreasing k saturates at a given value of k
depending on the average detection SNR. To illustrate

the first point it is seen from Figs. 8.3 and 8.4
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that virtually no improvement is obtained from
switching between two data rates if the lower data
rate 1is say 3/4 of the higher data rate, i.e., if

k = 0.75. To illustrate the second point it is seen
from the middle curves (average SNR of 15 db)

of Figs.'8.3 and 8.4 that no further improvement is
obtainable when k is decreased below 10 for the
noiseless feedback case, or, when k is decreased
below 10~ ° for the noisy feedback case.

Figs. 8.5 and 8.6 are curves of the
average probability of error versus the average SNR
for several constant values of k, assuming a fixed
average rate Ro‘ These curves therefore show the
performance of various two-data-rate variable-
duration FSK systems characterised by different
values of k. On a log-log scale, the general shape
of the curves is an exponential shape for one extreme
value of k, i.e., for k = 0, and a linear shape for
the other extreme value of k of unity. For values of
k between zero and unity the curves start off with an
exponential shape and then change into a linear
shape as the SNR is increased. It is evident from
these general shapes that the optimum choice of

the rates for a two-data-rate system is to make
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R, = 0 and choose Ry so as to maintain the desired
average rate, R . It is this choice that maintains
an exponential decrease of probability of error with
SNR for all values of the average SNR at the
receiver. A two~data-rate system with a low k (lOm2
or less) operates close to the optimum for high
error rates but at low rates its performance suffers
from the fact it does not completely stop message
transmission during a deep fade.

To give quantitative results it is seen
from Figs 8.5 that with noiseless feedback, the maxi-
mum attainable improvement with a géue of k = 107"
is a saving of 4.5 dB transmitter power as compared
with a fixed-rate system continuously transmitting.
The corresponding saving in transmitter power with
a noisy feedback is 3.7 dB. The maximum improvement
is obtained for error rates below 107~ for the
noiseless feedback case and for error rates below
2.6 x lO-afor the noisy feedback case. For equal to
10"2, equivalent figures to those given above are
a maximum transmitter power saving of 14 db for the
noiseless feedback case and 12.4 dB for the noisy
feedback case. The maximum improvement is obtained
for error rates below 10-3 for the noiseless feed-

back case and for error rates below 5 X 10-“ for
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the noisy feedback case.

A major point of interest to note in
these quantitative results is that Palmer, et al,
obtained a maximum transmitter power saving of 15 dB
(for noiseless feedback) for a continuous rate
variation over a range of 1: 100. A two-data-rate
system with k = 1/100 is seen from Fig. 8,5 to
attain a maximum transmitter power saving of 14 4B
for the noiseless feedback case. Thus discrete rate
variation suggested in the thesis is seen to
perform very close to a similar continuous rate
variation. This is a very significant result since
it is clearly much easier to realise a system using
two discrete data rates than to realise a system
which varies the data rate continuously between the
two discrete data rates.

The effect of prediction on the performance
of an intermittent system is shown in Fig. 8.7. It
is evident from this Figure that the ability to form
good prediction is required if worthwhile improvement
in the performance above that of a fixed-rate conti-
nuous system is to be expected. It is seen, for
example, that unless the prediction factor, A, is
greater than 0.6, very little improvement is obtain-

able.
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Lastly, the effect of noise in the
feedback is seen to be that slightly more transmitter
power is used than in the noiseless feedback to
obtain the same performance, for values of k close

_1, the extra

to unity. For example for K = 10
transmitter power required is 0.8 dB. As k decreases,
the extra transmitter power required because of the
noise in the feedback increases. For an intermittent
system (k = 0) 2.5 dB more transmitter power is

necessary to achieve the same error rate as in the

noiseless feedback case.

8.3.,2 The Two-Data-Rate Variable-Level

sttems

The results for two-data-rate variable-
level systems, that is, systems in which the data
rate is varied by switching between two different
sets of signalling alphabets, will be considered
in this section. The performance curves for these
systems are shown in Figs. 8.8 - 8.12. These curves
were computed from Equations 7.31 and 7.49 which
were derived in the previous Chapter. The two
numbers which appear on each of the curves denote
the sizes of the two signalling alphabets used for

the two-data-rate variable-level system. For example
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(0,2) indicates that the curve refers to a binaxy
intermittent system and (2,4) indicates that the
curve refers to a system which switches between a
binary signalling alphabet and a quarternary
signalling alphabet.

From Fig. 8.8 it is seen that intermittent
system operation improves the performance of a data
transmission system from operating under flat-flat
Rayleigh fading conditions from a linear decrease
to an exponential decrease of the probability of
error with the detection SNR. This leads to enormous
saving in the transmitter power for the same error
rate. For example, at an error rate of 10"2 the
transmitter power saving obtainable due to an inter-
mittent operation is 13 db and at an error rate of
10"‘3 the transmitter power saving increases to 20 dB.
It is also seen that the saving in the transmitter
power 1s about the same for all the intermittent
systems considered, that is, for (0,2), (O,4), (0,8),
(0,16) and (0,32) variable-level systems. From Fig.
8.9 it is seen that for low error rates, the exponen-
tial curves of an intermittent system operating
under flat-flat Rayleigh fading conditions lies
only 4.3 dB away from the exponential curve for

the same system operating under nonfading conditions.
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The curves giving the performance of
two-data-rate non-intermittent systems (Figs 8.10
and 8.11) show general similarity to those of
variable-duration systems considered in the
previous section. On a log-log scale, they start
off as exponential curves and then change into linear
curves. As can be seen from Fig. 8.10, these curves
have interesting cross-overs. It is seen, for
example, that a (2,8) variable-level system performs
better than a (2,4) variable~level system only when
the average detection SNR is greater than 15.5 dB;
otherwise, its performance is worse than that of the
(2,4) variable~level system. Below error rates of
10" +the (2,8) system has a 2.7 dB power advantage
over the (2,4) system, whereas at error rates
higher than 10~ > the latter system has about the
same power advantage over the former system.

Generally, the larger the signalling
alphabet used with a binary alphabet in a two-data-
rate system, the worse is the performance of the
system at high error rates but the better the
performance of the system at low error rates. It
can be concluded that over channels with low
average SNRs (below 15 dB), it is more advantageous

to use a (2,4) variable-level system whereas over
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channels with high average SNRs, it is more
advantageous to use a (2,m), m > 4, variable-level
system, where the number m depends on the actual
value of the average SNR of the system.

Fig. 8.12 shows the effect of adjusting
(the threshold SNR, Un_) which

the parameter u, =
the average SNR, U

determines the percentage of the time “transmission
is carried out at the low and the high data rates.
For an intermittent system. u, = 0, then '‘¢learly
transmission is carried out continuously and the
system becomes a fixed-rate system which transmits
all the time it is in use. It is clear from Fig. 8.12
that a variable-level system is fairly insensitive

to small changes in u, so long as u, is close to

c

unity but for low values of U, s namely, u, < 2,
any small changes in u, is bound to have a large

effect on the performance of the variable-level system.

8.3.3 Comparison Between Two-Data-Rate

Variable-Duration Incoherent FSK Systems

and Variable-Level Coherent ASK Systems

The two completely different techniques,
namely the variable-duration and the variable-level
techniques, of achieving discrete rate variation

that have been analysed in the previous three
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chapters are compared in this section. Before carry-
ing out this comparison, however, the advantages

and disadvantages of each technique which must be
borne in mind are summarized.

In order to attain good performance, the
variable-duration technique requirés transmission
of very short pulses whenever the higher data rate
is being used. It is clear from this that §g;%¥§ii§
bandwidth is at a premium, as is the case in congested
bands, the variable-duration technique is at a
disadvantage in comparison with the variable-level
technique which does not require as large a bandwidth
for the same average data rate. Further, varying
symbol du?ations makes the problem of bit synchro-
nisation more difficult as compared to a technique
which uses fixed-duration signals.

The larger the ratio between the two data
rates of a two-data-rate system, the greater is the
advantage that the system can achieve. It was seen
in the last section, however, that for a variable-
level coherent ASK system this statement requires
the qualification that the average SNR at the
receiver be sufficiently high. This places a

variable-level ASK system at a disadvantage in
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comparison with a variable-duration FSK system
because in order to realise the full advantage of
the former system, very high SNRs must be available
at the receiver. Further, in a variable-level
(selecting signals from m possible signal, where
m is variable) system, the equipment and hence the
complexity of the system grows as a power of two,
that is as 21/k, where k is given by equation 8.7.
This, again, puts a variable-level system at a
disadvantage as compared with a variable~duration
system in which the equipment complexity hardly
increases with increasing ratio between the two
data rates.

With the discussion in the foregoing
two paragraphs in mind, Figs. 8.3 and 8.13 can be
used to compare the performance of a variable-level
ASK system to that of a variable-duration FSK systemn.

A (2,4) variable-level coherent ASK
system gives a maximum (achievable at error rates
below 10_2) power advantage of 4.38 dB over a
fixed-rate binery coherent ASK system (see Fig. 8.13).
The ratio of the lower to higher data rate is only
1:2 for a (2,4) variable~level system. Also as can
be seen from Fig. 8.13, a two-data-rate variable-

duration incoherent system requires a ratio of the



265

163

signal-to-noise ratio (dB)

Fig. 8.13. Comparison between Variable-Duration FSK

Systems and Variable-Level ASK Systems;

Noiseless Feedback and Fixed Average Rate

by
o
2 \
<164
® \ \6<
b ) . N
o : intermittent FSK .,
. . R 3—4
> \ A
5169 1]
3
. 6_
‘3 ntermittent
&. ASK 3
168 .-
6-
3—
167 =
G-—.
3_
158 !
o] 10 15 20 .25 30 35 40



266

lower to higher data rate of 1:10 to achieve a
similar maximum power advantage. This is an
important result in favour of the variable-level
system.

It is clear, as can be seen from Figs.
8.10 and 8.13 that this considerable advantage of
the variable-level ASK system cannot be extended
beyond the (2,4) variable-level system without
attaching a condition that good SNRs be available
at the receiver. For example, eventhough a (2,8)
variable-level system gives as much as 7.13 dB
power advantage over the binary ASK system, this
advantage is realised in full only for receiver
SNRs above 20 dB. In fact, since below receiver
SNRs of 15.5 dB, the (2,8) variable-level ASK
system has a performance inferior to that of the
(2,4) system, the power advantage of the (2,8)
variable-level ASK system over that of the fixed-
rate binary ASK system diminishes and hence the
relative advantage of the variable-level system over
the variable-duration system also diminishes.

It is seen from Fig. 8.13 that the
binary intermittent coherent ASK system has a
6.25 dB power advantage over the variable-duration
intermittent incoherent 'FSK system for similar

error rates. If 3 dB ie deducted from this power
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advantage because coherent detection is used in
the ASK system, the relative advantage (due to
intermittent operation) of the variable-level
system over the variable-duration system is 3.25 dB
saving in power for similar error rates.
Comparison between the variable-duration
and the variable-level systems has been made
in this section under the assumptions of noiseless
feedback and perfect prediction. It is seen in
section 8.3,1 that for a two-data-rate variable-~
duration FSK system, the effect of noisy feedback
and imperfect prediction was to increase by
small amount the required transmitter power for
the same error rates and that this results in a
slight shift of the performance curves to the
right. If it is assumed that noisy feedback
and imperfect prediction have similar effect on
variable-level ASK systems, then the relative
advantage of the variable-level ASK system over
the variable duration FSK system will remain
approximately the same as for the noiseless feed-

back and perfect prediction case.
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8.3.4 Comparison Between the Variable-

Duration Incoherent FSK System and

and the Van Dumren ARQ System

In this section two-data-rate variable-
duration FSK systems with k = 1/10, k = 1/100
and k = 0, are compared with van Duuren ARQ system.
Since in the van Duuren ARQ system the average
(through put) rate of transmission decreases as the
number of retransmissions increase, it is evident
that for low SNRs, the average rate of transmission
will in general be extremely low. The average rate
of transmission for the two-~data-rate systems is
constant at the normalised value of unity. The
average rate of transmission of the two types of
systems will be taken into consideration when
making the comparisons.

It can be seen from Figs. 8.14% and 8.15
that a two-data-rate variable-duration incoherent
FSK system with k higher than 1/50 will perform in
a manner inferior to that of the van Duuren ARQ
system, that is, the former system has a higher
error rate than the latter system. It can be seen
from Figs. 8.16 and 8.17 that for values of k lower
than 1/50, there occur cross-overs in the performance

of two systems. For example, the performance curve of
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a two-data~rate variable~duration system with

k = 1/100 has two cross-overs with that of the ARQ
system, Below receiver SNR of 11.5 dB, the ARQ has
better error rates than that of the two-data-rate
variable~duration system. For SNRs lying between 11l.5
dB and 25 dB, the variable-duration system has lower
error rates as well as higher transmission rates than
the van Duuren ARQ system. Above SNRs of 25 dB8, the
ARQ system has lower SNRs and comparable transmission
rate to that of the two-data-rate variable duration
FSK system.

It is necessary to elaborate on the
comparison made between the ARQ system and the
variable~duration incoherent FSK system. In region
1, shown in Fig. 8.16, though the ARQ has a better
error rate than the variable-duration FSK system, it
cannot be concluded from this that the ARQ is the
better system. This 1s because in this region, the
ARQ system has a transmission rate less than (%)th
of the average rate of the variable-duration FSK
system. Thus, in the region to the immediate left of
the first cross-over point, it is not easy to say
which system 1s the better system. It will depend
on the requirement at hand. The choice is between
high error rates combined with high transmission

rate and lower error rates combined with very low
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transmission rates.

In region 2, see Fig. 8.16, it is clear
that the two-data-rate variable-duration system
performs better than the ARQ system. Not only has it
lower error rates than the ARQ system in this region,
but it also transmits at a higher data rate.

In region 3, the performance of the ARQ
system is again better than that of the two-data-rate
variable-duration system. Because of the high SNRs
in this region,however, there are very few rctrans-
missions in the ARQ system and the through-put rate
of the ARQ system is very close to the average rate
of the two-data-rate variablc-duration incohcrent
FSK system. Clearly, the ARQ system is the better
system in this region because it transmits at
virtually the same rate as the two-data-rate variable-
duration system but it has lower error rates.

From Figs. 8.18 and 8.19, it is seen that
for error rates below 10~%, the two-data-rate
variable-duration intermittent FSK system has lower
error ratgrgﬁe ARQ system for the same SNR, or,
alternatively the former system has a power advantage
over the latter. The saving in power increases with
decreasing error rates. For example, at error rate of

10™*, the two-data-rate variable-duration intermittent
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system has a power advantage of 9.5 dB over the ARQ
system, but at error rate of 10™°% the power advantage
increases to 13.5 dB.

In Figs. 8.14 - 8.19, the dotted
performance curves refer to systems which use both
the ARQ technique and two-data-rate variable-duration
technique. These curves will be discussed in

Chapter 10.

8.3.5 Comparison Between Two-Data-Rate

Systems and the (23,12) Golay Code

From Fig. 8.20 it is seen that the (23,12)
Golay code interleaved by a factor of 5 performs
better than the optimum two-data-rate variable-
duration FSK system, showing about 9 55:&6‘3. At very
high error rates (above 3 x 10'1), the two-data-rate
variable-duration system performs better than the
interleaved Golay code. Though the performance curve
of the intermittent binary coherent ASK system is
seen from Fig. 8.20 to lie fairly close to that of
the interleaved Golay code, it should be recalled
that the performance of the latter system was
evaluated for an incoherent FSK system. An

adjustment of 3 dB should therefore be made for the

coherent ASK. If this is done, it is seen from the
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dotted curve that the performance of the Golay
code is better than that of the variable-
amplitude system, showing a 6.3 dB power

saving for error rates below 107%. The inter-
leaved Golay code, however, performs worse than
the variable-level (-amplitude) system above
error rates of 3 X 10”2, for average SNRs above
3.75 dB.

The performance curve of the non-
interleaved Golay code, however, has double
cross—~over points with that of the two-data-rate
variable-duration FSK system. The intermittent
FSK system performs better than the non-
interleaved Golay code for error rates above
2 % 10-! and below 5 %X 10~°% equivalent to
average detection SNRs of 4dB and 17 dB
respectively. Between these average detection
SNRs the non-interleaved Golay code performs
better than the intermittent variable-duration
FSK system,, showing about 3dB power advantage.

It is scen from Fig. 8.20 that the non-

interleaved Golay code performs in a manner inferior
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to the variable-amplitude (set) system. After the
adjustment, that was referred to above, to the
variable-amplitude ASK system, it is seen from

Fig. 8.20 that this system performs better than

a system using non-interleaved Golay Code by about
1.5 dB for error rates above 10_5. For error rates
below 10_5, the advantage of the variable-amplitude
systems over the non-interleaved Golay Code increases
rapidly and at an error rate of 10~ ', the power

saving is 7.5 dB.

8.3.6 The Performance of Two-Data-Rate

Systems with an Upper Limit on the

Higher Data Rate

It was seen in the previous chapter that
the effect of placing an upper limit on the value
of the higher rate was to place another limit on
the ratio, «, of the threshold to average SNR, also
called the cut-off ratio for intermittent systems.
For the intermittent system if the upper rate is
fixed at its maximum value, then the percentage of
transmission time must be increased by proportionately
increasing the cut-off ratio, «. This will, however,
lead to inferior performance because the optimum

cut-off ratio is not used. Thus it is the effect,
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on the probability of error, of decreasing the cut-
off ratio from its optimum value that must be eval-
uated. In a similar manner, for the two-data-rate
non-intermittent system, if the upper rate is fixed
at its maximum value, then for a fixed k(= Rl/Rh)’
the normalised threshold, =, of switching between
the data rates must be lower to maintain the same
average rate. The effect on the probability of error
of working at a non-optimum, «, is shown in Figs.
8.21 - 8.23.

From these Figures, it is evident that
placing a limit on the upper rate of a two-data-rate
system does not have a severe effect on the probability
of error. For the intermittent FSK system, for
example, it is seen from Fig. 8.21 that using a
nonoptimum cut-off ratio of 0.4, instead of the
optimum cut-off ratio, leads to a deterioration of
only 1 dB, for low error rates, in the performance
of the system. For the non-intermittent systems
with k =0.1 and k =0.01, the extra transmitter power
requirement is also seen to be about 1 dB (figs.
8.22 and 8.23) if a nonoptimum normalised threshold,
«, equal to 0.4 is used instead of the optimum
normalised threshold. It is seen from Fig. 7.1

that for « =0.u4, the higher data rate, R, » of the
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two~data-rate system will be only 1.1 times the
average rate, RO. Thus, using a nonoptimum value of
« = 0.4 is equivalent to placing an upper limit on
R, to be at most 1.1 times R,. It is thus concluded
that an upper limit may be placed on the maximum
value the upper rate can take without affecting the

performance very much.
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8. DISCUSSION OF THE PROBLEMS AND METHODS OF

IMPLEMENTING n-DATA-RATE SYSTEMS

9.1 Introduction

The problems and some methods of
impdementing n-data-rate systems. were mentioned
briefly in the previous four Chapters. In the
present Chapter a more detailed discussion of
these topics is given.

Before giving the discussion , however,
two general comments on variable-rate systems need
to be made. The first is that existing communication
systems are composed mainly of fixed-rate equipments
and as a vast sum of money is already invested in
these systems, if variable-rate schemes are to find
general applicability, they muét be compatible with
fixed-rate equipments. The second comment is that
a variable-rate system should give sufficiently large
saving in transmitter power. Equivalently, it should
give sufficiently large improvement in the performance
over the fixed-rate system transmitting continuously.

From the results given in the previous Chapter, the



287

latter condition is seen to hold for the schemes
analysed in Chapter 7.

In Section 9.2, which follows, the
problems of implementing n-data-rate systems are
discussed. The methods, including an example, of
impelementing n-data-rate systems are discussed

in Section 9.3.

9.2 Problems of Implementing n-Data-Rate Systems

9.2.1. A General Problem

A general problem arises from the
assumption made in some of the integrals in Chapters
5 to 7, that the SNR could take an infinite value.
The Rayleigh fading probability density function
used for the amplitude of the received signals is
based on the assumption that the signal is the sum
of infinitesimal signals of random phase. Consequently
the probability, »r(u > uT), that the SNR will
exceed U however large, 1s always greater than
zero. In practice this statement will not be true.
Whatever the transmission medium, there will always

be a finite SNR, U for which pn(u > um) is zero.
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For systems which require large threshold SNR, Ur,

the above limitation must be borne in mind.

9.2.2 Problem of Measuring Thresholds

An implicit assumption made in the
analyses of n-data-rate systems was that it is
possible to determine precisely whether the SNR is
greater or less than a given threshold. Actually,
this measurement can be made only with a given
probability. Because of practical circuit limi-
tations it is impossible to measure signal amplitude
with as high a precision as desired within a specified
period of time. As is shown below, errors due to this
limitation are negligible.

Generally, the poorer the channel, the
greater will be the effect of any error in the
measurement of the threshold. As an example, take a
channel with average SNR of 10dB and consider an
intermittent incoherent FSK system working cver such
a channel. Further assume that the feedback channel
is noiseless. The feedback channel is used to instruct

the transmitter when to begin and when to cease
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transmission. From Fig. 7.2 the optimum threshold SNR

for this system is seen to be 7.1 dB. The duty cycle

0'71; and the fraction transmission

-0.71

is, therefore e
should be halted is 1 - e

The fraction of the total transmission
time that is initiated by an error in the measurement
of the threshold, that is, by noise rather than
signal, can be expressed as

ar(u < uT)

te R TICTRES uT) x pr(u > measured uT) vee.9.1

which is

+ = 1 - Duty Cycle
Duty Cycle

x pr(u > measured up) ....9.2

On substituting for the value of the

duty cycle, equation 9.2 becomes

1 - =071
t = ~r{u > measured uT) ees.9.3

e
o~0.71

To find the pr(u > measured uT), suppose that the
maximum frequency of the fading variation does not

exceed B/5, when B is the bandwidth of the system.



290

By simple filtering it is possible to increase the
SNR at the input to the threshold detector by a

factor of V5. Thus

pr(u > measured ug) = V5 x 7.1
Hence,
e 21-e0M Exa
e e-0.7l

6.15 x 108 -

]

which represents negligible increase in error.

9.2.3. Synchronisation Problems

As was mentioned earlier, synchronization
of the phase, the frequency and the duration of
transmitted and received signals is always a difficult
problem in a digital communication system. Solutions
to this problem have, however, been found (see, for
example Refs. 31 and 75) for systems using fixed-
duration signals. When the duration of the trans-
mitted signal is varied, as in the case of n-data-

rate variable-duration system, the synchronization
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problem is clearly made more difficult. Two
techniques of eliminating the increase in the
problem are discussed below.

The first technique is that of sending,
over a separate SYNC channel, a SYNC signal prior
to transmitting the next group of symbols. The
purpose of the SYNC signal is to inform the
receiver which of the possible n data rates is
currently in use. This, clearly, also tells the
receiver what the duration of the incoming group
of symbols is. The duration of the received signals
is assumed to be the same until the next SYNC signal
is received, that is, until the first in the next
incoming group of symbols is due for detection.

Evidently, if the SYNC channel had
enough power over it to make it virtually error
free, the magnitude of the synchronization problem
would be reduced to that of bit synchronization
since the receiver would then know precisely the rate
of transmission at all times. In practice, because
of limitation in the available power, the require-

ment is that the probability, ®4, of making an
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error over the SYNC channel be made as small as
possible while keeping enough power for use over
the data channel.

In Chapter 7, By Was evaluated for
two-data-rate variable-duration systems. It was
found that only 10% of the total available power
was required over the SYNC channel to give error
probabilities over this channel of less than 10 !?,
Clearly, in many applications a probability of
less than 10 !° of making an error over the SYNC
channel would be accecptable and only bit synchro-
nization problem would need to be considered.

The second technique of eliminating
synchronization difficulties arising from variable-
duration system operation is the use of special
coding techniques. As was discussed in Section 5.2,
the errors over the SYNC channel lead either to
insertion or deletion of message symbols. Levenshtein®
has found a class of binary codes for correcting
spurious insertion and deletion of symbols. Clearly,

using these codes the errors over the SYNC channel
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can be either eliminated or greatly reduced. In
that case the probability of making an error over
the SYNC channel is made sufficiently small and
the synchronization problems arising from the

errors over this channel are thus eliminated.

9.2.4 Storage Problems

In most transmission system, the
storage capacity at the terminals is limited by
economic and other factors. In these systems it is
important to identify the problems that could
arise with the storage of messages and suggest
solutions to these problems. There are basically
two problems.

The more serious problem that could arise is
that of an overflow of the storage. This comes about
when the storage is full and the rate R, at which
message is entering the storage is greater than the
rate at which message is leaving the storage. See
Fig. 9.1 below. The results is that some part of the
message will be lost because an attempt to put it

into the storage fails.
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Fig. 9.1 The Data Rates at which Messages

enter and leave the Storage

This problem could arise in an n-data-rate
system when the average rate, Ro’ is a large fraction
of the highest data rate, R, and the channel is
such that the data rates greater than Ro are
used frequently.

C A solution to the problem of overflow in an
n-data-rate system is to adjust the threshold on the
control channels so as to use the rates higher than
the average rate for less percentage of transmission

time. This will, in effect, lower the average rate
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of the system and information would then have to be
taken into the storage at a reduced rate.

The other problem can be called an
*underflow' of the storage. It arises when the
storage is empty and is being filled at a rate
lower than the rate being used at the output. This
problem could arise when the average rate, Ro’ is a
small fraction of the highest data rate, R , and the
channel is such that the rates which are higher than
the average rate are used more frequently than those
which are lower than the average rate (see Fig. 9.1).
The disadvantage of underflow is that the capability
of the system is not exploited to the full and there
are, therefore, periods during which the transfer of
data is halted because of lack of messages in the
storage.

A solution to the problem of underflow is
to raise the average rate of the n-data-rate system.
This can be done by adjusting the thresholds so as to
use the rates higher than the average rate are used

for a larger percentage of transmission time.
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9.3 Methods of Implementing n-Data-Rate Systems

9.3.1 Introduction

As was mentioned in Chapter 5, there
are basically two parts to the problem of designing
and hence of implementing variable-rate systems.
The first part of the problem is the method of
estimating the conditions in the channel. The techni-
ques which can be used for estimating the channel
are discussed in Section 9.3.2, which follows. The
second part of the problem is the actual technique
of implementing the change of the data rates. These
methods are discussed in Section 9.3.3.

Finally in Section 9.3.4, a system using
discrete-variable-speed tape machines for implementing
the changes of data vrates is described in some

detail so as to make the discussion more specific.

9.3.2 Methods of Estimating the Characteristics

of the Forward Channel

For intermittent systems, the most
convenient technique of measuring the forward channel

is to send continuously over a separate channel a
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pilot tone signal and use the level of the received
pilot-tone signals as a basis of forming an estimate
of the channel conditions. The 'pilot-tone' technique
of estimating the forward channel was described in
Chapter 2 and used in the analysis of n-data-rate
systems presented in Chapter 5. Two alternative
techniques of estimating the forward channel are
discussed in the following two paragraphs. Both
techniques rely on the estimation of the probability
of error.

The first technique uses the double
threshold or null-zone detection described in Chapter
2. The symbols which fall in the null-zone detection
region are treated as detected errors. The error
symbols are then fed into a special counter which is
a form of an error-rate estimator using direct
counting technique.

Direct counting of error pulses suffers
from the disadvantage that when the actual error
rate is low, an unacceptably long period of time is

required to count enough errors to give reliable
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estimate of the actual error rate. Chesler and
Hingoraniu%ave developed a performance monitoring
unit (PMU) for binary systems using orthogonal
signalling over a Rayleigh or Rieian fading channel.
Tt is based on estimating certain moments and joint
moments of the output of the MARK and SPACE matched
filters and calculating the error rate from these
estimates. Goodinéudescribed another general PMU
technique which is stated to be much less sensitive
to the statistiecs of the received signal and noise
than the system developed by Chesler and Hingorani.
Gooding employs modified decision thresholds in
conjunction with a digital receiver to produce a
pseudo-random error rate larger than the actual
error rate of the receiver. This is then used to
estimate the pseudo-random error rates corresponding
to two or more modified decision thresholds. Lastly
an extrapolation technique is used to determine the
error rate of the receiver from the pseudo-random

error rates.
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8.3.3 Methods of Implementing Change_ of

Data Rates

In a two~-data-rate intermittent system,
the actual technique of changing thie rate is simply to
halt transmission. One way of doing this physically
is to use 'gates' which can be turned on or off at
the transmitter and receiver. The transmitter
gate is turned on for transmission when the received
feedback signal indicates that the conditions in the
channel are favourable. For the two-data-rate system
more sophisticated techniques of switching between
the rates are necessary. Two such techniques are given
in the thesis. The first technique is described in
this Section and the second will be described in the
next Section in which an example of a complete
n-data~-rate system is given.

A technique which implements the change
of the data rate of a transmission system by
altering the duration of keying over a mark or a
space symbol is peferred to in this thesis as MARK-

SPACE differential keying. An example of MARK-SPACE
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differential frequency-shift-keying is shown in
Fig. 9.2. The system illustrated is a binary FSK
feedback system.

For an n-data-rate variable-duration
system, the higher the data rate, the shorter the
time-duration of the symbols sent using the rate.
Evidently, the highest data rate uses the shortest
symbols. Let it be arranged by design that the
duration of the symbols for any given rate of an
n-data-rate system is an integral multiple of the
duration of the shortest symbols, which are those
sent using the highest data rate. In this case, in
order to change the data rate, the keying over a
mark or a space symbol is simply maintained over a
period that is an integral multiple of the shortest
time~-duration used. Clearly, this technique is
much simpler to implement than a continuously

variable-duration system.
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9.3.4 An FSK System Using Variable Speed

Tape Machine

A second technique of varying the
duration of the transmitted signals is that in
which the duration of the signals is varied by
recording and playing back the signals on a tape
machine capable of working at n discrete speeds.
The action of the tape machine at the transit
terminal implements the change of the data rates.

A description of this action is given below.

As shown in Fig. 9.3, signals of
duration, Do’ are recorded at a fixed tape speed,
Vo' After a glight delay, the signals are played
back at one of n possible speeds of the tape Vi’
i=1,2,...n.

There are many possible relationships
between the duration of the transmitted symbols and
tape speed. As was discussed in Chapter 2, Pierce6
has shown that the optimum rate variation is one in
which the data rate 1s made directly proportional

tan
to the instaqgous SNR. In order to correspond to
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Pierce's optimum rate variation, the duration of
the played back signals would need to be determined

by the relation

\Y
D' ='v'_ . D -31.906

From the Equation 9.6 it is seen that
the duration of the signal is increased if v, < VO
and is decreased if Vi > Vo'

At the receiver terminal, the received
signals is frequency divided and translated down to
near baseband in the conventional manner. It is
recorded at the same speed at which it was played back
for transmission at the transmit terminal. The
recorded signal is then played back at a fixed speed
equal to that on the recording side of the transmitter
tape machine. Because of the action of the tape machines,
the duration of the signal at the playback head of
the receiver tape machine is cqual to the original

duration of the signal.
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10. HYBRID SYSTEMS

10.1 Introduction

There are several techniques for counter-
acting the unwanted effects of signal fading in
communication systems. Some of these methods were
mentioned and discussed in Chapters 2, 5, 6, 7 and 8.
Two new methods, the variable-duration and the
variable~amplitude-set n-data~rate systems were
discussed in detail in Chapters 5 ~ 8. In this
Chapter the possibility of combining these new
methods with existing methods will be investigated.
A system that uses more than one methodj;ounteracting
the detrimental effects of fading can be called a
'hybrid system'.

The reason for using a hybrid system is
that in many practical situations, it is not
possible to control signal fluctuations adequately
with only one technique. Examples which support
this statement are:

1, The SNR of a received fading signal

can take values which vary by very
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large amounts. A consequence of this
large variation is that it is necessary
to vary some parameter by a corres-
pondingly large amount. As was

explained in the previous Chapter,
physical limitations make this impossible
in many cases.

2. When correlation between signals in
the various branches is not as small as
expected, an impractically large number
of branches may be required to reduce
signal fluctuations to an acceptable
level,

3. The length of a code necessary to
correct long or frequent bursts becomes
unmanageable from an implementation
point of view.

More acceptable signal control has been

ehferent 66

obtained by combining diversity with other techniqueS,

#r
6,16:

Recently, ’other types of hybrid techniques have been

considered. The COMMET system? for example, is a
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meteor-burst system incorporating ARQ and diversity
reception. Because a mcteor-burst communication
system has an inherently low duty cycle, the ARQ
technique operates in the COMET as an intermittent
mode of transmission. The system thus combines an
intermittent operation with ARQ and diversity. The
results presented by Bartholome and VogtBindicate
that the combination provides a satisfactory answer
to the requirements of maximum time utilization

and minimum errorvate. Further, there is the
possibility of a trade-off between these two aspects
of system performance.

In the following Section, the advantages
of using a two-data-rate system incorporating the
ARQ technique will be discussed in detail. An
example of the use of hybrid system is given in

Section 10.3.

10.2 A Two-Data-Rate System Incorporating an

ARQ Technique

10.2.1 Introduction

In principle there is no reason why an

n-data~rate system cannot incorporate a retransmission
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techniques. This would correspond physically to
transmitting data at several discrete data rates

(by using either discrete symbol durations or
several signalling alphabets) with the rate at any
instant depending on ‘the measured signal strength of
the pilot-tone signal; and requests for repeats are
made after errors have been detected. The difficulty
that would be encountered with such a system is not
conceptual but that of implementation.

Despite the practical difficulties, a
hybrid system combining an n-data-rate system with
an ARQ technique can lead to an improvement in the
performance as compared with that obtained when
using either technique alone. The improvement is
obtained in two stages. Fivrstly, the rate variation
improves thec clement error rate. Generally, the
better the element error rate, the better the
performance of a retransmission system because of
the decrease in the number of repetitions. Thus,
secondly, further improvement is obtained from the

retransmission technique which now performs better
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than it would have done for the same average

detection SNR.

10.2.2 Discussion of the Results of a

Two-Data-Rate System Incorporating

the ARQ Technique

The performance curves of two-data-rate
variable-duration systems incorporating ARQ were
given in Figs. 8.1l4 and 8.19. The curves for the
average rate for these hybrid systems were also
given on these Figures. These curves are shown on
the same page with those of the two-data-rate
variable-duration systems and those of the ARQ system
for easier comparison.

A general comment on the performance
curves shown in Figs. 8.14 to 8.19 is that the overall
performance of a hybrid system using the variable-
duration technique is better than the ARQ system
performance by a larger factor the improvement
due to the variable duration technique alone. The
reason for this has already been explained above.

From Figa. €.14%, 8.16 and 8.18, it is
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seen that the relative speeds of hybrid systems are
generally higher than those of ARQ system functioning
alone except when k, the ratio of the lower to the
higher data rate, is close to unity and the average
SNR is low. The physical explanation of this behaviour
is that when k is near unity, the lower rate which is
used for transmission during poor channel conditions
has a high absolute value. The consequence of this
is that many retransmissions are necessary thus
decreasing severely the average rate.

Clearly, the improvement is obtained
at the expense of increased system complexity.
It would seem in this case, however, that the
complexity does not increase greatly and, in any event
so long as the cost of extra equipment needed is small
as compared with the total cost of the system, the
saving in the transmitter power or the enhancement
of the performance makes the hybrid system propositions

attractive.

10.3 Examples of the Use of Hybrid Techniques

Since forward error control does not use a
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feedback link, a hybrid system obtained by a forward
error correction scheme with a simple n-data-rate
system is likely to be more practical than a system
obtained by combining a retransmission technique with
a simple n-data-rate technique. The coding and the
decoding in a digital transmission system is indepen-
dent of the actual transmission and the reception of
signal waveforms. Thus, after coding a set of binary
symbols, the duration of each bit (and hence the

data rate) can be altered without affecting the
coding.

Since coding techniques have not been
studied in any depth in this thesis, a full discussion
on the advantages of combining forward error correction
schemes and two-data-rate systems is not possible.
However, a simple example is given below to illustrate
the advantage of combining such techniques,

From Fig. 8.6, it is seen that for the
incoherent FSK system, a detection SNR of 19dB leads
to an element error probability of 1072, Suppose that

this error prebability is not acceptable and, further,
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suppose that the minimum acceptable error rate is

5 x 10 °. Several techniques, described below, can

be used to achieve the desired minimum error rate.

These are:

1

2)

The transmitter could be increased

until the element error rate of 5 x 107"
is achieved. As seen from Fig. 8.6 this
requires an increase of 3db in the SNR.
This is equivalent to doubling the
transmitter power. If a (15,7,2) BCH

code interleaved by a factor of 89 is used
over a channel with error probability of
5 x 10”° then, as Brayer has shown,17 an
improvement of two orders of magnitude

is obtained. Thus, having doubled the
transmitter power, the (15,7,2) BCH

code interleaved by a factor of 89 is
used to obtain the desired overall
performance.

A (255, 127, 32) BCH code interleaved

by a factor of 5, which has an
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(Ref-17)

improvement factor of lOOO)&, can Le uscd
alone to obtain the desired performance.
3) From Fig. 8.6 a 2-data-rate system
with k = .1 improves the element
probability of error from 10 > to
5 x 10”°. From the result already
quoted from Brayer's work it is clear
that by (15, 7, 2) BCH code interleaved
by a factor of 89 an improvement factor
of 1:100 is obtained. Thus, combining
a two-data-rate system with k = .1 and
a (15, 7, 2) BCH code interleaved by a
factor of 89 will also give the desired
minimum performance.
The cholce between these three methods
will depend very much on prevalling circumstances.
For example, if all the available power is already
being used, the choice is immediately limited to the
last twomethods. If a feedback link already exists
in the system, then clearly use should be made of it

to implement the two-data-rate scheme and the short
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code to achieve the error probability that is
required. If there is no feedback link, then the
cost of installing the feedback and the encoder
and decoder for a (15, 7, 2) BCH code must be
weighed against the cost of implementing the
(255, 127, 32) BCH code. Clearly, for an entirely
new system to be installed, the cost of each of
the threec possible systems above must be weighed
against one another to find the cheapest. Here,
cost is defined to include factors like flexibility.
Evidently, the possibility of using a
simple n-data-rate system in conjunction with
some of the astablished methods of counteracting
fading increases the degree of freedom which the

designer has.
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1l. OVERALL DISCUSSION OF RESULTS AND SUGGESTIONS

FOR FURTHER WORK

Two new methods of varying the rate of
transmission of a data transmission system were suggested
in Chapter 1 and analysed in Chapters 5 to 7. Both
techniques vary the data rate in a discrete manner.

The first, the variable-duration technique, was applied
to an incoherent FSK system and the second technique,

the variable-level technique, was applied to a coherent
ASK system. The performance of these systems was described
in terms of the average probability of error and the
average data rate. The results of the performance of
these two new types of varying the data rate as methods

of counteracting fading were discussed in Chapter 8.

A summary of the major results are given below.

For two-data-rate variable-duration systems,
it was seen that significant improvement in the
performance was obtained only for lower to higher data
rate ratios below 1:10, i.e. for k < 0.1l. The optimum
two-data-rate variable-duration system was found to

e the intermittent system, or, when the lower data
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rate is made zero. Further, it was seen that the
improvement obtained was subject to a maximum depending

on the average detection SNR. The higher the average

SNR, i.e. the better the channel, the graater the
improvement obtained due to rate variation. The deteriora-
tion in the performance due to noisc in the feedback

path was not severe, but it increased slightly as the
optimum system, namely intermittent variable-duration
two-data~-rate system, was approached.

In the case of variable-amplitude set (i.e.
variable-level) system, it is to be noted that good
detection SNR's are necessary if the improvement due to
rate variation using this tcchnique is to be realised.
The only variable-level system in which the improvement
is realised at reasonably low detection SNR is the
(2,4) variable-level system, that is the system in
which switching is made between a set of two and a set
of four amplitude lavels.

The performance of a (2,4) variable-level
system, with a rate variation factor of only a half,

was found to compare favourably with that of a
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variable-duration two-data-rate system having a rate
variation factor of ten. For a variable-level system
using a binary set of amplitude levels and another set
of amplitude levels greater than four, the restriction
that the improvement is obtainable only for high SNR's
was found to be so scvere that the variable-duration two-
data-rate system is superior for a large range of
detection SNR's between say 0-40 db.

In general, comparison between a variable-rate
system studied in the thesis on a van Duuren system
is not easy because the latter system has a varying
through-put rate as a function of average detection SHR
whereas the former system has a fixed average rate for
all average SNR's. As was discussed in Chapter 8, however,
cases exist in which the variable-rate system is definitely
superior to the van Duuren ARQ system and vice versa.
For example, the optimum two-data-rate (intermittent)
system was found to be superior to the van Duuren ARQ
system except for very low SNR's (below 5db) when the
ARQ system has a better performance but has the dis-

advantage of having a very much lower average rate



318

than the intermittent system.

The summary of the major results of the thesis
have been given above. Suggestions for further work in
this field will now be given.

As was explained in Chapter 5, insertions
of symbols occur in intermittent systems when noise
is interpreted as message symbols during the periods
transmission is halted. By the use of coding or by
choosing decision thresholds appropriately, it is
possible to make the probability of insertion very
small. If this is done, then the transition probabilities
in the system can be represented by Fig. 11l.1. The
channel represented by this Figure clcarly resembles
-aj%gae;y erasure channel except for p(b¢ which does not
appear in the latter. This channel could form an
interesting topic for theoretical study aimed at discovering
further properties of the intermittent transmission
technique. It would be interesting for example to evaluate
the capacity of the channel and compare the result to the
capacity of a binary erasurc channel. |

On the practical side, one technique of
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implementing n-data-rate systems that was discussed
in Chapter 9, namely, the use of tape machines, could
be further developed. Chapter 9 simply discussed the
feasibility of using tape machines capable of working
at n different speeds in order to implement the n-data-
rate system. The mechanical design and the testing of
such tape machines in practical data transmission systems
could form an interesting experimental study. Some
problems do exist with the design of the tape machines.
For example, one problem with thc mechanical design
is the reaction time when the tape speed is required
to change by say 1:100 or more. Ideally this change
should take place instantaneously. In practice, the
problem is to minimize the reaction time.

The n-data-rate system was also studied in Chapters
6 and 7 with application to the variable-~level (namely,
selecting the signals for transmission from n different
sets of amplitude levels, using one particular set at
a time) ASK signalling. The block diagram in Fig. 6.1
was used as the general representation of the variable-
level ASK system. The practical implementation, that is,
the design and the buildings of equipment that would be
capable of switching between say binary and quarternary

signalling is yet another topic that could be investigated.
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APPENDIX A: The Probability Density Functions (pdf)

of the Signal Amplitude and Power for

Rayleigh Fading

For the time- and frequency-flat fading
model assumed throughout the thesis (see Fig. 1.2),
the amplitude of the transmitted signal is multiplied
by a random variable ‘a" (For convenience the steady
level amplitude before the multiplication is assumed
to be unity.) Specifically the random variable a is
assumed to follow the Rayleigh law and has a pdf
‘given by: -a

20
e .‘..All

Lo ]

a.

el

p(a) =

Q

2
a
Now, the energy-per symbol to noise
spectral density ratio (which clearly also becomes
a random variable) can, by observation of Table 3.1
be generally expressed as,

a?kE

u = N = a%u eeeAL2
o

where,
k 1s a constant which depends on the
modulation-detection technique used.
E is the energy-per-symbol
N is the spectral density in watts/Hz of the
additive noise assumed to be white Gaussian

with zero mean.
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The problem now is this. Given the pdf p(a)
Equation A,1, and the relationship between a and another
random variable u, it is required to find the pdf, f(u)y
of u,

In general, if the pdf, q(y)sof a variable y
is given, and it is required to calculate the pdf, g(x),
for x = R(y), it is convenient to invert the functional
relationship and write ¥ = r(x). Then by direct substi-
tution,

q(y) dy = q[}(xi} r'(x) dx coesAL3
where r'(x)=dr(x)/dx. Hence if r(x) is single valued
function of x,

g(x) = q[%(xi] ' (x) C. Ay
If r(x) is a multivalued function of x, the expression
on the right hand side is summed over all the values.

Applying Equation A.4 directly to Equations

A.1l and A.2, the following is found for f£(u)

F(u) = -+ e 207U V. ALS

202U
a

Let U_ = 20;U in A.5,

fw) =32 e © e ALB
(o]

G
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APPENDIX B: Evaluation of the Two-Dimensional

Probabilities

The two-dimensional probabilities which

are joint distribution functicns of the envelopes

of joint Gaussian processes given in Chapter 5

are now evaluated.

Consider, first, the evaluation of

(1) PEMIIZ— M, |2 < o0, Yi_q < |E]? < v ’m:mJ

= PE‘ < ¥G,, Yi-1 <G, < y:-J

where,
¥, |2
1 ==
2
|2, |
oo

NOTE: |M,| is the envelope for noise alone for

.I'IB.l

condition m = m; and |M,| is the envelope for signal

1

plus noise. Becuase the two data signals are assumed

to be orthogonal, the complex variates M, and M, are

independent and the joint probability density

function for G,, G, and G, can be written as

p(G,, 6

23

6,) = p(6,, 6,) p(6E,)
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Now, the bivariate pdf associated with

the power level of a Rayleigh fading signal is

{3 G)—__l_e —_G1_+G__3.I E_D__I.G_a
P9y 5Byt = 55 OXP 1-p ) 1-p

p
esessB.3
where,
I, 12 |E|?
I _ is the modified Bessel function
and,

p(6,) = exp(- G,), from Appendix A.
The integrat{on over the density function
: Al er Tas ol

required to give the probability (Equation A.1l) is

§, @ @
]
= SA dG. g dG1 p(G1’Ga) gG dG2 P(Gz)
Ve 40 1
1-1 /Y

On integrating over G , Equation B.4 becomes

p[Gl < Yst Yj_l < G3 f_ Y:L

©
G, (y+1l-p) ) G,

"
w
«
wJ
[a
]
w
Om
[}
w
-
0y
]
©
[0]
3
J
]
~]
[}
1
©
]
[
1
©
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For brevity, the following changes of
variables are made.
26, (y+1-p)
A & T)

and
2pYG,
T (1-p)(y+1-p)

With these substitutions the inner integral

of Equation B.5 becomes

_ d 11, _ x(y+1-p)
I --‘?Th SO —%exp Ey _%W-—:l IO(\/BT}?)

This can be written as
[=]
+1- 1
I :-_-Y%_pexp E%‘F&l*.%g dy exp Ei(x+yﬂ
0]

Since,
Qlvx, vVE) = St %1 exp |- %(x+y) IO(/§§)

In terms of the Q-function, Equation B.6 is

I =

I_p exp [; x(y+l-p) +‘%] QC %, o) «..eB.7

Y+ 2py
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Now,
Q( x, o) = 1.

On substituting back G;for x, Equation B.7 becomes,

I ooyt
I = ¥¥1=p exp {; Y+1-p G;] ces.sB.

Equation B.8 substituted into Equation 8.5
gives
PEI MR CPERMETE Gy £ Y:’Zl
Yj 1
= X N
yj-l

And on integrating over G , Equation B.9 becomes

"
<
>

_ Y+1 _ 2 v+1
v+I | P |7 Y3-1 e Tp P73 Y+T=p
..... B.10
Now
IM, |2
Y =
IMZI
Thus,

p| 1My 1% < M 12, ysq < |E]® 2 yg}

o



( mammad
—
[, |2
l + :
_ 1 [ ~ I, 12
Sl L 28
M, |2 M, |2
1+ i 1+ —1— (1-p)
'lez |M2|2
- o \
M, ]2
1l +—————
. M, |2 '
-exp |-y ? «..B
1M, |2
1 4 — (1-p)
M, |2
S pa— J

The other two-dimensional probability is:

(ii) p[%f—l < Is]?* < X, Ys_p < |E|? < gg}

Let

j81]
n

p|Kug < 1817 €K, ¥y < E]? < Yﬂ

el

k

~

85
=§ dGl& g ] dGB p(GS’ Gl;) o-coB.

®-1 yj-l
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where,
- _1Is|?
Gu —
|s|?
2
G, = _lEl__ s, as before
|E|?
R, = —d
;=
Is]?
and
n Y.
Yj = —::%7— , as before.
Is|?
Now,
G, +G
S b
p(G“, Ga) = -j-_—_—ﬁ' expy| - i-n
where,
x]2
" |sE*]
Is|® |E|?
Thus ,
« Vs
Ia = . de, S’A dGs T
Ka-1 Yi-1
/2/uG'G—“

2¢uGh Gs
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With the following changes of variables,

2uG“
w = =7
) 26,

Z = =

Ia becomes

2UK e 2§
1-u 3
= 1-u 1 (¥
Ia ol A dw 54z exp (u + z)
2ukm_l 23;.-1
1-u J
 I_(Vuz)
2“£a 2Yj
1-u 1-u
= 1-u _E_ L, v dz
ol _ dw exp[ A + z:[ A 5
2uk,, 1 2 a1
1-u 1-y

. exp [} %(W+21J IO(/WE)

And, with a definition of the Marcum

Q-function, that is,

QVw, V= ) = g %5 exp[:— %(w+z€] IO(/WE),

o«
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the integral becomes

The following identity will now be used.

]

8

L),

s
] O
Tl

-Bo

13
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where,
. 1-u
I1 ol T
_ 1-u
Iz T 2u

2uk
-1 r‘%‘“
2y
= i-u - Wedou it}
I, = T dw exp [: = ( 0 g] Q /E,J =
o
and -
2uk
=] F-O-P
. 2V s
- 1-u wel-u — ]
Ix‘ = 2—u— dw exp [‘ —2‘(T) Q '/W’JT:]I
(o]

Obviously, the solution to only one of
these integrais need be-worked out. The remaining
solutions can then be written by simply alterng
the subscripts. Thus, take the first integral. It

can be written as:

I =B e BY (v, ¥/3) duw ....B.14
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where,
A= 2ukm
1-u
_ i-u
B = T
27
c = -l
1-u

To solve I, , the single-sided Laplace

transform is used. Thus,

L [é(/ﬁ, /?E] = w e PW dz exp[:— l(w+z£]
W 2 2
)

t
+ I (Y wz)
00 o« w
~ Zlq - 5(2p+1)
= %E e dw e 2 Io(sz) ....B.15
t o]
On making the change of variables,
u = w(2p 1)
v = z/(2p 1)

the integral of the Laplace transform can be

written as

00

! ~ Z(u+v)
2e2V du FLuTy
741 7 ° ToVuv)
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3V
= T A, o)
2 e%v
2n+1
_ z
_ 2 232p+l)
= 3R e ) ceseB.1B

On substituting Equation B.16 into B.1l5,

I [ 1 - 3(1 - 21+l)
/= - 54
L Qlvw, vt) = dz X! e

«ee.B.17

On evaluating the integral in Equation B.1l7, the

Laplace transform is found to be

L Eg(/ﬁ, /E)] . 1 mtpf2psD) ....B.18
2p+1

To find QWw, /), the inverse of the Laplace

transform of Equation B.1l8 is taken, i.e.,

.c+joo .-'tp
Q(vw, vE) = 2 dan e Tt
2T
c-jw

where,

Re C>0
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Let

2 = 2p+l, then

1 exXpDis— 5
o o zlwet) 1 2 24
Q(/V_J, /’E) = -e -2—“_3]&- : dn : 1=0
T-jeo

....Blzo

From the substitution,

Re ' >1

On using Equation B.20, Equation B.1l4 can be written
as follows,

rje
C 1
Il = -B dwexp E(B"‘%)W -ﬂ '2—T‘_j- dQ

o I-je
Wi C
eXP 17- * 70
1 -0
‘ LTHje A
= -B exp[- %:I giz—g expl:%-ﬁ} dw exp E% —B-%)ﬂ
I'-jw o
—.'..’"‘B.Zl

On integrating over w, Equation B.21 becomes

Il = ]:'1 - I'; '0.0Bl22
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! -
I} = 775 \ ¥ TwTEeezEeD

T-je

where
5 F+joe exp |r£_1
[: f} 3 2%
B exp|- 5

¢ o u 0 . 3

[+ expl AQI
" - -
I1 = B expl - A(B+§)‘2ﬂj daq

3(1-2)(Q-2B-1)

[=jw
....B.zu
Making use of partial fractions
L = i 1 - 2 B.25
(1-0) (Q-2B-1) 2B (2B+1)-Q 1-Q e

_ [+ {'] F+je
exp .
I; = exp %] = L

h 7 213 (2B+D)-2 =~ 7273 e
- =g T-je
C
exXp E%J
. e ....B.26

On substituting w=o into Equation B.20 the following

F+j= t
z e —g=g—

is obtained.

Q(o, vE)

"
®



353

which is, clearly, the same from as the second

integral in Equation B.26. The first integral can be

shown to be

se7 - D .v..B.27
T+ EL- 2g+1 - jooex C
5 °*P lzm| P17(ZB+D)D|
27] d @ (ZB+L)-% 27T db 1L -D
P=Je .
7B+L 3

} c ! c
exP[%(iﬁiié] Q(E: 7B+ ;:)

Thus, Equation B.26 can be written as

- -C C C
1p = exp l:_f_ _exPEt—zBuﬂ QQ’ \sz I )

+ exp[% Q(o,vD) ....B.28

Now,

Qvx, vVE) = %X exp {; %(x+y£] Io(/§§)

From which,

Q(o, vE) = e «e..B.29
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Equation B.28 substituted into Equation B.29 gives

I; :expE.g], -1 +l} = 0 ....B.30

On substituting the partial fractions, Equation B.25,

into Equation B.24, the following is obtained.

T+j
I = exp[i % - A(B+%E] i

27] (2B+1)-Q
[=jw

v

[+)e expE—g‘ﬂ +

1 2
- oy | 40 — B.31
r-jw

After substituting Equation B.26 into the first
integral above, the following expression is obtained

for the integral:

T .
1

1 .
217 (2B+1)~ = I3 db

I‘—joo T e
7B+1 3

exp ACZB+1) —Tﬁﬁiijg]
1 ~D

¢
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- —exp[} %~{A(28+1) + 7%:1}] Q(EKT?E?T', |7§;T

The second integral is already in the form of

Equation B,20. Thus
A(2B+1) + C
2 2(2B+1)

Iq = exp[z % + A(B+%E] -exp
C A C
Q(\/A (2B+1), I2B+l + exp|:7 +7] Q(VAE, V/C)

."IBI32

Since I' = o, from Equation B.22,

I, = exp[%gggl Q {vA(2B+1), ¢ -exp(-AB) Q(VA, VC)

B+l 2B+1
If it is recalled that .+..B,33
2uk
- (e
A = =
. l~p
B = 75—
and R
2y .
C:_ZJ—_]‘
l-u
then,

Il = eXp —Yj_l Q(\’l-u ’ 1-1 -

2uk 2y .
-k I 3-1
exp [:k;] Q(\ =7 * 1=% +...B.34
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Lastly from Equations B.12, B.13 and B.3L,

) e-y]_l 2K Puyj_l _e-km . 2uk 2y3_1
- ' I-u ? [ I-u I-u ° -u
A ~ _A 2uk 29
- e y:] Q Zka 2UY3_1 te « Q Jl_um , \[‘i':%

1-u ’J T-u

APPENDIX C: Calculation of the Correlation Function

of the Predictor

A block diagram of the sub-optimum prediction
which was used in Chapter 5 is given in Fig. 5.1.In
this Appendix, the fading pilot-tone signal, p z(t).
is written simply z(t). Therefore, the autocorrelation
function of z(t), Rzz(o) (at t=0), will give the

power in the pilot tone signal, E . The quantity that
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is calculated here is

)\(T) _IE(t) Z* (t’*‘T)_z

abooCol

The function A (1) is a measure of the quality of the
prediction made Tsec into the future. It is assumed

that z(t) has a Gaussian autocorrelation, that is,

-3 (ug )2
RZz (1) = RZz (o) e
and
R__(0) ~1(22
S (w) = /2F 22~ o g
z We

Further the noise, n(t), is assumed to have a flat

spectrum, that is
Sn(w) = N,

The band limiting filter is assumed to have frequency

function,

H(w) = e
Now from Fig. 5.

E(t) = 8(t) + « s(t) «ee.C.2
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It is intended to expand A(t) in Equation
C.1 in a power series and chose = to make the second
order terms cancel. This will tend to make the pre-
diction filter near optimum for small We T. At the

output of the filter,

-1(%)2
Sy(w) = S (w) [H@)|? = unje ¢ ... .C.
© Yt
v2n R__(o) -1 — |1+ —
S,(w) = 22 e f o?
Z we
2
R__(o) -3 2 y?
= /In —2E e w2
©w £
£
where
2
U = 1+‘0_.
n2

The first two derivatives of RZZ(T) and
Ry (1) will be required shortly. They are therefore
tabulated below. (Note that R,,(t) and R,..(T) one
77 NN
found from the inverseFourier transforms of SZ(w)
and SN(w))

R__(0) -1
Rpn(1) = ———— e

3
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'bf{'z
2 e N B
ﬁ (1) = RZZ(O) ot e “l v
YA - m 2 N
U
O)f'r 2 ) "
2 S T -
. Rz(0) e -3+ TU Wg
u u? u
...C.S
Thus,
R_ (o)
_ Tzz
RZZ(O) = ——:r——
RZZ(O) =0
. R (0) w2
RZZ(O) = - zz N f 0.-.C.6
un?
’4N g 21 2
RNN(T) = ° e 2(01)
Y21
Similarly,
uNoo
(o) =
Ryn —
RNN(O) = o
. 4No ;
= - —_— ODQnC.
RNN(O) o 7



360

Thus,
E(t) z% (t+1) = [s(t) F e é(t)] 2% (t+t)
= Z(t) z% (t+T) + =« Z(t) z% (t+T)
....C.8
Now,
-1¢
& = 4 . . .
Z2(t) z® (t+71) F LHQU)SZQ))} C.9
and
,!
2 ®
zz(o) -3 w11+ _f
H(w)S (w) = V27 e w2 202
Z wf f
2
R__(0) -1 12
= /o7 22 e l;’f v2 ce..C.10
W
where,
w
vi o=z |1+ 2
202
Thus,
w_.T 2
Rzz(o) -%[\f,]
Z(t) z% (t+t) = 5 e
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Similarly,

(uf'r
: R, (0) w%r A
Z(t) z% (t+t) = e v

oo Cl12
On substituting Equations C.11 and C.12 into
Equation C.8, the following is obtained.
2
0T
f 2
R__(o) -3 WeT
E(t) z*% (t+1) = 22 e |V [41 + « L
v 2
v
‘..‘Clls
Also,
EE* = Z(t) 2% (t) + =% Z(t) 2% (t)
ta ZCt) Z% (Y +|=|? 2Ct) 2% ()
...C.lu

+ similar noise terms

Derivations can be continued using

(n+m)
Ry (ry = (-1® 2y M

and remembering that
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Réé) (o) = o for both signal and noise
Thus
]2 (2) - 2 (2
72(0) = |=]? R32V (o) + Ry(o) - || R{2lo)
«+.C.15

From the above tabulations (Equations C.6 and C.7),

 — RZZ(O) w

UN
H H V2w

EE*Y = =2—— 21 - |«|2

N {h N

From Equations C.1l, C.2, C.13 and C.15, the

following can now be written:

1 -
—z-e
A(T) = X -
s 3
. w2 uNoquE‘ - '«l 0]
1)y e tEh Lo _ 7
H n? V27 R__(o) |1 - =% ——:I
22 2
..C.18

Because the interest is mainly on good prediction,
several approximations can be made will simplify

optimizing = and o. These approximations are:
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Equation C.16 can then be written as

2
Aty = B LV 1 . C.17

A
2 B
v UN o
1+ —t
V2 Rzz(o)
where,
2
~ 2
A 1+ (rwf)
~ 2
B 1+ (rwf)
Thus
% S (16.)? ce..C.18

Qn multiplying Equation C.18 on both sides by the

power series expansion of

&)
TW
i
e% v

the following is obtained.

2
% e v ~ 1 - %(wa)“ eee.C.18

From Equations C.17, C.18 and C.19



1 - It )?
3
Alt) = E; £
v
UN o
1+ —2 M
o RZZ(O)

Now, A(T) is required to be near unity. Therefore,
from Equation C.20, it is seen that the following

conditions are required to be true.

1) L=z ve..C.21
VZ
4N _ o

2) o M << 1 Y
Y21 Rzz(o)

The first requirement is on the ability of bandpass
filter to pass energy in the pilot tone signal. The
second 1is a requirement on the SNR in the pilot
tone channel.

Recall that
w2
1l + _ﬁ

v g?
-2— - m% 0A00C523

20%

AY)

1 +

The first requirement, Equation C.21, could be

expressed as:

= > 1 - € where € << 1 when an upper bound
v
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mz

£ or a lower bound on g_ can be found.
g2 W

From the second requirement,

N o
HN u )

Y7 R, (o)

Z

These bounds for chosen values of e are tabulated in

Table C.1
E E_ for
I g-.) ._R> P
W W we = 27 % 10
0.005 2,13 188 1.18 x 10"
0.01 1.74% 80.3 5.05 x 10?
0.02 1.42 34.8 2.18 x 10°

Table C.1 The Required Pilot Tone Power

From Table C.1, if EP is made large

enough so that € is small enough, then A(T) can

be written as
A(T) = 1 - %(rwf)“ ces.C.21

This expression is plotted in Fig. 8.7.
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