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ABSTRACT 

This thesis is concerned with the study of techniques 

of alleviating the detrimental effects of signal fading, 

that is, fluctuation of the received signal level that 

occurs over certain radio circuits. To begin with, a 

brief review of fading communication channels, a 

description of the channel model used in the thesis and a 

summary of the techniques which have been used in the 

past to counteract fading are given. 

Techniques in which a transmission parameter is 

varied in the attempt to reduce the fluctuations of the 

received signal level have been analysed in the last decade 

and have been found to lead to significant advantages. 

Analyses of some of the existing variable-rate techniques 

have been included for later use in comparing various systems. 

In previous analyses, mainly continuous parameter variation, 

which is difficult to implement, has been considered. 

Two new techniques of varying the rate of transmission 

of a system in a discrete manner in order to make easier 

the problem of implementation are analysed. In the first 

method, the time-duration of the transmitted signals is 
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varied in a discrete manner, depending on the conditions 

in the forward channel. In the second method, the rate 

of transmission is varied by altering the size of the 

signalling alphabet, that is, by selecting a signal to 

be transmitted from m possible signals, where m is a 

variable.
A 
 The variable-duration technique is analysed with 

reference to an incoherent FSK system and the variable-

size (-of- alphabet) is analysed with reference to a 

coherent ASK system. 

The existing and some new techniques of implementing 

variable-rate schemes are described. Lastly, extensional 

ideas of combining the new with the existing variable-rate 

techniques, over-all discussion of results and suggestions 

for further work are given. 
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1. INTRODUCTION 

1.1 Fading Communication Channels  

In many oommunication systems the signal levels at the receiver 

are relatively constant with time. Mainly, these are line-of-sight 

type systems. Examples of these are short range UHF, VHF or HF 

groundwave transmissions. In systems of this type the noise is 

additive and stationary, and is usually described in terms of the 

Gaussian (normal) probability law. Though communication using 

these systems is an important technology, it will not form part of 

the present study. 

Some of the most important communication systems do not have 

a steady signal level at the receiver. The noise in these systems 

is not wholly described by the additive and stationary Gaussian 

model. Two examples of other disturbances which come readily to 

mind are the signal fading encountered in long-distance beyond-the-

horizon radio links and the impulsive noise in wire or cable links. 

This thesis will be concerned with the study of transmission 

of digital waveforms over radio channels and, in particular, with 

matching techniques for improving the performance of systems using 

these channels. Some of the channels of fundamental interest in 

the thesis are now described in a little more detail. 
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In conventional long-distance HP skywave propagation, 

fluctuation of the level of the received signal occurs because of 

multipath propagation conditions. Multipath means simply that 

there are many paths along which the electromagnetic energy can 

travel from the transmitter to the receiver such that the total 

propagation time differs between the signals arriving via the 

various routes. Physically, multipath propagation arises because 

the reflectors which bend back the radio waves are constantly 

moving and changing their reflection characteristics as a result 

of the dynamic nature of the medium. In tropospheric and ionos-

pheric scatter similar irregularities in the scatterers also lead 

to multipath propagation conditions. 

The use of satellites for communication is increasing. As long as 

the satellites (passive or active) are used as relay stations at low altitude 

levels, the signal levels at the receiver end remain fairly steady. However, 

when active satellites are used in "stationary" (very high altitude) orbit, 

more severe fading occurs than in either HF or tropospheric, scatter. The 

results derived in this thesis can thus be applied to certain satellite 

communication systems. 

The fluctuation of the received signal level, or fading, that 

occurs in the above channels is described in some detail in the 
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next paragraph. Before this, it is important to state that the 

theory explaining the physical phenomena observed in a turbulent 

medium is not so important for the design of a communication 

system. Indeed, in tropospheric scatter, no existing theory alone 

explains all the phenomena observed in this mode of propagation. 

In this thesis, a fading signal will simply be considered to have 

certain statistical properties and the specific physical phenomena 

(some of which are mentioned above) giving rise to these properties 

will not be discussed. 

Fading can he described as either short-term or long-term. 

A discussion of the relative periods over which the short- and the 

long-term fading can occur, for the channel model used in the 

thesis, is given in the following section. Experimental investi-

gations (Ref. 5, pp. 129-130) indicate that short-term fading, 

also called fast fading, is such that the amplitude of the received 

signal follows a Rayleigh probability density law. Most anti-

multipath or' antifading measures are orientated towards improving 

the short-term quality of transmissions, that is, counteracting 

fast fading. The long-term performance of a system can be speci-

fied by imposing a condition that a minimum quality of transmission 

should be achieved - over some minimum percentage of the total long-

term period, e.g. 99% of the total hours of the years or 95% of 
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the hours of the worst month. This thesis is concerned only with 

the methods of counteracting short—term fading. 

The object of this section has been to discuss very briefly 

some of the more important fading communication media in which the 

matching techniques that are to be analysed in the thesis can be used, 

A more thorough discussion of fading communication media can be found 

in Chapter 9 of Ref. 74. The next section discusses briefly mathe—

matical channel models and gives the model to be used in the thesis. 

1.2 Channel Models  

1.2.1 A General Model  

All communication channels have an input and an output. In 

a noisy environment, when no signal is applied at the input of a 

channel, an output termed la44it-ivc noise' is observed. Also, 

an applied input signal may arrive at the output distorted, 

attenuated and delayed. Many of these channels are linear. 

Fig. 1.1 below is a mathematical model 

channel with additive noise. 

i

h(t;T) 

y x(t) 	 (t)  

of a time—varying linear 

n(t) 

 

   

>z(t) = y(t) + n(t) 

           

            

Fig. 1.1 A General Channel Model  
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In the Figure, h(t;t) represents the impulse response of the 

linear time-varying channel. h(t;t) may represent the fading, 

the distortion or the intersymbol interference in a system. 

n(t) represents the additive noise. 

With reference to Fig. 101, let x(t) represent the general 

modulated signal, i.e. 

xm  (t) 	Re :x(t) e j217fot 

where fo is the carrier frequency. x(t), the complex envelope, 

denotes the amplitude and phase variations resulting from 

modulation. 

If the, additive noise n(t) is ignored for the moment, then 

the received signal is y(t),. 'and for multipath propagation, is 

of the form 

y(t) =0( (t - to  ; k) xm[(to  - t - Tic  (-0] 
> 	

1  2 

k 

where 0(t k) is the amplitude of the signal received over the 

kth path at time t, with delay Tic  (t) relative to some average 

propagation time t
o 	For continuous multipath, equation 1.2 

becomes 
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00 

y(t) = 	 <kb — to -C (t)] x 	— to v(t)] 	.103 m _ 
-00 

Note; The functional dependence of cc on changes with time, and 

this dependence is expressed by the function 0( Et - to  ;1r(t)1 

in equation 1.3. 

Substituting Equation 1.1 into 1.3 results in 

y(t) = Re [T01(t-to  ; r ) x ( t-t — -C e j 2 Ttf (t-to-r) 
2/Kfo 

(t-to 

where 3d 

v(t) = rec(t ; r) x (t 	e -j 2Trf 
o 	clt 	.•• I•5 

-pc 
With the substitution 

	

h(t 	T) =C4 (t ;T)e 	f0 1:  

Equation 1.5 becomes 

	

v(t) = 	c'3h(t rE) x (t -T) d'e 	1  7 

= Re 	v(t-to) e j  

dr 

1  4 

1  6 

From Equation 1.7, it is clear that the complex output of the 

received signal is equivalent to that which would be obtained by 

passing the transmitted signal through a linear time-varying filter. 

The time-varying functionality is such that h(t ;17) can be 

regarded as a random variable in the t-dependence. 
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Under certain conditions, specified in the following Section, 

it is valid to use a single-tone input to estimate the conditions 

in the forward channel. For such an input, an apprcirimation to 

the general channel model is made in the following Section. 

1.2.2 The Piece-Wise Constant Approximation of the Channel  

Model for Time- and Frequency-Flat Rayleigh Fading 

Experimental results obtained for a number of physical 

channels indicate that when the input signal x(t) is a sinusoidal 

waveform, then the output y(t) (in the absence of additive noise) 

is of the form (Ref. 86, p. 349)9  

y(t) = a(t) sinktoot + 0 (t)) 

The envelope a(t) and the phase 0(t) of the received 

signal vary continuously with time. It has been observed ex-

perimentally(Ref. 5, p. 129-130) that a(t) and 0 (t) appearing 

in Equation 1.8 have a Rayleigh and a uniform distribution res-

pectively. 

There are many transmission channels over which the fading is 

time-flat, This is also frequently referred to as 'slow' fading. 

It means that changes with time in the channel are slow enough not 

to be significant over the duration of one pulse (or in general over 

1  a 
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a transmission epoch). Time-flat fading is still of the short-

term type described in Section 1.1 and must not be confused with 

the long-term (which is also sometimes called Islovil)fading. 

The time-flat fading occurs in seconds or fractions of seconds 

with a typical value of the order of six fades per minute. The 

long-term gross changes in the medium occur over periods of many 

minutes and, often, hours. 

With the above assumption, a(t) in Lquation. 1.8 can be 

replaced by a piece-wise constant, a. This means that 10 does not 

change over one transmitted pulse but is a random variable from 

pulse to pulse. The variation follows the Rayleigh distributiOn3  

i.e. has a probability density function of the form 

a
2 

G-2  
p(a) = a? 

  
a 

1  9 

a 

Fig. 1.1 can now be replaced by the following simplified model; 

z(t) = y(t) 	n(t) 

Fig. 1.2 Fading Channel Hodel with 

Piece - Wise Constant Approximation 
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Further, there are time-flat channels over which the fading 

is frequency-flat, that is, non-selective. This means that the 

whole spectrum of the signal fades up and down uniformly. For 

frequency-flat channels it would be valid to initiate a single 

tone from the transmitter to be used at the receiver for prediction 

of conditions in the forward channel. 

The time- and frequency-flat fading will often be referred to 

in this thesis simply as flat-flat fading. 

The second form of disturbance in the channel models is the 

additive noise. This includes contributions from the noise 

generated in the receiver, cosmic noise coupled to the receiving 

antenna, man-made interference, and intentional and unintentional 

interference from other systems. 

In the analyses in this thesis, the additive noise n(t) is 

assumed to be a stationary Gaussian process with zero mean. Thus 

the probability density function of the instantaneous value of 

n(t) is given by 

n2 

p(n) = 	1  
0 2w-2  

1  10 

where Qr:2  is the noise power. 
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The channel model used in the thesis will be assumed to be 

of the form shown in Fig. 1.2. 

1.3 Background Discussion of Methods of Counteracting Fading 

When the received signal level fluctuates, the periods that 

it exceeds a predetermined value are called up-fades (or surges) 

and the periods that it is below the reference level are called 

down-fades, or simply fades. When the term fading is used in 

this thesis it will be taken to mean down-fades. 

The fading of signals causes severe deterioration in the 

performance of fixed-parameter digital communication systems. 

This is because there is a tendency for more transmission errors 

to occur during the weak signal periods with the net effect that 

the average probability of error is higher than it would have been 

with a non-fading signal of the same average power. For example, 

in the absence of fading, the bit probability of error for a binary 

communications system using matched filter decreases exponentially 

with increasing detection signal-to-noise ratio (Sign). This 

result is derived in Chapter 3. With flat-flat Rayleigh fading, 

the bit probability of error decreases only linearly with increasing 

SNR. See Table 3.2 in Chapter 3. The methods which have been 
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used in the past to counteract fading will now be discussed 

briefly. 

1.3.1 Early Methods  

Until the late 1950ts„ only two methods were used to overcome 

the detrimental effects of signal fading. The first was to 

design the system to operate with a minimum acceptable performance 

under the worst possible conditions. With systems of this kind, 

a fixed-parameter technique was used with the transmitter power 

being set at a sufficiently high level to guarantee that the 

received signal level was such as to give minimum performance 

requirements for 99% of the total transmission time. This design 

for worst-case operation necessitates continuous radiation of 
93 

large quantities of power. Yeh has shown, experimentally, that 

the high level of power is only necessary for 0.1% of the trans-

mission time. The excess radiation of power is not only expensive 

but it also creates severe interference, particularly in congested 

bands. In addition, it results in a very high rate of deterioration 

of the equipment employed and thus leads to a high cost of main-

tenance. This latter problem can be extremely serious in 

situations where the communication stations have to be placed in 

sites that are not readily accessible. Also, in satellite systems 
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it is, more often that not, impossible to design for the worst-

case operation. 

The second method which was developed and is still commonly 

used to reduce signal fluctuations was diversity. The object 

of this technique is to arrange for transmission of signals over 

several paths and arrange for the signals received over the various 

paths to be reasonably uncorrelated. If this is done then the 

probability of the signals in any two branches going into a fade 

simultaneously will be smr411. Clearly, the greater the number 

of diversity branches the less will be the fluctuations of the 

combined or selected signal. Depending on the mode of propagation, 

the diversity techniques which can be used are: spaced antenna 

(space), frequency (different carriers), polarisation, angle 

(-of-arrival) and time (signal repetition) diversities. Some 

of the methods which have been used to combine the signals in the 

various branches are: the selection technique, the maximal - 

ratio, the equal-gain and the square-lastcombining.techniques. 

Several problems can arise in practice with diversity tech-

niques. The obvious one is the added cost of implementation, 

particularly when it is necessary to use a large number of branches 

in order to reduce the signal fluctuations to an acceptable level. 
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This situation can easily arise in cases where the correlation 

between the signals in various branches is not small (Ref. 5, 

pp. 164-167). Although the requirement that the correlation 

between the signals in the branches be less than some specified 

value (Ref. 74, pp. 429-434) is met at present in many practical 

applications, this cannot be guaranteed in future if the use of 

diversity increases. For example, in time diversity, the storage 

capacity limits the time separation between signals as they are 

repeated and in frequency diversity, spectrum allocation limits 

the frequency separation between signals in the various branches. 

Lastly, the use of certain diversity techniques, for example 

spaced antenna, would lead to severe interference in congested 

communication bands. 

The early methods of counteracting fading will not be dis-

cussed further in this thesis. 

1.3.2 More Recent Methods  

The difficulties with diversity techniques discussed above, 

and the relative inefficiency of the worst-case design technique, 

has led in the last decade or so, to a search for new methods of 

counteracting fading. Some of the most promising methods that 
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have been reported are those which employ in one form or other 

=matching' techniques. With these techniques, a signal para-

meter is varied to compensate for the signal fluctuations. 

Montgomery (Ref. 47, pp. 1678-1684) has analysed a continu-

ously-variable-rate technique for a frequency-shift-keyed (FSK) 

system and pointed out the potential gain that could be derived 

from adjusting the rate of signal transmission to compensate 

for the fluctuations in the a received signal level. Yeh93 

and Axelby and Osborne4 have investigated the use of automatic 

control of transmitter power on fading circuits and have reported 

important advantages. Palmer, et al64 have studied a system in 

which the rate of transmission is varied continuously when the 

received SUR lies between a lower and an upper threshold. Above 

the upper threshold SNR and below the lower threshold SNR, the 

rate of transmission is fixed at a high and at a low value res-

pectively. From the analysis of this technique, Palmer et al have 

reported considerable saving in transmitter power. Signal 

'repetition-on-requests methods73985 have also been analysed and 

have been shown to have advantages over fixed-parameter trans-

missions. Lastly, intermittent system operation whereby trans-

mission is halted during fades has been analysed by Montgomery 

(Ref. 47, pp. 1678-1684), Cowan et al2.3  and Martin60. They have 
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all reported large savings in the transmitter power that can 

be obtained by using intermittent system operation. 

Without exception, the investigators cited above have pointed 

out the considerable improvement in system performance or other 

advantages that can be obtained by channel 'matching' techniques. 

Systems have also been built using these principles and tested 

in the field. The first to be built was a meteor-burst inter-

mittent communication system, commonly known as the JANET47. The 

'RAKE' principle has also been used in two systems which have both 

been field tested. The first was known simply as the 'RAKE' 

receiver68  . This system works well under poor propagation con-

ditions but is rather wasteful of bandwidth when the channel con-

ditions are good. This is because the system does not operate 

at a flexible data rate. To overcome this problem, the AN/OSC-10 

(KATHRYN)51'94  system was designed. This system allows the data 

rate to be varied by using signal redundancy. A report on the 

field test of this system has recently been published
51
. Lastly, 

field tests have been reported
6 

on a system, called COMET, which 

employs signal repetition and diversity reception. 

These more recent channel matching techniques will be re-

viewed in greater detail in Chapter 2. In the following Section, 

some techniques in which the data rate is varied directly as a means 

of counteracting fading are described. 
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1.3.3 Varying the Data Rate 

The one way of alleviating the effects of signal fading that 

will receive detailed consideration in this thesis is that of 

varying the operating data rate. It is possible to do this when 
measumdin 

the average data rate( A bauds) is much higher than the fading rate (measurec:1 

A
Hertz). Under certain conditions*, Pierce

65 
has shown that for 

a variable-rate scheme, the average probability of error is lower 

bounded by a function P
e 
(Uo) 1  where U.0 is the average SNR. In 

other words, any choice of data rate variation other than the 

optimum choice leads to an average probability of error greater 

than Pe(U0). From considerations of Pierce's work, it can be 

seen that the optimum way of varying the data rate, so as to attain 

the lower bound, is to vary the duration, or some other parameter, 

of the transmitted signal in order to maintain a SNR of exactly 

U
o 
at the receiver. 

Pierce has also analysed the intermittent system as a simple 

nonoptimum method of varying the data rate. For flat-flat Rayleigh 

fading, he showed that asymptotically (for low error rates), the 

*Specifically that the probability of digit error, say fe(U), as 
a function of instantaneous SNR,is continuous and concave 
upwards. 
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intermittent system requires only 4.34 dB more transmitter power 

than the optimum method of varying the data rate. The inter—

mittent system is thus theoretically almost as good as the optimum 

system. However, some problems do arise with the implementation 

of intermittent systems. These problems will be discussed in 

Chapter 2. 

It is evident that an optimum variable—rate system is an 

ideal that cannot be achieved in practice since it assumes that 

the forward channel gain (which is a random variable) is known 

exactly at the transmitter. Even under ideal conditions, namely, 

perfect prediction, and delayless and noiseless feedback, when the 

above requirement could be achieved, there is„ further, the implied 

requirement that the parameter varied should be able to take any 

This additional requirement is value however large or small. 

clearly physically unattainable. 

A new method of varying the data rate is suggested in this 

thesis to enable easier practical implementation than that involved 

in the continuous rate variation scheme. This method is to vary 

the data rate in discrete steps in one of two ways. One way is 

to make the duration of the transmitted signals take certain dis—

crete 'values. The second method is to vary the size of the 

signalling alphabet, that is, to select the signal to be transmitted 
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from m possible signals, where the number m is variable. The 

first method will be called here variable-duration technique and 

the second will be called variable-level technique. 

A n-data-rate system is thus defined as that system which is 

capable of transmitting information at n discrete data rates. 

When one of the n possible data rates is zero, the system will 

be called an intermittent system. Otherwise, the system is a 

non-intermittent one. Evidently, these definitions are such that 

the class of systems handled include existing intermittent systems 

and fixed-rate systems which transmit continuously. 

The first object of this thesis is to derive the formulae 

for the performance of the new class of nDR system defined above. 

The derivations are carried out with application to two types of 

signalling technique. The variable-duration method of varying 

the rate is applied to incoherent IPSIC signalling and the variable-

level technique is applied to coherent ASK signalling. 

The second object of the thesis will then be to apply the 

general principles to easily realisable, mainly two-data-rate 

(2DR) type, systems. The first system to be analysed will be a 

two-data-rate system in which one of the rates is zero. This is 

the same intermittent system as that analysed by Montgomery, 

(Ref. 47 pp. 1678-1684), Pierce
65 

Cowan et al
23 

and martin6°. 
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In all previous analyses (i.e. those referred to above), the 

operating data rate is allowed to take as high a value as the 

system equations dictate. It will be shown in Chapter 7 that in 

order to maintain a constant average data rate, the higher 

operating data rate increases without bound as SET increases, for 

an optimised threshold SNR. Practical limitations, for example, 

bandwidth restrictions and realisability constraints, require 

that an upper bound, say Rmax„ be placed on the operating data 

rate. Analysis of two-data-rate systems with an upper limjtation 

placed on the higher date rate is given in Chapter 7. This analysis 

is new to the author's knowledge. 

A non-intermittent system using two non-zero data rates is 

somewhat more general than the intermittent system since the former 

does not pre-assign a value to one of the data rates. One may ask, 

for example, what the optimum choice of the two rates of a 2DR 

system is. The answer to this question will be given in Chapter 8, 

after the analysis of the 2DR systems. The concept of switching 

between two nonzero rates under fading conditions has not, to the. 

author's knowledge, been analysed before. The advantages of such 

an operation will be discussed in Cbapter 8 when comparing the 

various types of two-data-rate systems. 



2r 

Combining more than one technique to counteract fading 

(hybrid techniques) can be very useful where good system per—

formance is necessary. Several hybrid systems making use of 

2DR systems will be suggested in 	Chapter 10. 

A further objective of the thesis will be to suggest some 

methods by which the nDR class of system could be implemented. 

The last major objective will be to compare and contrast the 

digital communication systems that are analysed or quoted in the 

thesis. The comparison between the new techniques given in this 

thesis and the established techniques will be stressed. These 

comparisons are made on the basis to be described in the next 

section. 

1.4 A Note on Methods of Comparing Digital Communication Systems  

In designing a digital communication system2  the final choice 

from the available alternatives depends mainly on economic factors. 

Nevertheless, it is helpful to have a definite way of comparing 

and ordering systems. The designer is usually concerned with 

how reliably a system can transmit messages (i.e. the probability 

of error for a given SUR), how many messages it can transmit per 

unit time, and what bandwidth it requires. Some rational way by 



27 

which to compare different systems is thus required. The present 

section discusses this problem as it will be necessary towards the 

end of the thesis to compare various digital communication systems 

that are analysed herein. 

The systems to be compared may differ in bandwidth, in the 

number of possible signals used for transmission (i.e. the level 

of the system), in the type of coding used, or in the average 

transmission rate. If systems which differ in average data rates 

were to be compared, for example, it would be found generally that 

the lower rates are the more reliable. Therefore, when one finds 

that a system transmits messages with a lower probability of error 

than some other system under similar circumstances, one must be 

aware of the possibility that the lsuperiort system has a lower 

average rate of transmission. Thus from one point of view, in 

order to make a set of systems strictly comparable, the constraint 

of equal average data rates between the individual systems should 

be imposed, if possible. Thus, neglecting bandwidth considerations, 

the system with the lowest probability of error, for the same trans—
and average rate 

mitter power (more strictly, for the same energy per signal dimension), 

is the 'bests of the set of systems being compared. 

It must be pointed out that the 'best1  system might still 

have some disadvantages as compared with other systems. For 
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example, the assumption that there is no restriction in the 

available bandwidth is generally a fictitious one. Thus con-

sider a fixed rate system transmitting continuously and an inter-

mittent system using one fixed rate for transmission and halting 

from time to time when the conditions in the channel are not 

favourable. If both systems operate under flat-flat Rayleigh 

fading conditions it is shown in Chapter 8 that the intermittent 

system has a better error rate for the same transmitter power and 

the same average data rate. It is evident that the intermittent 

system has a larger bandwidth since it employs a higher operating 

data rate whenever it transmits. This could clearly be a dis-

advantage when bandwidth is restricted. 

The egyPi-rate comparison is therefore appropriate when there 

is no strict bandwidth limitations and one tries to attain the 

most reliable communication for a given average rate of trans-

mission. A second method of comparing digital systems is to 

adjust the operating data rate for each system so that the systems 

have equal bandwidth 	This is most appropriate when the system 

to be designed is to transmit within a limited band of frequencies, 

which is to be used as efficiently as possible. 

Some references dealing in detail with comparison of digital 

communication systems are C. W. Helstrom43 and I. Jacobs46. 
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Circumstances play a large part in choosing which parameters to 

hold constant when comparing communication systems. 

In this thesis the equal-rate comparison will be used. 

This means that when comparing two systems, the transmitter power 

saving of the 'better' system for the system will be quoted for 

the same average data rate. Alternatively, for the same trans- 

mitter power and average data rate?  the improvement will be given 

in terms of a reduced probability of error. 

Some cases exist where it is necessary to accept a drop in 

the average data rate. An example of this is the ARQ (automatic 

repetition on request) system. Another example is a two-data- 

rate system in which the operating data rate has to be less than 

a given value. This will be considered in Chapter 7. 

In the ARQ and other retransmission techniques, the decrease 

in the average data rate can be extremely severe for low SNR1 s. 

In order not to render the comparison of such a system to other 

systems meaningless, it is necessary to control the decline in the 

average, or throughput?  rate. A compromise between the performance 

and the average rate could be made in this case. A method of 

doing so is analysed in Chapter 4. 



30 

1.5 Organisation of the Thesis  

The present Chapter is a general introduction to the thesis. 

It opens with a brief discussion of the physical channels in which 

fading occurs and then gives a general and a simplified character—

isation of these channels. A brief historical survey into the 

methods of counteracting fading is made in Section 1.3. This 

background discussion leads to a brief introductory treatment of 

the new techniques suggested and analysed in this thesis. The 

basis of comparing digital communications systems, discussed in 

the last Section, will be required later in the thesis. 

In Chapter 2 a literature survey of the recent techniques of 

counteracting fading is provided. Chapter 3 deals with the classi—

cal problem of detecting fading and non—fading signals in additive 

Gaussian noise. The main object of the Chapter is to demonstrate 

the deterioration in the performance of a system operating under 

fading conditions, when compared to its performance in the absence 

of fading. 

In Chapter 4 analysis of a retransmission technique (the ARQ) 

is carried out. The chief aim being to derive the formulae and 

the performance curves of this technique in forms which will make 

them directly comparable to those of the new techniques discussed 
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in the later part of the thesis. A modification is also 

suggested for the ARQ system. 

Chapters 5 through 7 analyse in detail the new methods of 

varying the data rate which were suggested in Section 1.3.3. 

Chapters 5 and 6 deal with the general theory of n-data-rate 

(nDR) systems, which have already been defined. Chapter 7 applies 

the general theories to two-data-rate systems which are the simplest 

class of n-data-rate systems. When analysing two-data-rate systems 

in the first part of Chapter 7, no constraint is placed on the 

value that the higher rate can take. However, it is important 

that the higher rate used for an analysis of a two-data-rate 

system be achievable in practice. Thus, in the second part of 

Chapter 7, the constraint that the higher rate of the two rates of 

a two-data-rate system be less than or equal to a pre-fixed value, 

Rmnx 7  is introduced. 

The main results of the thesis are discussed in Chapter 8. 

For ease of comparison between the various two-data-rate systems, 

all the performance curves of these systems are given in that 

Chapter. In addition, for ease of comparing two-data-rate systems 

with ARQ and with an interleaved Golay code, the curves of Chapters 

3 and 4 are reproduced in Chapter S. 
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In Chapter 9, the methods of practical implementation of 

n,datarate systems will be discussed. Also some attention will 

be given to the difficulties that may arise from some of the 

assumptions that are made in the theoretical derivations of the 

performance functions of the n-data-•rate systems. Chapter 10 

gives some extensions to the main study by considering combining 

the new techniques with some existing techniques, in particular 

ARQ, in order to obtain further improvement in the system per-

formance. Chapter 11 gives the overall discussion of the main 

results of the thesis and suggests possible angles of approach 

in future studies. 

On a first reading, Chapters 3 and 4 can be omitted without 

loss of continuity ac long as the results (most of which are 

standard) that are derived in these chapters are accepted. How-

ever, two points need to be noted. The first is that in Chapter 3, 

a concise method Ins been evolved for deriving the probability of 

error for three basic signalling techniques (namely, ASK, FSK, and 

PSK) operating under conditions of flat-flat Rayleigh fading. 

The second point is the modification which has been made to the 

ARQ technique in Chapter 4. The number of repetitions of a given 

cycle are restricted so as to allow an acceptable through-put rate 

for all SHRs. This is really a compromise between the performance 

and the information rate at low SHRs. 
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2. A REVIEW OP EXISTING VARIABLE-PARAMETER SYSTEMS 

This Chapter provides a literature survey of the recent 

techniques which have been used to counteract fading. These 

techniques have a factor in common in that they adjust one trans-

mission parameter or another to counteract the detrimental effects 

of fading. Most of these techniques also require the use of a 

feedback link to inform the transmitter about the state of the 

forward channel. The use of feedback is, therefore, very im-

portant to some communications systems. For this reason a 

review of feedback and two-way communications is provided in the 

next section. In Section 2.2, a method of varying the trans-

mitter power under fading conditions is reviewed. 

Varying the rate of transmission can be effected by a direct 

or an indirect method. Techniques of direct rate variation are 

reviewed in Section 2.3. Indirect techniques using mainly the 

retransmission-on-request (also called repeat-request) strategy 

are considered in Section 2.4, Lastly, forward error control 

(coding) techniques are reivewed in Section 2.5. 

2.1 Feedback and Two-Way Communications, 

In certain communication situations, the opportunity, and 

sometimes the necessity exists for the use of a feedback link. 
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In such situations, some information from the receiver can be made 

available to the transmitter using the return path. It is well 

known (Ref. 5, pp. 345-368) that there exists in these cases a 

possibility of increasing the reliability of the forward trans-

mission or decreasing the equipment complexity, and hence the cost, 

by exploiting the fed-back information. Clearly, the use of 

feedback is essential if some parameter of a signal, e.g. the 

duration, is to he adjusted at the transmitter on evidence obtained 

by the receiver of fading in forward channel. 

For two decades the theoretical aspects of feedback and 

two-way communications 

for example, Refs. 19, 

side this development, 

back schemes have been 

In the following 

of feedback are given.  

have received detailed analyses. See, 

41, 5 pp. 363-366, 32 pp. 481-482. Along-

but quite independently, practical feed-

designed for use in communication systems4726 

sub-section, definitions of different types 

In subsequent sub-sections examples of the 

application of each type of feedback are reviewed. 

2.1.1 _Types of Feedback 

Feedback techniques can be divided into two broad classes, 

There are those that supply the transmitter with information about 

the actual channel and others that supply the transmitter with 
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data relating to the individual receiver decisions or strings of 

decisions. The former class is known as predecision feedback 

and the latter is known as postdecision feedback. In post— 

decision feedback the decision as to the action that should be 

taken when the performance of a system deteriorates below the 

acceptable level is generally taken at the receiver. The feed— 

back signal then requests the transmitter simply to carry out 

the receiver's wish which might be, for example, that a group of 

symbols be repeated. In predecision feedback the receiver sends 

to the transmitter some evidence of the state of the forward channel. 

On this evidence, the transmitter, and possibly the receiver, 

modify one or more transmission parameters to match the channel 

conditions. Green (Ref. 5, pp. 345-368) has given a thorough 

review of postdecision and predecision feedback systems up to 

about 1960. Sometimes postdecision and predecision feedback 1 	' 	/ CIecision 	information' 
are called I24gpmectiont and Idecidiont feedback respectively. 

Turin84  has described a type of feedback technique which he 

has called 'uncertainty' feedback. This technique is a com—

bination of predecision and postdecision feedback. It employs 

predecision feedback in that the feedback signals are sent before 

any decision about the received message is taken. Postdecision 

feedback is also utilised indirectly since the return path is also 
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used to synchronise the transmitter and the receiver. 

2.1.2 An. Example of the Use of Postdecisioneedback 

A form of postdecision feedback is the use of a null-zone 

detection technique with retransmission14,73,66. If the decision 

level of a received signal falls in a null-zone detection region, 

which is predetermined by the design of the system, no decision 

about the received signal is taken. However, a request for the 

retransmission of the message is made via the feedback link. 

It is intuitively obvious that the probability of error 

decreases as the size of the null-zone region is increased. The 

price paid for this increase in reliability is an increase in the 

length of time which it will take to transmit the message and a 

consequential reduction in the effective rate of data transmission. 

To minimise the probability of error, the null-zone region should 

be made as large as possible whereas to decrease the probability 

of retransmission, the null-zone region is required to be small. 

Generally, a compromise size of the null-zone region, which does 

not decrease the transmission rate to unacceptable value but gives 

the desired probability of error, can be found.66'73  

An important improvement to the fixed null-zone system is 

variable null-zone reception. This is particularly useful in 
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combating fast fading. It has been shown by Schwartz et a173 

that the variable-null system is superior to all fixed-null 

systems except in one case. This is when sufficiently large 

transmission times are allowed, in nn effort to achieve very low 

error rates. In this case the repetition-integration (or 

cumulative decision feedback) scheme73 performs better with a 

fixed-null than with a variable-null system. The reason for this 

is that when the number of rejections is very large, it is in-

efficient to discard decisions when requesting retransmissions. 

The disadvantages of null-zone detection techniques with 

retransmissions as a method of counteracting fading are as follows. 

For the fixed-null operation, the size of the null-zone region 

must be large in order to improve sufficiently the performance 

of the system. As discussed above, this leads to a very low 

'through-put! rate of data transfer. The variable-null operation 

solves this problem to some extent but then the complexity of the 

system increases with this operation because the null-zone region 

is varied with time. 

Another postdecision feedback scheme, the ARQ system, will 

be described in Section 2.4 and analysed in Chapter 4. In the 

next sub-section, the use of predecision feedback schemes is 

discussed. 
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2.1.3 Predecision Feedback Schemes  

To make use of the predecision feedback technique an estimate 

(preferably in the future, i.e. a prediction) of the state of the 

forward channel is required. There are several methods by which 
statistic 

such a e.4ftt4e of the channel can be obtained. Two of them are 
A 

described below. 

Consider the piece-wise constant Rayleigh fading model shown 

in Fig. 1.2. Because the fading is time-flat, it is possible to 

estimate, in a quasi-stationary sense, the multiplicative con-

stant, a. This estimate can then be made known to the trans-

mitter and is used as a basis of adjusting a transmission parameter 

to !match' the changes in the forward channel. 

Another method of estimating characteristics of the forward 

channel is to monitor at the receiver a 'pilot' tone initiated 

at the transmitter. An estimate of the future channel gain is 

then made at the receiver using the received pilot tone signal. 

Information about this estimate is passed on to the transmitter 

which would then take some action based on the received feedback 

signal. 

An example of a practical predecision feedback scheme is the 

'JANET'47 system. The 'JANET' system employs the pilot tone 

technique of estimating the forward channel. In the JANET system 
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a very simple parameter is fed back to the transmitter, namely the 

times at which the conditions in the channel are favourable for 

transmission. Burst transmission of stored data then takes place 

during such intervals, with data piling up in storage at the trans-

mitter between intervals. Thus the JANET scheme is also an example 

of an intermittent system. The disadvantage of the intermittent 

systems will be discussed in section 2.6. 

2.2. Automatic Power Control 

As was stated in Chapter 1, Yeh93 has shown experimentally 

that the large amount of transmitter power required to counteract 

fading is necessary for only0.1% of the transmission time. It 

is argued, also in Chapter 1, that to radiate continuously such 

excessive amount of power is undesirable and expensive. An answer 

to this problem is to control the transmitter power such that the 

large amount is radiated only when it is required. 

Axelby and Osborne4 have analysed a method of automatically 

controlling the transmitter power under fading conditions. In 

their system, the signal at the receiver is compared with a reference 

level. The difference between the two (the actuating signal) is 

amplified and used to control the power radiated from the trans-

mitter. When there is fading in the channel, the amplified 
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actuating signal goes up and the transmitter power also increases. 

Conversely, when the level of the signal at the receiver is high, 

i.e. relatively good conditions exist in the forward channel, the 

transmitter power goes down as a result of a decrease in the 

actuating signal. This is clearly a conventional control process 

by which the system automatically and continuously makes adjust—

ments to the transmitted power to suit the conditions in the channel. 

The main advantages of automatic power control described by 

Axelby and Osborne are the significant reduction of interference 

with other systems, a saving in the average transmitter power, 

particularly for very high reliability operation, and a reduction 

in the maintenance and operation costs. 

The chief disadvantage of this system operation is that a 

powerful, and hence expensive, transmitter is required, and the 

full capacity of the transmitter is not exploited most of the 

transmission time. The interference problem is not completely 

resolved because there are periods when very large amounts of power 

must be radiated from the transmitter to counteract the fading. 

During these periods the interference with other systems is severe 

and could be intolerable. 
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2.3 A Review of Existing Variable Rate Schemes  

Rate variation, as a method of counteracting signal fading, 

can be implemented by a direct or an indirect technique. Direct 

techniques of varying the data rate; for example, those which 

adjust the duration or the bandwidth of the transmitted signal 

are reviewed in this section. The indirect techniques which 

include retransmission and forward error correction are reviewed 

in Sections 2.1,2, 2.4 and 2.5. 

The simplest method of direct rate variation is the inter-

mittent system in which the rate is switched between a fixed value 

and zero. This system was suggested by Montgomery (Ref. 5, 

pp.1678-1684) in 1957. As mentioned in Section 1.3.3, Pierce65  

has shown that the improvement in the system performance obtainable 

by the intermittent operation is close to that attainable by the 

optimum rate variation•. Intermittent operation has been further 

analysed by Martin and Cowan, et al
23
. 

Martin carried out a computation for an intermittent system 

and presented his results in such a way as to make them easily 

comparable with those of a multireceiver (space diversity) system. 

Martin shows the point at which these two systems are equivalent. 

In Martin's computation, the average rate was not evaluated. 

Also the effect, on the data rate, of increasing the SNR used for 
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transmission was not discussed. Thus the improvement in per-

formance due to the intermittent operation in which the average  

rate is not fixed is either overrated or underrated, depending on 

whether the average rate is increased or decreased. An increase 

in the average rate makes the performance worse and a decrease in 

the average rate improves the performance. The average rate must, 

whenever possible, be either held fixed or evaluated. 

Cowan, et al23 have carried out a further analysis of the 

intermittent system. The analysis takes into account the con-

straints which would be introduced by a physical system, namely, 

noisy feedback, the average and peak power limitations and the 

round trip delay. Cowan, et al, show the effects of these physical 

constraints on the performance of an intermittent system. 

A modified version of the continuously variable-rate system 

analysed by Montgomery (Ref. 47, pp. 1678-1684) has been proposed 

by Palmer, et a164. In this modified system the rate is varied 

continuously when the SNR lies between an upper and a lower value. 

Outside this range the system operates at fixed rates. Above 

the upper threshold, a high fixed data rate is used and below the 

lower threshold, a low fixed data rate is used. This system 

operates close to the optimum variable-rate system for high error 

rates but at low error rates its performance suffers from the fact 
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that it does not stop the message transmissions during a deep 

fade. 

In variable—rate schemes, it is necessary to know the relation—

ship between the instantaneous SNR and the instantaneous coherent 

bandwidth of the system. The data rate could then be made directly 

proportioral to the SNR. This, in fact, has been shown by Pierce 
 

to be the optimum rate variation. 

Unfortunately little experimental work has been done to try 

and find the relationship between the instantaneous SNR and the 

coherent bandwidth of the system, for any of the fading media. 

One exception is the work of Statas79 who has found from experi—

mental studies that the instantaneous coherent bandwidth of a 

tropospheric scatter system increases with the signal level. 

Statas, however, does not specify the exact relationship. 

2.4 Retransmission Error Control 

In retransmission error control, repeats of individual 

symbols, or a group of symbols, are made when a retransmission 

request is made from the receiver to the transmitter. Most re—

transmission techniques that have been analysed
11 ' 12 9 ,5485 have a 

common factor in that the feedback channel is used to convey a 

decision taken at the receiver. 
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When requests are made for retransmission of erroneous code 

words, the detection of the errors is generally done by short 

codes. An example of this is the fixed ratio (3- out-of-7) 

code for the van Duren ARQ system. The ARQ system operation 

is described in Section 2.4.2. The following section deals with 

retransmission logics, i.e. the actual technique and procedure of 

requesting repetitions, which can vary considerably depending on 

the application. 

2.4.1 Retransmission Logics 

The simplest retransmission logics are the idle RQ type
11 

in which the the transmitter idles by sending dummy symbols until 

it receives a confirmation or a repeat-request (RQ) symbol. The 

disadvantages of the idle-RQ are that considerable time is wasted 

by the idling and that extra redundancy is required to protect 
transmitted 

the confirmation and the RQAsymbols as they are transmitted 

independen'ly. 

Thy simple RQ logics have been designed11 to overcome some 

of the difficulties of the idle RQ logics. The simple RQ logics 
the 

send confirmation and RQ symbols in the same block asAdata symbols. 

These logics,_unlike the idle-RQ logics, send information con-

tinuously. The simple -RQ logics use one bit position following 
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the data to indicate confirmation or RQ. This position is thus 

protected by coding along with the data. The operation of the 

simple -RQ11 logics is such that undetected errors can cause accepted 

messages to be repeated and can cause the failure of discarded 

messages to be repeated. The assumption that messages containing 

errors contain requests for retransmissions can cause unrequested 

retransmissions. This results in messages being printed twice 

without the occurrence of undetected errors. In any case, since 

the next code word is being transmitted before the confirmation or 

RQ for the preceding word is received, code words will be often 

received out of proper order. Additional equipment is required 

to restore the proper order. 

Both of the difficulties with the simple RQ logics can be 

overcome by using dual-RQ logics1185 in which more than one 

retransmission is made each time a request is made. 

Of all retransmission schemes, probably the most widely 

known is van Duuren's - automatic request for retransmission - 

system (ARQ)85. The ARQ technique, which uses dual-RQ logics, is 

described in the next sub-section. 
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2.4.2 The ARQ Technique85  

The ARQ process uses 35 out of the possible 128 combinations 

of seven binary digits. These 35 are those Which each have 

exactly three tones', hence the terminology 3-out-of-7 fixed ratio 

code. The 35 code words are three more than the telegraph alphabet 

requires, and one of them is used as a request signal (RQ). Any 

errors affecting an odd number of binary digits of a code word 

and some errors affecting an even number can be detected since 

they transform the original code word into another which does not 

conform to the fixed ratio of the code. Errors which transform 

a code word into any of the other 34 valid code words are of course 

undetected. These particular error patterns cause transpositions. 

The ARQ technique uses a two-way communications system between 

terminals A and B, say. It is a synchronous system and, there-

fore, it does not require start and stop signals. The principle 

of the ARQ technique is illustrated in Fig. 2.1 which represents, 

on two parallel time scales, the flow of information entering and 

leaving at the two terainals. 

The detection of an error at station B when, for example, 

character lCt  from station A is mutilated, causes an RQ to be 

transmitted to request the repetition of the character which was 
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detected to be in error. In practice, because of the delay in 

the propagation path and in the equipment, it is necessary to 

repeat more than one character. In the case shown in Fig. 2.1, 

four characters are repeated. Upon reception of RQ, station A 

sends back an identical RQ followed by the previous four characters 

(the repetition cycle). For reasons of symmetry, station B also 

repeats its previous four characters. If both stations each 

detect an error simultaneously, both initiate a repetition cycle 

and the system will still function correctly. 

The ARQ system will be analysed in Chapter 4. It will be 

seen from its performance curve, given in that Chapter, that the 

chief disadvantage of the technique is the severe decrease in the 

average rate of transmission, particularly for low SNRs. This 

is because the system will keep on repeating, often the same cycle, 

for as long as is necessary for correct detection. A method of 

restricting the number of the retransmissions in the ARQ technique 

for the SNRs is suggested and analysed in Chapter 4. 

Because of the retransmissions and coding (when used), the 

information, or through-put, rate will be less than the actual 

rate at which symbols are transmitted over the channel. An analysis 

of the reduction in the transmission rate due to retransmissions 

has been given by Kuhn54. Kuhn finds that the chief factor 
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controlling the decrease in the transmission rate is the pro-

bability of detecting a code word correctly except where very 

long code words are used and when these are combined with the 

existence of a high element error rate. 

It is clear that a retransmission error control technique 

attempts to tmatchl indirectly the transmission (through-put) 

rate to the conditions prevailing in the forward channel. To 

elaborate on this point, it is evident that in a random-error 

channel, retransmissions would be spread out in a random fashion 

across the transmission time whereas in a burst-error channel the 

retransmissions, like the errors, will tend to cluster. Further, 

under extremely poor propagation conditions in the channel (as 

may occur in a meteor-burst channel
6 when there is no suitable 

meteor-trail), a retransmission technique keeps repeating the 

same cycle until conditions in the channel improve. This is 

clearly an information rate of zero. From this point of view, 

a retransmission becomes an intermittent type system. 

2.5 Forward Error Correction 

In the retransmission technique discussed above, the de-

tection of the errors is generally accomplished by short error 

detecting codes and a feedback link is used to request the 



49 

retransmission of the erroneous messages. Instead of asking 

for retransmissions, the digits in error could be corrected at the 

receiver by suitable error-correcting codes. It may seem that 

the latter is not really 'matching' the variations in the forward 

channel to a transmission parameter. However, as different types 

of codes and associated techniques such as interleaving exist for 

use in different types of channels, it is reasonable to select, 

whenever possible, a code suited to a given channel. This is, in 

effect, a kind of 'matching technique'. 

Coding has become a large branch of Information Theory and 

hence no attempt will be made in this thesis to review the results 

in this field. Instead, some of the practical limitations of 

codes and some methods which have been used to overcome these 

difficulties are discussed. The following two paragraphs discuss 

the limitations of forward error correction under fading conditions. 

By definition an e-error-correcting code will correct all 

the error patterns in a code word with e or less erroneous digits. 

Further, the code may correct some of the error patterns with say 

q, q> e, erroneous digits but without any guarantee. The higher 

q is the greater the probability of decoding error. Under fading 

conditions, the code words transmitted during the fades will 

generally contain a considerable number of erroneous digits. Clearly, 
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In order to maintain a reasonably low probability of error, the 

error-correcting code will need to be very long. As seen in the 

following paragraph, this is not desirable. In the presence of 

fading, it is generally preferable to design for error detection 

with retransmission. 

In addition, it is much simpler to implement error-detection 

schemes than error-correction schemes. Error detection for any 

parity checking code can be realised by a shift register decoder. 

Error correction, involving logical operations among sets of 

parity checks, is much more complex, and one of the major problems 

in the practical implementation of this scheme is that of 'finding 

codes with reasonably inexpensive decoders. Relatively few error-

correcting codes that possess easily implementable decoders are 

known. 

An important difference exists between random-error and 

burst-error correcting codes. Random-error correcting codes work 

well only for a channel, like the Gaussian channel, over which 

errors occur at random, i.e. there is no statistical dependence 

between the errors. Measurements over practical radio circuits
162  

however, show that in general errors occur not at random but in 

bursts, i.e. in clusters. The bursts occur because, as stated in 

Chapter 1, some channels are characterismed by fading or impulse 

interference as well as additive noise. 
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A technique, particularly useful for fading signals, is to 

use interleaving with random-error correcting codes
2217

• This 

technique is described in Chapter 4. 

2.6 	A SlInnnry of Disadvantages of Existing Variable Parameter 
Systems  

A brief summary of the disadvantages of existing variable-

parameter systems discussed in the present Chapter is given in 

this Section. This is not an attempt to 'write-off! these 

techniques. Indeed, each technique, as has already been seen, 

has its advantages. However, it is very important to be aware 

of the disadvantages of each technique. Even though the new 

techniques analysed in the later part of the thesis share some 

disadvantages with the existing techniques, it will be seen from 

the discussions below that the former techniques have the ad-

vantage of overcoming some of the difficulties encountered in the 

established techniques. 

In variable-parameter systems, such as variable-rate, re-

transmission and automatic power control systems, it is absolutely 

necessary to have a reliable feedback link. This disadvantage 

should be borne in mind for all these systems in the discussion 

below. 
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The intermittent systems require the continuous use of a 

pilot tone channel for the prediction of fades. Further, when 

the feedback channel is noisy, the intermittent systems ideally 

require the use of another channel over which is passed a signal 
place. 

to confirm whether or not transmission is taking This channel 

also needs to be extremely reliable as will be seen in Chapters 

5 and 7. The additional disadvantage of the intermittent system 

is therefore the fact that it requires the use of far too many 

separate channels. This clearly increases the complexity of the 

system. For the non-intermittent variable-rate systems, the 

pilot tone channel can be removed and prediction of fades formed 

from the received waveforms, that is, from the fading data. Further, 

the use of fading data to predict the channel conditions would 

make it possible to relax the flat-flat conditions that were imposed 

on the fading model and thus increase the number of physical 

channels that are handled. 

As was discussed in Section 2.2, the automatic power control 

has the disadvantage of not using all the available power except 

for relatively short periods of time. In retransmission error 

control, apart from the disadvantage already given, the through- 

put rate will be seen in Chapter 4 to fall to extremely low values 
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for the low SNRs. The new techniques analysed in the thesis have, 

therefore, the advantage over the retransmission techniques in 

that they each work at a fixed average rate. 

Forward error—correction techniques suffer from the fact 

that very long burst—error correcting codes are required to handle 

burst of error that occur under fading conditions. It is ex—

tremely difficult, and often impossible, to implement very long 

burst—error correcting codes. 

The other forward error control technique for fading channels, 

already mentioned, is interleaving. It will be seen in Chapter 4 

that one disadvantage of the interleaving process is that the 

memory in the channel due to fading is destroyed and is, there—

fore, not exploited by the decoding scheme. In the case of long 

bursts, as may occur under fading conditions, a very high inter—

leaving factor is necessary. This leads to another disadvantage 

in that considerable delay is inevitable as all the interleaved 

code words must he received before error correction can be 

effected. 
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3. The Detection of Fading and Non-Fading Signals  

in Additive Gaussian Noise  

3.1 Introduction  

The data transmission system models used in this 

Chapter are shown in Figs. 3.1 and 3.2. In the first model3, 

the medium (channel) coupling the transmitter and the receiver 

is assumed to add stationary white-zero-mean Gaussian noise, 

but is otherwise distortionless, i.e. there is no multiplicative 

distortion in the channel. In Fig. 3.2, the channel model is 

the same as that given in Fig. 1.2 and described in Section 

1.2.2. Thus flat-flat Rayleigh fading is assumed. 

The problem investigated in this Chapter is that of 

finding the optimum (minimum error rate) receiver structure and 

calculating the actual error probability for the optimum 

receiver. The problem is simplified by transforming it into 

one involving geometric considerations based on the Khahunen-

Loewe expansion rule. This expansion rule states (Ref. 25, 

pp. 96-99) that a nonperiodic process x(t) may be represented 

over an interval a to b by the expansion. 

x(t) = Lim 

N--) CO 

j 	4 j  

where 

fa 

j = 1 
yt) (;)k(t) dt = 

cl 	j =k 

1.0 j k 

and 
	

A •
3   
= 	x(t) c!, .3  (t) at 

b 
and where (:). are real or complex numbers. 
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TRANSMITTER CHANNEL I  

n(t) 
Si(t) 

y(t).si(t)+n(t)1  

RECEIVER 

Mi (j=1...m)  
m-LEVEL 
MESSAGE 
SOURCE 

WAVEFORM 

SOURCE 

D 

C 
0 
R 

I y(t)=4)+n(t) 

:: 
si(t) • z(t)  

• \WAVEFORM 

SOURCE 

m-LEVEL 
MESSAGE 

SOURCE  

(t) 

n (t E 

E 
C 
0 
R 

M3 (j=1,...m) 

• Fig. 3.1. A Data Transmission System Using  a 
Nonfading  Channel. 

Fig. 3.2. A Data Transmission System Using a  
Fading  Channel. 
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Thesetofwavefor ) are known as an orthonormal set. 

The number N is referred to as the dimension of the signal 

alphabet x(t) and it depends on the interval (a, b) and the 

bandwidth of the signal x(t). 

Each member silt) of the set of m transmitted wave-

forms can, therefore, be expressed, using Khdhunen-Loeve expan-

sion mile, as a linear combination of N orthonormal waveforas, 

4)1.  (t) 4) 2.(t) 	15n  (t)9 i.e. 

where A. lj = 

0 

si(r) 	4.(t) dt 

and 

T 

	

1 	j 
14).(t) 	si(t) dt = 	

f . 0 	

= 

j k 

From this expansion it is apparent that each signal 

waveform may actually be specified uniquely in terms of the 

coefficients of 	).(t), j = 1, 	N . Thus, the set si(t), . 	, 

i = 1 2  ... in can be represented by a set ofN-tupThe ,  (Ail  

N5). By using a conceptual extension of 2- and 3-

dimensional Euclidean space, the numbers, Xi1, Ai2,  ""' 

X _ can be thought of as the N co-ordinate projections of 

the signal, when the signal is regarded as a point in an IT-

dimensional space. 



/ 
/1  
I 

X 	 3  

/  
' 	j =1 

X .. 
1J (5:1  (t) 

	> cp,(t) 
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For example, for N = 32  the point corresponding to 

the waveform 

&j(t) = 	cyt) 	Xi2  (52(t) 	Xi3 	3(t), 

can be plotted on a 3-dimensional Euclidean space as shown in 

Pig. 3.3. 

3 
(t) 

Fig. 3.3 Geometrical Representation of a Signal  

Waveform in a 3-Dimensional EUclidean Space  

It is not difficult to show 3  that the energy content, 

E., in 3.(t) is equal to the square of the distance of the 

signalfromtheorigin,i.e.E.=d
2
( s., o), where d(s.,o) 

isthedistanceofs.(t) from the origin in the N-dimensional 
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EuclidePu space. This demonstrates the point that simple but 

important relationships between the signal parameters and the 

distance-angle configuration of the I1-dimensional space can be 

derived. 

In geometric terms, the detection problem can be 

seentobesneofdeteminingthecoefficientsX...Once these 
ij 

coefficients are known, the original waveforms, which they 

determine, are also known. 

In practice, the decision problem is complicated by 

the fact that the transmitted signal is corrupted by interference 

which is a random process. In the absence of multiplicative 

distortion, the interference is assumed to be purely additive, 

stationary zero-mean Gaussian noise with double-sided spectral 

power density, N. 

The additive noise n(t) falling within the bandwidth 

of the receiver can also be expanded by the Khahunen-Loeve 

rule, i.e. 
N  

n(t) = Lim> 

Nioa j 	= 1  

Since the noise is purely additive, the received signal 

is z(t) = silt) + n(t). It can be represented by a point in a 

Euclidean space of appropriate dimension. The co-ordinator of 

this point can be determined by a series of product integrators 
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whichevaluatethesumofX..
13 
 and n... Each coordinate is 

13 

thus composed of two parts — a deterministic part Xis  due to the 

transmittedsignalandn..
10 
 due to the noise which has been 

superimposed on the signal by the channel. The decision making 

stage in the receiver has to use the noise perturbed signal point 

in order to infer, i.e. guess, which actual signal point was 

transmitted. 

For coherent detection (i.e., the phase of the 

transmitted signal is known at the receiver) and assuring 

equally likely messages, a detector which selects as transmitted 

signal that signal which is closest to the received mnoisyr point 

92,61,74,3 
minimises the probability of error 	and is, therefore, 

the optimum detector. It is known as the maximum likelihood 

detector. With incoherent detection, no provision is made to 

phase synchronise the receiver. With such a detection scheme, 

the channel is assumed to add a random phase, uniformly distri—

buted between 0 and zrr, to the phase of the transmitted 

signal. The probability of error for the incoherent detection 

is averaged over the phase added by the channel in order to 

obtain the average probability of error. 

For transmission systems in which fading occurs, it 

is not always possible to find the optimum detector. However, 

in the case where the fading is flat—flat Rayleigh fading 

(Fig. 1.2), it is possible to derive the optimum receiver. 
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In this case a sot of appropriately weighted matched filters* 

constitute the optimum receiver74' • 

For the flat-flat fading channel, the probability of 

error depends on the climonel gain, a, which is a random 

variable. The average probability of error can be found by 

integrating the probability of error (as a function of'a 

over all. possible values of the channel gain. 

Expressions are derived in the following two sections 

for the probability of error for an incoherent FSK system and 

a coherent ASK system. These expressions are derived in detail 

because they will be required in Chapter 6 and Chapter 7; 

where incoherent FSK and coherent ASK signalling techniques 

are used as examples of the application of the variable-duration 

and variable-level methods of varying the data rate. 

Table 3.1 gives a summary of the formulae for 

probability of error for three basic data transmission systems, 

namely, 2-level coherent and incoherent FSK, ASK and PSK 

systems when there is no fading in the channel. Table 3.2 

summarises the formulae of the probability of error for these 

systems for the fading case. The formulae for the probability 

error, in the absence of fading, for coherent FSK, incoherent 

ASK, coherent and incoherent PSK have been quoted from Arthurs 

and Dym3. 

A matched filter is simply a special product integrator with 
an impulse response which is the time inverse of the waveforn 
to which it is matched. 
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3.2 The Detection of Steady—Level Signals in Additive  

Gaussian Noise  

3.2.1. Probability of Error for the u—Tone FSK 

System with Incoherent Detection  

In an atone IPSK system,the keying is over m different 

frequencies. With reference to Fig. 3.1, if the ith message 

waveform is transmitted, the received signal z(t) will be 

z(t) = 	2T cos(wi  t +) + n(t) 	3.1 

With incoherent detectioill oc, an unknown angle, is taken to be 

a random variable uniformly distributed between 0 and 2Ti. 

On expanding Equation 3.1, the received signal z(t) 

is 

TEE c 0 s  
Z (t) = 	 (t )COS cc—P-12  sin w.1t sin cc + n(t) 

• • • 
	3.1a 

The received waveform z(t) can be expanded, by the 

use of the Iiahunen—Loeve expansion rule described in Section 

3.1. If this is done with 

(
Xj 

cos w. t 

. 	 sin w]  . t 
YO  

j i 
ir  

X xj = x. = 
T 

z(t)cost o (t)

o   
] 

Ecocc<+ n . j =i 

and 

then 

X1 
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1• n . 
X = y. = 5T  z(t) sinwt= 
Yj 	J

0  
- 	E sin u-i-n 

YO  . j = i 

The value of z(t) used in the above integrals is taken from 

Equation 3.1a. The variablesn xj. and n . are the noise 

perturbations falling within the signal space. They are 

independent random variables with zero mean and variance No. 

If s.(t) is transnitted, then as Arthurs and Dym 

(Ref. 3, pp. 371-372) show a correct decision is made by the 

detector if the inequrrlity 

I 2 	2 	2 	2 
x. + y. < x. + y. 1. ... 3.4 

holds for all j i. 

Given that« = A, the two-dimensional joint conditional 

probabilityofxi andyi willbeGaussianwithx.having a mean 

of 	E CosA and yi  having a mean of -E Sin A. In polar 

coordinates, the two-dimensional joint conditional Gaussian 

probability density function is (Ref. 25, pp. 147-149). 

p(x.y. 	
1 

A) = 	exp 	 _ 	oosil)2  + . + 	sinQ2j 1T 2No 	o  x
i 	(YI  

3.5 

Averaging over all possible values of A 

p(xifYi) - P(1Eia.i/A) P(A)dA 
siA 

Now, P 	= 



Hence, 
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jot
dA 

Pi(xi7YilA)7t 

1 	2 

o 	

+ 
Y1  
.2 + exp.  _ 71  [x1.  

xi 	 5 co sit 
exp 	 -  1  Y . ii sinA d11

No 

 

N 	
2TC 

0 
 

1 

21TN 
211 °  

1 
21.110 

 exp-c: 

 2No 
L I 	J 1 rx.2 ,.

I
2 

     

y1.2)) 

No 

     

     

     

     

     

     

     

      

4, 8•0 	3.6  

where, 	IT 
10( z ) = 
	z COSX 	dx 

is the modified Bessel function of the first kind and zeroth. 

order. 

If a change of variables operation is performed by 

using the substitutions 

x.v. = p .— 	. 1 	1 	0 oos 0 , 

Y. . 17-47 sin (:) i 1 o 	1.  

then the joint probability density function of vi  and 41i  

becomes 
V. 1 	2 	. 

1 q(vi  ., (!).) = 	exp 	-7 vi  + N  
1  22Z 0 

• • • 
	3.7 
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The probability density function q(vi) can be obtained 

by integrating Equation 3.7 over all possible values of i, -that 

is, 
21T 

q(vi) = 	q(vil  (!)i) d 

v exp 
1I—  7  2 vi  E 71 . 	Io 	. (v ) No 

... 3.8 

The density function in Equation 3.6 was derived 

asslining j = i. If i j then the associated density function 

P(x., y.) can be derived from Equation 3.6 by putting E = 0, 

(see Equations 3.2 and 3.3). 

Thus 
1 	2 

ci(1/..
z) = v. e 2 v j 	 • • • 

	3.9 

Now,sincex.=v.Fo  oos(5.and. YIa  =v. 1ff o  sin j  it follows 

that inequality 3.2 is the same as 

v j  ( vi 	 ••• 3.10 

Inequality 3.10 leads to a correct detection, assuming 

s.Nistransmitted.Asv.are independent random variables 

the probability of 3.10 being satisfied simultaneously for all 

j, j 	i, is simply 

P(vi< vi, all j = ilvi) =Tr P(vj  < vilvi) 	... 	3.11 

For any particular j i the probability that 

v.J  ( v. is 



v. s 

0 
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P [v. < v. 
1 1. 

1 2 
v.ET 2—v  j 	dv. 

1 2 
=1 - e 2 3.  

044 3.12 

Thus Eauation 3.11 becomes 1 2 

	

—ov.; 	- 1 
P [v . <v. all j 

	

	e " 	) 
J 

	

411/0 	3.13 

The probability of making a correct decision when 

s•(t) is transmitted is obtained by averaging Equation 3.11 

over all vi, that is9  the probability deciding on si(i) is 

ocs 

P Ey'i t, vi  all j + i] =Pliv.(v. all j 4 ijv.] q(vi)dv. 1 I 	3. 	1 
0 

co 
k.  1 	 -v. 

v3. 	

2 	11-1 

	

= i 	. e pc-p 	2 Ev.2  + -9 	
N 

} 	Io(vi  E ) . 1-e 1 	dvI  . 1 	II-o 	
. 

	

0 	 o 
... 3.14 

By the bionopir9. expansion 

11-1 1 2 
2 1 - e (m-1) C 	(-1)1ce - v 2 i2k 

k 
 

 

044 3.15 

Thus Equation 3.14 can be written as 

co 

2 	Io  (vi  — 1), 	N)kv.2 Oc+1 ) 

... 3.16 

Evi  vi9  all j 4 11 
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The integral on the right-hand side is a standard 

integral and its solution can be found in a table of integrals37. 

It is given by 
ico v 	+ 1 ) 	E 

2 	I o i (v B ) 17,7- dvi  
0 

v. exp  	\ 

1  

k + 1 exp 2No 
(k + 1) . . . 	3.17 

Therefore the probability of correct detection,Pol  

when s.(t) is transmitted is, 

Pc = P Er.3 
 < v.

1
, all j 

f E 
ra — 1 On  - 1) _ 

C- - -x3217 2N0S 	k 
(_1)k . 

E  expallo(k+1 

 

k + 1 

 

k = o 

   

0.410 3.18 

Since the right-hand side of equation 3.18 is 

independent of 1, the average probability of error,Pe, for an 

orthogonal a-tone PSK system using incoherent detection is given 

by 

P4 = 1 	P 

_1 -exp 

1 
(m-1) 	exp 2No(k + 1) 

2No  
C k 

(-1 )IL, 
k + 1 

 

i. 	

E 'Is  = - exp — -F- 
0 

E  
exp 2N0(k+1) 

(-1)k. 	 
k + 1 

3.19 

0 
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Now, 
1 1 	(ri - 1). 	. 	1 (m - lb, . 	- 

	

-Lic k ..i.. 1 	1 1 	k + 1 Oa - 1 - k) .k. 

. _ 	m1 	1 	
1 
El  . mc (k+9.) 

M(M-1S-1)1(k+1), 

On putting r = k + 1, Equation 3.19 becomes 

Er. 
ex4 nN 

o P
e 

(°-r) 
nle.r  (- 	

E  
1)r. exp 	r 	... 3.21 

0 
 

 

r = 2 

 

For the binary case, 	= 2 and the probability of 

error9 Pe,bt  can be found from Equation 3.21 by putting m = 2. 

If this is done, it is found that 

Po b ---f 
1 e 	" - TTo = 2 

1  e 2  —  

E 	1 - --1,1 
3.22 

B where u = 2N i — s the detection MTH 
0 

3.2.1. Probability of Error for m-Amplitude ASK  

System with Coherent Detection  

In the ASK modulation scheme the information is carried 

in the amplitude of the transmitted waveform. A set 'of ASK 

message waveforms can be described by the equations 

3.20 

si(t) = 

o< t < T7 	= 1 7 .4. 7  M 

elsewhere 



1 

ZONE 1 	ZONE 	ZONE -3-- - - 
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whereE.istheenergycontentofs.(t) and w= 2T7f 	is the 

carrier frequency. 

Each transmitted waveform can be expanded, by the 

use of the Khdhumen—Loeve expansion rule described in Section 

3.1. If this is done with 

01(t) = 	 o coss t o 

then, 

j  x 	
T  ua. 

	

sr. 	7- 

o 

1 ca.s.to t 	coswot 

The possible transmitted signal points can be represented 

geometrically on a straight line. This is shown in Pig. 3.4 

for the case when Li. 3. 

Fig. 3.4 The Detection Signal Space for 3—Level  

ASK System 

In this detection scheme, a received signal which lies 

in detection zone 2 (sea Fig. 3.4) is chosen as s
2 rather than 

s1  or 53. Received signals in Zones r1 1  and 1 3i are assumed 

to be si  and 53  respectively. 
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A received signal is a point on the 01(t) coordinate. 

Let it be assumed that it lies at a point x on 41(t), then, 

T 

/

x = 	z(t) yt) dt = iTTI  + n 

Clearly x is a random Gaussian distributed variable 

with mean F. and variance N0. Thus, the probability density 

function of x is given by 

p(x) = 	1  

 

exp 	(x - Fi)2  / 2N3 	... 3.23 

 

it  No 

If it is assumed for convenience, that the transmitted 

signal points are uniformly spaced, and that El  = ol  then Ei  

can be expressed as 

	

(i - 1)6 	... 3.24 

The detection signal space is shown in Fig. 3.5. 

If i(1<m and if Equation 3.25 is used in conjunction 

with Figs. 3.5 and 3.6, then the probability of incorrectly 

	

detecting the signal si  is 	
(-00 

Y  Ri/si -1211N
o 2 	2Jo 

a,2 

x2 

dx 	.... .3.25 

where R. corresponds to the ith zone in the detection signal space. 

4i= Using the change of variable, y =  

0 
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Zone(m-1) [ Zone m 

, ••••-••••••-•-•11.1 

X7'11 

A A 
Zone 2 Zone 3 

Zone 1 

(p,(t) 

Fig. .3.5. The Detection Signal Space for 
m-level ASK System  

\IL-7 

Fig. 3.6. The Probability Dentity Function  
of Received Signal Point. 
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Equation 3.25 becomes 

pri Et Vs] 

cto 2 
2 2 dy 	3.26 

-Y 

2Fo 

Similarly, if i = 1 or i = n9  the probability of 

incorrectly detecting an error is 

sd  P114 m isg 

rb° 	
2 — 1 	 2 

e 	 dy ... .3.27 
JETT 

A 

2 ,F0  

The average probability of error for any i is 

Pe  = 	p (si ) PEz Rid sij 

and for equally likely messages, 

 

P[z
• 

Ri/s 

 

Pe  3.28 

 

i=1 

 

  

r 	2 	 2 oo 	 , oo 
Y 22 	2 (m-2 ) 	2 e 	dy + 	 e 	dy 

r2TT 	 .\-Tft si 	,) A 	 .1 A  
2.r,ff- 

0 
2 

Thus 

Pe  - 



73 

(C° 2 
- Y 

2111=2) 	2 - 	e 	dy 
m „FT vA  

2 v No 

... 3.29 

If an average power ltalitation of--IB, watts is placed 

on the tiansnitter, then 

3.30 

By using Equation 3.24 and the identity 

n - 1 

  

(1 — )2_,> 

  

   

.2 	m(n-1)(2m-1)  

    

	

i = 1 	j = 2 

in Equation 3.30, it can be shown that 

i 

	

= 	6E 	 01011 	3.31 
(a-1)(2n-1) 

Thus, 	00 	2 
-V 

2(n- 1) 	1 	 2 

6E/4No(m"1)(21],1) 

2(n-1)  1 --24E/4130(m.-1)(2m-11 [  

where 

dy 

. . 3.32 

ct (y) — 
1 

4-21C 

Y -t2 
2 

e 	 dt 	... 3.33 
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For the binary case m = 2, and the probability of 

error, Pe b, is  

     

2 

e 2 dy Pe ,b 
1 

   

    

     

      

= 1  2 

where, as before, u 

... 	3.34 

SNR in the detection 

2No  

11 	- 	2 

E  

4) 	(AT}'. 

= 	, 
2N  

In Table 3.1, the results that have been derived above 

are given. In addition, the expression, for the probability of 

error for coherent and incoherantilaK, and coherent and incoherent 

2SK are given. These latter results are taken from Arthurs 

and Dym. 

The function 4)(y) is an alternative definition of the 

error function which is normally defined as rx 
erfx - 

T
2 	e 

 tc"  dt 	3.35 

The function is defined by Equation 3.33. 

From Equations 3.33 and 3.35, the following relation- 

ships between erf and 4:1 can be shown to hold. 

((x) 	
1  erf  x ... 3.36 

erfx = 2 	( [x) 	... 3.37 



-,,,,,, DETECTION 

-s, 
MODDIATic 

COHERENT INCOHERENT 

F S K 1-2 0 ( rii] 

for 

‘ Pc,, 	iOn - 1) (T_-2(::, 	ur) 9 

m > 2 

u(2-r)  2jm k  y  rc 	exp  r 	

2r exp 
pe 

_ 

m 
r=2 

A S K 

... 
/( 

.\ 
( 	-6u 	6u m-1 6u 1 6 

P 	= 
e 	Ll 

- 2 
42 (pa-1 )(2m-1 ) 

exp) 
n 

 14(m-1 )(2m-1) 	
‹I'e  ,(exp 
j 	4(1)(2m-1 ) 

t... 

P S K Pe ,r. 1-20 ( tprs  in -IT ) 
2m 7  [-2.0 ( N/ 2u sirri7--).]< 

for m > 2 

Pe < [1-2 (:) (dru sdnrri:L ) 

Table 3.1 Formulae for the Probabilities of Error for Non-fading Signals Detected in Additive  

Gaussin Noise  
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3.3. Error Probabilities in the Presence of Idealised  

Flat-Flat Rayleigh Fading  

As was shown in the previous section, if the received 

signal has a non-fading amplitude then the element probability 

of error, pe, is a function of u. The presence of a random 

fading process gives rise to a variation in the received SNR 

and this can be expressed in terms of a probability density 

function f(u). Under these fading conditions, the average pro-

bability of error is 

Pe E 	P
e (u)] 

where the expectation, E, is taken over the probability density 

function of u. 

Equation 3.38 can be expressed in integral form as 
00 

P 	P
e 
(u) f(u) du 	... 3.39 

where P
e
(u) is the probability of error for a given SNR, u, and 

f(u) is the probability density function of u. 

Using the integral in Equation 3.39 and the expressions 

for the element probability of error given in Table 3.1, formulae 

for the average Rayleigh fading are derived below. It is noted 

from an examination of Table 3.1 that Pe
(u) for each of the six 

signalling techniques can be expressed in terms of one of two 

generalized functions, 



77 

and 

exp (- u) 

In these generalised expressions ex and 	take 

different values for the various signalling schemes. For the 

derivations of the average probability of error for the six 

signalling techniques, the solutions of the following two 

integrals are needed. 

Oo 

I1 	- 2 	(,cc 	f(u) du 	3.40 

= 

0  

12 	exp (- f2. u) f (u) du 	... 3.41 

0 

It is shown in Appendix I that when the amplitude 

of the signal has Rayleigh fading characteristics, then the 

probability density function,f(u), of the SNR is given by 

u - ( ) 	1 	/Uo f(u)
0  

where Uo is the average detection SHR. 

Thus, for f(u) of this form, 

47711 u  0  1 .  
-u 
/11o du 

  

   



= 1 - 
OZ 

Substituting back for K 

I1 = 
... 3.42 

00  
= 	— u/UI 1 	0 TT:  e 

 

7 8 

 

du - e  

u/u  
o du 

The first part of I, is directly integrable and the 

second can be integrated by parts. Thus, 
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Now the second integral is 
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= 	exp [ ul 

0 
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_o 
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... 	3.44 
1 	 U -F R r o 

Equations 3.42 and 3.44 can be used in conjunction 

with Table 3.1 to find the explicit expressions for the 

average probability of error for the six signalling techniques 

in the presence of flat-flat Rayleigh fading and additive 

Gaussian noise. Two examples are given below to illustrate 

this. 

xarple 1  

For the coherent ASK case 

Pe(u) _ 
2 12 

— 1 	1 - 

79 

-u
/u° 

du 	... 	3.43 

du 

o 
0,0 

[3U0+ 1 

= 	1 Uo 	du 
0 
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Therefore, 

0( = 6 

 

2(m,-1)(2m-1) 

Using this expression in equation 3.42, the average 

probability of error is seen to be 

P 	 m-1 - e 

6U 
 

4(a-1)(2m-1) + 6U0  

 

     

... 3.45 
u 

1 
2(m-1)(211,-1) + 6U0  

Example 2  

Consider the incoherent PSK cases  for which 

Pe(u) 
exp - m Cr 	)r  oxp 11(37111.  

2r 

  

This expression can be re-written as 

Pe(u) = 
mCr (-1 )1' exp 	.11111 

r=2 

 

= 
r-1 

• • r 

On using this expression in Equation 3.44, 

average probability of error is 

the 

e 
(....1)r 	1  

= 	  
r=2 	

r 	
1 + U0(14) 

... 3.46 

All the other values of the average probability of 
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error, Peg in Table 3.2 are sinilarly evaluated. 

Using Equations 3.21, 3.33, 3.45 and 3.46, the 

perforuance curves of the n-tone incoherent FSK and the m-

amplitude coherent ASK systems were evaluated for fading and 

non-fading conditions. These curves are given in Pigs. 3.7 and 

3.8 and discussed in the following Section. 

3.4 The effect of Flat-flat Rayleigh Fading on the  

Error Probabilities of the m-Tone Incoherent FSK  

and the m-Aulitude ASK Systeus.  

It is seen from Figs.3.7 and 3.8 that in the absence 

of fading, the probabilities of error of the u-tone incoherent 

FSK and the gin-amplitude coherent ASK systems decrease exponen-

tially with increasing detection SNR. However, as seen from 

the same Figures, in the presence of flat-flat Rayleigh fading, 

the probabilities of error for both types of systems decrease 

only linearly with increasing detection SNR. 

The performance curves of both types of systems have been 

evaluated for m = 2, 4, 87  16 and 32. 	It is seen from Fig .5.8 

that in the absence of fading, increasing in decreases the error 

probability for the n-tone incoherent FSK system whereas in the 

presence of flat-flat Rayleigh fading, increasing in increases 

the error probability. Thus for this system, the higher m is, 

the worse is the effect on fading on the probability of error. 



35 5 	10 	15 	20 	25 	30 
signal-to-noise ratio (dB) 

Fig, 3.7. Performance of m-Amplitude ASK Systems  
under Flat flat Rayleigh Fading  and Nonfading 
Conditions;  m= 2,4,8,16 & 32  
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Table 3.2 Formulae for the Probabilities of Error in the Presence of Time-

and Frequency-Flat Rayleigh Fading  
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It is seen from Fig. 3.7 that in the absence of fading and in 

the presence of flat-flat Rayleigh fading, increasing m in-

creases the error probability for the m-amplitude coherent ASIA 

system. However, for this system, as can be seen from Fig. 

3.7, the higher m is, the smaller is the decrease in the 

error probability due to fading. 
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4. ANALYSIS OF SOME EXISTING VARIABLE-RATE SCHRES  

Descriptions of some of the techniques used at present 

to combat the detrimental effects of fading have already been 

given in Chapter 2. In particular, the methods which alter one 

or more transmission paraneters according to the state of the 

forward channel were stressed. Most of these, in effect, tend 

to match, often indirectly, the transmission rate to conditions 

prevailing in the channel. For example, retransmission error 

control adjusts indirectly the rate of transfer of information 

to suit propagation conditions in the forward channel. 

In the first section of the present Chapter, the van 

Duuren AR 	
83

Q system 	is analysed. Formulae for the probability 

of error and for the information rate for this system are 

derived and put in a form suitable for comparison with the new 

variable rate techniques analySed in the next four Chapters. 

The comparison is given in Chapter S. 

In Section 4.2, a description and a simplified 
94, 51 

analysis of the IAN/GSC-10 (KATHRYN) Variable Rate Modems 

are given. In the last Section, some forward error control 

techniques are discussed. In particular the performance of an 

interleaved (23,12) Golay code is given. Although forward error 

control techniques have been used over several important fading 

17, 16., 22 
channels . 	they will not be analysed in this thesis. 

An exception is the example given in Section 4.3 on the use of 
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interleaving with a random-error correcting code. In addition 

there is the possibility of combining forward error correcting 

codes with the new techniques discussed in the latter Chapters 

of the thesis. The objective would be to try to obtain more 

effective error control by using a hybrid technique, i.e. a 

combination of several techniques. Such possibilities will 

be discussed a little further in Chapter 10. 

4.1 The ARQ System 

85 
The van Duuren ARQ system 	which uses a 3-out-of-7 

constant ratio code for the detection of errors has been 

effectively employed over long-distance HP radio circuits for 

telegraph message transmissions. It has been found to provide 

adequate protection (Ref.45 pp. 187-200) on what would other-

be unreliable circuits. 

Strictly, the ARQ system works over a circuit trans-

mitting information in both directions (duplex working). A 

description of the ARQ system operation was given in Chapter 2. 

From symmetry considerations, it is evident that only one half 

of the duplex circuit need be considered. In this form, a dis-

crete model of the communication channel, Fig. 4.1, with a 

feedback link gives a good representation of the system. The 

channel is in general a binary asymmetric channel. For the 

85, 45 
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flat-flat Rayleigh fading assumed in the thesis, the errors are 

independent of whether previous transmissions result in errors 

or incorrect detection. 

Feedback link, Re  

Fig. 4.1 A Discrete Communication Channel  

In the van Duuren system messages arc encoded in the 

form of code words of length n = 7. Out of 126 possible 

sequence0 only those with three tonest are used as information 

ca=ying sequences. There are thus 35 code words. An over-

bound, Ro, to the transmission rate efficiency of this code 

is thus., 

Ro 7 
1  —loge  35 = 0.733 ••• 4.1 

Now, it is evident that all patterns of 1, 3, 5, 7 

errors will be detected since the number of 'ones' in the 

received sequence will not be three. However, riot all of the 
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patterns 2, 4 or 6 errors will be detected. The undetected 

error occurrences are referred to as transpositions. The 

simplest transposition occurs when a !mark! and a 'space! are 

each incorrectly detected. In this case, the number of !ones! 

remains three and the pair of errors passes undetected. Note, 

however, that if both errors had occurred on either !mark! or 

!space! only, then the error pattern would be detected. 

Similarly, four and six error occurrences can be split to yield 

higher order transpositions. 

Let pn(j) be the probability that exactly j errors 

occur in an n-bit sequence. Only the undetected error 

sequences (transpositions) are of interest since for detected 

error patterns repetitions are requested as many tines as 

necessary. The total probability of transposition  P, can be 

written as 

Pt = 	pn(j) p(transpositiontj) 	... 4.2 

For the 3-out-of-7 constant ratio code, transpositions 

occur only for j = 2, 4 or 6. Thus 

2, = 	pn(j) p(transpositiorlj) 

j = 2,4,6  

= p7(2) p(transposition12) 

• p7(4) p(transoositior14) 

• p7(6) p(transpositior16) 
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Now, the above conditional probabilities are 

p(transpositionf2) 7 

p(transposition14) = 18 35-  

	

... 	4.4 

p ( transposition l6) = 
7 

whence 4.3 becomes 

Pt  = 171)7(2) + 3185  P7(4) +4'1).7(6) 
	

... 	4.5 

For independent errors p11(j)  is given by the 

bionailial formula: 

P (j) = 	Pj  (1 - P)n-j 	6... 	4.6 

where p = the element probability of error 

On substituting 4.6 into 4.5 it is found that 

p
t = 12p2(1 	p)s  + 18p4(1 	p)3  + 4p6(1 - p) 

Equation 4.7 is the same as equation 8 of van Duuren 

85 with p instead ofoL. 

Following van Duuren, the average transmission speed, 

Ro, is calculated by considering the number repetition cycles. 

The total number of characters in the repetition cycles is 

(1 -) and the number of the repetition cycles is (1 - )/4 7  

since there are four characters in a repetition cycle. 

A repetition can start only when the character that is 

in error is outside a repetition cycle (probability Po) or if 

the character in error is the last of a repetition cycle. A 

.00 	4.7 



P (P 	) p c CI  
0 

4 - (4 pc)(pc  + pt) 	4.10 

Rocs is given by 

R - oe 

2 
Pc  

4 - (4 •-• P c)cPc 	Pt)  
... 	4.12 
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repetition cycle starts in the first case if an error is 

detected at the receiving terminal. This happens (for noiseless 

feedback) with probability 1 - pt  - pc, where 

Pc = (1  - P)7 
	

... 	4.8 

is the probability of correctly detecting a digit. 

If the character in error is the last in a repetition 

cycle, then (again for noiseless feedback) another repetition 

cycle starts with probability 1 - pc(pc  pt)  

As there is no other way in which a repetition cycle 
85 

can start, the following identity holds 

1 - (pc  pt) 	1 - p 
4 

1 — ipc(pc  + pt ) 

 

- 1 - PO 
A
r 

From which, 

 

... 	4.9 

Similarly, the probability of undetected errors for 

a repetition cycle of 4 can be shown 85 to be 

P 	PcPt  
e • 	4- (4 - pc-)(pc  + pt) 

... 	4.11 

Hence, the number of correctly received characters, 
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Prom equation 4.11 it is seen that when pc  + pt  = 1, 

then pc  = pt. Since pc  + pt  -41 it follows that the output 

probability of error for the ARQ system is at best equal to 

(i.e. overbounded by) the probability of undetected trans-

positions pt. 

Since the transmission efficiency of the 3-out-of-7 

constant ratio code is at most 0.733 (equation 4.1), equation 

4.10 becomes 

po tc: 0.733 	Pc(Pc + Pt)  

	

4 — (4 — c)(Pc 	Pt) 	... 	4.13 

In Pig. 4.2, the probability of error, Pe, and the 

average transmission rate, Ro y for the ARQ systan are plotted 

as functions of the detection SUR for an incoherent FSK 

system. Prom this Fig. it is seen that the average rate, Ro,  

falls to a very low value for low detection SNRs, i.e. a high 

element error rate. Clearly for a through-but rate as low as 

10-3 the system is virtually at a standstill and the fact that 

probability of error is very low is of little practical 

significance. In an attempt to find a compromise between the 

output error rate, it is proposed that the average rate be 

adjusted for low SNRs so that it is always greater than some 

fixed number f;14 a fraction of the limit the rate approaches 

for high SNRs. The fraction could, for example, be chosen to 

1 be -17c. The effect of this constraint on the average rate Ro 

is now determined. 
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The condition imposed on equation 4.13 results in the 

following 

   

0‹ 11."  1114°  
0.733 

PC  (PC  P4.) 

 

,... 4.14 
4- (4 - Pc)(Pc  Pt) 

It is evident that the probability of correct detection, 

PC 
 is not altered in any way by the restriction on the rate of 

transmission. The constraint, however, places a limit on the 

number of permissible repetitions during any one cycle. 

Some detected errors will thus be printed out in the 

output, preferably as special symbols (for example, as erasures) 

to indicate that the word was detected to be in error. This, in 

effect, divides the detected errors into two categories, those 

that result in correct detection after a fixed number, or less, 

of permitted repetitions and those that are eventually printed 

out with the message. To incorporate the number of detected 

errors that do not result in successful repetitions into the 

transposition, pt, is altered to nto by using inequality 4.14. 

This 

= Pc De(1 - D'.)+ 4Z- ito< 	4.15. Ptcc  

Pc(c)(- 	- 4eC  

The value of pt  given by 4.15 guarantees the average 

rate will be greater than c 	The procedure of calculating the 

probability of error is as follows. Equations 4.13 and 4.11 are 

used to calculate the average transmission rate and the probabi-

lity of error respectively. If the average transmission rate 
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is found to be less thancK, equation 4.15 is used to find p,cx.  

and the probability of error is now calculated using ptcpstead 

of pt  in equation 4.11. 

Curves showing the performance of the ARQ technique 

under both modes of operation are plotted in Pig. 4.2. 

4.2 	The AN/GSC-10 (KATHRYN) Variable Rate Hodem 

4.2.1 Introduction 

94, 51 
The AN 	(Pig. 

4.3) is  
/GSC-10 system composed of 

transmit-receive terminal equipments that are still in the 

experimental stages. The modem has been built for use over 

HP-radio circuits. The attempt in this system is to combine 

two radically different techniques that have been developed 

in the past. The first technique uses a modem which provides 

a high data rate and efficient operation under favourable condi-

tions. The second technique employs a system specifically 

designed to provide reliable communication in spite of heavy 

multipath (severe fading). An example of the latter system is 
68 

the TRAKEI receiver developed at the Lincoln Laboratory. It 

should be noted that though the 'RAKE,  receiver provides reliable 

communication under poor propagation conditions, its inflexibly 

low data rate is wasteful of bandwidth under more favourable 

conditions. 

The AN/GSC-10 systems has been designed to operate at 
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various levels of redundancy so as to provide a trade-off be-

tween the operating data rate and the reliability for a given 

transmission channel capacity. 

The transmitted signal of the AVGS0-10 system is 

contained in a nominal 3 - kHz channel bandwidth and consists 

of 34 PSK subcarriers spaced by 81.4Hz. All the 34 sub-

carriers are keyed simultaneously at a rate of 75 Hz; the 

1 
duration of each keying frame is, therefore 13 s. At the 

receivers  the integration interval utilized is approximately 

12.2 mss  the reciprocal of the subchannel spacing. The 1-ms 

guard band allows for errors in the frame at the receiver. 

The phase and amplitude of each subcarrier is deter-

mined by three components as shown in Pig. 4.4. The 11  phase 

component is the basic information bit associated with a 

particular frame 

P 

I2 

Fig. 4.4 Phasor Diagram for the AN/GSC-10 Signal  

and subcarrier. The 1
2 

component is a redundant duplicate of 

I1 
component and is 17 tones away. The pilot component P is 

used for channel phase and amplitude measurements. The channel 

is thus tprobedi at each subchannel frequency in the system 

bands 
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The P vector ferns the basis of the channel measure-

ment carried out for each of the 34 subchannels. The measured 

phase is used to phase correct each component; the measured 

amplitude is used to implement maximal ratio combining; and 

the final bit decision based on the (maximal-ratio weighted, 

phase corrected) sum of all of the appropriate components. At 

the full data rate there are four components for each bit ( 

and 12 for each of the space diversity receivers). This is 

equivalent to 4th-order diversity. At lower data rates more 

components are included but the same combining procedure is 

employed. 

The changing of the data rate, accomplished by altering 

the number of parallel channels used for the transmission of the 

same bit, is done manually in the current model of the AN/GSC-10 

modem. The adjustment to the data rate is made on the evidence 

of either the reliability of the received data or on the evidence 

provided by a real-tine visual display of the ionospheric spectual 

response. 

A more detailed description of the AN/GSC-10 (KATHRYN) 

94 
variable rate data modem is given by Zimmerman and Kirsch . 

4.2.2. A Theoretical Basis for the 'KATHRYN' Hodem  

Fully coherent PSK is used in the 'KATHRYN' modem at 

all the data rates. Thus, in the absence of fading or with flat-

flat Rayleigh fading, the formulae presented in Chapter 3 for 
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probabilities of error for m-phase coherent PSK signalling apply 

to the 'KATHRYN! modem when m is set equal to two. In this 

Section, the probability of error for a fixed-rate system trans-

mitting continuously is denoted by 
PeO(u) 

 in the absence of fading 

and by pe1  in the presence of flat-flat Rtyleigh fading. The 

probability of error for two independently flat-flat Rayleigh 

fading channel, when maximal ratio combining is used, is denoted 

by Pot-. 

On substituting m = 2 into the formulae given in 

Tables 3.1 and 3.2 for the performance of m--phase coherent PSI( 

signalling, the following are obtained as the theoretical per-

fomaance of the 'KATHRYNT modem, 

Pe0(u) = 7 	- 2 90(1271] 
	

• 0 0 4.16 

       

1 
- 2 1 

 

1 

  

... 	4.17 

    

  

+ 1 
u  

   

       

In the case of two independently fading channels, 

maximal-ratio combining based on channel measurements is used 

in the 'KATHRYN' modern. ABSUrdirr perfect measurements, the error 

probability for this case is 

u/  
P 02 = 	

2 
f 2 	- 2y)(q5) 	du 
0 

ub 
 

... 4.18 
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Integrating equation 4.18 by parts successively yields, 

] 2U. (1+ ;• ) 
o 

Fe2 

The theoretical curves for the 'KATHRYN' system when 

it is operating at its maximum data rate are plotted in Fig.4.5. 

4.2.3 Discussion of the AN/GSC-10 System 

A description of the field tests carried out for the 

AN/GSC-10 (KATHRYN) system has been given by Kirsch, at al 51  . 

The main conclusions from the tests are summarized below. An 

assessment of the 'KATHRYN' system is then given. 

From the results of these field tests, Hirsh, et al., 

reported a widespread of the probability of error for the 

'KATHRYN' system. In particular, the probability of error was 

found to range from 10-4 to 10-6 even if Sims above 40 dB 

were considered. Despite this spread in the probability of 

error no clear dependence on SNR was observed for STIR greater 

than 20 dB. 

On doubling the redundancy, the theoretical improve-

ment obtainable for flat-flat Rayleigh fading is an increase of 

3 dB in the SNR. The field test results, however, also indicated 

a wide spread in the actual improvement due to redundancy. In 

general, the data collected by Kirsh, et al., for the 'KATHRYN' 

system fell reasonably well within the bounds suggested by the 

...4.19 
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simplified flat-flat Rayleigh fading model. 

Some disadvantages of the AVGSC-10 system are similar 

to those of diversified systems (See Section 1.3.1), since 

space diversity is utilised in the 'KTHRYN? system. The data 

rate is varied in the AVGSC-10 system by varying the redundancy. 

In the current model of this system, there are 34 parallel chan,-

nels, but only half of these channels are used for transmitting 

distinct signals because second-order space diversity is utilized. 

When used in its most redundant mode, the AVGSC-10 system has 

a redundancy factor of 16. Because of bandwidth restrictions, 

the higher the redundancy factor (and hence the larger the 

theoretical improvement factor should be) the shorter is the 

frame length (i.e. symbol duration). 	(In the present system, 

the duration of the symbol is 12.2 us.) Increasing the re-

dundancy factor, decreases the symbol duration and, thus, leads 

to errors in the phase and amplitude measurements of the channel. 

It is clear that the improvement due to redundancy saturates 

after a given number of divisions of the available bandwidth to 

obtain parallel channels. 

4.3 Discussion of Coding techniques Used Over 
lading Circuits 

4.3.1. Introduction  

Coding can be used with or without the use of feedback. 

Generally, when a feedback link is available, a short code is 

used to detect errors and requests for retransmissions are made. 
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For example the ARQ systell analysed in Section 4.1 uses a fixed 

ratio (or fixed count) code with retransmission. 

As was stated in the introduction to this Chapter, 

forward error control (coding) techniques will not be analysed 

in the thesis. However, a simple example on the use of inter-

leaving with a random-error correcting code is given in the next 

Section. As described in that Section, the interleaving process 

ains at spreading out the error clusters that occur over fading 

circuits. For the purposes of illustrating the effectiveness 

of interleaving, the performance of a (23,12) Golay Code is 

given at the end of the following Section. Some of the promising 

coding techniques for use over fading circuits that have been 

reported are: the use of block and convolutional codes 22/52 ; 

and the use of codes in tandem (concatenation), sec Ref. 17, 

part II and Ref.22. 

4.3.2 Interleaved Random-Error Correcting Codes 

Interleaving (also known as interlacing or scrambling) 

is a technique which makes possible the use of random-error 

correcting codes under burst-error conditions. A typical inter- 

leaver consists of a rectangular arrcz of digital storage filled 

with say r code words each of length n. Two identical interleavers 

are used in a data transmission link, one at the transmitter and 

the other at the receiver. The interleaver at the transmitter 

is filled with the code words on a row-by-row basis. The 

reading out for transmission is done on a column-by-column 
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basis (see Fig. 4.6). At the receiver's interleaver, the 

reverse operation is carried out to restore the code works to 

their original compositions. 

The idea behind interleaving is seen to be that of 

separating out the digits of a code word by a fixed number, n7  

of channel unit tines. Fading tends to cluster errors and is, 

therefore, a type of channel memory. This memory decreases with 

time as signal power rises and increases again as another fade 

is encountered. Generally, the intervals between fades dre long 

enough 
A 
to allow the spreadinr; of the error clusters into 

rnndon errors to be completed. 

With the use of interleaving, the calculation to find 

the improvement due to a random—error correcting code is the 

A11 	
A21 	A31 	 Ant 

A
12 	

A
22 	 Ant 

A
13 
	 • 	 • 

• • 

• • 

• • 	 • 	 • 

Air 	
A
2r 	Aar Ann  

(a) 	 

*and the fades are sufficiently short duration as compared with nr 
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11 A12 A13 . . • 1r A21 A22 	. . A2r  A31. . . 

. . Ah1 Ah2 	 A nr 

(b) 

rig.4.6(a)StorageofCodeViordsll—ij at the 

Transmitterls,Interleaver (b) Reading out Code  

Words from Transmitter's Interleaver  

some as if tranamission were over a random-error channel. This 

is much easier than the calculations involving a burst-error 

channel. 

Let (n, k, e) represent a code used for correcting 

randomly occurring errors. The number n is the length of a 

block code and k is the number of information digits. The code 

rate is k/n. To explain the parameter e, assume that exactly 

a errors occur in a transaission of n digits. Then, the code, 

often simply called an (n, k) code, is capable of correcting 

all the error patterns so long as m e. From m > e, some, but 

not all of the error patterns, can be corrected. However, the 

(23,12) Golay code, used here for illustration of the inter-

leaving process, will correct all error patterns for m 3 but 

none of the error patterns form> 3. For such a code, called 

a perfect code, an n-bit word is correctly decoded if and only 

if it contains a ,tc e errors. Otherwise, the probability of 

decoding error is given by 

Pe 	f 	Pn(j) 
	

• • • 
	4.20 

j = e 	1 
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where, as before, pn(j) is the probability of j error occurring 

in a sequence of length n. 

When interleaving is used, the errors in a code word 

occur independently and the equation 4.6 can be used in equation 

4.20 to arrive at 

n 

nC. p (1  Pe 	 - pin 	j  .... 4.21 

j = e + 1 

For a given (n, k) code with a given el  pe  is explicitly 

a function of the element probability of error, p. 

The results of using equation 4.21 to evaluate the 

performance of a (239  12) interleaved Golay code are given in 

Fig. 4.7 at the end of this Section. The interleaving process 

has been shown 17  to redefined an (n, k, e) code as an (rn, rk, 

re) code, where r is the interleaving factor. If r is set equn,  

to unity, then no interleaving is used. 

The direct numerical computation of equation 4.21 

was found to lead to underflow in the computer storage for 
Bowever if 0  

small values of p. P. 
/1

.rovidcd p< — these computational diffic- 

culties can be overcome by giving upper and lower bounds to 

pe 	These bounds can easily be evaluated using the following 
27 

inequality due to Fano ' . 

p(1-0) 	be <Pe  < p(1-0  be  
(1-P)(P4) 	P-P 
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where 	p = e 

b 
n
C _e (1  p)n e 

e 	e 

On using Equation 4.22 the performance of the 

(23, 12) Golay code without interleaving (r = 1) and with inter— 

leaving by a factor of 5 has been evaluated and is given in 

Fig. 4.7. 
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Fig.  4.7. Performance of the (23, 12) Golay Code  
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5. THE VARIABLE DURATION .n-DATA-RATE FSK SYSTEM _ 

5.1 Introduction 

Many techniques of varying the rate of transfer of data 

from the transmitter to the receiver can be proposed. Some 

of the existing techniques, which were analysed in Chapter 4, 

are: (1) the use of error detection with retransmission. 

The van Duuren ARQ technique85, analysed in Section 4.1, is an 

example of the retransmission technique. (2) the use of a coding 

technique. As an example of such a technique, the performance of 

an interleaved (23, 12) Golay code for an incoherent FSK operating 

in flat-flat Rayleigh fading conditions was evaluated in Section 

4.3.2. (3) the variation of the redundancy of the transmitted 

signals. The AN/GSC-10 (KATHRYN) modern94'51„ discussed in 

Section 4.2, is an example of a system using the variable signal-

redundancy technique. 

Two new methods of varying the rate in a more direct manner 

were proposed in Section 1.3.1. The first method, that of varying 

the duration of the transmitted signal, is analysed in detail in 

this Chapter. The second method, that of varying the number of 

the signals from which the transmitted signal is chosen will be 

analysed in the next Chapter. 
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Fig. 5.1 is a general block diagram of an n-data-rate system. 

The Figure shows the forward tranmission channel(s) and a feed-

back channel over which may be sent a signal to instruct the 

transmitter to alter a transmission parameter in order to counter-

act the detrimental effects of fading. Such a technique was 

called a variable parameter technique in Chapter 2. Fig. 5.1 

shows a general variable rate scheme in which the parameter altered 

at the transmitter is the rate of transmission. 

With a scheme of this kind, the source transmits information 

at one of n possible data rates and the aim is to match the data 

rates to the conditions prevailing in the forward channel. The 

attempt at the matching is carried out by switching to a lower 

data rate when the received signal level falls below a threshold 

and by switching to a higher data rate when the received signal 

level rises above a threshold. The underlying philosophy being 

that some improvement in the performance of the system should be 

achieved by avoiding the use of high instantaneous data rates 

during the periods when the channel is in a deep fade. 

A number of techniques for varying the data rate are out-

lined above. Clearly, these are only a few of many possible 

techniques. In this and the following chapter two particular 

methods, the variable-duration and the variable-amplitude-set 
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techniques will be studied in detail. The reasons for selecting 

the first method for detailed study are discussed later in this 

section and the reasons for selecting the second method are dis-

cussed in Chapter 6. 

The technique of varying the data rate is the first part 

of the problem of designing a variable-rate system. The second 

part of the problem is the criterion by which it is decided, 

usually at the receiver, when to change the data rate. This 

generally entails estimating the conditions in the data channel. 

The implication in the discussion of the n--data-rate system given 

above is that the received signal level is measured and used as a 

basis of making a decision whether or not to instruct the trans-

mitter to change the data rate. Under certain conditions it may 

be simpler or more advantageous to estimate the channel conditions 

by other techniques. For example, under frequency-flat (i.e. 

non-selective) fading, a pilot tone signal can be sent over a 

separate pilot-tone channel from the transmitter to the receiver. 

The level of the pilot tone signal is taken, under the above 

condition, to be a good indication of the state of the channel. 

An estimation of the probability of error can also be made directly 

by using a performance monitoring unit (MU)05 744 
 • The instruc-

tion that is sent to the transmitter is then based on the estimate 

of the probability of error. 
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From the discussions above, it is evident that it is possible 

to propose a large number of variable-rate systems. The choice, 

for a detailed study, of one system from this number must, there-

fore, to some extent be arbitrary, but when making this choice 

factors such as realisability, compatibility with existing systems, 

equipment complexity and other costs should be taken into account. 

From the implementation point of view, it is easier to vary 

the data rate in discrete steps than to vary the data rate con-

tinuously. Thus, in this thesis the stress is placed on the 

analyses of discrete-variable-rate systems. In Section 5.2, 

which follows, a formulation of a general n-data-rate system is 

given. 

From Section 5.3 onwards, the system analysed is a discrete-. 

variable-duration system, which was defined in Section 1.3.3. 

The general theory of the variable-duration system is given with 

application to the incoherent FSK system. It should be noted 

that it is particularly easy to implement the discrete-variable-

duration technique when Frequency Shift Keying is used. To 

transmit longer pulses, for example, the keying over each trans-

mitted pulse is simply maintained for a period equal to k times 

the duration of a basic pulse width (where k is integral). 
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The criterion assumed in the analysis of n-data-rate systems 

for changing the data rate is that of monitoring at the receiver 

a pilot tone signal sent from the transmitter. The decision as 

to which of the possible n data rates is to be used is based on the 

level of the pilot tone signal. The transmitter is informed 

accordingly over the feedback path. 

5.2 Performance of the n Data Rate System 

The performance of the n-data-rate (nDR) system can be des-

cribed in terms of the following functions: 

(1) The average probability of error, Pen 

(2) The probability, Pa, of transmitting 

dataatarateR.and receiving the data 

at a different rate R.
3 
 (j .1-.11=i). 

(3) The average rate defined as follows. 

If over a long period of transmission 

time, TL, NL  symbols are transmitted, 

then Ro = NL / TL symbols/sec. 

Whenever an error is made over the SYNC channel (see Fig. 5.5), 

the receiver processes the next group of incoming symbols using 

incorrect duration for them, i.e. the sampling is done at wrong 

instants of time. The consequence of this is that some groups 
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of data are deleted or that some groups of data are inserted. 

The average probability of error, Ton, should be derived taking 

this phenomenon into account. This is in general very diffi- 

cult to do. A method of circumventing this problem is to increase 

the power over the SYNC channel until the probability of making 

an error over it is so small as to be negligible‘ The latter 

technique is followed in the thesis. 

For an n-data -rate system, the average data rate, Ro, can 

be expressed as 
r) \ C) 
I‘.'s 	• 0 	1 

where R. is the ith data rate and 11. is the duty cycle for the ith 

rate. The duty cycle for ith rate is defined as the percentage 

of total transmission time that the ith rate is in use. 

The object of rate variation is to minimise the probability 

of error while at the same time maintaining a constant average 

rate, Ro. Further, if several systems have to be compared, it 

is necessary to hold Ro  at a fixed value for all the systems if 

the equal-rate comparison (see Section 1.4) is to be used when 

comparing systems. A difficulty arises, however, that for a 

given error rate, it is not always possible to hold R
o 
at a fixed 

value for somesystems. Consider, for example, the ARQ system. 
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It is seen from Fig.4.2, that for high SNRs2  the rate can, to a 

good approximation, be assumed to be constant. At low SNRs, 

however, because of the then too frequent retransmissions, the 

average rate falls very sharply. In applications where extremely 

good performance is not essential, it is possible to accept some 

deterioration in the performance for an increased through-put 

rate. A method of implementing such a compromise for the ARQ 

system was suggested in Section 4.1. The extent to which the 

compromise can be carried out will, of course, depend on the 

particular application. It will be seen in Chapters 7 and 8 

that practical limitations sometimes make it necessary to put a 

constraint on the highest data rate so that it is less than some 

maximum fixed value. This requirement also makes it necessary 

to accept a snail decrease in the average rate, Ro, of the n-data-

rate system. 

In order to determine the performance of the n-data-rate 

system, that is, in order to determine the average probability 

of error and the average rate, Ro, it is necessary to define cer-

tain operating features of the nDR system. The features that are 

important are defined in conjunction with Figs. 5.2. and 5.3 as 

follows: 
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A. 	to indicate that the transmitted 

feedback signal (i.e. sent from the 

receiver to the transmitter) indicates 

transmit at the jth data rate, R.. 

C. 	to indicate that the received feedback 

signal actually initiates transmission 

at the ith data rate, Ri. 

D ee  — to indicate that the data rate control 

signal (sent from the transmitter to 

the receiver) signifies the incoming 

symbols were transmitted at the rate %. 

B. 	to indicate that a data digit randomly 

selected from a group of digits trans—

mit-ted at the rate R. is in error, given 

that the event D. has occurred, i.e. 

given that no error has occurred over 

the SYNC channel (see Fig. 5.5). 

FurtherdiscussionofDcr andThis necessary. The !event! 

D ee  is caused by a signal which completes the data rate control 

loop (receiver—transmitter—receiver). The average probability of 

error pen is formulated assuming that cc= i, that is
2  assuming that 
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the event D. occurs whenever C. has occurred. This, in effect, 

assumes that Pd 
is negligible. It is for this case that the 

event B. is defined above. The probability of making an error 

over the SYNC channel, Pd, can be made smaller and smaller .by 

increasing the power over this channel. Because an average power 

constraint is placed on the transmitter, however, it is necessary 

to evaluate Pd 
in order to determine whether it is truly negli—

gible. An expression for evaluating Pd  is thus derived in 

Section 5.4. 

Consider the effects of the errors over the feedback and 

SYNC channels. The subscript i 	j indicates that an error has 

occurred over the feedback channel and subscript= rAi indicates 

that an error has occurred over the SYNC channel. The feedback 

and SYNC channel error can also be interpreted in terms of the 

transitional probabilities given in Figs. 5.2 and 5.3. 

The errors that occur over the SYNC channel are taken into 

account by the probability Pd. In particular, these errors cause 

message deletions and insertions and are, therefore, extremely 

undesirable. This is a further reason for making Pd  as small as 

possible. Suppose that an error is made over the feedback channel 

but not over the SYNC channel, that is, i .1=j but = ==i, then the 

rate most suited for the current transmissions is not utilised. 
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The effect of this is that the instantaneous probability of making 

an error in the message transmission is higher than for the case 

when no error is made over both the feedback and SYNC channels. 

As stated above, it is initially assumed that errors over 

the SYNC channels can be ignored. With this assumption, the 

probability that a digit randomly selcctedfrom a group of symbols 

transmittedatrateli.will be in error is given by 

P 0,1  
. = P(Ci  Al) P(Bi  I C. j) 

P(B. C.1  A.) 1   

NOTE: It is assumed in Equation 5.1 that the receiver had re—

questedtransmissionofdataatrateR.(j = 1,...n). 

alnlnlirlgolreralathepossible"ent".anCl A., the average 

probability of error for n rates, Pen  is 

en 	
P(B1  Ci  Ai) 	5  2 

i=1 j=1 

Now suppose that an error occurs over the SYNC channel. It 

is only in this case that the receiver actually uses an incorrect 

symbol rate to process the received waveforms. In the cases 

where the receiverts original instructions to the transmitter 

are not followed, ij, the detection of the received signals is 

51 
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carried out using the rate R1,  assuming that cc = i. When= 0-i, 

then deletions or insertions will take place. 

With similar reasoning as above, the probability of using 

R.m(.= 0i) at the receiver, which is the probability of making 

an error, Pte, over the SYNC channel at the ath rate, Roo  is 

given by 

Pdm  = P(Ci  Ai) P (D m l C. A. j ) 

p(D ,ci_  Ai  ) 	 5  3 

Summing over all the possible events, that is, over all the 

Cts and Vs, the overall probability of making an error over 

the SYNC channel is 

Pd 1 , P (DC. A. ) 5  4 )    
j=i 

c 
NB As stated above, using incorrect symbol durations for pro- 

cessing the received waveforms leads either to insertion of digits 

that were not sent or to deletions of some digits that were sent. 

Processing data at a higher data rate than the rate actually used 

leads to insertions (see Fig. 5.) whereas processing data at a 

lower data rate than the rate actually used leads to deletions. 
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t I I or titt  
' 

= sampling period that should be used. 
R. 

1 	1 sampling period actually used. 
R. 	2R. 

Fig. 5.4 Message Insertions Resulting from an Error  

Over the SYNC Channel 

Finally, the average data rate Ro  is given by 

Ro = 
R.
1 
 p( 0. ) 
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1=1 
where P ( C. ) = .12., the duty cycle for the rate R.. 

Now, 	
P(c .) = 	P(A) P (Ci  I Ai  ) 

j=1 
n 

• P(Ci  Ai  ) 	5  6 

j=1 
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Physically, Equation 5.6 expresses the fact that the event 

C., could be caused by the event A. (which was meant to cause it) 

orbyanothereventA.(j* i) as a result of an error over the 

feedback channel. 

On substituting Equation 5.6 into 5.5, the expression for 

the average rate becomes 

Ro P (Ci 
J  

A. ) 	5  7 

1=1 j=1 

Equations 5.2, 5.4 and 5.7 are the expressions for the per-

formance functions of a general n-data-rate system in terms of the 

joint probabilities of certain events that occur in the system. 

So far, in the analysis, no restrictions have been placed on the 

system. The following sections of this Chapter will particularize 

the results for a discrete-variable-duration incoherent FSK system. 

503 Performance Funetions'for a Variable-duration 

FSK System 

This Section and the following Sections of this Chapter are 

devoted to the analysis of a system in which binary Frequency-

Shift-Keying (FSK) is used and in which the message waveform n(t) 

represents a mark or "1" and the message waveform m2(t) represents 
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a,space or "0", The duration of these waveforms can take discrete 

values, that is, t E Ti, i = 1, ... , n. Thus, when the ith 

data rate is being used for transmission, the duration of each 

transmitted wavefo ince the 

ith data rate (or symbol rate) is defined as Ri  = , it is 

evidentthatswitchingbetweendifferingdurationT.of the 

transmitted is, in effect, the same as switching between different 

data rates, Ri  (i = 1, •••9 n). 

The SYNC and the feedback channels are in general not binary. 

When only two data rates are used, the SYNC and feedback channels 

are made binary by sending two waveforms over each of the channels 

and arranging for each waveform to correspond to one of the data 

rates. The description below sets out how a generalised n—data—

rate system might operate. 

The receiver continually monitors a carrier sent over the 

pilot tone channel. Prior to transmission of any data, the 

receiver informs the transmitter that the channel is suitable 

fortransmissionatthejthdatarate, Rj. This is done by 

sending over the feedback channel a signal fi(t) of duration 

f sec. After a delay of d sec, a signal fi(t) is received at 

the transmitter. If no error has occurred over the feedback 



125 

channel, then fi(t) = fl(t). Fornoiselessfeedbackf.(t) is 

always equal to f.(t). When the signal fi(t) is received at the 

transmitter it initiates a signal silt) of duration s to be sent 

overtheSYNCchanneltoinformthereceiverthattheratelLis 

being used to transmit the next group of symbols. The group 

of symbols of total duration m sec is then transmitted over the 

message channel after a total delay of d f s sec. The first 

symbol in the group arrives at the receiver d sec later, assuming 

equal delay in the feedback and forward transmissions, 

N.B. If no error has occurred over the SYNC channel, the received 

data rate signal is si(t); otherwise it is a(t) 	lis 

With reference to Fig. 5,5, the following quantities are 

defined: 

+F1 2  = squared envelope at the output of the 

predictor which is used to predict the 

state of the channel. 

1F12  squared envelope at the output of the 

integrate-and-.dump matched filters 

of the feedback channel. This is used 

to instruct the transmitter which of 

the n possible data rates to use for 
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transmission of the next group of 

symbols. 

ISI2  = squared envelope at the output of the 

integrate-and-dump filters of the SYNC 

channel. This is used to inform the 

receiver which of the n possible rates 

the transmitter is using (strictly, 

which rate the transmitter is supposed 

to be using). 

the squared envelopes at the outputs 

of the integrate-and-dump matched filters 

of the message channel. These are then 

compared and output "0" or 111" obtained. 

 

 

1-1 

 

Y., H., 3. Ki  (i = 17 	
n) are the thresholds 

at the outputs of the pilot tone, the 

feedback and the SYNC channels res-

pectively. 

The performance functions of the general n-data-rate system 

can now be written for the variable-duration FSK system specified 

above. Firstly7  the events defined in Section 5.2 can be 
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re-defined in terms of the above system variables as follows: 

event to indicate that 	Y. < IE 12  Y•  J rt 

event to indicate that 	141..1  < viz 1-11 

event to indicate that 	Kbt-1 <Islz < Ka 
 

event to indicate that 	< 11`12119  

given that ml(t) was transmitted and 

that no error was made over the SYNC 

channel. 

Also, the performance functions expressed in terms of 

Equations 5.2, 5.4 and 5.7 can be rewritten in terms of the above 

definitions of the events of the n-data-rate system. Note, 

firstly, that certain one-to-one correspondences exist between 

some of the variables because of the system operation. Examples 

are: theeventA.impliesf(t).f.W;theeventC.implies 

s(t).s.1(t). Using the system variables and these implied 

events the following are seen to be true. 

Aj  = 

C. = 

Da  = 

B. = 
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N13. C. A.) 
1 1 	= P D M I 12  < 114 2 12 ' Hi-1 < ' Fla  < Hi ,  

Y. 
	

< 1E1 2  < Yi l m(t) = m i (t] 	...5.8 

P(Dm  C.1  A.) = PEC-1 < 1s12 < K m ,  1 H.-1 < 1F1 2  < H1, 3 	 — 

Y 	< 1E1 2  < Y...] 	 ...5.9 Y. 	 3 

P(C. A.) =Iii-1 < 1F1 2  < H.1' 3 Y.-'1 < 1E1 2  < Y -..] 1 3 	 —  
...5.10 

On using Equations 5.8 - 5.10 in Equations 5.2, 5.4 
and 5.7, the performance functions become 

n n 

Pe n. = > 	 PEm, 12  
i=1 j=1 

< 114 2 1 2 , H1-1 < 1F1 2  < H. 
—  

< 1E1 2  < Y. m(t) = m1  (t;.] Y. 	— 3  ...5.11 

n n n 
Pd PrK < 1S1 2  < K 	H.-1 	Hi < 1F1 2  < 

1  

cc=1 i=1 jAl 
i== 

 

< 1E1 2  < Y. ...5.12 

  

n %  

Ro 	

. 

3- < I F12  < H1•' Y. 1 < 1E1  

i=1 j=1 



130 

5.4 Independent Fading in the Forward and Feedback 
Channels  

In some transmission channels, the fading in the forward 

and the feedback paths are independent. When this is the case, 

then the probabilities in the expressions for the performance 

functions, Equations 5.11 - 5.13, can be simplified. On 

carrying out the simplifications, Equations 5.11 - 5.13 become 

Pen 	= 	 P Flvi i  1 2  < I M
2 12 ' Y j•-• 1 	1E1 2  < Y. J 

i=1 j=1 

in(t) = m 1 ( -0]. P[ H3.-1 < I ,F,2  < H] 3_ 	...5.14 

n  n n  

 Pd = 	 pE, a_1‹ 	< Ka,  1E1 2  < Y. 
,==1 i=1 j=1 
=i 

< 1F1 2  < 11•1 ...5.15 

and 

R• 	P• 	< 1E1 2  < Y.] 	• 3-1 	 P E/a.-1 	— Ro = 	 < 1F1 2  < HI 

...5.16 
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These simplifactions need physical interpretation. The 

receiver conveys, via a feedback link, a request for the use of 

1  

11.(=airentA.).If the request is conveyed over a noisy feed—

back,therearenenzeratransitionalprobdbilities,P
J  
..,that 

therequestfortheuseeftheraterLis incorrectly received. 

These transitional probabilities can be represented diagramatically 

as in Fig. 5.2. 

The transitional probabilities can also be represented in 

a matrix form as follows: 

P
ll 	P21 	 P

n 1 

P12 	P
22 	 P

n2 

P1n 	P2n nn 

Fig. 5.6 Matrix for the Transitional Probabilities 

1  
Forthenoiselessfeedbackcase,11

0  
..becomes an identity 

matrix, that is, 11
11 = P12 — nn 

The above simplifications lead to easier evaluation of the 

joint probabilities as is shown in the following section. 
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5.5 Evaluation of Performance Functions for Rayleigh 
Fading  

In order to evaluate the probabilities in quations 5.14 

to 5.16, it is necessary to specify the fading process. A model 

for the fading process which has been found to agree closely 

with experiment(Ref. 5, pp. 129-130) is the one characterised 

by a complex-valued Gaussian process. The envelope of the fading 

signal is then governed by the Rayleigh probability law (Ref.920).527). 

The square of the envelope, which is proportional to the power 

in the signal, is shown in Appendix A to have an exponential 

probability density function, that is, 

pc 1 xl 2  ) = 

 

1 exp _ 	1 x1 2  

  

 

(17) 1)(1 2  

   

     

where 1X 1 2 is the average power in the signal. 

The one-dimensional probabilities which are in Equations 

5.14 to 5.16 can be expressed as 

PEk-1 < IX1 2  < GJk 

where X stands for E, F or S in equations 5.14 to 5.16 and W 

stands for K, H and Y, that is, the thresholds on the various 

channels. 



exp 

 

W
k-1 

 

   

    

    

1X1 2  
The following boundary values on the frIhresh7 
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Now, 

  

 

< (X1 2  < Wk-1 	k POW) d )(12  

   

With the above probability density function, the one- 

dimensional probabilities can be expressed as follows: 
W 

-- 	 k 
P Wk-1 < 1X12 < Wk =  	 exp 

W 	IX12 
Wk-1 

for later use. 

1) when k = 1
, Wk-1 = Wo 

= 0. This notation simply says 

that the lowest threshold, Wog  is set at zero for all channels. 

This is done because the square of the envelope cannot take 

negative values. Thus, the lowest data rate Ri  is in use for 

< 1X1 2  < W/ 	The probability that 1X1 2  is in this 

region is 

Pro< 1x12  < 	PDx12 

- exp 	
1 )( 1 2  

ds are defined 
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exp 

  

1x1 2  

   

dlx1 2  

      

       

     

•.•••011 

 

       

1••••• 	 ••••••• 

1 	exp 

2) When k = n (n being the largest data rate used), Wn  = 0. 

It follows that the region for which the highest data rate is in 

use is given by 
Wn-1 < (X12  < 	

. The highest threshold 

is set at DO because when the highest data rate is in use, it 

is advantageous to keep transmitting at this rate however large 

the square of the envelope. 

The probability that the system will be operating at the 

highest rate is 

P[1n-1 < 1x12 
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La2.• 

X 1 2  

 

     

  

1 exp di x) 2  

   

IXI 2  
n-1 

  

       

       

exp 
lx1 2 _ 

NOTE: 1) From above, it is evident that very large squares of 

the envelope occur with very small probabilities. 

2) The set of the n data rates used is ordered, that 

is, R1  < R2  < • . • • < R • 

The two-dimensional probabilities occurring in Equations 

5.14 to 5.15, namely, 

 

im(t) = m i  (t) 

	

(1) 	P 1M11 2  - 1M112 < 0, Y. 	< 1E1 2  < Y. 
- J 

	

(ii) 	PIc_ 3.  < 1S1 2  < K., Yj...1  < 1E1 2  < Yj  

OME••••••• 



1 

114 1 1 2  
1 + 	 

exp 

  

Im 2  I 2 

IM2 1 2  
1 	(1-p) 

IM 1 2  
1 
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are evaluated in Appendix B. The solutions are: 

(i) PI-1:1 1 2  - 1112 1 2  < 0, Y. < 1E1 2  _< Y j  I = m1  

   

114 2 1 2  

11'11 12  
1 + 	 (1-p) 

1 M2 12  

exp 

-••••••• 

1  
....5.17 

(ii) Plii;_l  < ISI 2  < IC, Yi _l  < 1E1 2  < Y j  
1 
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ifj 2k 	2 ,„1, A 
y...ip 

11 \ 1-p 
 

      

       

-Cj-1 = e 

  

2k...ip 	2yi _1  

1-u ' 1-p Q 

 

    

Q
0

2f.c*cc  

1-p' 1-p 

In these expressions the following abbreviations 

are used 

Yj 

h. 1 

cr, 

Y. 

1E1 2  

H. 

1S1 2  

K 

1E1 2  

   

given that m(t) = m l (t) 

     

 

1141 1 2 	1E1 2  

 

rS E*12  
1-1 

1S1 2 	TETI  

E' is the complex conjugate of E 



where 

1 + m d2 

I m, I 
2 	and 	m

d2 
= i m

2 
 12 and i = 

•••••••• 

+m 1 + di  

-Yj-1 md 1 + --1(1-p m
d2 

...5.19 

d2 . 

n 	n  -hi  
e -e exp 

1 + di  (1-p) 

Pe ,n 

i=1 j= d2 

- exp 

m 

_ 	 
1 

A 

	an 

Y3• 
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and Q is the Marcum Q-function. 

Substituting the values of the one- and two-

demensional probabilities given above into Equations 

5.14 to 5.16, the performance functions of the nDR 

system for time- and frequency-flat Rayleigh fading 

become: 

cc-1  12Yj- i-1 	1-p 	1-u 
-P  

-e 

-kcc-i 
-e 

1=1 j=1 
/ 

1 - -P 	

. )  -Y. 
1-p 
3-1  -e  3 	 a_ 

I=T'
j 

11 
2Y 	2k m 2Y .P) 
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n 
-h. 

-e 1) -Y. (e 3-1 
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5.6 Expressing the performance Functions in Forms  
Suitable for Computation 

In the analysis that follows, the waveforms will be speci-

fied to be square pulses of sinusoidal signals. In this case, 

the performance functions can be written in terms of the duration 

of the waveforms and the power in each symbol. 

Let it be assumed that the additive noise in the channels 

(assumed to be statistically independent white Gaussian processes) 

have the same double-sided spectral density, No. With reference 

to Fig. 5.5, the signals at the inputs of the data (message), the 

SYNC, the pilot tone and the feedback receiving filters are, 

respectively, 

(1) z(t) n1. (t)  + na  (t) 	
, given that m(t) = m1(t) 

(2) z(t) s(t) 	+ n0  (t) 

(3) z(t)p(t) 	n (t). 	In Fig. 5.5, z(t)p(t) has 

been written as z(t). 

( 4) w( t) f( t) 	nf (t) 

The functions nd 	ns(t) np
(t) and nf

(t) are the inde-

pendent white Gaussian processes each with double spectral 

density, No. The function z(t) and w(-0, the fading processes 
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in the forward and the feedback channels respectively, are the 

independent complex-valued Gaussian processes described above. 

In writing out the outputs of the matched filters, use is 

made of the assumption that the fading is time-flat. The fading 

level is thus assumed to be constant over each transmission epoch, 

i.e. the period of transmission of a group of N symbols. The 

fading process z(t) is therefore constant over the group of 

symbols. The value of this constant is calculated at 

t = 2d + f + s + m7  where t is measured from the instant the 

signalf.
0
(t) is initiated from the receiver. The fading is further 

assumed to vary linearly over the feedback and the SYNC pulses. 

Because of the symmetry of the linear variation of z(-0, the fading 

level for the feedback and the SYNC pulses are constants cal-

culated at t = 2d + 
2 
 and t = 2d + f + 2 respectively, where 

asbeforel tismeasurelafromtheinetantf.
3
(t) was initiated 

from the receiver. 

Again, with reference to Fig. 5.5, the outputs of the matched 

filter detectors of the data, the SYNC, the pilot-tone and the 

feedback channels, respectively, can be written as below. 
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(1) The output of the filter matched to m,(t) is 

M = S + 
1 	1 	1 ' 

when the transmitted waveform is ml(t). 

1 = z(zd + f + s + m) 
,f^ L 

r11(t) 2 dt 

is calculated for the last digit in the 

current grolloof symbols being received. 

N.B. Prom the characteristic of the prediction filter used (see 

Fig. 5.7) it is seen that the furtheriniothe future prediction 

is made, the poorer the quality of the prediction. Since the 

probability of error deteriorates as the quality of prediction 

goes down, the calculation of the probability of error is carried 

out for the last digit of a group of received symbols. 

N1 = 	n(t) ma.34  (t) dt 

0 
H  where mi  (t) is the complex conjugate of mi  (t). 

Let it be assumed that m1
(t) and m2(t) are orthogonal wave— 

forms, then when m1(t) is transmitted, the output of the filter 

matched to m2(t) is 

m2 ---- 
 S2  + 112 

where, 
S2 

= z(2d+f+s+m) 	m1 	2 (t)m *(t) dt = 0 

0 
and, 	Ti 

112 	
n(t)m2*(t) = 	= N

o. 

J-Ti 
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(2) The output of the filter matched to the SYNC 

pulse is 

S = S
3 

+ N
3 

s  

S
3 
= z(2d+f+s) 

r 
i 

s1  (t) 2 dt 2 
 

and 

s  
N
3 = le 

n
s 
(t)S

1  *(t) dt 

o 

( 3 ) The output of the filter matched to the feedback 

signal is 

F = S4  + N4 

wherey  

S4  = z(2d+f) 	 fi(t) 2  dt 

where, 

n,(t) i* (t) dt 
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( 4 ) If the pilot tone is specified to be sine waveform 

with constant amplitude lin complex notation 
the 

 

P(t) = p e 
jwt  . Thus the magnitude of p(t) is p. 

The correlation coefficients can be evaluated for the data, 

the SYNC, the feedback and the pilot tone channels respectively, 

and are found to be as follows 

( 1 ) 
	

mdi = I '1  1 12 	1s1 12 	1N1 12  

T. 

1S 1 1 2 	= Rz(o) 	m i  (t) 1 2  dt 

where 

Rpt) is the autocorrelation function of z(t) 

If z(t) is defined to have unit mean power and 

ml(t) 2 	RL11 (0) 
0 

Where Rm (0) is the autocorrelation function of m(t), then, 

ISI
2 	2 

= R (o) 
mi  

= 4N R. (0) o 
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since n(t) n (t +ir) = 4 no  Str) 

MA2  = 1M2 1 2  „,  1N 2 1 2 	= 	4N R • (0) o mi  

(2) For the SYNC channel, 

(sI 2  = 1s3 ( 2  + (14 3 1 2  

15 3 1 2 	= ls.(t)12  dt = R (o) 
2 

S 

where, Rs (T) is the autocorrelation function of s(t) 

—572 
3 	= 	4 No  RS  (0) 

(3) For the feedback channel 

11,12= 	
1S4 2 

iN4 I 
2 

S41
ifi(t) I 2  dt 	= R2 f 

 (0) 

0 
where, Rf(T) is.the autocorrelation function of f(t) 

(4) For the pilot tone channel 

o 

1E1 2  - 	g z(t i )+np(t) h(-t1 ) rp z(t 2 )4•n*(t)1 

.h (-t2) dt1  dt2  



2 

p 2  R2  (o) 
i 

Rz (o)E-(2d+f+s+mh*(t)dt 

R
z
(T) Rh(TYdT+ 

4No  Rh(o 

b2  Rz 	- (2d+f+s+m)J h* (t) dt 1  

...5.22 

R2  (0) + 4No mi 

1 + R
m(0) 

p2  Rz (T) Rh(T) dt + 4140  Rh(o) 
4N0  

IM E*I 
P 

mdi 1E12 

ES: 
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where, 
03 

Rh(T) 
	

h(t) h* (t+T) dt 

0 

To calculate p the following is required 

0 

IM E*I = p2 z(2d+f+s-IT)R_(0) 	z(t) h* 	(-t) 	dt 
mi  

03 

Rmi (o) 	Rz[t  - (2d+f+s+mj h* (t) dt 

0 

Thus, 



X(2d+f+a+m)  p = 
4N
o  1 + Rm  ( o) i 

...5.25 
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Further, to calculate p, the following is required 

   

0 

2 	S p 	z(2d-Ef+-2) Rs(o) z* (t ) heq-t) dt 
-Qv 

   

IS E*I = 

 

   

   

p2  R7  [t  [t - (2d+f4)1 he: (t) dt 

Thus, 

S Et 

2 

151 2  1E1 2  4N
o  

1  + TcCOT 
••••• 	 ••••••• 

p2  Rz(T) Rh(T) dT + 4No  Rh(o) 

     

...5.23 

    

2 
Let 

  

p2  Rz(t-T) he: (t) dt 

  

 

X(T) = 

p2  Rz(T) Rh(T) dT + 4No Rh(o) 
...5.24 

On using Equation 5.24 in Equations 5.22 and 5.23, 

p and p become 
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1.1 = 	4N 

s X(2d41 4--) 2 ...5.26 

1 + 	° ITsTc7 

From the results for the correlation coefficients 

of the matched filters of the data channel, it follows 

that 

m 4N0  R (0) + R2  (o) • m di = 	mi 	i  
md2 	4No m  R (0) i 

Rm  (o) 
1 

4No  

If the following are defined, 

M - Power in the data channel  
P 4N

o  

S _ Power in the SYNC channel  

P 4No 

F _ Power in the feedback channel 

P 4No 

= 1 + 

...5.27 

u. 1  =average signal-to-noise ratio at the 

receiver when the ith data rate is being used 

1 
. Ti  = R — = duration of a symbol transmitting 1 using the rateRI  .. 
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then with the definitions of s and f already given, the 

following abbreviations hold, 

- Mp Ti. = ui  4No  

Rs (o) s  
P 4No - S  

4No  
= F

P 
 f. 

With these notations Equations 5.25 and 5.26 

become 

Rm.(0) 1 

Rf (o) 

P = 
u.1  X(2d+f+s+m) 

...5.28 

 

11 = 

1 + u. 1 

A(2d+f+2) 
::.5.29 

1 + S s 
ID 

Further, note from the definitions of k and hi  

that 

...5.30 
1 + S 	s 

P 

H. 
1 ...5.31 

1 + F 	f 
P 

kcc 

and 
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With these results in mind, the probability of 

error given by Equation 5.19 can be rewritten as 

-hi-1 	-h. 1 e 	-e 

 

exp 
2 + u. 1  

-Cj-1 2+u,1(1-X) 2 + u. 1 

 

    

2 + u. 

Yj 2+ui(1-1) - exp ..5.32 

On using the series expansion of the Marcum 

Q-function, 

 

CO 

 

(2
Y
)14-1  Im 
	Y 	
() iTe- 

 )Q ( yR ,  /7) . e 1( x+Y )  

 

 

M=0 

 

where Im is the mth order modified Bessel function, 

The probability of making an error over the SYNC channel, 

Equation 5.20, is given by 

dM••. 

n 	rl 	n  

   

CO 

  

 

-hi-1 -h. -e 
+ cc-

1
1 exp( - p-j-1) 

 

   

       

         

         

      

m=o 



24IC 	;. 
a-1  

1-p 

1 

(1,37 ; ( lm  111 2 
.••••••. 

-exp 

 

Lastly, the average data rate remains as given by 
Equation 5.21., etc., 

Ro 	
f, 

R. (e
-h.  1-1 -e41 	y 

1) (e 3-1  
. 	_. 

-e Y3 ) ...5.34 
i=1 j=1 
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5.7 The Prediction of the Fades  

The parameter appearing in some of the equations of the 

previous section is shown below to be a characteristic of the 

linear filter used to predict the fades. It is the sqinred 

normalised complex correlation between the output of the linear 

predictor and the complex signal being predicted. The function 

(t) was defined by Equation 5.24 to be 

p2  Rz(t-T) h* (t) dt 

X(T) = ...5.35 co 

p 2  Rz (T) Rh(i) cit + 4No 
 Rh(o) 

The linear predictor is shown in Fig. 5.6 

s(t) = Z(t)+N(t) 

4 > 

p z(t)+n(t) 

H(w) 

 

E(t)=s(t)+,=s(t) 
REDICTOR 

Fig. 5.6 The Fading Predictor 

The parameter p is a real constant, namely, the amplitude 

of the sine wave (i.e. the pilot tone signal). 

The object of rate variation, as was mentioned earlier, is 

to minimise the probability of error while at the same time 
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maintaining a fixed average rate. The average probability will 

be minimised if the instantaneous rate of transmission is matched 

to the instantaneous probability of error, that is, to request 

transmissionattheratelLif the instantaneous probability of 

error lies between appropriate thresholds. It is shown below 

that this optimum procedure is equivalent to forming the best 

mean-square-error (m.s.e,) linear prediction of the complex 

envelope of the noiseless received pilot tone. A request for 

transmission at the rate R. is then made when this ostimnte lies 
1 

between some other thresholds. In particular, it is shown that 

comparing the probability of error conditional on the whole part 

of the pilot tone with a given set of thresholds is equivalent to 

comparing the squared magnitude of the best linear prediction of 

the complex envelope of the noiseless pilot tone with some other 

thresholds. 

Suppose that the forward channel gain g(t), assumed to be 

complex Gaussian process, is written as g(t) = a(t) + j b (t), 
oferiorA  

The estimate (prediction) of what the future probability
A  
-r(t -Ft e 	) 

co 

tont 
conditioned on the whole past of the pilot

) 
 can be

- 

 written as 
A 

1)e (t+T) = 	f [a2 (t+t) 	b 2 (t+T3 Pra(t) 	b(t).] dadb 
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where 

f is the function describing the instantaneous 

probability of digit error 

is the joint conditional probability density 

of the random variables a,b and is a 

functional of the past of the received pilot 

tone. 

The received pilot tone is Gaussian since it is the product 

of a deterministic sine wave and a complex Gaussian process (i.e. 

the fading) to which is added white Gaussian noise. From the 

properties of Gaussian distributions25  it can be shown that 

EaCt+t)-ao(t+Tfl 21-Tb(t+T)-bo(t+T] 
PL 1  a(t+-01-b(t+T)J.: 	exp 

2Tre 	 2az 
where a o 2  bo  are the averages of the variables a and b respectively, 

conditional on the whole past of the pilot tone and CT
2  Is the 

conditional variance of a and b. 

Now, the conditional mean of a Gaussian variable (con- 

ditional on given Gaussian variables) is the best m.s.e. estimate 

of the variable64. Thus, the quantities ab  (t +1) and bolt 

can be obtained as the output at the time t +rof an optimum (m.s.e.) 
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linear network whose input is the received pilot tone. 

An optimum decision procedure is to compare (t +1) with 

a preset threshold. An equivalent procedure would be to compare 

a monotonic function of (t 1.."0 with someother threshold. The 

advantage of the latter procedure being that the more easily 

measured quantities, for example, the square of the envelope of 

the received pilot tone, can be compared with different thresholds. 

p (t .1-'6 is a monotonically decreasing function of 

(t 	2, 	 / a
o
2 	

b 	+17) so long as f a (t +17) 	b2  kt +1ril is a mono— 

tonically decreasing function of a2  (t 41:) b2( +1C). Also, p 

is a monotonically decreasing function of La(t + t") — ao(t +-0-11 2  + 

[172(t +-r) — bo(t +17)'_12. 	Sincof;(t +1C) is a monotonically 

decreasing function of ao(t .4-1:) and bolt +/7). This completes 

the proof. 

In the n—data—rate system, a sub—optimum filter derived in 

Appendix C is used. The decision to request data transmission 

at a given data rate will be based only on the present complex 

envelope of the sub—optimum filter output. The decision process 

of comparing the squared magnitude of the envelope of the filter 

output with preset thresholds would be optimum. The proof of 

this statement is the same as that given above for the decision 



156 

process of an optimum filter' 

It is shown below that the m.s.e.,E y is related to the 

parameter A in Equation 5.35 by 

e = 1 - X 

Thus the performance of the n-data-rate system, given by Equation 

5.35 improves as the m.s.e. decreases. 

To derive the relationship between t and A 7  note that the 

normalised m.s.e. is defined as 

e 	= 
	I (a+ jw) x - z) I  

z ze: 

a 
as 

where 

z is the random variable being predicted 

x is the output of the linear filter 

cc, 13 are constants which nust be set to 

minimise 

To find a set 

1 (a + jw) x — z1 2  { 

z ze: 

to 	zero • 
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xz* 	x*z 6 = 

2xx* 

similarly 

W = 

2j xX 

Hence 

lx*z12  = 1 - 	 = 1 - X 	...5.36 
xx* zz* 

The received pilot tone signal is passed through a band-

limiting filter (to limit the noise power) before going to the 

predictor. To a first order approxination, the predictor is 

assumed to have the characteristic 

E(t) = s(t) 	01C8(t) 	.•,.*5.37 

where, 

E(t) is the output of the predictor 

s(t) is the input of the predictor 

8(t) is the first derivative of s(t) 

d4 is a fixed multiplier 
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It is shown in. Appendix C that, for reasonably large power 

in the pilot-tone channel, 

X(T) = 1 - 2  (Ty 4  

where, 

G3, is the fading rate in radinns .per sec 

Strictly, the Gaussian fading spectrum is not acceptable 

if the fading process is to be truly random. This follows from 

the Parley-Weiner theorem which states that a wide-sense 

stationary process is non-deterministic if and only if 

log S(f) 

1 4. f2  
-m 

If S(f) is Gaussian, the above condition is not satisfied and 

the corresponding fading process is deterministic. This means 

that the past, however remote, contains all the information about 

the whole development of the process. However, for the sub-

optimum filter used, it is required that the Gaussian function 

approximate the fading spectrun only near the origin, i.e., for 

small values of T. 

5.8 Optimisation of the Data Rates of a n-Data-Rate  

System  

In conclusion to this Chapter, a general discussion on the 

dt < CO 
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Fig. 5.7. The Characteristic of the Suboptimum Filter used  
for Prediction.  



-exp 

160 

optimization of the data rates of an n-data-rate system 

in order to minimize the probability of error while 

maintaining a constant average data rate is given. 

Formulae that have been derived previously in this Chapter 

for the probability of error and the average rate and are 

required for this discussion are rewritten below. 

The average probability of error of an nDR system 

is given by (see Equation 5.32). 

The average rate Ro  is (see Equation 5.40) 

...5.39 

...5.40 

n 	n 	A 	A 	A 	A 

Ro => > R.1 (ehi-1  -e
h 1

) (ey 3-1  -e y3) 
 

i=1 j=1 

Consider removing R1  from the summation signs, i.e. 

writing equation 5.40 as 

n 

   

-. 	-h. 	-2. 	-9. 1-2. (e 3-' -0 3) (eh -0 ) ki  R = R 

  

     

i=1 j=1 



Tr = 

 

1=1 j=1 

M 
M T = P r 	Tr 

 

1=1 j=1 
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where, 

R. 
k.3. = 1 , therefore k 1  = 1 • 

In general, any, say the rth, Ri  may be removed 

from the summation signs. Thus, writing Equation 5.40 as 

n 	n 	A A  
- . 	-h. 	-y. 

R = R 	k. (e
111_1 

-e 1) (e 
, 

o r 
i=1 j=i 	 ...5.41 

where 

R. 
k.  = 1  1 	Rr 

 and  therefore kr = 1. 

Equation 5.41 can be written as 

- ji-1 -hi 	 Y-1 k. (e 	-e ) (e 3 	-e 3) 

1=1 j=1 

 

-h. 	-h. 	-c. 

	

(e  1-1 	1) (e  3-1 	3)  

	

41. 	41 	

A 	 A 

k. (e 	-e ) (e 	-eYj  ) 
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41* 	 • y. j)  1-1 -eh  1) (e
9  j-1 k. (e 

1=1 j=1 	 ...5.42 

where ur is the detection SNR when the rth data rate 

is being used for transmission and U0  is the average 

detection SNR. 

From Equation 5.31 

H.  h. = 	 
1 + F f 

where F is the power in the feedback channel 

It was shown computationaly that Hi  for a two-

data-rate system is related by a logarithmic function 

to Pd  which is determined by the power over the SYNC 

channel. Let it be assumed that this holdsfor an n-

data-rate system. For ease of analysis the duration of 

the feedback signal, f, is made equal to the duration 

of the SYNC signal. The optimum power over the SYNC 

channel, found by solving the equation, 

du _ _ 0, 
dS 

is, sai 0 	and t1,65 opti mum SYNC r ower 
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theme fore determines f. The function u(Sp) is given by 

Equation 5.29. 

It is evident that the only independant variables 

inurareFand 171— Thus equation 5.42 can be written as 

ur  = g(Fp2 Yi) 	 ...5.43 

From Equation 5.39, it can be seen that in order 

to minimize Pen, ui  should be maximised. The SNR at a 

given rate is maximised over the feedback channel power by 

solving the equation 

aur 0 	 ...5.44 a F
P  

where u r  (Fp  ) is given by Equation 5.42. The solution to 

Equation 5.44 is found for a given set of ki  in Equation 

5.42. 

The optimum feedback channel power, Fo, and the 

optimum instantaneous SNR, uor, are used in Equation 5.39 
which 

to find the minimum probability of error can then be 

further minimised over the remaining parameter yi  by a 

trial method. 

It is clear that general multidimensional optimization 

problem is far too difficult and will also require too 

large a computation time. Thus, the problem will be 

tackled for only two data rates in Chapters7 and 8. 
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6. 	THE VARIABLE-LEVEL n-DATA -RATE SYSTEM 

6.1 Introduction 

In the previous Chapter, a variable-duration n-data-rate 

FSK system was analysed. The data rate was varied by altering 

the duration of the transmitted symbols. A disadvantage of this 

scheme is that symbol synchronisation becomes very difficult 

since the pulse widths are not constant. The object of varying 

the symbol width is to vary the energy content of the symbol 

under fading conditions. An alternative method of doing this is 

to vary the amplitude of the transmitted signal. Such a scheme 

has an advantage as compared with the variable-duration FSK system 

since the symbol widths remain constant and synchronisation, which 

is always a difficult problem, is thereby eased. 

In this Chapter, the method of varying the data rate by 

altering the size of thu signalling alphabet, which was suggested 

in Chapter 2, is particularised to Amplitude Shift Keying. When 

ASK signalling is used, the transmitted signals are determined 

by amplitude levels. Thus, the transmitted signals could be 

represented by 2 amplitude levels, by 3 amplitude levels or in 

general by m amplitude levels. In a variable-level system using 

ASK signalling, at any particular instant in time, the transmitted 

signals are chosen from a fixed-size alphabet but the size of the 

alphabet may be varied from instant to instant. 
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variablg 	k r of aniglit4o lavolc but the algebraic cum f  

Though the available transmitter power is used all the time, an 

advantage could be expected from using the technique because a 

fewer, and hence more easily distinguishable, number of ampli-

tude levels are used during the periods the signal fades. During 

strong signal periods (i.e. surges) the data rate is increased 

by increasing the number of amplitude levels, that is, the size 

of the alphabet, from which the transmitted signals are selected. 

When m amplitude levels are used, the binary signalling 

rate is increased by a factor of log2m. Thus, by using 4 ampli-

tude levels the rate of information transmission is doubled. 

It is worth noting at the outset that the number of levels 

necessary to give a similar change in the data rate as a variable-

duration scheme increases as the power of two. The reason for 

this is that the rate of transmission varies as the log (to base 

two) of the number of the levels (i.e. as the size of the signalling 

alphabet), namely as log2m, whereas in the variable-duration scheme 

the rate varies linearly with the duration of the symbols. For 

example, decreasing the level of a signal from 32 to 2 decreases 

the rata by a factor of 5. Clearly, a similar rate variation is 

obtainable by varying the duration by only a factor of 5. 
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The main point of this observation is that the wider the 

range of rate variation, the more unrealisable the variable- 

level system becomes as compared with the variable-duration system. 

For example, changing the data rate by a factor of 10 requires 

the size of signalling alphabet to be 2
10 equal 1024 which, for 

ASK signalling, requires the use of 1024 different amplitude 

levels, an unmanageable number from implementation point of view. 

A similar change in the data rate is obtained by changing the 

duration of the transmitted signals by a factor of 10. 

In the next section, a brief discussion of a general variable- 

number-of-levels ASK system is given. The rest of the Chapter 

gives the analysis of this general variable-level ASK system 

assuming perfect prediction and noiseless feedback. 

The results for the variable-level ASK systems obtained 

under the assumptions of perfect prediction and noiseless feed- 

back arc only directly comparable to those of the variable-duration 

FSK system under the same assumptions. If it is assumed that the 

noise over the feedback channel has a sinilar effect on the variable- 

level ASK system as it has on the variable-duration FSK system, 

then the comparisons of these two types of systems for the noise- 

less feedback is valid for the noisy feedback case. 
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6.2 A Variable-Level ASK System.  

Fig. 6.1 shows a general form of a variable-level ASK 

system with a capability of using up to n amplitude levels. The 

storage accepts information at a constant data rate* from a binary 

source, e.g. tape, deck of binary cards or a digitalizer sampling 

say a speech waveform at one of n possible data rates depending 

on which of the coders (shown in Fig. 6.1) is being used for 

transmission. The storage is necessary because the low data 

rates (corresponding to small number of amplitude levels) are 

less than the average rate of the source. 

In Fig. 6.1 only the 'coders' and the 'n-level keying control' 

will be discussed further. The channel, the receiver processor, 

the fading predictor, the feedback control and the actual system 

operation are similar to those of the variable-duration FSK system 

described in the previous Chapter. 

The 'coders' in Fig.6.1 are used to convert binary (two-

amplitude-level) digits obtained from the source into mamplitude-

level (m-level) signals for transmission over the channel. This 

can be done, for example, by dividing each of the existing levels 

into two in order to give a 4-level signalling alphabet. To 

increase the size of the signalling alphabet to eight each of the 
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Fig  . 6 .1. A Variable-Level AS K Feedback Communication System.  



169 

4-level signals are further divided into two. When the information 

is taken in bits, i.e. the information source is binary as assumed 

in the thesis, it is convenient to constrain the signalling alpha-

bets to take the values m = 2, 4, 8, me, 2
n where n is an 

integer. 

In a variable-level n-data-rate system, n different sizes 

of signalling alphabcts(that is, n different coders) are used. 

Which one of the n possible coders is used at any particular 

instant is determined by the feedback signal. The level of the 

received feedback signal is compared with different thresholds. 

The ith coder is used when the feedback signal level lies between 

the (i - 1)th threshold and the ith threshold. For an n-data-rate 

intermittent system, transmission is halted when the received 

feedback signal level is below the lowest nonzero threshold. 

A system which switches between two different sets of ampli-

tude )ivels (namely, between two discrete data rates) will be 

analysed in the following Chapter (with variable-duration two-

data-rate FSK system) as a special case of the general variable-

level n-data-rate system. 

6.3 The Average Probability of Error for a General 

Variable-Level n-Data-Rate ASK Signal  

From the results derived in Chapter 3, it is seen that the 
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error probability, Pem(u), for a coherent ASK system is, 

(m-1) [1 - 2 P 	= em 	m cti 

 	1 

( 12(m-16) u(2m-1) 

where 

(1)(x) =  
27r 

y2/2  
e 	dy and where u is the detection SNR. 

When the amplitude of the received signal fades, 	fi  L LA)  

dependent on the channel gain, a. For the channel model assumed 

in this thesis, la! is a random variable from symbol to symbol. 

To find the average probability of error Pen, it is necessary to 

average Pem(u) over all possible values of u. Thus the average 

probability of error is given by 

Pen  = B 	 Pem (u)1 
	

...6.2 

Before carrying the averaging process, it is important that 

for the variable-level n-data-rate system, the range of values 

which U can take (0, oo) is divided into (n - 1) cells, where n 

is the number of separate m-levels used. In each cell the appro-

priate (or optimal) number of m (size of the signalling alphabet) 

is used. 
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Suppose that the thresholds placed on the received SNR, 

for the purposes of changing between the different sizes of the 

signalling alphabet are uT19  UT2  _, ... 	uT(n - 1) I  liTi<uT2 <"<uT(n -1) 

and let it be further assumed that an ml  - level signal alphabet 

is used when 0 < u < uT1 and an m2
-level signal alphabet is 

used when uTI < u  < uT2 and generally mi-level signal alpha-

bet is used when uT(i_i)  < u < uTi,then 

u 
T1  

Pen = 	Pe 1111 Cu) f(u) du 
,  

o 

T2 

Pe m: (u) f(u) du 

T1 

• • • 

Pe,m.(u) f(u) du 1  

• • • 

+ 	Pe ,m 

c

(u) f(u) du 	...6.3 
n 

uT(n-1) 



From Equation 6.1 
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....1111.... 

Pe ,m1  1 
1 - 24) 	 6u 	 

(NI 2(mi-1)(2mi-1)) 

  

     

     

Thus, 

+ 

+ 1 - (6u 	 
2°  2(m1-1)(2mi-1) 

  

f(u) du 

        

        

        

+ 

0 	 Pen f(u) du 1 - 24 

1 - 2(0 

......... 

f(u) du 

u Ti 
= 

0 

11
T2 

U
Ti 

6u 	\ 
2(m1  -1)(2m 1-1) 

(1 	
6u 

2(m 2-1)(2m 2-1) 

2°0 	
6u 	 

2(mn-1)(2mn-1)) f(u) du 

—• 

mn-1 
mn 

1 - 



uT 
I1  = Pem (u) f(u) 	du 

0 

uT 

-1 

••••41, 

mm 
1 - 

1 

0 

1 -u/U
o du U; e  

...6.6 

6u  
2(m -1)(2m -1) 

- U -- 1 
--e o du 

Similarly the ith integral, 

Ii

uTi  

.,•ma••• 
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As was mentioned in Chapter 5 and as is shown in Appendix A, 

if the envelope of a signal is Rayleigh-faded, then 

f(u) = 1 	-1VUo 
vo  

where Uo is the average SHR (i.e. the mean of the random variable u). 

For f(u) of this form it is possible to evaluate the inte- 

grals in Equation 6.5. Only three of these integrals, the first, 

the ith and the last need be evaluated in full. The other 

integrals can be written by inspection from the solution of the 

ith integral. 

The first integral, T, is given by 

...6.7 



m1  -1 -u/Uo 
e mI  

and, 

In = 

u(Tn-1) 

6u  1 - 24) 	2(mn-1)(2mn-1) 

-u/U  1 	
U °  du Uo 
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mn-1 
mn 

...6.8 

Now, 

Ti  (m-1) 1 	1 
mI 	U 

0 

-u/U  e 0  du 

0 

uT/  m -1 1 

	

	6u  

(1) (%1 

m Uo 
2 	2(m1-1)(2m1-1) 

du 

The first term of I1  is directly integrable and 

the second term can be integrated by parts. On evaluating 

these integrals, 
uT 

0 

1 



I 
1 1 - e 

-u
TI/u 

0 
2(m -1) -u

Ti/uo 
m 

r6-  1 	. 
T1  2(m1-1) 

- 
du 

j
6uT1 

2(m1  -1)(2m1  -1)) 

77 V2(m 
1 
-1)(2m1  -1)u • 

0 
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T 

0 

2(m1  -1) -u/u0  
e 

4)1(1 6 	 2(m -1)(2m11 	-1)) du} m1  

where, 

  

[ 6u 	 
(m -1)(2m -1) 

   

    

...6.9 
1 
2 • e 

Uo —1du 

Consider the integral in Equation 6.9 

I = 
T1 2(m1-1) 1 

ml 	V2(m1-1)(2m1-1)u 
0 

u  1 	6u 	
+17 1.4(m -1)(2m -1)  T  e 	• 	o du 



2 x 
2 
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Let 

3 	1 3Uo  + 2(m1  -1)(2m1  -1) 

2(m -1)(2m -1) 	U 1 	o 	2Uo(m-1)(2m -1) 

On using the change of variables 

IffRT 

x = V2I% U 	, 	dx = 	du 
21/17— 

The integral I becomes 

K1  

2(mi-1)1 3Uo 	1 

	

ml 	3Uo + 2(m1  -1)(2m1  -1).   	
 • 

1/27r 
e 

1277;7-1._ X2  
2(M1 	3U

0 	1 	2 
ml 	3Uo + 2(m -1)(2m 	

e 	dx 
' 	 rif  

2(m1-1) 	3Uo 	.7-) 
ml 	3Uo + 2(m1  -1)(2m1  -1) . 

(1)(1T177 T1  

where, 

(1)(1/2K1uT1  
= 1 

11  -x2/ 2 e 
f2-77 

dx 



...6.10 

3U +2(M -1)(2m1  -1) 0 	1  

2(mi-1) ] 	3U
o  juci 

3U+2(m1-1)(2m1  -1) 
(m -1)(2m -1) 1 	1 
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On substituting back for K1  in the argument of qh, 

I becomes, 

	

2(m1-1) 	3Uo  I = 	 m1  • 3U0+2(m1-1)(2m1  -1).  

On writing uci  = uT  Jo  and on substituting Equation 

6.10 into 6.9, 

   

] 	6u U 
di o 

2(m1-1)(2m1-1)) 
m1  -1 

I1 = m 1 - e-u ci  
2(m1-1) -u 

ci + 	 e 
m 1 

    

...6.11 

The ith integral is given by Equation 6.7 

uTi 	
m.-1 

I. = 1 	 m. 1 1 - 2(1) 12(m1-1)(2mi-1) 
6u 

-u/U 
1 du Lo 

uT(i -1)  

1 
m. 1 	11; 

-u/
Uo e 	 du 



	 1 
m. 	13; 	11 (m. -1) i/  1  

6u du 
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The first integral of Ii  above is directly 

integrable and second can be integrated by parts, as was 

done for a similar integral of I1. Because of the similarity 

of the steps taken in evaluating II  and Ii, the solution 

to the latter will be written by inspection from 

m. 1-1 
1 ma.  • 

-. 	- 
euc(1-1) 	Cl -e

u 
 

  

2(m.-1) 	6uc(i_1) U0 

mi 	,12(mi-1)(2mi-1) 

+
(m  2 	.-1) 	-u ca.  . 1 	e m. 1 ] 2(m.1-1)(2m.1-1) 

6u . U 
Cl o 

2( .mi-1) 3U
o  

mi  3U o+2(m.-1)(2m. -1) 1 	1 

u 	• 	3U o+2(m.-1)(2mi-151 1 

(m.-1)(2m.-1) 

     

     

   

Uo+2(mi-1)(2mi-1) 

(m.-1)( 2m1  

 

    

    

    

    

    

...6.12 
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where, 

uT(i-1)  
uc(1-1) 

u 	
=U. . 

ca. 	U
o 

The third and last integral, given by Equation 6.8 

is now evaluated. 

u 
In = mn Uo 

n -1  1 	
-/u 

du 

uT(n -1) 

uT(n -1) 

2(mn-1) 	 1 	6Uo 
mn-1 Uo () 2(mn-1)(2mn-1) 

-u/u  

du 

The first part of In  is integrated directly and 

second by parts. 

mn-1 
-u
/Uo 

mn 
uT(n -1) 

In= 

         

         

2(mn-1) -u/U0 
mn 

     

CO 

  

6U
o  

   

     

     

  

2(m-1)(2mn-1) 

   

     

     

        

uT(n -1) 

        



mn-1 	 1)/U0 -1)/, 	2(mn-1) 
In - m 	

uo 
mn 

6uT(n-1)  
2(mn-1)(2mn-1) 
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2(mn-1) -u/u0 
mn 

uT(n-1) 

where as before (:)1  - dcb - du • 
Thus 

(  
4° 	

6u 
 2(mn-1)(2mn-1) 

 

 

 

    

2(mn  -1) 

 

6 	
1 1 -u/u 

o — 2(mn-1)(2mn-l)u.  /7.2.e  mn 

 

6u 
.e 4(mn-1)(2mn-1) 

	
du 

Let 

3  Kn  2(mn  -1)(2mn  -1) 
1 
U 

3U0+2(mn-1)(2mn-1) 
2U0(mn-1)(2mn-1) 

Using the change of variables 

$1.27" 
x = i-717221 	dx - 	 du 



2 (mn-1) 1 	3Uo 	1 	2 
Inn 	3U0+2 (Mn-1) (2mn-l) • j-2-7-rr  

2Kn ue(n-1) Uo 

- x2  
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r2Tr 
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r 

6uc(n-1) uo  
2(mn-1)(2mn-1) / 
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mn-1 -uc(n-1) In mn n 
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Thus 

I = 
mn-1 e -uc(n-1) 	2(mn-,1) 	1 	6uc(n-1)  uo  

n 	mn 	 mn 	) I 2(mn-1)(2mn-1) 
" 	 \ 

where, 

uT(n-1)  
uc(n-1) - U  

But, 

r3

er 	 CO 	 0: 2 	 2 

2 1 	 1 	2  e 	cicc = 	. e 
ifi 	 1/271 

o 

......... 

= 
7 
a. — cb (a) = —1 

2 	1 - 2¢(3)] 
— 

Thus, 
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On substituting Equations 6.11 - 6.13 into Equation 

6.3, the expression for the average probability of error 

for a variable-level ASK coherent system (with noiseless 

feedback) is 

m l-1 
p  
en 

-u 
1 	e cl  

2(m -1) -u 	/ 	6u U 
1 	el A  

2(m1-1) (2M 	-1) ) 
r,  

  

   

2(m1-1) 	3Uo  
ml 	3Uo+2(m -1)(2m -1)

)  

11.1 el  3U 0+2(m -1)(2m -1) 

1 (m -1)(2m -1) 
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u .FU o+2(m.1)(2m.4  / 
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_ 
c(I-1): Uo-2(m.-1)(2m1-1) 
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(m.-1)(2m.-1) 
1 	
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(m.3.-1)(2m.1-1) 

mn-1 -uc(n-1) 
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2(mn  -1) 

nn 
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3Uo  6uc(n_ U- 1) 0\\ 
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2 (mn  -1) 6uc(n -1) Uo  
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2(mn -1)(2mn-1) 
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6.4 The Average Rate for the Variable-Level 

nAData-Rate ASK Coherent System 

The average rate Ro  for an n -data-rate system was defined 

in previous Chapters to be 

Ro 1 
...6.15 

 

i=1 

  

where SL is the duty cycle for the ith data rate. 
symbol 

Let the channel 461.2aft rate of the system be denoted by R 
A 

symbols/sec. When mi  levels are used for transmission, that 

is, when the transmitted signals are selected from one of mi  

possible signals, the information content of each symbol, namely, 

the symbol rate is log2  mi  bits/symbol. Thus the ith rate R. 

in Equation 6.15 for mi-level signalling is 

R.
1 
 = R log

2 i  m 	bits/sec. 

Thus Equation 6.15 becomes 

n 

Ro = 

 

Qi  loge  mi  = R 
fr  
011og2m1+Q2log2m2+...+Allog2mn 

 

1=1 

 

...6.16 
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where Q, is the percentage of time that u, the 

instantaneous SNR, is between o and uT  . Therefore 
-1 

for time- and frequency—flat Rayleigh fading 

uTI  -u/u  

	

D- e 	du  

-um  

	

li/U 	-u 
= 1 	e 	= 1 - e ci  

In general Qi  is the percentage of time u is 

between uT(i_i)  and uTi. Hence, 

uTi  
-u/u  

1 Qi  U— 	du 
0 

11T(i-1) 

-uT(i-1)/U
o 

_ 
uTi/Uo -e 

-e-u ci 

The duty cycle for the highest data rate Rn  is nn 
and it is the percentage of time u exceeds the highest 

finite threshold, i.e., 
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1 
-u/U0 	-uT(n-1)/U0 

= euc(n-1) U Idu= 

UT(n-1) 

On substituting these values of the duty cycles 

into Equation 6.16 the expression for the ave.-rage rate 

becomes 

R0 = R 
-u 	-u 	-u 

(1-e °I) log2M1
4.(e °I  -e 02) log2M24' 	 

  

uc(1-1) 	 uci 	-u 
-e 	) 	e  c(n-1) log2mn  

...6.17 

After rearrangement, Equation 6.17 can be written 
more compactly as 

00 

n = 

n-1 -u 
Ro = R log2m1 + R 	log mi+1  - 1og211] ci 

1=1: ...6.18 

Equations 6.14 and 6.16 can be used to evaluate 

the performance of a variable-level coherent ASK system. 

In deriving the general performance Equations, 

6.14 and 6.18, for the variable-level ASK system, it was 
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assumed firstly that the feedback is noiseless and secondly 

that the fading is flat in both time and frequency. The 

noiseless feedback assumption means that the transmitter 

and the receiver know, at all times, which one of the 

n possible sets of signalling alphabets is currently 

being used, that is, how many amplitude levels are being 

used. 

Also, in the analysis carried out in this Chapter, 

the numerical values of the signalling alphabets were 

not specified. In the following Chapter, the performance 

of the variable-level two-data-rate ASK systems will be 

considered in detail. 
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7. TWO-DATA-BATE SYSTEMS 

7.1 Introduction 

The simplest variable rate system is the two-rate system, 

that is, the system in which n = 2. The system is the simplest 

to implement. It requires only one threshold for switching between 

the two data rates and the essential logic circuitry will be 

simpler for the two-data-rate system than for the general n-data- 

rate system with n) 2. On account of this simplicity of practical 

implementation, the present chapter is devoted to a more detailed 

consideration of two-Data-Rate systems. 

When developing the theory of general n-data-rate systems 

in the previous two Chapters, no restriction was placed on the 

actual value of the upper data rate. Similarly in all systems 

analysed in the literature, and these analyses are restricted to 

two-rate intermittent systems alone, no restriction is placed on 

the upper data rate. Clearly, in practice, an upper limit to 

the rate at which symbols can be transmitted exists and if the 

higher operating data rate, as calculated from the system 

equations, cannot be obtained because of these physical limitations, 

then the performance curves are not valid for practical systems. 

It is thus important to analyse the case in which there is an 



189 

upper limit on the higher operating data rate. 

The two-data-rate intermittent system (when one of the two 

rates is zero) has been studied previously by Montgomery (Ref.47, 

. 60 
P13.1678-1684), Fierce65 y mart= and Cowan, et a123. As was 

mentioned before, the two-data-rate non-intermittent system has 

not been analysed previously. This system is more general than 

the two-data-rate intermittent system because it does not restrict, 

in advance, one of the two data rates to be zero. 

In Sections 7.2 and 7.3, analyses of the two-data-rate systems 

with an unbounded upper data rate and a fixed average rate are 

given for variable-duration FSK systems and for variable-level 

ASK systems. In Sections 7.4 and 7.5 analyses of the two-data- 

rate systems with an upper limit placed on the higher data rate 

are given, again for variable-duration FSK systems and for variable- 

level ASK systems. 

7.2 Two-Data-Rate Intermittent Systems With 

an Unbounded Upper Rate and a Fixed Average  

Rate 

As stated above, an intermittent system is one that ceases 

transmission at certain times, that is, a system in which one of 

the two data rates is zero. It will be seen for the analysis 
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of two-data--rate systems given later in this Chapter that, for a 

fixed average rate, the optimum two-data-rate system is, in fact, 

the two-data-rate intermittent system. Evidently, for the same 

average rate, the intermittent system must use a higher data rate 

(when transmitting) than that used by a fixed-rate system trans-

mitting continuously. 

In the following Section the two-data-rate variable-duration 

intermittent PSK system is analysed in detail; in Section 7.2.2, 

the variable-amplitude-set intermittent ASK system will be analysed 

in detail. 

7.2.1 The Variable-Duration PSK System 

Although the two-data-rate variable-duration FSK system is 

a special case of the general n-data-rate, it is advantageous to 

give a complete analysis, rather than use results of Chapter 5, 

because the analysis of two-data-rate intermittent system is 

conceptually simple and should lead to a better understanding 

of variable rate schemes. 

With the terminology of Section 5.2, C is the event to 

indicate that transmission is taking place (and this must be, 

clearly, at the rate R2). Not C (i.e. a) is, then, the event 
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to indicate that transmission is halted. The probability of 

error, Pe2
INT 
' can only be defined when data is being trans-

mitted. Thus the average probability of error for a two-data-

rate intermittent system is 

PINT 
	

P (BIC ) 
e2 

= P ( BC)  
P(C) 	....7.3 

From general probability theory 

p(c) = P(A) P(C IA) + P(A) P(C 1 ) 

P(CA) 	P(CT) 

where A is an event to indicate that the receiver has instructed 

that transmission should take place and A is the event to indicate 

that the receiver has instructed that transmission should be 

halted. 

On using Equation 7.4 in Equation 7.3, the average pro-

bability of error becomes 

	

PINT = P(BCA) 	P(Pg.  ) 
e2 	P(CA) 	P(dY. ) 	....7.5 
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For two-data-rate systems, the presence and the absence of 

a signal over the feedback and the SYNC channels are used to 

indicate which one of the two rates is being used. This allows 

certain useful approximations to be made. Thus, the following 

gating procedure could be followed in the case of two-data-rate 

intermittent system. If a loop signal is received over the 

SYNC channel, the receiver assumes that transmission is being 

carried out. The receiver thus opens its 'gate! for the detection 

of symbols that it assumes follow the received SYNC signal. When 

no signal is received over the SYNC channel the receiver assumes 

that transmission is not taking place. In this case the re-

ceiver closes its gates. 

With the terminology of Section 5.2, D is an event to indi-

cate that the receiver has decided, on the evidence of received 

SYNC signal, that transmission is taking place. The event D 

(not D) indicates that the receiver has decided that transmission 

is not taking place. 

There are two ways in which an error can occur over the 

SYNC channel. First, an error occurs over the SYNC channel if 

thecventCoccursatthetransmitter,i.e.s.
1
(t) = s(t) is 

sent, but the receiver decides that no signal was sent ( = an 

event 75 occurs). This leads to loss or deletion of messages 
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because the receiverts gate is closed. Second, an error occurs 

over the SYNC channel, if the event T occurs, i.e. si(t) = 0 is 

sent over the SYNC channel, but the receiver decides that a signal 

was sent, that is, the event D occurs. This leads to insertion 

of messages that were not transmitted. Expressing these state-

ments in mathematical terms, the total probability of making an 

error over the SYNC channel is 

Pd = P( D C ) 	P CE C ) 	...7.6 

On using Equations 7.4 and 7.6, the probability of making 

an error over the SYNC channel becomes 

Pd = P( D Zr A ) + P ( D 	) + P (5.  c A) + parET: ) 
...7.7 

From Equation 5.5 the average rate, Ro, of a two-data-rate 

intermittent system is 

Ro 	R1 P (C1) 	
R
2 
P( C2 ) 

= 0.P(C1) + R2  P(C2  ) -  

= R2 P(C2) 

As there is only one data rate being used, the subscripts 

are dropped to give 

...7.8 Ro = R P (C) 
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On using Equation 764 in 7.8, the expression for the average 

rate becomes 

Ro = R [I)  (a A) + P (a A )1 	...7.9 

Fran this point onwards, the arguments for the simplifications 

and the solutions of the joint probabilities in Equation 7.52  7.7 
and 7.9 are exactly the same as those given in Chapter 5 for the 
n—data—rate system. The subscripts on all the thresholds are 

dropped as there is only one threshold. On using the results 

of Chapter 5 and Appendix By the average probability of error, 

PINT, becomes 
e2 

-h 
A 	2+u  2+u  

2+u 1-exp -y 2+u(1-X) 	2+u e'''Y --Y 2+uCl-A) PINT 
e2 = 	 

e-h  (1-e- ) 

...7.10 

In writing Equation 7.102  the following rules have been 

observed. If the transmission is carried out as a result of an 

instruction from the receiver that has been received correctly 

back at the transmitter (event A leading to event a), the threshold 
A 

on the feedback channel is written as h. If, on the other hand, 



H 	 h 

1+ F f 	1+ F f 
p 	 p 

..0.7.11 

h 
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transmission is carried out as a result of an incorrectly received 

instruction (eventl leading to event C), the threshold on the 

feedback channel is written simply h. This distinction is used 

below to arrive at some inequalities which are used to simplify 

equation 7.10. 

The expression for the threshold on the feedback channel 

is given by equation 5.31 which, on dropping the subscripts be-

cause there is only one threshold, becomes, 

h H 

 

1 4- F f 
p 

where F is the power in the feedback channel and f is the 

duration of the feedback signal. 

From the last two paragraphs, it is evident that 

h = H 

since F = 0 when no signal 
p 

the feedback signal. Also  

(i.e. fi  (t) = 0) is sent over 

Clearly, for reasonably large power over the feedback channel, 

the inequrlity 
A 

e-h << e
-h 

....7.12 
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holds. Further, the inequality 
A A 

e
-h 

<4 p
-h -y ...7.13 

is true because the optimum threshold, yopt
9  on the pilot tone 

channel is close to unity. This will be shown computationally 

in Section 8.1. 

On using the results of Chapter 5 and Appendix B in 

Equation 7.7 and following the rules set out above, the pro-
bability of making an error over the SYNC channel becomes 

Pd = e-k  1 - +e-h  1 - e-k 

  

+e -y  
-e-k  

On substituting Equation 7.11 (and a similar equation for k 

since Ion-offt keying is also used over the SYNC channel) into 

Equation 7.14, the probability of making an error over the SYNC 

channel becomes 



Pd = e-k  

A A 

1 - e-y-h + e
-h 

- e 
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-h  
1+F f 	^ 

+ e 	P 	e-y 

k  

) 

4 111  1+S.1  ...e  s 	2kp P 
Q11-p 	

A 1y  
2y 

\I 1-P i\J 

...7.15 

On substituting the relevant results of Chapter 5 into 

Equation 7.9, the average data rate, Roy becomes 

Ro 	
-y-h 	o-h (1 e-y)  

A 1} A 1% 

where T = 1  

....7.16 

Equation 7.10 can be re-written as 

PINT - 
e2 

 
3 	

_eh 
24u[IxP 2+12.1. 1-(151_-)0 	1.  e 	-e  

" e-h  + eY (e-11  -e
-h

) 

  

  

  

...7.17 
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On using the inequalities 7.12 and 7.13 in the above 

Equation for PINT, the average probability of error for a two- 
e2 

data-rate intermittent system becomes 

INT 	1 	A  2+uI  -h+11 Pe2 	
= 

2+u exPily 2+u(1-X) 
...7.18 

Now, from a careful observation of Equation 7.15, it is 

evident that the threshold, k, on the SYNC channel and the threshold, 

h, on the feedback channel have a strong influence on the value of 

Pa. 	It can be shown, by a simple analysis, that for small values 

of Pd' the approximation 

Pd 	
e-h 

'^ 
-k 

is valid. Thus, if h and k are set equal  in magnitude, then 

h = k loge (—) 1D ...7.19 

It is clear from Equation 7.19 that the last term of Equation 

7.18 is of the order of Pd. If it is assumed that the SYNC 

signal power is sufficiently large and, therefore, that Pd.<<PINT 9 

e2 
i.e. Equation 7.19 is satisfied, then the last term of Equation 
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7.18 can be ignored and the probability of error for two-data-

rate intermittent system can be written as 

INT = 1 2+u exp Et
\ 	uX  

Pet 	 -Y  2+u(1-X) ...7.20 

 

On using Equations 7.12 and 7.13 in Equation 7.169  the 

average data rate Ro  becomes 

Ro = y 1 	(e 441  ) 	 ...7.21 

where T is the duration of the transmitted symbols. 

From the definitions in Chapter 5 and Equation 7.219  the 

detection SNR, u9  can be written as 

... 
u = Mp  T = R ` ( o-y-n ...7.22 

0 

where, as before, M is the power in each symbol. 

But Mp = U0 2 the average detection SNR. Ro 
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Therefore, substituting Equation 7.22 into 7.20 yields 

     

PINT - e2  1  

2 +Uoe Y-h  

exp 

A A 

o
e -11  

^ 

2+U0e-Y-h(1-X) 

...7.23 

     

Equation 7.23 can be used directly to compute the probability 

of error, PINT, for the two-data-rate intermittent system. This 
e2 

computation is carried out in the following Chapter for the case 

when the average data rate, no, is constrained to be constant, 

that is, the value of Equation 7.21 is clearly fixed. 

The optimum system performance, that is, the minimization 

of the probability of error is obtainedby varying y and h. Evi- 

dently, this is a joint minimization problem, that is, the values 

of andh that give jointly the minimum probability of error are 

to be computed. However, as is shown below, the optimum value of 

h (hopt)  is independent of the value of y. 

Prom Equation 7.11, h is given by 

= 

1 -FP f 
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where, as before, Fp  = Power in the Feedback Channel  

4 No  

f = the duration of the feedback signal 

Since the value h is fixed by Equation 7.19 and the duration 

of the feedback signal f will be shown in Chapter 6 to be deter-

mined by the quality of prediction'>, only P in the above 

expression for h can be adjusted to give a maximum detection SNR, u, 

which results in a minimum probability of error, P. 
e2 

The detection SNR, u, is given as a function of y and h 

by Equation 7.22, i.e. 
A 

u (Y, h  ) = Uo 
e-Y-h 	0..7.24 

where 
0 

DI 
the average detection SNR. R 2 o  

Substituting for h in Equation 7.24, the detection SNR, u, 

as a function of F and y9  becomes 

4 U(11 	y ) = U h  
1 F 

Thus, solving the Equation 

3u 
3 F 
	= 0 
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gives the optimum power of the feedback channel 
Popty  that is 

3u _ 
3F - 3F 

1+F f 
U
o e 

••••1.1. 

But the power per symbol that actually goes into the data 

channel is 

M 	P-F 
U = —2 = 
o R

o. R
o 

where P is the total power available less the sum of the power 

used over the SYNC channel and the power used over the pilot tone 

channel. 

Thus, 

-Y l+F f 

h 	 h  
e
-9 e  1+F f fh  - 	 e-9 P-Fp  	1+F f 

Ro 	R
o • 1 • (1+F f)2 e  

...7.25 

3u 	a 
	P-F 

3F 	pp 
	

FP  0 

0 
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On solving Equation 7.25 for rp,  the following is obtained 
-feedback rower)  

for the optimum. Popt.  
.01.111m. 

1 F 	= opt f ...7.26 
T

h(1+fP) 17— -(14— 2) 

.111.10. 

A 
It is seen that Fopt 

is independent of y and hence hopt 

is also independent of y. 

The optimum threshold 
A 
hopt 

therefore, 

over the feedback channel is 

nopt = h 

 

1 	1'opt 
f ...7.27 

where Fopt is given by Equation 7.26. 

Having found hopt,the value of 
A  
y that minimises the pro- 

bability of error, PIIIT  can be found by differentiating the 

INT 	
e2 ,^N expression P ky) and equating the differential to zero. This 

e2 
is involved because the function PINT(y) is complicated. The 

e2 A  
values of y that minimise the probability of error, PUT  , for 

e2 
different values of U

o 
will be shown in Section 7.4 to lie between 

zero and unity, for the case of noiseless feedback and perfect 

prediction. A simpler technique than differentiating the ex- 

pression PT(y) is, therefore, to use a trial method to find 
e2 
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the value of y that minimises PINT  . 
e2 

The computational procedure for the minimisation of PINT  and 
e2 

the curves for the performance of the two-drta-rate system will 

be given in Chapter 8. 

7.2.2 The Variable-level ASK System 

The general n-data-rate system in which the rate is varied 

by changing the size of the signalling alphabet, in was analysed 

in Chapter 6 for the case of coherent ASK signalling. An n-data-

rate intermittent system for this case is defined as that in which 

an empty signalling alphabet (i.e. halting transmission) is used 

as one of the n possible sizes of the alphabet. Thus, in a two-

data-rate variable-level intermittent system two signalling alpha-

bets of size zero (halting) and size m are used for transmission. 

For brevity, the technique of employing variable sizes of 

signalling alphabet will often be called a variable-level  technique. 

For the two-data-rate variable-level intermittent system, 

the average probability of error can be written from Equation 6.3 as 

PINT 
e2 

P
em (u) f(u) du 
	...7.28 



1-2 

1— 

...7.29 m1 Pem(u) = 
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where uT  is the threshold SHR for changing between zero-level 

signalling (halting) and m-level signalling (i.e. selecting symbols 

from one of possible m signals). 

In m-level coherent ASK signals the m signals are represented 

by m amplitude levels. From Table 3.19  the probability of error, 

P em(u), for the m-level coherent ASK signalling is given by 

where, as before, 

1 	
y2/2 

¢ (x) = 	e 	dy 

0 

1T7 

For the flat-flat Rayleigh fading assumed in this thesis, 

it is shown in Appendix A that 

1 	-u/U f(u) = 
	

o 
U 

 

Thus, 

Sm  

PINT 	m-1 	6u 	1 -u/Uo 
e2 	1 - 2e 	 du 12(m 	-1)(2m-1) 	

u
0 
- e 

uT 	
/ 

...7.30 
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This integral was evaluated in Chapter 6 and the 

solution is given by Equation 6.13. On writing the solution 

below the subscript n on the parameters m and u is deleted 

because there is only one size of signalling alphabet and 

there is only one threshold. Thus, the probability of 

error for the two-data-rate variable-level intermittent 

system is 

PINT 	
-uc m-1 	2(m-1)  

e2 

02(m-

1)(2m-1) 

6uc  U 	 o 	
) 

lj/ uc  D.0o  +2(m-1)(2m-1 

1- • (m-1)(2m-1) 

where, as before, uc = uT/Uo 

The average rate, Ro for the two-data-rate 

variable-level system is 

Ro = R log2m 
U- 

1 
17 du 	...7.32 

0 
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where R = 32-1  is the rate in symbols/sec, and hence T is the 

duration of the transmitted symbols. 

On evaluating the integral in Equation 7.32, the average 

rate Ro is found to be 

Ro = R log2  m o -uc 

1 , 
= 	Jog2m e -u  ...7.33 

Prom Equation 7.33, the duration of the symbols is given by 

1 
T 	= 	log2  m 0 

-u 
 c 

0 

Thus, 

U =Mp  T = Mp log2 m e 
-uc = Uo log2m e 

-u
c 

Ro 	 ...7.34 

Equation 7.34 gives the detection SNR which is used in 

Equation 7.31 to calculate the average probability of error, per, 
02 

under the constraint of constant average data rate, the average 

rate being given by Equation 7.33, Curves of probability of 

error for the two-data-rate intermittent systems are given in 

Chapter 8. 
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7.3 Twe-Data-Rate:Non-InterMit:tentSYtems 

With an Unbounded Upper Rate and'a'biXed 

Average Rate  

In Section 7.3.1 which follows, the two-data-rate variable-

duration non-intermittent system using incoherent FSK signalling 

is analysed in some detail as a second example of the general 

n -data-rate variable-duration system analysed in Chapter 5. In 

Section 7.3.2. a two-data-rate variable-level coherent ASK system 

is analysed for the case of noiseless feedback and perfect pre-

diction. 

7.3.1 The Variable Duration FSK'SyStem 

Formulae (Equations 5.32-5.34) for the performance functions 

derived in Chapter 5 for the general n-data-rate variable-duration 

FSK system apply directly to the two-data-rate non-intermittent 

system if n is set equal to 2. 

Since on-off keying can also be used over the SYNC and 

feedback channels of a two-data-rate non-intermittent system, the 

expression for the probability of making an error over the SYNC 

channel, Pd, is exactly the same as for the variable-duration 

intermittent system analysed in Section 7.2.1. Equation 7.19 is 



exp 
A 	2+u. 

Yj-1 2+ui(1-X) 
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valid for the two-data-rate non-intermittent system as well. In 

addition, the Inequalities 7.12 and 7.13 are also true for the 

same reason. 

The expressions for the average probability of error, P02, 

and for the average rate, 1/0, which are given below, are obtained 

by substituting n = 2 into Equations 5.32 and 5.34 respectively, 

Thus, 

 

1111.•••• 

 

} 

 

   

- exp 

  

2+u. 

2Yj +11.(t.A.) 
...7.35 

     

and 

2 	2  

Ro R. (1; 1.-1  

i=1 j=1 

A 
_y•  

1) (e  3-1 -ey])
- • 

...7.36 
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When performing the above summations, the following definitions 

are used 

1. = 0 	h = 0 
0 

2. 2 = oo 	h2  = oo 

On performing the summation of Equation 7.35 and using the 

Inequalities 7.12 and 7.13, the probability of error for the 

two-data-rate non-intermittent system becomes 

   

-111  
1-e  P = e2 	2+u1  

exp 
2+u1  

371 2+u1(1-X) 

   

A 
-h 

2+u 
2 

 

...•••••••• 

 

  

exp 
2+u 

Yi 2+u2(1-X) 

 

...7.37 

     

It is observed that the subscripts on the thresholds 37-  and h 

can be dropped as no confusion arises from doing oo. Thus, 



[i 	

2+u1  1 - exp 	Cr  2+u1(1-X) 
IMMO 

A 

-h 
1-e  Pc2 	2+u1  
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-h 
e 

2+u2 
exp 

2+u2  

2+u2(1-X) ...7.38 

    

On expanding Equation 7.36 using similar rules, the average 

rate?  Ro2 for the two-data-rate variable-duration non-intermittent 

system becomes 

Ro  = Ri  (1 - e 	) (1 - c) 	R2 04 	.7.39 

Prom Equation 7.39, the duration of the symbols when the 

higher data rate?  R2, is used is given by 

1 
T2  - 

where 	k = Rii/R2  

1 
o 11 

	 ^ 	A 	A A 
k(2. -0 -h)(1 - 0 Y) + e-y-h  

Therefore, the detection SNR?  U2, when the rate R2  is being 

used is 



212 

u2 = Mp T2 

A A < "k} 
= 	{:k(1 = e-h)(I - 0-  + 7)e-J--  

b 
0  

where, as before, Uo = H

o 

The detection SNR, u1,  when the rate 1/1  is being used can 

be expressed in terms of U2  as follows, 

U1 1T2 
= MT, . --- = = Fr p T

2 . 
T
1 	

T
1 	u2 

f z 	T
2 	k 	

...7.41 

whore 	T1 = 1 1 

The probability of error for the two-data-rate non-intermittent 

system can be evaluated, under the condition of constant average 

data rate, by substituting Equation 7.40 and 7.41 in Equation 7.38. 

The optimum system performance, that is, the minimisation 

of the probability of error is obtained, as was done for the two- 

data-rate variable-duration intermittent system, by varying the 

thresholds Sr and /h. 

From Equation 7.11, h is given by 

A 
h = 

1+Ff 
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As was explained in the case of the variable-duration 

intermittent systeM„ h and f are fixed quantities and only Fp2  

the power over the feedback channel, can be adjusted to give a 

maximum detection SNR, u2, which results in a minimum probability 

of error2 202 
(which is only a function of la2 after substitution 

of Equations 7.40 and 7.41 into 7.38). 

On substituting Equation 7.11 into Equation 7.40, 

A, 
u2 (Fp y) becomes 

h 
-Y 	1+F _f 

u 2 
 (F

p 
 ,y)=U 
	

I' 	1-e 
...7.42 

To find the maximum value of u2 for any value of 
y, the 

partial differential equation 

au 2  

p 
711— o 	 ...7.43 

must be solved. 

If the function g(F 	-,;) denotes 

Equation 7.43 using Equation 7.42 

then from solving 



Fopt(y) = Fopt(y) - g'(F ,y) 

i+1 ^ 	i 	" 	g(F 1Y) 
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-y  1+F f 
g(F ,Y) = o = [(P-F,) 	fh 	e 

(l+fFp) 	
1-k 

...7.44 

where, as before, P is the total available power less the 

power used over the SYNC and pilot tone channels. 

The Newton-Raphson iterative method can be used to 

solve Equation 7.44. On doing this, the (i+l)th approxi-

mation to the optimum F , which is now a function of y, is 

...7.45 

In this iterative technique ript  is some reasonable o 

guess at the optimum value of F and g' = 

The value of F (Y) which, within the required 

accuracy, satisfies Equation 7.44 using Equation 7.45 

is designated Fopt(y).  Thus the optimum threshold on the 

feedback channel is 

^ 
hopt  = 

h ...7.46 
1+Fopt (y)f 

agi  
aF 
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The procedure for minimising the probability of error over 

the pilot-tone channel threshold, y,  is similar to that for the 

two-data-rate intermittent system except in computational detail. 

Since y now affects, h 	, as seen from Equations hope 7.44-7.46 

hopt 
must be evaluated for all values of y used in the trial 

method described for the intermittent system. In other words, 

the values of h and y which minimise the probability of error must 

be found jointly. 

From computations, the results of which are given in the 

following Chapter, it is found that the optimum power, Fopt9 
over 

the feedback channel is much the same for the intermittent and 

the non-intermittent systems. This is fortunate for the comparison 

of the two types of systems. This comparison is made in Chapter 8. 

7.3.2. The Variable-Level ASK System 

In this Section performance formulae for the two-data-rate 

variable-level non-intermittent ASK system are derived for the 

case of noiseless feedback and perfect prediction. For such a 

system, switching is made between two nonzero sets of signalling 

alphabets, ml  and m, with m2>mi. 

On using Equation 6.3, the average probability of error for 

the two-data-rate variable-level non-intermittent system can be 
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written as 

Pe2 

T 
Pem (u) f(u) du 

+

m 

P 	Cu) f(u) du ....7.47 
1 	

Pem 

o 	uT 

The expression for Pern(u)  for m1-level coherent 
].  

ASK signalling can be deduced from Table 3.1. It is 

Clearly, for m2-level coherent ASK signalling 

Pem (u) is 

11

.1 - 24) (12(ma.-1)C2ms.-1) 

For the flat-flat Rayleigh fading assumed in 

this thesis, f(u) is shown in Appendix A to be 

-u/U 

f(u) = U 1 	e 
0 

2 

m.-1 
Pem (u) = 2 	2 

6u 
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The solution of the first integral in equation 7.48 is given 

by equation 6.11 and the solution to the second integral is given 

by equation 6.13 after substituting m2  for ma. In both of these 

cases' dcl and Ucv1 /-1) are replaced by JAC  since there is only one 

threshold. Thus 

m -1 	-u 	2(m 	-u 	6uc  U  P 	= 1 	(1-e c) 	 c 
2(m -1)(2m -1) e2 	ml 	ml  1 

     

uc Uo+2(m1-1)(2m1  -1]\\ 

	(m1  -1)(2m1  -1) 

     

2(m1-1) 	3Uo  

  

m l 	3Uo+2(m -1)(2m1  -1) 
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in 2 -1 -11
c 	

2 (m2-1) 
e - 	 

111 2 2 

j 6u0  U o  
2(m2-1)(2m2-1) 

 

2 (m 2-1) 

 

 

 

m 2 

  

  

  

luc[3U0+2(m2-1)(2m2-1 
1-21) (m 2-1) (2m2 -1) 

...7.49 

 

3U0  
3U0+2 (111 2 -1) C2m 2-1) 

where, as before, u = uTA.To 

On substituting n = 2 in Equation 6.182  the average rate for 

a two-data-rate variable-level non-intermittent system becomes 

Ro = R log2  D1 
	

P' 
- 2 (1 	- log2  mi) 0-110] ...7.50 

From Equation 7.50 2  the duration of the transmitted symbols 

is given by 

1 	1 T 	[ log2  ma.  + (log2  m2  - log2  mi) e-1-1c1 
0 

Thus, the detection SNR 2  u l  is 
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u= M T = 1212 	log2  ml  (log2  mi. - log2  ma.) e 
Ro 

= Uo l'±og2  mi  + (log2  ar2  - log2  ml) e-ud 

....7.51 

Equation 7.51 gives the detection SNR which, when used in 

Equation 7.49 to calculate the average probability of error, 

maintains a constant average rate, Ro, given by Equation 7.50. 

The performance curves for the two-data-rate non-intermittent 

coherent ASK system are given in Chapter 8 where comparisons with 

other two-data-rate systems are made. 

7.4 Two-Data-Rate Systems With an Upper limit 

to the Higher Data Rate  

7.4.1 Introduction,  

In the analyses of two-data-rate systems given in Sections 

7.2 and 7.3 above, no restriction was placed on the value that 

the upper rate, Rh, could take. Clearly Rh  cannot be increased 

without limit since a very high Rh  implies that very short pulses 

are used and this requires a very wide bandwidth which may not be 
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available. In the following two Sections, 7.4.2 and 7.4.3, Rh  

will be limited to some maximum value Rwhere R 	is hmax 	hmax 

determined by practical considerations such as available band— 

width and system complexity. 

To state the problem in 

useful way, define the lower rate, Rk, and the upper, Rh, as 

fractions of R
o
, that is, 

Rft, = k Ro 
	 ...7.52 

and 

Rh = nh Ro 
	 ...7.53 

Evidently n9,  4 1 and n h ' 

On using the equations for the average rate, Ro, given in 

the previous two Sections, 7.2 and 7.3, to calculate the upper 

rate Rh, it my turn out that the desired R
h 
is greater than 

Rhmax. In this case7  in order to decrease Rh back to IR hmax 
either 1h  or` R. can be decreased. Decreasing % is achieved 

in practice by increasing the proportion of time in the upper 

a slightly different and in a more 

rate Rh is 

uTe When 

centago of 

used transmission, that is, decreasing the threshold 

R
o is allowed to deteriorate, yk,_ and hence the per—

decreases.. 
time when R is in useA In the latter case, the 

optimum threshold, 4
Tut 

can be used. 
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7.4.2 Two-Data-Rate Intermi:bbentsterlits  

with an Upper Limit to the'lligher Da-ba. Rate  

The equations for the average data rate for tho two-data- 

rate incoherent FSK system and for the two-data-rate 

coherent ASK system were derived in the Sections 7.2 and 

and are 
"" 
-v-h 

Ro 
= e 

and 

Ro 
= R log2m c -uc 

respectively. 

Both of these expressions for the average rate can be put 

into a single form as 

Ro = R
h o 	...7.54 

where 	j R in the case of variable-duration system 
Rh 	R log2m in the case of variable level system 

A A 
y 	h in the case of variable-duration system 

u.  
= T 
U 	u 	in the case of variable-level system 

The parameter oc is the cut-off ratio, i.e. it is the ratio 

between the received SNR to Average SIR below which the trans-

mission is cut-off (halted). It also determines the percentage 
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of time, the intermittent system is actually transmitting 

information. 

From Equations 7.53 and 7.54, the operating data 

rate Rh, of an intermittent system can be expressed in 

terms of the average data rate, Ro, in the following 

manner, 

Rh 
R
o 	nh " ...7.55 

The average rate Ro  is taken to be pre-determined 

by the specification of the two-data-rate system. The 

cut-off ratio, a, must be optimized, as shown below, to 

give minimum probability of error. Thus, whether or not 

Rh  is achievable, for the optimum cc, is determined by 

Equation 7.55, which is also given in Fig. 7.1. If Rh  is 

not achievable, an upper limit must be placed on it by 

placing a limit on cc. It is necessary, firstly, to evaluate 

the optimum cc. This is done below for the two-data-rate 

variable-duration intermittent FSK system. 

If perfect prediction and noiseless feedback are 

assumed, then X=1 and h=o and Equation 7.23 simplifies to 
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a 

cc U
o 
e PINT 	 1  ex e2 	p 

	

-cc 	2 

	

1+Uo  e« 	
2 

A 
where « has been written for y in order to maintain the 

same symbolism of the present section. 

On differentiating Equation 8.5 and setting the 

derivative equal to zero, it is found that the optimum 

« must satisfy the equation 

2 a e  Uo - 1-« 	 ...7.57 

If -the solution of Equation 7.57 is denoted by opt 

it is seen from this Equation that «opt  is always less than 

unity and that «opt 	1 as Uo 	co. Fig. 7.2 shows the curve 

on which mopt which gives the minimum probability of 

error, must lie for a given Uo. 

Since ccopt < 1, it follows from Equation 7.55 that 

the ratio, nh' of the operating to the average rate for 

an optimum intermittent system with a fixed average rate 

must satisfy the quality 

nh e  

Thus, in order to maintain a constant average rate and 

minimize the probability of error, the maximum value of 1h  

must not exceed e and, therefore, Rh  must satisfy the 

...7.58 
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inequality 

Rh 	e. Ro 
	 ...7.59 

For channels with average SNRs greater than 25db, it 

is seen from Fig. 7.2 that the approximation 

Rh  = e. Ro 	 ...7.60 

holds. In this case, the operating data rate is required 

(for constant average rate and minimum probability of error) 

to be approximately 2.718 times the average rate. In certain 

transmission situations, namely, those in which the desired 

Ro is high and bandwidth is restricted, the value of 

Rh  = 2.718 x Ro  may not be physically attainable. It is for 

these cases that an upper limit say Rmax, to the value of Rh  

can take is necessary. From Equation 7.55 it is seen that 

this can be done by placing a limit on the maximum value of '. 

Using Euqations 7.55 and 7.56 the effect, on the 

probability of error, of placing an upper limit on the 

operating data rate was evaluated and the results given in 

the curve of Section 8.6. 

Though the analysis carried out in this section is for 

the noiseless feedback case, from the computations of the 

results of Section 7.2.1, it was found that the optimum cut-

off ratio, =opt' for the noisy feedback case remains close 
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to unity. The condition under which the introduction of the 

upper limit to the operating rate would become necessary 

is the same as that given above,i.e, the condition that 

Equation 7.60 cannot be satisfied because of physical 

limitations. 

The discussion in Section 8.6 will thus include 

both noiseless and noisy feedback cases. 

7.4.3. Two-Data-Rate Non-Intermittent Systems  

With an Upper Limit on the Higher Data Rate  

The expressions for the average data rate Ro  in 

terms of the two data rates of a 2-data-rate non-intermittent 

system are given by Equations 7.39 and 7.50. On rewriting 

these equation using the symbolism of the previous Section, 

the following are obtained for the average rate of variable-

duration FSK and variable-level ASK systems respectively, 
A 	 A 

Ro = R (1-e
-h)(1-e-Y) + Rh e y-h 	...7.61 

-u 
Ro = R log2m1  1-0 	+ R log2m2  e c 	...7.62 

Both of these Equations can be expressed in one form, 

that is, in the form 

Ro = Rh k + e
a 
 (1-k] 	 ...7.63 
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where, as before, 

and k = RuRh  

Thus, 

	

Rh 	1  

	

nh Ro 	-a 
k + e 	(1-k) 

...7.64 

From Equation 7.63, the effective SNR, u2, when the 

upper rate, Rh, is being used can be expressed as 

U
2 

Mp. Th 

1 Mp. 

-cc 
Rh 

[{ e (1-k]  Ro 
-a 

U
o 
[i + e (1-k] ...7.65 

Th is the effective duration of the transmitted 

symbols when Rh is being used 

M 	is the power in each symbol 

Uo  = Mp  /R o. 

The effective SNR, u1 , when the lower rate R is in use 

can be expressed in terms of u as 

T 	u2 
u1  = M T = M .Th. T— = 

P 	h 
...7.66 
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where T is the effective duration of symbols when Rz  

is being used for transmission. 

NOTE 	1. that when k=o, Equation 7.64 reduces to 
15 

Equation 7.55, that1the system becomes 

an intermittent system using Rh  

2. that when k=1, the system becomes a 

fixed-rate system using Rsz,  continuously. 

On using Equation 7.64, a family of constant data 

rate curves for the 2-data-rate non-intermittent 

systems are evaluated and given in Fig. 7.3 for different 

values of k. The average rate, Ro, is taken to be deter-

mined by the system specification. 

Strictly, to find the optimum cut-off ratio, opt 

for 2-data-rate non-intermittent system should be 

substituted into Equations 7.38 and 7.49, and the optimum 

a found by differentiation as was done for the inter-

mittent system. However, it is already known from the 

computations of Equations 7.38 and 7.49, carried out for 

the case when no upper limit was placed on Rh, that the 

optimum threshold is close to unity for high SNRs (i.e. 

for SNRs izreater than 25 db in this case). 
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Thus, a similar procedure as that already given for the 

intermittent system is followed when deciding whether or 

not to place an upper limit on the higher data rate, Rh. 

If an upper limit is placed on the higher data 

rate, then the maximum value of (x. (corresponding to the 

Rhmax) is used in Equations 7.64, 7.65 and 7.66 to 

evaluate u2, u1  and k. Using these results in Equations 

7.38, the probability of error, when Rh  < R hmax' is  

evaluated for the 2-data-rate variable-duration FSK 

system. The curves which were obtained from these 

calculations will be given in Section 8.6. 
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8. COMPUTATION AND DISCUSSION OF RESULTS  

8.1 Introduction  

The formulae that were obtained-in the 

previous Chapter for the performance of two-data- 

rate variable-duration system are used in this 

Chapter to find the minimum probability of error 

by optimizing certain transmission parameters. The 

overall system, however, is a sub-optimum system because, 

as explained in Chapter 5, the filter used to predict 

the fades is a sub-optimum filter. The optimization 

procedure for computing the minimum probability of 

error is given in the following section. 

The curves obtained from these computations 

are presented in this Chapter and a discussion of 

these curves is given. Comparisons are then made 

between the various types of two-data-rate systems 

and the existing variable-rate systems. Lastly, a 

short discussion is given on the performance of two- 

data-rate systems in which an upper limit is placed 

on the higher data rate. 

As was mentioned in Chapter 5, the 

results given in this Chapter are only those of 

two-data-rate systems. Because there is a sharp 

increase in the complexity of the optimization 
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problem with increasing n, the general solution was 

not obtained. Even with n=3, it was found that the 

optimization of the thresholds over the various 

channels became a very difficult problem. In any 

case, the results obtained for three-data-rate 

variable-duration system after lengthy computations 

were very close to those of the two-data-rate systems. 

These results have, therefore, not been given in the 

thesis. 

8.2 The Optimization Procedure for Minimizing  

the Probability of Error for a Two-Data-Rate  

Variable-Duration System  

When using Equations 7.23 and 7.38 

to find the probability of error for the two-data-

rate variable-duration system, it is necessary to 

adjust the system parameters if the probability of 

error is to be minimized. This section sets out in 

detail the procedure of obtaining the minimum 

probability of error for two-data-rate variable-

duration system. 

From physical considerations the total 

power, that is, the sum of the powers in the data 

channel, the pilot-tone channel the SYNC channel 

and the feedback channel must be limited to maximum 
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value, say P. Expressed symbolically, this leads 

to the Equation 

P =M+E+S+ F 
PPPP 

where, 

8  1 

P 

Mp  

Ep  

Sp 

and 	Fp  

is the total 

is the power 

is the power 

is the power 

is the power  

available power 

over the data channel 

over the pilot-tone channel 

over the SYNC channel 

over the feedback channel 

Fig. 8.1 is the flow diagram of the 

optimization procedure that was followed in the 

computation of the probability of error for 

two-data-rate variable-duration system. The four 

basic parameters of a two-data-rate system are 
Pez 

the average rate, Ro, the total power, P,Aand 

the probability, Pd, of making an error over the 

SYNC channel. Any three of these four parameters 

can be fixed and the fourth optimized, subject 

to the constraint of the three fixed parameters. 

thesis is the 

of error, in the 

and Pd are chosen 

error, Pet, 

Since the main interest in this 

minimization of the probability 

flow diagram in fig. 8.1, Ro, P 

as fixed and the probability of 

minimized. 
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Fig. 8.1. Flow Diagram for Evaluating  the Performance 
of the Suboptimum 2-Data-Rate Variable -
Duration Systems. 
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It is important that the power, Sp, over 

the SYNC channel be sufficiently large to make the 

probability, Pd, of making an error over this 

channel less than or equal to PD' the desired 

(or chosen) value of Pd. The actual value of Pd 

is computed using Equation 7.14. 

To begin with, the optimization of the 

power over the SYNC channel is considered in the 

following section. 

8.2.1 Optimization of the Duration and the  

Power of the SYNC Pulse  

The duration of the SYNC pulse, s, is 

chosen so as to maximize the correlation, p, 

between the output of the linear predictor and the 

output of the SYNC signal matched filter. From 

Equation 5.29, p, can be written as 

X(2d + f + 1) 
P - 	 8  2 

1 + 1  s S 
P 

Because X(T) decreases with T, it can be 

seen from Equation 8.2 that too large a value of 

s decreases the correlation, p. Also, two small 

a value of s clearly decreases the correlation 

because of the effect of s on the denominator of 
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the right-hand side of Equation 8.2. As the 

probability, Pd' of making an error over the SYNC 

channel is a function of the duration of the SYNC 

pulse, it is evident that the optimization of s is 

also an approximate optimization of Pd. 

On substituting Equation C.24, derived in 

Appendix C, into Equation 8.2, the correlation, u, 

becomes 

1 - 1,21.1)4  (2d + f + 1)4  2' f 

  

8  3 

   

   

1 + s S 
1 

P 

Observations over practical circuits 

(Ref. 80, p.343 ) indicate that a typical value 

for the fading rate is 10 Hz, i.e. Tf  =0.1. This 

value of T
f 
was assumed throughout the calculations. 

To find the optimum value of s, Equation 

8.3 is differentiated with respect to s and the 

derivative set equal to zero, that is, the Equation 

dp (s) _ 0 	 8  4 ds 

 

is solved. For convenience the duration of the 

feedback signal f is set equal to the duration 

of the SYNC pulse, s, before obtaining the solution 

to Equation 8.4. This constraint has been added to 
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simplify the calculations. On performing the 

differentiation in Equation 8.4, a fifth order 

polynomial in s is obtained. From physical considera-

tions, the single positive zero of this fifth order 

polynomial is the value of s which maximizes the 

correlation, p(s). 

When finding the zeroes of the polynomial 

the value of the round trip delay, 2d, was specified 

to be 10 3  sec. This delay corresponds to a medium-

range data link of length 279 miles. The effect of 

varying the round trip delay was investigated. It 

was found that longer trip delays results in the 

requirement that more power be available for use 

over the feedback and the SYNC channels. Clearly, 

this leads to an increase in the total power required 

if the same improvement in performance over the 

fixed-rate system which transmits continuously is 

to be maintained irrespective of the length of the 

data link. 

The optimum value of the duration of the 

SYNC pulse which is found by the procedure specified 

above is for a particular value of the power, S , 
P 

over the SYNC channel. To obtain the optimum value 

of Sp, that is, to find the power, Sopt' which 

minimizes the probability of error, S
P 
 must be 
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varied and the optimization of s described above 

repeated for every value of S used. Curves showing 

the average probability of error, Pe, and the 

probability, Pd, of making an error over the SYNC 

channel as functions of the power over the SYNC 

channel, Sp, are given in fig. 8.2. From these 

curves it is seen that Pd decreases monotonically 

with S whereas Pe has a minimum value. 

The shape of the probability of error curve 

can be explained physically as follows. Using small 

valves of S allows more power to be used over the 

data channel and this tends to decrease the probabi-

lity of error. However, the smaller the value of S 

used the longer will be the duration of the SYNC 

pulse. This tends to increase the total prediction 

time which tends to decrease the correlation. The 

probability of error will tend to increase because 

of the decrease in correlation. A minimum could thus 

be expected for the probability of error curve, where 

the two opposing factors balance. 

Clearly, the best value of S is that which 

results in the minimum probability of error provided 

that the actual value of the probability, Pd, of 

making an error over the SYNC channel is at or below 

its desired value, that is, provided Pd  < PD  (see 
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Fig. 8.2). If this condition is not satisfied, then 

the value of S for which the desired value of Pd 

is attained must be used. 

Prediction of fades is another very impor- 

tant factor that controls the performance of 

variable-duration systems. The quality of prediction 

is controlled by the power over the pilot-tone channel. 

8.2.2 The Pilot-Tone Channel Power  

When deriving the characteristic, A(T), 

of the prediction filter in Appendix C, a condition 

was imposed on the minimum power, E', that is 

necessary for good prediction. In particular, for 

Tf =0.1 and for a maximum prediction error of less 

than 1%, E' was required to be 1.18 x 104  (see 

Table C.1 in Appendix C). In this thesis, all the 

computations carried out for two-data-rate variable- 
are with 

duration systems 
A
the value of the power over the 

pilot tone channel 44.-fixed at 1.2 x 104times the, average 

power. 	• 
The remainder of the total power is divided 

between the feedback and the data channels so as 

to obtain a minimum probability of error, Pe2* 
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8.2.3 The Power Over the Feedback and the  

Data Channels  

The remainder of the total power is given 

by 

Pt =P-S -E 
Sp 	p 

From Equation 7.14 it is evident that the 

power, F
P 
 , over the feedback channel does not 

have a strong influence on Pd. The feedback power 

is therefore chosen only on the basis of its 

effect on the average probability of error, Pet, 

and its effect on the average rate, Ro. 

The expressions (Equations 7.27 and 7.46) 

for the optimum power,PoDt'  over the feedback 

channel, that is, the feedback power gives the 

minimum probability of error for a fixed average 

rate, Ro, were derived for the two-data-rate 

variable-duration intermittent and non-intermittent 

systems. Thus from Equations 8.5 and 8.1, the 

power, Mp, that is used over the data channel is 

given by 

M
P 
 = I" - Fopt 

Having determined the optimal distribution 

of the total available power, P, into the SYNC 

8  5 

8  6 



243 

channel, the pilot-tone channel, the feedback 

channel and the data channel, the probability 

of error and the probability, Pd, of making an 

error over the SYNC channel can be evaluated 

using Equations 7.38, 7.23 and 7.14. 

8.2.4 The Optimization of the Thresholds of 

the Feedback, the SYNC and the Pilot-

Tone Channels  

In order to minimize the probability of 

error using the formulae cited above, the thresholds 

used on the feedback channel, the SYNC channel 

and the pilot-tone channel have to be adjusted. 

The optimization of the threshold used 

over the feedback channel has already been 

considered in the previous chapter. Equations 7.27 

and 7.46 give the expressions for the optimum 

feedback channel thresholds. 

Initially an attempt was made to optimize 

the choice of the threshold, k, (and hence k)on 

the SYNC channel in the sense of obtaining minimum 

Pd  for a chosen power, Sp, over this channel. The 

calculations were lengthy and the optimum k was found 

to be given by Equation 7.19, when the minimum Pd  

was close to its desired value P 
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As was explained in Sections 7.2.1 and 
A 

7.3.1, the pilot-tone threshold, y, which minimizes 

the probability of error is found by a trial 

method. This procedure ignores the effect of y 

on Pd but this is justified since, as can be 

seen from Equation 7.14, y does not have a strong 

influence on Pd  for low values of Pd. 

The optimization procedure set out in 

this section was used when computing the probabilities 

of error, Pet and Pe2
INT 
' for two-data-rate variable- 

duration incoherent FSK systems. The results are 

given in the following section. 

8.3 Discussion of Results  

8.3.1 The Two-Data-Rate Variable-Duration  

Systems  

This section is devoted to the discussion 

of the performance of the two-data-rate variable-

duration incoherent FSK systems. Comparison of 

variable-duration systems with other systems are given 

in sections 8.3.3, 8.3.4 and 8.3.6. The curves used 

for the discussion in this Section are given in Figs. 

8.3 - 8.6. 

For two-data-rate systems, the most 

important parameter used in this thesis is the 
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ratio, k, between the lower and the higher data 

rates, that is, 

RQ  
k = 

 Rh 

where Rh  is the upper rate and RR  is the lower rate. 

The value of k is always less than or equal to 

unity. When k is unity it is implied that transmission 

is carried out continuously and that Rt  = Rh = Ro' 

where Ro is the average rate. When k is zero, the 

system is an intermittent system, and when data is 

transmitted, it is sent at a rate Rh  so as to main-

tain an average rate of Ro. 

Figs. 8.3 and 8.4 show the effect of 

continuously varying the ratio k from its maximum 

value of unity to a value approaching its lowest 

value of zero. These curves are given for average 

SNRs 10, 15 and 20 d8, and a fixed average rate Ro. 

The general S-shape of the curves indicates, firstly, 

that not much improvement can be expected from 

switching between two data rates that are nearly 

equal and, secondly, that the improvement obtained 

from decreasing k saturates at a given value of k 

depending on the average detection SNR. To illustrate 

the first point it is seen from Figs. 8.3 and 8.4 

8  7 
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that virtually no improvement is obtained from 

switching between two data rates if the lower data 

rate is say 3/4  of the higher data rate, i.e., if 

k = 0.75. To illustrate the second point it is seen 

from the middle curves (average SNR of 15 db) 

of Figs. 8.3 and 8.4 that no further improvement is 

obtainable when k is decreased below 10
-4 

for the 

noiseless feedback case, or, when k is decreased 

below 10
-3 

for the noisy feedback case. 

Figs. 8.5 and 8.6 are curves of the 

average probability of error versus the average SNR 

for several constant values of k, assuming a fixed 

average rate Ro. These curves therefore show the 

performance of various two-data-rate variable-

duration FSK systems characterised by different 

values of k. On a log-log scale, the general shape 

of the curves is an exponential shape for one extreme 

value of k, i.e., for k = 0, and a linear shape for 

the other extreme value of k of unity. For values of 

k between zero and unity the curves start off with an 

exponential shape and then change into a linear 

shape as the SNR is increased. It is evident from 

these general shapes that the optimum choice of 

the rates for a two-data-rate system is to make 
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Rt  = 0 and choose Rh  so as to maintain the desired 

average rate, Ro. It is this choice that maintains 

an exponential decrease of probability of error with 

SNR for all values of the average SNR at the 

receiver. A two-data-rate system with a low k (10-2  

or less) operates close to the optimum for high 

error rates but at low rates its performance suffers 

from the fact it does not completely stop message 

transmission during a deep fade. 

To give quantitative results it is seen 

from Figs 8.5 that with noiseless feedback, the maxi- 
a 

-1  mum attainable improvement with a vlue
A 	

of k = 10 
 

is a saving of 4.5 dB transmitter power as compared 

with a fixed-rate system continuously transmitting. 

The corresponding saving in transmitter power with 

a noisy feedback is 3.7 dB. The maximum improvement 

is obtained for error rates below 10
-2 

for the 

noiseless feedback case and for error rates below 

2.6 x 10
-3
for the noisy feedback case. For equal to 

10
-2 

equivalent figures to those given above are 

a maximum transmitter power saving of 14 db for the 

noiseless feedback case and 12.4 dB for the noisy 

feedback case. The maximum improvement is obtained 

for error rates below 10
-3 

for the noiseless feed-

back case and for error rates below 5 x 10-4  for 
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the noisy feedback case. 

A major point of interest to note in 

these quantitative results is that Palmer, et al, 

obtained a maximum transmitter power saving of 15 dB 

(for noiseless feedback) for a continuous rate 

variation over a range of 1: 100. A two-data-rate 

system with k = 1/100 is seen from Fig. 8.5 to 

attain a maximum transmitter power saving of 14 dB 

for the noiseless feedback case. Thus discrete rate 

variation suggested in the thesis is seen to 

perform very close to a similar continuous rate 

variation. ITis is a very significant result since 

it is clearly much easier to realise a system using 

two discrete data rates than to realise a system 

which varies the data rate continuously between the 

two discrete data rates. 

The effect of prediction on the performance 

of an intermittent system is shown in Fig. 8.7. It 

is evident from this Figure that the ability to form 

good prediction is required if worthwhile improvement 

in the performance above that of a fixed-rate conti-

nuous system is to be expected. It, is seen, for 

example, that unless the prediction factor, A, is 

greater than 0.6, very little improvement is obtain-

able. 
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Lastly, the effect of noise in the 

feedback is seen to be that slightly more transmitter 

power is used than in the noiseless feedback to 

obtain the same performance, for values of k close 

to unity. For example for k = 10-1, the extra 

transmitter power required is 0.8 dB. As k decreases, 

the extra transmitter power required because of the 

noise in the feedback increases. For an intermittent 

system (k = 0) 2.5 dB more transmitter power is 

necessary to achieve the same error rate as in the 

noiseless feedback case. 

8.3.2 The Two-Data-Rate Variable-Level  

Systems  

The results for two-data-rate variable-

level systems, that is, systems in which the data 

rate is varied by switching between two different 

sets of signalling alphabets, will be considered 

in this section. The performance curves for these 

systems are shown in Figs. 8.8 - 8.12. These curves 

were computed from Equations 7.31 and 7.49 which 

were derived in the previous Chapter. The two 

numbers which appear on each of the curves denote 

the sizes of the two signalling alphabets used for 

the two-data-rate variable-level system. For example 
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(0,2) indicates that the curve refers to a binary 

intermittent system and (2,4) indicates that the 

curve refers to a system which switches between a 

binary signalling alphabet and a quarternary 

signalling alphabet. 

From Fig. 8.8 it is seen that intermittent 

system operation improves the performance of a data 

transmission system from operating under flat-flat 

Rayleigh fading conditions from a linear decrease 

to an exponential decrease of the probability of 

error with the detection SNR. This leads to enormous 

saving in the transmitter power for the same error 

rate. For example, at an error rate of 10
-2 

the 

transmitter power saving obtainable due to an inter-

mittent operation is 13 db and at an error rate of 

10
3 
the transmitter power saving increases to 20 dB. 

It is also seen that the saving in the transmitter 

power is about the same for all the intermittent 

systems considered, that is, for (0,2), (0,4), (0,8), 

(0,16) and (0,32) variable-level systems. From Fig. 

8.9 it is seen that for low error rates, the exponen-

tial curves of an intermittent system operating 

under flat-flat Rayleigh fading conditions lies 

only 4.3 dB away from the exponential curve for 

the same system operating under nonfading conditions. 
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The curves giving the performance of 

two-data-rate non-intermittent systems (Figs 8.10 

and 8.11) show general similarity to those of 

variable-duration systems considered in the 

previous section. On a log-log scale, they start 

off as exponential curves and then change into linear 

curves. As can be seen from Fig. 8.10, these curves 

have interesting cross-overs. It is seen, for 

example, that a (2,8) variable-level system performs 

better than a (2,4) variable-level system only when 

the average detection SNR is greater than 15.5 dB; 

otherwise, its performance is worse than that of the 

(2,4) variable-level system. Below error rates of 

10
-3 

the (2,8) system has a 2.7 d8 power advantage 

over the (2,4) system, whereas at error rates 

higher than 10 2  the latter system has about the 

same power advantage over the former system. 

Generally, the larger the signalling 

alphabet used with a binary alphabet in a two-data-

rate system, the worse is the performance of the 

system at high error rates but the better the 

performance of the system at low error rates. It 

can be concluded that over channels with low 

average SNRs (below 15 dB), it is more advantageous 

to use a (2,4) variable-level system whereas over 
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channels with high average SNRs, it is more 

advantageous to use a (2,m), m > 4, variable-level 

system, where the number m depends on the actual 

value of the average SNR of the system. 

Fig. 8.12 shows the effect of adjusting 

the parameter uc _ (the threshold SNR, uT ) which 
the average SNR, U0  

determines the percentage of the time transmission 

is carried out at the low and the high data rates. 

For an intermittent syetem: uc = o, then 'clearly 

transmission is carried out continuously and the 

system becomes a fixed-rate system which transmits 

all the time it is in use. It is clear from Fig. 8.12 

that a variable-level system is fairly insensitive 

to small changes in uc  so long as uc  is close to 

unity but for low values of uc' namely, uc < .2, 

any small changes in uc  is bound to have a large 

effect on the performance of the variable-level system. 

8.3.3 Comparison Between Two-Data-Rate 

Variable-Duration Incoherent FSK Systems  

and Variable-Level Coherent ASK Systems 

The two completely different techniques, 

namely the variable-duration and the variable-level 

techniques, of achieving discrete rate variation 

that have been analysed in the previous three 

; • 



263 

chapters are compared in this section. Before carry- 

ing out this comparison, however, the advantages 

and disadvantages of each technique which must be 

borne in mind are summarized. 

In order to attain good performance, the 

variable-duration technique recw4es transmission 

of very short pulses whenever the higher data rate 
wkenever 

is being used. It is clear from this that goncrally 

bandwidth is at a premium, as is the case in congested 

bands, the variable-duration technique is at a 

disadvantage in comparison with the variable-level 

technique which does not require as large a bandwidth 

for the same average data rate. Further, varying 

symbol durations makes the problem of bit synchro-

nisation more difficult as compared to a technique 

which uses fixed-duration signals. 

The larger the ratio between the two data 

rates of a two-data-rate system, the greater is the 

advantage that the system can achieve. It was seen 

in the last section, however, that for a variable-

level coherent ASK system this statement requires 

the qualification that the average SNR at the 

receiver be sufficiently high. This places a 

variable-level ASK system at a disadvantage in 
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comparison with a variable-duration FSK system 

because in order to realise the full advantage of 

the former system, very high SNRs must be available 

at the receiver. Further, in a variable-level 

(selecting signals from m possible signal, where 

m is variable) system, the equipment and hence the 

complexity of the system grows as a power of two, 
l/ 

that is as 2 k, where k is given by equation 8.7. 

This, again, puts a variable-level system at a 

disadvantage as compared with a variable-duration 

system in which the equipment complexity hardly 

increases with increasing ratio between the two 

data rates. 

With the discussion in the foregoing 

two paragraphs in mind, Figs. 8.3 and 8.13 can be 

used to compare the performance of a variable-level 

ASK system to that of a variable-duration FSK system. 

A (2,4) variable-level coherent ASK 

system gives a maximum (achievable at error rates 

below 10
- 2 
 ) power advantage of 4.38 d5 over a 

fixed-rate binary coherent ASK system (see Fig. 8.13). 

The ratio of the lower to higher data rate is only 

1:2 for a (2,4) variable-level system. Also as can 

be seen from Fig. 8.13, a two-data-rate variable-

duration incoherent system requires a ratio of the 
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lower to higher data rate of 1:10 to achieve a 

similar maximum power advantage. This is an 

important result in favour of the variable-level 

system. 

It is clear, as can be seen from Figs. 

8.10 and 8.13 that this considerable advantage of 

the variable-level ASK system cannot be extended 

beyond the (2,4) variable-level system without 

attaching a condition that good SNRs be available 

at the receiver. For example, eventhough a (2,8) 

variable-level system gives as much as 7.13 dB 

power advantage over the binary ASK system, this 

advantage is realised in full only for receiver 

SNRs above 20 6. In fact, since below receiver 

SNRs of 15.5 dB, the (2,8) variable-level ASK 

system has a performance inferior to that of the 

(2,4) system, the power advantage of the (2,8) 

variable-level ASK system over that of the fixed-

rate binary ASK system diminishes and hence the 

relative advantage of the variable-level system over 

the variable-duration system also diminishes. 

It is seen from Fig. 8.13 that the 

binary intermittent coherent ASK system has a 

6.25 dB power advantage over the variable-duration 

intermittent incoherent FSK system for similar 

error rates. If 3 dB is deducted from this power 



267 

advantage because coherent detection is used in 

the ASK system, the relative advahtage (due to 

intermittent operation) of the variable-level 

system over the variable-duration system is 3.25 dB 

saving in power for similar error rates. 

Comparison between the variable-duration 

and the variable-level systems has been made 

in this section under the assumptions of noiseless 

feedback and perfect prediction. It is seen in 

section 8.3.1 that for a two-data-rate variable-

duration FSK system, the effect of noisy feedback 

and imperfect prediction was to increase by 

small amount the required transmitter power for 

the same error rates and that this results in a 

slight shift of the performance curves to the 

right. If it is assumed that noisy feedback 

and imperfect prediction have similar effect on 

variable-level ASK systems, then the relative 

advantage of the variable-level ASK system over 

the variable duration FSK system will remain 

approximately the same as for the noiseless feed-

back and perfect prediction case. 



268 

8.3.4 Comparison Between the Variable-

Duration Incoherent FSK System and  

and the Van Duuren ARQ System  

In this section two-data-rate variable-

duration FSK systems with k = 1/10, k = 1/100 

and k = 0, are compared with van Duuren ARQ system. 

Since in the van Duuren ARQ system the average 

(through put) rate of transmission decreases as the 

number of retransmissions increase, it is evident 

that for low SNRs, the average rate of transmission 

will in general be extremely low. The average rate 

of transmission for the two-data-rate systems is 

constant at the normalised value of unity. The 

average rate of transmission of the two types of 

systems will be taken into consideration when 

making the comparisons. 

It can be seen from Figs. 8.14 and 8.15 

that a two-data-rate variable-duration incoherent 

FSK system with k higher than 1/50 will perform in 

a manner inferior to that of the van Duuren ARQ 

system, that is, the former system has a higher 

error rate than the latter system. It can be seen 

from Figs. 8.16 and 8.17 that for values of k lower 

than 1/50, there occur cross-overs in the performance 

of two systems. For example, the performance curve of 
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a two-data-rate variable-duration system with 

k = 1/100 has two cross-overs with that of the ARQ 

system. Below receiver SNR of 11.5 dB, the ARQ has 

better error rates than that of the two-data-rate 

variable-duration system. For SNRs lying between 11.5 

d8 and 25 dB, the variable-duration system has lower 

error rates as well as higher transmission rates than 

the van Duuren ARQ system. Above SNRs of 25 dB, the 

ARQ system has lower SNRs and comparable transmission 

rate to that of the two-data-rate variable duration 

FSK system. 

It is necessary to elaborate on the 

comparison made between the ARQ system and the 

variable-duration incoherent FSK system. In region 

1, shown in Fig. 8.16, though the ARQ has a better 

error rate than the variable-duration FSK system, it 

cannot be concluded from this that the ARQ is the 

better system. This is because in this region, the 

ARQ system has a transmission rate less than (i)th 

of the average rate of the variable-duration FSK 

system. Thus, in the region to the immediate left of 

the first cross-over point, it is not easy to say 

which system is the better system. It will depend 

on the requirement at hand. The choice is between 

high error rates combined with high transmission 

rate and lower error rates combined with very low 
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transmission rates. 

In region 2, see Fig. 8.16, it is clear 

that the two-data-rate variable-duration system 

performs better than the ARQ system. Not only has it 

lower error rates than the ARQ system in this region, 

but it also transmits at a higher data rate. 

In region 3, the performance of the ARQ 

system is again better than that of the two-data-rate 

variable-duration system. Because of the high SNRs 

in this region,however, there are very few retrans-

missions in the ARQ system and the through-put rate 

of the ARQ system is very close to the average rate 

of the two-data-rate variable-duration incoherent 

FSK system. Clearly, the ARQ system is the better 

system in this region because it transmits at 

virtually the same rate as the two-data-rate variable-

duration system but it has lower error rates. 

From Figs. 8.18 and 8.19, it is seen that 

for error rates below 10-2, the two-data-rate 

variable-duration intermittent FSK system has lower 
than 

error rate the ARQ system for the same SNR, or, 

alternatively the former system has a power advantage 

over the latter. The saving in power increases with 

decreasing error rates. For example, at error rate of 

10-4, the two-data-rate variable-duration intermittent 
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system has a power advantage of 9.5 dB over the ARQ 

system, but at error rate of 10-5  the power advantage 

increases to 13.5 dB. 

In Figs. 8.14 - 8.19, the dotted 

performance curves refer to systems which use both 

the ARQ technique and two-data-rate variable-duration 

technique. These curves will be discussed in 

Chapter 10. 

8.3.5 Comparison Between Two-Data-Rate  

Systems and the (23,12) Golay Code 

From Fig. 8.20 it is seen that the (23,12) 

Golay code interleaved by a factor of 5 performs 

better than the optimum two-data-rate variable-

duration FSK system, showing about 9 dB X10-3. At very 

high error rates (above 3 x 10-1), the two-data-rate 

variable-duration system performs better than the 

interleaved Golay code. Though the performance curve 

of the intermittent binary coherent ASK system is 

seen from Fig. 8.20 to lie fairly close to that of 

the interleaved Golay code, it should be recalled 

that the performance of the latter system was 

evaluated for an incoherent FSK system. An 

adjustment of 3 dB should therefore be made for the 

coherent ASK. If this is done, it is seen from the 
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dotted curve that the performance of the Golay 

code is better than that of the variable- 

amplitude system, showing a 6.3 dB power 

saving for error rates below 10-3. The inter- 

leaved Golay code, however, performs worse than 

the variable-level (-amplitude) system above 

error rates of 3 X 10-2, for average SNRs above 

3.75 dB. 

The performance curve of the non- 

interleaved Golay code, however, has double 

cross-over points with that of the two-data-rate 

variable-duration FSK system. The intermittent 

FSK system performs better than the non- 

interleaved Golay code for error rates above 

2 X 10-1  and below 5 X 10-6  equivalent to 

average detection SNRs of 4dB and 17 dB 

respectively. Between these average detection 

SNRs the non-interleaved Golay code performs 

better than the intermittent variable-duration 

FSK system l,showing about 3dB power advantage. 

It is seen from Fig. 8.20 that the non- 

interleaved Golay code performs in a manner inferior 
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to the variable-amplitude (set) system. After the 

adjustment, that was referred to above, to the 

variable-amplitude ASK system, it is seen from 

Fig. 8.20 that this system performs better than 

a system using non-interleaved Golay Code by about 

1.5 dB for error rates above 10-5. For error rates 

below 10
-5

5  the advantage of the variable-amplitude 

systems over the non-interleaved Golay Code increases 

rapidly and at an error rate of 10-8, the power 

saving is 7.5 dB. 

8.3.6 The Performance of Two-Data-Rate  

Systems with an Upper Limit on the  

Higher Data Rate  

It was seen in the previous chapter that 

the effect of placing an upper limit on the value 

of the higher rate was to place another limit on 

the ratio, ce, of the threshold to average SNR, also 

called the cut-off ratio for intermittent systems. 

For the intermittent system if the upper rate is 

fixed at its maximum value, then the percentage of 

transmission time must be increased by proportionately 

increasing the cut-off ratio, (x. This will, however, 

lead to inferior performance because the optimum 

cut-off ratio is not used. Thus it is the effect, 
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on the probability of error, of decreasing the cut- 

off ratio from its optimum value that must be eval- 

uated. In a similar manner, for the two-data-rate 

non-intermittent system, if the upper rate is fixed 

at its maximum value, then for a fixed k(= Rt/Rh), 

the normalised threshold, cc, of switching between 

the data rates must be lower to maintain the same 

average rate. The effect on the probability of error 

of working at a non-optimum, a, is shown in Figs. 

8..21 - 8.23. 

From these Figures, it is evident that 

placing a limit on the upper rate of a two-data-rate 

system does not have a severe effect on the probability 

of error. For the intermittent FSK system, for 

example, it is seen from Fig. 8.21 that using a 

nonoptimum cut-off ratio of 0.4, instead of the 

optimum cut-off ratio, leads to a deterioration of 

only 1 dB, for low error rates, in the performance 

of the system. For the non-intermittent systems 

with k =0.1 and k =0.01, the extra transmitter power 

requirement is also seen to be about 1 dB (figs. 

8.22 and 8.23) if a nonoptimum normalised threshold, 

cc, equal to 0.4 is used instead of the optimum 

normalised threshold. It is seen from Fig. 7.1 

that for cc =0.4, the higher data rate; Rh, of the 
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two-data-rate system will be only 1.1 times the 

average rate, Ro. Thus, using a nonoptimum value of 

cc = 0.4 is equivalent to placing an upper limit on 

Rh  to be at most 1.1 times Ro. It is thus concluded 

that an upper limit may be placed on the maximum 

value the upper rate can take without affecting the 

performance very much. 
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9. DISCUSSION OF THE PROBLEMS AND METHODS OF  

IMPLEMENTING n-DATA-RATE SYSTEMS  

9.1 Introduction  

The problems and some methods of 

imp&ementing n-data-rate systems• were mentioned 

briefly in the previous four Chapters. In the 

present Chapter a more detailed discussion of 

these topics is given. 

Before giving the discussion , however, 

two general comments on variable-rate systems need 

to be made. The first is that existing communication 

systems are composed mainly of fixed-rate equipments 

and as a vast sum of money is already invested in 

these systems, if variable-rate schemes are to find 

general applicability, they must be compatible with 

fixed-rate equipments. The second comment is that 

a variable-rate system should give sufficiently large 

saving in transmitter power. Equivalently, it should 

give sufficiently large improvement in the performance 

over the fixed-rate system transmitting continuously. 

From the results given in the previous Chapter, the 
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latter• condition is seen to hold for the schPne.s 

analysed in Chapter 7. 

In Section 9.2, which follows, the 

problems of implementing n-data-rate systems are 

discussed. The methods, including an example, of 

impelementing n-data-rate systems are discussed 

in Section 9.3. 

9.2 Problems of Implementing n-Data-Rate Systems  

9.2.1. A General Problem 

A general problem arises from the 

assumption made in some of the integrals in Chapters 

5 to 7, that the SNR could take an infinite value. 

The Rayleigh fading probability density function 

used for the amplitude of the received signals is 

based on the assumption that the signal is the sum 

of infinitesimal signals of random phase. Consequently 

the probability, pr(u > uT), that the SNR will 

exceed uT' however large, is always greater than 

zero. In practice this statement will not be true. 

Whatever the transmission medium, there will always 

be a finite SNR, um, for which pr(u > um) is zero. 
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For systems which require large threshold SNR, uT, 

the above limitation must be borne in mind. 

9.2.2 Problem of Measuring Thresholds  

An implicit assumption made in the 

analyses of n-data-rate systems was that it is 

Possible to determine precisely whether the SNR is 

greater or less than a given threshold. Actually, 

this measurement can be made only with a given 

probability. Because of practical circuit limi-

tations it is impossible to measure signal amplitude 

with as high a precision as desired within a specified 

period of time. As is shown below, errors due to this 

limitation are negligible. 

Generally, the poorer the channel, the 

greater will be the effect of any error in the 

measurement of the threshold. As an example, take a 

channel with average SNR of 10d3 and consider an 

intermittent incoherent FSK system working over such 

a channel. Further assume that the feedback channel 

is noiseless. The feedback channel is used to instruct 

the transmitter when to begin and when to cease 
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transmission. From Fig. 7.2 the optimum threshold SNR 

for this system is seen to be 7.1 dB. The duty cycle 

is, therefore e-0'71; and the fraction transmission 

should be halted is 1 - e-0.71  

The fraction of the total transmission 

time that is initiated by an error in the measurement 

of the threshold, that is, by noise rather than 

signal, can be expressed as 

< uT) 
to - pr(u > UT) x zr(u > measured uT) ....9.1 

which is 

e 	x pr(u > measured uT) ....9.2 Duty Cycle 

On substituting for the value of the 

duty cycle, equation 9.2 becomes 

-0.71 _ 1 - e  to 	> measured uT) -0.71 
....9.3 

To find the pr(u > measured UT), suppose that the 

maximum frequency of the fading variation does not 

exceed B/5, when B is the bandwidth of the system. 

t  _ 1 - Duty Cycle  
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By simple filtering it is possible to increase the 

SNR at the input to the threshold detector by a 

factor of VT. Thus 

pr(u ) measured uT) = e-VT x 7.1  

Hence, 

- _ 1 - e0.71  e 	x 7.1 
to 	-0.71 

= 6.15 x 10-8 
	

....9.4 

which represents negligible increase in error. 

9.2.3. Synchronisation Problems  

As was mentioned earlier, synchronization 

of the phase, the frequency and the duration of 

transmitted and received signals is always a difficult 

problem in a digital communication system. Solutions 

to this problem have, however, been found (see, for 

example Refs. 31 and 75) for systems using fixed-

duration signals. When the duration of the trans-

mitted signal is varied, as in the case of n-data-

rate variable-duration system, the synchronization 
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problem is clearly made more difficult. Two 

techniques of eliminating the increase in the 

problem are discussed below. 

The first technique is that of sending, 

over a separate SYNC channel, a SYNC signal prior 

to transmitting the next group of symbols. The 

purpose of the SYNC signal is to inform the 

receiver which of the possible n data rates is 

currently in use. This, clearly, also tells the 

receiver what the duration of the incoming group 

of symbols is. The duration of the received signals 

is assumed to be the same until the next SYNC signal 

is received, that is, until the first in the next 

incoming group of symbols is due for detection. 

Evidently, if the SYNC channel had 

enough power over it to make it virtually error 

free, the magnitude of the synchronization problem 

would be reduced to that of bit synchronization 

since the receiver would then know precisely the rate 

of transmission at all times. In practice, because 

of limitation in the available power, the require-

ment is that the probability, pd, of making an 
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error over the SYNC channel be made as small as 

possible while keeping enough power for use over 

the data channel. 

In Chapter 7, 124  was evaluated for 

two-data-rate variable-duration systems. It was 

found that only 10% of the total available power 

was required over the SYNC channel to give error 

probabilities over this channel of less than 10 10. 

Clearly, in many applications a probability of 

less than 10 1°  of making an error over the SYNC 

channel would be acceptable and only bit synchro-

nization problem would need to be considered. 

The second technique of eliminating 

synchronization difficulties arising from variable-

duration system operation is the use of special 

coding techniques. As was discussed in Section 5.2, 

the errors over the SYNC channel lead either to 

insertion or deletion of message symbols. Levenshtein57  

has found a class of binary codes for correcting 

spurious insertion and deletion of symbols. Clearly, 

using these codes the errors over the SYNC channel 
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can be either eliminated or greatly reduced. In 

that case the probability of making an error over 

the SYNC channel is made sufficiently small and 

the synchronization problems arising from the 

errors over this channel are thus eliminated. 

9.2.4 Storage Problems  

In most transmission system, the 

storage capacity at the terminals is limited by 

economic and other factors. In these systems it is 

important to identify the problems that could 

arise with the storage of messages and suggest 

solutions to these problems. There are basically 

two problems. 

The more serious problem that could arise is 

that of an overflow of the storage. This comes about 

when the storage is full and the rate Ro  at which 

message is entering the storage is greater than the 

rate at which message is leaving the storage. See 

Fig. 9.1 below. The results is that some part of the 

message will be lost because an attempt to put it 

into the storage fails. 
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STORAGE 

Fig. 9.1 The Data Rates at which Messages  

enter and leave the Storage  

This problem could arise in an n-data-rate 

system when the average rate, Ro, is a large fraction 

of the highest data rate, Rn, and the channel is 

such that the data rates greater than Ro are 

used frequently. 

A solution to the problem of overflow in an 

n-data-rate system is to adjust the threshold on the 

control channels so as to use the rates higher than 

the average rate for less percentage of transmission 

time. This will, in effect, lower the average rate 
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of the system and information would then have to be 

taken into the storage at a reduced rate. 

The other problem can be called an 

'underflow' of the storage. It arises when the 

storage is empty and is being filled at a rate 

lower than the rate being used at the output. This 

problem could arise when the average rate, Ro, is a 

small fraction of the highest data rate, Rn and the 

channel is such that the rates which are higher than 

the average rate are used more frequently than those 

which are lower than the average rate (see Fig. 9.1). 

The disadvantage of underflow is that the capability 

of the system is not exploited to the full and there 

are, therefore, periods during which the transfer of 

data is halted because of lack of messages in the 

storage. 

A solution to the problem of underflow is 

to raise the average rate of the n-data-rate system. 

This can be done by adjusting the thresholds so as to 

use the rates higher than the average rate are used 

for a larger percentage of transmission time. 
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9.3 Methods of Implementing n-Data-Rate Systems  

9.3.1 Introduction  

As was mentioned in Chapter 5, there 

are basically two parts to the problem of designing 

and hence of implementing variable-rate systems. 

The first part of the problem is the method of 

estimating the conditions in the channel. The techni-

ques which can be used for estimating the channel 

are discussed in Section 9.3.2, which follows. The 

second part of the problem is the actual technique 

of implementing the change of the data rates. These 

methods are discussed in Section 9.3.3. 

Finally in Section 9.3.4, a system using 

discrete-variable-speed tape machines for implementing 

the changes of data 1Tates is described in some 

detail so as to make the discussion more specific. 

9.3.2 Methods of Estimating the Characteristics  

of the Forward Channel  

For intermittent systems, the most 

convenient technique of measuring the forward channel 

is to send continuously over a separate channel a 
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pilot tone signal and use the level of the received 

pilot-tone signals as a basis of forming an estimate 

of the channel conditions. The 'pilot-tone' technique 

of estimating the forward channel was described in 

Chapter 2 and used in the analysis of n-data-rate 

systems presented in Chapter 5. Two alternative 

techniques of estimating the forward channel are 

discussed in the following two paragraphs. Both 

techniques rely on the estimation of the probability 

of error. 

The first technique uses the double 

threshold or null-zone detection described in Chapter 

2. The symbols which fall in the null-zone detection 

region are treated as detected errors. The error 

symbols are then fed into a special counter which is 

a form of an error-rate estimator using direct 

counting technique. 

Direct counting of error pulses suffers 

from the disadvantage that when the actual error 

rate is low, an unacceptably long period of time is 

required to count enough errors to give reliable 
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estimate of the actual error rate. Chesler and 
4 

Hingorani
4
have developed a performance monitoring 

unit (PMU) for binary systems using orthogonal 

signalling over a Rayleigh or Rieian fading channel. 

It is based on estimating certain moments and joint 

moments of the output of the MARK and SPACE matched 

filters and calculating the error rate from these 

estimates. Goodini4described another general PMU 

technique which is stated to be much less sensitive 

to the statistics of the received signal and noise 

than the system developed by Chesler and Hingorani. 

Gooding employs modified decision thresholds in 

conjunction with a digital receiver to produce a 

pseudo-random error rate larger than the actual 

error rate of the receiver. This is then used to 

estimate the pseudo-random error rates corresponding 

to two or more modified decision thresholds. Lastly 

an extrapolation technique is used to determine the 

error rate of the receiver from the pseudo-random 

error rates. 
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9.3.3 Methods of Implementing Change_of  

Data Rates  

In a two-data-rate intermittent system, 

the actual technique of changing the rate is simply to 

halt transmission. One way of doing this physically 

is to use 'gates' which can be turned on or off at 

the transmitter and receiver. The transmitter 

gate is turned on for transmission when the received 

feedback signal indicates that the conditions in the 

channel are favourable. For the two-data-rate system 

more sophisticated techniques of switching between 

the rates are necessary. Two such techniques are given 

in the thesis. The first technique is described in 

this Section and the second will be described in the 

next Section in which an example of a complete 

n-data-rate system is given. 

A technique which implements the change 

of the data rate of a transmission system by 

altering the duration of keying over a mark or a 

space symbol is referred to in this thesis as MARK- 

SPACE differential keying. An example of MARK-SPACE 
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differential frequency-shift-keying is shown in 

Fig. 9.2. The system illustrated is a binary FSK 

feedback system. 

For an n-data-rate variable-duration 

system, the higher the data rate, the shorter the 

time-duration of the symbols sent using the rate. 

Evidently, the highest data rate uses the shortest 

symbols. Let it be arranged by design that the 

duration of the symbols for any given rate of an 

n-data-rate system is an integral multiple of the 

duration of the shortest symbols, which are those 

sent using the highest data rate. In this case, in 

order to change the data rate, the keying over a 

mark or a space symbol is simply maintained over a 

period that is an integral multiple of the shortest 

time-duration used. Clearly, this technique is 

much simpler to implement than a continuously 

variable-duration system. 



R 

STORAGE 
AND 

WAVEFORM 
GENERATO 

MARK Cr) 

m (t) 

2 m2ctl 

SPACE ("O") 

TRANSMITTER 

	

CHANNEL 	I RECEIVER 
I 
1 

	

z(t)=am; (t) 	v(t)=z(t)+n(t)  

m; (t) 	 n CIO 
	

RECEIVER 

PROCESSOR 

DELAY 

0-111"--0-----' 

DECISION 

STAGE 

PERFORMANCE 
MONITORING 

UNIT 

i 
DIFFERENTIAL 
MARK/SPACE 

KEYING 

FEEDBACK 

CHANNEL 

FEEDBACK 
SIGNAL 

GENERATOR 

Fig. 9.2  . A Variable Rate Binary Feedback Communication System. 



302 

9.3.4 An FSK System Using Variable Speed  

Tape Machine  

A second technique of varying the 

duration of the transmitted signals is that in 

which the duration of the signals is varied by 

recording and playing back the signals on a tape 

machine capable of working at n discrete speeds. 

The action of the tape machine at the transit 

terminal implements the change of the data rates. 

A description of this action is given below. 

As shown in Fig. 9.3, signals of 

duration, Do, are recorded at a fixed tape speed, 

Vo. After a slight delay, the signals are played 

back at one of n possible speeds of the tape Vi, 

i = 1,2,..:n. 

There are many possible relationships 

between the duration of the transmitted symbols and 

tape speed. As was discussed in Chapter 2, Pierce
65 

has shown that the optimum rate variation is one in 

which the data rate is made directly proportional 
tan 

to the instaneous SNR. In order to correspond to 
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Pierce's optimum rate variation, the duration of 

the played back signals would need to be determined 

by the relation 

V 
D.  = 	D 1 	V.

o 
. o I 

....9.6 

From the Equation 9.6 it is seen that 

the duration of the signal is increased if  1 

andisdecreasedifV.>Vo. 

At the receiver terminal, the received 

signals is frequency divided and translated down to 

near baseband in the conventional manner. It is 

recorded at the same speed at which it was played back 

for transmission at the transmit terminal. The 

recorded signal is then played back at a fixed speed 

equal to that on the recording side of the transmitter 

tape machine. Because of the action of the tape machines 

the duration of the signal at the playback head of 

the receiver tape machine is equal to the original 

duration of the signal. 
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10. HYBRID SYSTEMS  

10.1 Introduction 

There are several techniques for counter-

acting the unwanted effects of signal fading in 

communication systems. Some of these methods were 

mentioned and discussed in Chapters 2, 5, 6, 7 and 8. 

Two new methods, the variable-duration and the 

variable-amplitude-set n-data-rate systems were 

discussed in detail in Chapters 5 - 8. In this 

Chapter the possibility of combining these new 

methods with existing methods will be investigated. 
of 

A system that uses more than one method counteracting 

the detrimental effects of fading can be called a 

'hybrid system'. 

The reason for using a hybrid system is 

that in many practical situations, it is not 

possible to control signal fluctuations adequately 

with only one technique. Examples which support 

this statement are: 

1%  The SNR of a received fading signal 

can take values which vary by very 
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large amounts. A consequence of this 

large variation is that it is necessary 

to vary some parameter by a corres-

pondingly large amount. As was 

explained in the previous Chapter, 

physical limitations make this impossible 

in many cases. 

2. When correlation between signals in 

the various branches is not as small as 

expected, an impractically large number 

of branches may be required to reduce 

signal fluctuations to an acceptable 

level. 

3. The length of a code necessary to 

correct long or frequent bursts becomes 

unmanageable from an implementation 

point of view. 

More acceptable signal control has been 
di-cfe-ront  

obtained by combining diversity with other44- techniqueS66  

Recently,646:'other types of hybrid techniques have been 

considered. The COMMET system for example, is a 
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meteor-burst system incorporating ARQ and diversity 

reception. Because a meteor-burst communication 

system has an inherently low duty cycle, the ARQ 

technique operates in the COMET as an intermittent 

mode of transmission. The system thus combines an 

intermittent operation with ARQ and diversity. The 

results presented by Bartholome and Vogt6indicate 

that the combination provides a satisfactory answer 

to the requirements of maximum time utilization 

and minimum error rate. Further, there is the 

possibility of a trade-off between these two aspects 

of system performance. 

In the following Section, the advantages 

of using a two-data-rate system incorporating the 

ARQ technique will be discussed in detail. An 

example of the use of hybrid system is given in 

Section 10.3. 

10.2 A Two-Data-Rate System Incorporating an  

ARQ Technique  

10.2.1 Introduction  

In principle there is no reason why an 

n-data-rate system cannot incorporate a retransmission 
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techniques. This would correspond physically to 

transmitting data at several discrete data rates 

(by using either discrete symbol durations or 

several signalling alphabets) with the rate at any 

instant depending on the measured signal strength of 

the pilot-tone signal; and requests for repeats are 

made after errors have been detected. The difficulty 

that would be encountered with such a system is not 

conceptual but that of implementation. 

Despite the practical difficulties, a 

hybrid system combining an n-data-rate system with 

an ARQ technique can lead to an improvement in the 

performance as compared with that obtained when 

using either technique alone. The improvement is 

obtained in two stages. Firstly, the rate variation 

improves the element error rate. Generally, the 

better the element error rate, the better the 

performance of a retransmission system because of 

the decrease in the number of repetitions. Thus, 

secondly, further improvement is obtained from the 

retransmission technique which now performs better 
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than it would have done for the same average 

detection SNR. 

10.2.2 Discussion of the Results of a  

Two-Data-Rate System Incorporating  

the ARQ Technique  

The performance curves of two-data-rate 

variable-duration systems incorporating ARQ were 

given in Figs. 8.14 and 8.19. The curves for the 

average rate for these hybrid systems were also 

given on these Figures. These curves are shown on 

the same page with those of the two-data-rate 

variable-duration systems and those of the ARQ system 

for easier comparison. 

A general comment on the performance 

curves shown in Figs. 8.14 to 8.19 is that the overall 

performance of a hybrid system using the variable- 

duration technique is better than the ARQ system 

performance by a larger factor the improvement 

due to the variable duration technique alone. The 

reason for this has already been explained above. 

From Figs. 8.14, 8,16 and 8.18, it is 
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seen that the relative speeds of hybrid systems are 

generally higher than those of ARQ system functioning 

alone except when k, the ratio of the lower to the 

higher data rate, is close to unity and the average 

SNR is low. The physical explanation of this behaviour 

is that when k is near unity, the lower rate which is 

used for transmission during poor channel conditions 

has a high absolute value. The consequence of this 

is that many retransmissions are necessary thus 

decreasing severely the average rate. 

Clearly, the improvement is obtained 

at the expense of increased system complexity. 

It would seem in this case, however, that the 

complexity does not increase greatly and, in any event 

so long as the cost of extra equipment needed is small 

as compared with the total cost of the system, the 

saving in the transmitter power or the enhancement 

of the performance makes the hybrid system propositions 

attractive. 

10.3 Examples of the Use of Hybrid Techniques  

Since forward error control does not use a 
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feedback link, a hybrid system obtained by a forward 

error correction scheme with a simple n-data-rate 

system is likely to be more practical than a system 

obtained by combining a retransmission technique with 

a simple n-data-rate technique. The coding and the 

decoding in a digital transmission system is indepen-

dent of the actual transmission and the reception of 

signal waveforms. Thus, after coding a set of binary 

symbols, the duration of each bit (and hence the 

data rate) can be altered without affecting the 

coding. 

Since coding techniques have not been 

studied in any depth in this thesis, a full discussion 

on the advantages of combining forward error correction 

schemes and two-data-rate systems is not possible. 

However, a simple example is given below to illustrate 

the advantage of combining such techniques. 

From Fig. 8.6, it is seen that for the 

incoherent FSK system, a detection SNR of 19d3 leads 

to an element error probability of 10-2. Suppose that 

this error probability is not acceptable and, further, 
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suppose that the minimum acceptable error rate is 

5 x 10 5. Several techniques, described below, can 

be used to achieve the desired minimum error rate. 

These are: 

1) The transmitter could be increased 

until the element error rate of 5 x 10-3  

is achieved. As seen from Fig. 8.6 this 

requires an increase of 3db in the SNR. 

This is equivalent to doubling the 

transmitter power. If a (15,7,2) BCH 

code interleaved by a factor of 89 is used 

over a channel with error probability of 

5 x 10-3 then, as Brayer has shown,
17 an 

improvement of two orders of magnitude 

is obtained. Thus, having doubled the 

transmitter power, the (15,7,2) BCH 

code interleaved by a factor of 89 is 

used to obtain the desired overall 

performance. 

2) A (255, 127, 32) BCH code interleaved 

by a factor of 5, which has an 
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(Ref.17) 
improvement factor of 1000-A' con be used 

alone to obtain the desired performance. 

3) From Fig. 8.6 a 2-data-rate system 

with k = .1 improves the element 

probability of error from 10-2  to 

5 x 10
-3
. From the result already 

quoted from Brayer's work it is clear 

that by (15, 7, 2) BCH code interleaved 

by a factor of 89 an improvement factor 

of 1:100 is obtained. Thus, combining 

a two-data-rate system with k = .1 and 

a (15, 7, 2) BCH code interleaved by a 

factor of 89 will also give the desired 

minimum performance. 

The choice between these three methods 

will depend very much on prevailing circumstances. 

For example, if all the available power is already 

being used, the choice is immediately limited to the 

last twomethods. If a feedback link already exists 

in the system, then clearly use should be made of it 

to implement the two-data-rate scheme and the short 
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code to achieve the error probability that is 

required. If there is no feedback link, then the 

cost of installing the feedback and the encoder 

and decoder for a (15, 7, 2) BCH code must be 

weighed against the cost of implementing the 

(255, 127, 32) BCH code. Clearly, for an entirely 

new system to be installed, the cost of each of 

the three possible systems above must be weighed 

against one another to find the cheapest. Here, 

cost is defined to include factors like flexibility. 

Evidently, the possibility of using a 

simple n-data-rate system in conjunction with 

some of the established methods of counteracting 

fading increases the degree of freedom which the 

designer has. 
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11. OVERALL DISCUSSION OF RESULTS AND SUGGESTIONS  

FOR FURTHER WORK 

Two new methods of varying the rate of 

transmission of a data transmission system were suggested 

in Chapter 1 and analysed in Chapters 5 to 7. Both 

techniques vary the data rate in a discrete manner. 

The first, the variable-duration technique, was applied 

to an incoherent FSK system and the second technique, 

the variable-level technique, was applied to a coherent 

ASK system. The performance of these systems was described 

in terms of the average probability of error and the 

average data rate. The results of the performance of 

these two new types of varying the data rate as methods 

of counteracting fading were discussed in Chapter 8. 

A summary of the major results are given below. 

For two-data-rate variable-duration systems, 

it was seen that significant improvement in the 

performance was obtained only for lower to higher data 

rate ratios below 1:10, i.e. for k < 0.1. The optimum 

two-data-rate variable-duration system was found to 

be the intermittent system, or,-when the lower data 
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rate is made zero. Further, it was seen that the 

improvement obtained was subject to a maximum depending 

on the average detection SNR. The higher the average 

SNR, i.e. the better the channel, the greater the 

improvement obtained due to rate variation. The deteriora- 

tion in the performance due to noise in the feedback 

path was not severe, but it increased slightly as the 

optimum system, namely intermittent variable-duration 

two-data-rate system, was approached. 

In the case of variable-amplitude set (i.e. 

variable-level) system, it is to be noted that good 

detection SNR's are necessary if the improvement due to 

rate variation using this technique is to be realised. 

The only variable-level system in which the improvement 

is realised at reasonably low detection SNR is the 

(2,4) variable-level system, that is the system in 

which switching is made between a set of two and a set 

of four amplitude levels. 

The performance of a (2,4) variable-level 

system, with a rate variation factor of only a half, 

was found to compare favourably with that of a 
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variable-duration two-data-rate system having a rate 

variation factor of ten. For a variable-level system 

using a binary set of amplitude levels and another set 

of amplitude levels greater than four, the restriction 

that the improvement is obtainable only for high SNR's 

was found to be so severe that the variable-duration two- 

data-rate system is superior for a large range of 

detection SNR's between say 0-40 db. 

In general, comparison between a variable-rate 

system studied in the thesis on a van Duuren system 

is not easy because the latter system has a varying 

through-put rate as a function of average detection SNR 

whereas the former system has a fixed average rate for 

all average SNR's. As was discussed in Chapter 8, however, 

cases exist in which the variable-rate system is definitely 

superior to the van Duuren ARQ system and vice versa. 

For example, the optimum two-data-rate (intermittent) 

system was found to be superior to the van Duuren ARQ 

system except for very low SNR's (below 5db) when the 

ARQ system has a better performance but has the dis- 

advantage of having a very much lower average rate 
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than the intermittent system. 

The summary of the major results of the thesis 

have been given above. Suggestions for further work in 

this field will now be given. 

As was explained in Chapter 5, insertions 

of symbols occur in intermittent systems when noise 

is interpreted as message symbols during the periods 

transmission is halted. By the use of coding or by 

choosing decision thresholds appropriately, it is 

possible to make the probability of insertion very 

small. If this is done, then the transition probabilities 

in the system can be represented by Fig. 11.1. The 

channel represented by this Figure clearly resembles 
a►n 

a binary erasure channel except for p which does not 
A 

appear in the latter. This channel could form an 

interesting topic for theoretical study aimed at discovering 

further properties of the intermittent transmission 

technique. It would be interesting for example to evaluate 

the capacity of the channel and compare the result to the 

capacity of a binary erasure channel. 

On the practical side, one technique of 
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implementing n-data-rate systems that was discussed 

in Chapter 9, namely, the use of tape machines, could 

be further developed. Chapter 9 simply discussed the 

feasibility of using tape machines capable of working 

at n different speeds in order to implement the n-data- 

rate system. The mechanical design and the testing of 

such tape machines in practical data transmission systems 

could form an interesting experimental study. Some 

problems do exist with the design of the tape machines. 

For example, one problem with the mechanical design 

is the reaction time when the tape speed is required 

to change by say 1:100 or more. Ideally this change 

should take place instantaneously. In practice, the 

problem is to minimize the reaction time. 

The n-data-rate system was also studied in Chapters 

6 and 7 with application to the variable-level (namely, 

selecting the signals for transmission from n different 

sets of amplitude levels, using one particular set at 

a time) ASK signalling. The block diagram in Fig. 6.1 

was used as the general representation of the variable- 

level ASK system. The practical implementation, that is, 

the design and the buildings of equipment that would be 

capable of switching between say binary and quarternary 

signalling is yet another topic that could be investigated. 
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APPENDIX A: The Probability Density Functions (pdf)  

of the Signal Amplitude and Power for  

Rayleigh Fading  

For the time- and frequency-flat fading 

model assumed throughout the thesis (see Fig. 1.2), 

the amplitude of the transmitted signal is multiplied 

by a random variable la: (For convenience the steady 

level amplitude before the multiplication is assumed 

to be unity.) Specifically the random variable a is 

assumed to follow the Rayleigh law and has a pdf 

-a2 
2a2  

p(a) = 2- a 	 ....A.1 
a2 
a 

Now, the energy-per symbol to noise 

spectral density ratio (which clearly also becomes 

a random variable) can, by observation of Table 3.1 

be generally expressed as, 

a2kE u = 	= 2u 
No 

where, 

....A.2 

k is a constant which depends on the 

modulation-detection technique used. 

E is the energy-per-symbol 

No is the spectral density in watts/Hz of the 

additive noise assumed to be white Gaussian 

with zero mean. 

given by: 



u 

f(u) = 1 	
-27)7717 e a 

2a2U a 
Let 	U = 2a 2U in A.5, 

f(u) = 
Uo 

_ u 
U 

e ° 

....A.5 

....A.6 
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The problem now is this. Given the pdf p(a) 

Equation A.1, and the relationship between a and another 

random variable u, it is required to find the pdf, f(u); 

of u. 

In general, if the pdf, q(y),,of a variable y 

is given, and it is required to calculate the pdf, g(x), 

for x = R(y), it is convenient to invert the functional 

relationship and write y = r(x). Then by direct substi-

tution, 

q(y) dy = qE(x)1 rT(x) dx 	....A.3 

where ro(x).-_-dr(x)/dx. Hence if r(x) is single valued 

function of x, 

g(x) = q[1:(xd r'(x) 	....A.4 

If r(x) is a multivalued function of x, the expression 

on the right hand side is summed over all the values. 

Applying Equation A.4 directly to Equations 

A.1 and A.2, the following is found for f(u) 



I2 
1 

lEI 2  

Y. 

'5)j -1 

Im 2 12 
Y = 	 

1 1'111 2  

where, 

G1  - 
1M2 1 2  

1M2 1 2  
G2  = 	 

-171:12  
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APPENDIX B: Evaluation of the Two-Dimensional  

Probabilities  

The two-dimensional probabilities which 

are joint distribution functions of the envelopes 

of joint Gaussian processes given in Chapter 5 

are now evaluated. 

Consider, first, the evaluation of 

(i) P[IM 1 1 2- 1142 1 2  < 0, Yj_i  < 1E12  < Yj  Hm-11 

=PC1  < YGI, Yj_l  < G3 	Y B  1 

G = LE 
s 	1E12 

NOTE: 1M21 is the envelope for noise alone for 

condition m = m1  and 1141 1 is the envelope for signal 

plus noise. Becuase the two data signals are assumed 

to be orthogonal, the complex variates MI  and M2  are 

independent and the joint probability density 

function for G 1 , G 2  and G 3  can be written as 

p(G1 , G2, G 3) = p(G1 , G3) p(G2) 	B  2 



dG,  dG 2  

0 

Yj 

Yj-1 
p(G 2 ) dG 1  p(G1,G 3) 

B 4 

On integrating 

p[Gi  < yG2, yi _, < G 3  
^ 	 ^ 

over G , Equation B.4 becomes 
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Now, the bivariate pdf associated with 

the power level of a Rayleigh fading signal is
25 

[I 1 	GI+G] 	(21/pG 1G3) 
p(GI ,G11 ) = 1_0  exp 1-p 	o 	1-p 

where, 

772  

114 1 1 2  1E1' 

to is the modified Bessel function 

and, 

p(G2) = exp(- G2), from Appendix A. 

The integratton over the deneity function 

required to give the probability (Equation A.1) is 

pr!1  < yGI' Y3.-1 < G 9  < yil 

B 3 

Y3  
dG 3 

9j-1 

       

0 

dG 1 
1-p exp 

  

G1(y+1-p) G 3  

- eql-P) 	1-p 

   

Immo 

 

     

4 pG G 3
(1-p)

2) 
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For brevity, the following changes of 

variables are made. 

2G1(y+l-p) 
Y 

 

Y(1 -p) 

and 

2pyG 3  
x - 	 (l-p)(y+l-p) 

With these substitutions the inner integral 

of Equation B.5 becomes 

I = --I__  -Z exp-E y+l-p 	2 
0 

x(y+l-p)  
2py 

 

   

This can be written as 

I = exp 
E 

x(y+l-p)  
2py + 

 I i

co 

 dy exp 
0 E 

Since, 

.I0(47,7) 
	 ....B.6 

Q(145E-7 1E) = dy 
2 exp [2-- Y (x+ ) Io(V7,7) 

    

In terms of the Q-function, Equation B.6 is 

I - 	Y 	ex x(Y+1-p)  + y+l-p P 	2py 2 Q( x, o) 	....B.7 
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Now, 

Q( x, o) = 1. 

On substituting back G3for x, Equation B.7 becomes, 

Now 

11'421 	

I = 	Y y+l-p exp 
y+1  
y+1-p G] 

 

B 8 

 

   

Equation B.8 substituted into Equation 8.5 

gives 
A 

GI  < yG 	
]-1 

< G3  < 

 

Yj  
yj-1 

     

 

dG3  exp y+1  
y+1-p 

  

B 9 
y+1 -p 

  

      

And on integrating over G , Equation B.9 becomes 

A 
p [ GI  < yG 2  , ] y. -1.  , < G3  < Y. 

    

-exp [Y• Y  
y+1 exp 

E 

y+1  
Yj-1 y+1-p 

   

B 10 

1M11 2  
Y = 

Thus, 

PEMi 1 2  

  

< 1M212, 
A 	A 
Yj-1 < 1E12  < yj 
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1 exp 

IM 1 I 2 

1 + 

2 

I m1 12 
1 + 	 (1-p) 

1M2 12  

1 t 
 !mil' 

im112 

1M1 12  1   (1-p) 

im 2  I 2 

....B.11 -exp -y j  

  

•••.•41.• 

The other two-dimensional probability is: 

[

(i-

4 

) p 

I

o„.1  < 	1S1 2  < Kam , Yi....1  < 1E1 2  < Yj  

Let 
•••••••• 

.41m1.4 

Ia = p Kcc-1 < 1S1 2  < K 	Y.-1  < 1E12  < Y. 3 	— 
41.0.11% 

	

dG4 
 Yj 	

dG e  p(G3 , G4) 	....B.12 

kcc _i 	Yj 



and 
Y. 

—1_ Yi - - 	1 
' 	1S1 2  

as before. 

exp [ 
G 4 +G 3 
1-p 

1 
1-p 

	

1S1 2 	1E1 2  

Y • 
dG4 	

3 
dG 

	

cc-1 	Yi-1 

Thus , 
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where , 

G — ISI2  
I,  

Isl e  

G 3 
_ 	I E 1 2  

 

as before 

    

, 

  

1E1 2  

  

k. 3. 

 

ki  

 

   

 

1 s 1 2  

D(G 4 , G 3 ) = 	exp 

where, 

I SE*1 2  u= 

Now, 

    

 

G 4 +G 3 

 

2pG iV-7-7--  9 I0(  1_1i ) 

 

1-p 
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With the following changes of variables, 

2pG 4  
w 

 

1-p 

2G 3 
1-p 

Ia becomes 

    

2ukcz  

     

         

          

Ia = 
1-p 

    

dw 
2
dz exp 

 

-(1 	z) 

      

        

•=11.110 

 

          

    

1-p 

    

. 

1-u 

2pkc, 

dw exp[-Zu  
71 

2y. 

dz 

1-11  
2pLi  

1-p 

j -1 

. exp 

 + 4
z  2 

1-p 

1(wi-z) 

1-u 

Io(ii7F) 

And, with a definition of the Marcum 

Q-function, that is, 

2z [I 1 exp 	7(w+z)] I0(4771-), 
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the integral becomes 

2pki  

Ia 
= 1-p 1-p 

211 

 

 

dw exp 

1-p 

 

The following identity will now be used. 

Thus, 

21A. 

= 1-p 	1-p 
Ia 2p 

0 

   

  

dw exp 2` 
T_A_7(1

p
1-1
) 

 

  

Q V7, 

  

2plcm_i  
1-p 

dw exp 

   

    

      

2Y4_1

) 
. 	Q (41 	lj  p 

7.I1  — 12 
— 13  + 1

4 	
....B.13 



A ......la 

dw exp . 1-p I 1 	2p 

2pkm  
l-p 

o 

w(1_„) 	I2y• 

2( 
Q 47' 13;1  2 p 

117.(1
p
-pl  

2 	' E 1-11 _ 

211 13 

...••••• 

dw exp 

and 

E 4,,,,,,,, r) 4 	2p 	dw exp 

0 

where, 
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12 
1-p _ 

2pfcc,_i  

dw exp [ 

_,. w,„ d,(47, 2,1 2, p 

 

211 

Obviously, the solution to only one of 

these integrals need-be--worked out. The remaining 

solutions can then be written by simply altering 

the subscripts. Thus, take the first integral. It 

can be written as: 

I = B 	e-Bw Q(47, ia) dw 	....8.14 



where, 
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A 

B = 2p 

2y. 
C 	3-1  = 	 1-p 

To solve II  , the single-sided Laplace 

transform is used. Thus, 

1-u 

    

Lw 	IW, ePw dz 
2 exp[- 2(w+z) 

   

Io(Tw-i) 

=c3  dz 
2 e 

z/2  
dw e 2 21)+1) 

Io(ATE) ....B.15 

On making the change of variables, 

u = w(217; .1) 

v = 0 2p 1) 

the integral of the Laplace transform can be 

written as 

2e2v  l 
2 +1 

1 - 2(u+v) du 
2 



Q(V-a, 	1E) - 	1  
• C+i °3  

. 	dn w  eP 

MA' 

1  7 - — 73  2, 

c-j. 
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1 
2 e217  

- 2-+1 	q(", 0) 

2 e2"
,  

2r+1 

z 
2 	e 777.777 

2p+1 

On substituting Equation B.16 into B.15, 

....B.16 

, [($rw-, ,t) dz 	
1 

1 	2 	2p+1) 
2p+1 

....B.17 

On evaluating the integral in Equation B.17, the 

Laplace transform is found to be 

L 	2p1+1 e-t02p41) 	....B.18 

To find 0/17.7,17E), the inverse of the Laplace 

transform of Equation B.18 is taken, i.e.,  

where, 

Re C > 0 



Let 
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= 2p+1, then 

  

r+J

r-j 

- 

    

Q(ig, 	= _e-i(w+t) 1 dO 
exp 	t 

1-0 

  

-271-r] 

  

  

....B.20 

From the substitution, 

Re r > 1 

On using Equation B.20, Equation B.14 can be written 

as follows, 

A 

[ 
I1 	-B = 	 clw exp 	- 

I 
(B+i)w 1 

2 	2irj 

r+jam 

dQ 

0 

[ NTS1 	C 
2 	2S] 

1 - Q 

exp 

-B expE 

r+jeo A 

exp[q dw exp ( 
[I 
4 -B-)w 

B. 21 

On integrating over w, Equation B.21 becomes 

I = I' - I" 
1 	1 	1 

....B.22 



where, 
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= B expli 

 

cl-jc°  

dQ 

r-jco 

exp 

(1-0 (Q-2B-1) 
Ir 1 

21r3 

    

I" = B exp --A(B+1) 1  
-727  

r+jco 

dQ 

r-jo 

....B.23 

exp Tr2  + 2 

i(1-52)(0-2B-1) 

....B.24 
Making use of partial fractions 

1 1 	1 	1 
2B 	(2B+1)-Q 	1-52 ....B.25 (1-c2) (c 

	

ri.j. 	r+jco 

1 	exp 	1[ 1] .. I' = exp - 	dO 	 
i 	77T 	(2B+1)-Q 	717-6-  dQ 

	

-j- 	r-j. 

exp 

• ....B.26 1-Q 

On substituting w=o into Equation B.20 the following 

is obtained. 

t 
Q(o, if) = e 7 



exp 73j 

(2B+1)-Q 	TT 	dD I 	1 - D 

r 
2B+1 

1 	• 
2B+1 jec'expi.  C  2(2B+1);] 

d 

r-jeo 

1 
2nd 
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which is, clearly, the same from as the second 

integral in Equation B.26. The first integral can be 

shown to be 

St  
2B+1 D 	 ....B.27 

-exp [(2B+1) 

Thus, Equation B.26 can be written as 

2 	-ex, [7737bid C 

 

exp 7  ....B.28 
Now, 

  

 

5 dY exp 
2 

t 
 

 

Q(1671  VT) = 1(x+y) I0(67-37) 

  

From which, 	t 

	

Q(o, VT) = e 2 
	

....B.29 

exp 
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Equation B.28 substituted into Equation B.29 gives 

I' = exp[ 	+l 	= 0 	 . . . . B . 30 

On substituting the partial fractions, Equation B.25, 

into Equation B.24, the following is obtained. 

I" = expE 2 - A(B+1] 1 
27-75-  

C exp 2  + 72] 

1 	- 

 

....B.31 

 

After substituting Equation B.26 into the first 

integral above, the following expression is obtained 

for the integral: 

	

r+. 	r  [-N_ 	c exp 7- + -2] 	2B+1 +J. j  

	

dQ 	 = 1 	dD 
(2B+1)- 	27r3 

	

r-j- 	r 
2B+1 ic° 

1 
Tirrj 

• 
exprA(2B+1) 	+ 	 2(2B+1)D 

1 D 
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= -exp - 2  [A(2B+1) 2B4 J2B+1 

The second integral is already in the form of 

Equation B.20. Thus 

I" = exp [l .2 +  A(B+1) 	-exp 

  

 

2 	' , 2(213-1-1) 
A(213+1) 	C  

•••••• 

Q ( 

iA(2B+1), 

  

exp + Q(IT, IU) 

  

....B.32 

Since I' = o, from Equation B.22, 

I 	= exD [CB 
- 2B+31 Q (A(2B+1), ]2-i..1 -exp(-AB) Q(iT, V17) 

= exp 

exp 

Qi111 ' 21111111-3:)  
2pk. 

Ec 	(47717 4  

If it is recalled that 
2pk 

A = 1-p 

B - 1-11  2p 

and 
2Y'. 

C = 1-p 

then, 

....B.33 

....B.34 



PE< < ISIz  < K 
M-1 	

5 Y. < Y] < 1E1 2  — 3 

-km  

2yj_, 

1-p ' 1-p 

2c7. \  

1-pi 

+e 

  

e
-k«-1 n ,s12 	- 1  

1-p 
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Lastly from Equations B.12, B.13 and B.34, 

- e-Y.-1 I2Rm  2pyi_i  

1-p ' 	1-p 
3 

- e 	Y) -Yi . 2km 21:j-1  
1-p 	1-p 

_ . 
-e rs3 	2fcc-1,  -1 	j[21-1Y. 

s 	1""1. 
1-p 1-p j 

- Y3  . 	

121c 	

2pY. cc-1  j---
3 

+0 	.. Q 1-p 	1-p  

....B.35 

APPENDIX C: Calculation of the Correlation Function  

of the Predictor  

A block diagram of the sub-optimum prediction 

which was used in Chapter 5 is given in Fig. 5.1-In 

this Appendix, the fading pilot-tone signal, p z(t). 

is written simply z(t). Therefore, the autocorrelation 

function of z(t), Rzz(o) (at T=o), will give the 

power in the pilot tone signal, E . The quantity that 
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is calculated here is 

X(T) -60 z* (t+T)12 

ETT ToF 

The function X (T) is a measure of the quality of the 

prediction made Tsec into the future. It is assumed 

that z(t) has a Gaussian autocorrelation, that is, 

R 	(T) = R 	(0) e 
-1(wf  T)2  

zz 	zz 

and 

R (o) 	_1(0 )2 
Sz(w) 	= V7T zz 	e 	wf 

wf 

Further the noise, n(t), is assumed to have a flat 

spectrum, that is 

Sn(w) 	= 4No  

The band limiting filter is assumed to have frequency 

function, 

- 1(2)2  
H(w) 	= e 4 a 

Now from Fig. 5. 

E(t) = s(t) + m s(t) 	....C.2 
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It is intended to expand A(T) in Equation 

C.1 in a power series and chose to make the second 

order terms cancel. This will tend to make the pre-

diction filter near optimum for small wf  T. At the 

output of the filter, 

SN((AJ) = Sn(w) IH(w)12  = 4N0  e 
-1(x) 2 	

....C.3 

•••••••1 

Sm(10) zz 	 wf a 2  
ITT R (0) 	2  

wf 

R (0)
w2 

2
2 

zz  = 1/27 	 e 	w2 wf 

where 

u= 

 

 

1 + wz 

1
12 

The first two derivatives of RZZ  (T) and 

RNN (T) will be required shortly. They are therefore 

tabulated below. (Note that RZZ  (T) and RNN(T) one 

found from the inverserourier transforms of Sz(w) 

and SN(w)) 

RZZ (T) 
	R

z 	
z(0) 

	[3f1 2 



RZZ (T) _ - 
R zz(0) w2 

1-
12 [4.-r  

T2 w2 

[i 
	11 2  

2 
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i'zz( T )  - R"(0)  
m2 f 

2 

fT 
e 

2 T 

....C.5 

Thus, 

R (0) - 
Rzz

(0) 

ZZ 

R (0) _ 
ZZ 	0 

RZZ (0) _ Rzz 
(0) w2 

....C.6 

 

4N a 

RNN(T) 	° 
127 

Similarly, 

4N a 

RNN 	- (0) _ 	o 

/TT 

e-1(CT )2  

R (0) _ 
NN 	- 0 

4N 
R (0) 	o 
NN 	

_ - 	a 3 

/2777 
....C.7 



Thus, 

....C.9 

Now, 

c 
Z(t) z* (t+r) = F

-i 
 ?I-10.10S z (w) 1 t. 

and 

....C.10 

2 
RZZ  e W 

[
7 

(0) 	1 .0 
-2  —] v2 

w f 

where, 

(° 
V 2 = 

[ + --L  2]a 

E ( t ) z* ( t+t) = [ s ( t ) + cr R t)] z* (t+T) 

= Z(t) z* (t+T) + cc 	(t) z* (t+T) 

....C.8 

Rzz (0) 
e 

2  1 [-(1)... f

T

]

2 

....C.11 v 
v 
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R (o)-.2 1 ii.) — ZZ H((.0 )Sz (w) = /27 	 e COf  
2 

wf  

2 

Thus, 

Z(t) z* (t+T) = 

2 ti)f  
1 + 

20' 2  



R (o) 
Z(t) z* (t+T) - 	z 	 v 

[13  1 2 -1 
Wf T  e 	v 

V 2 

[3f1 2  E(t) z* (t+T) = R (0) zz  e —I v 
v .[ + 

Similarly, 
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....C.12 

On substituting Equations C.11 and C.12 into 

Equation C.8, the following is obtained. 

....C.13 

Also, 

    

      

E E* = Z(t) Z* (t) + cc* Z(t) 	(t) 

+cc 2(t) Z* (t) ±12  2(t) Z (t) 

+ similar noise terms 

Derivations can be continued using 

 

....C.14 

R
(n+m) 
ZZ 	(T) = (-1)n  Z(n)  (t) Z(m)* (t) 

 

and remembering that 
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(1) 
(o) = o for both signal and noise ZZ 

Thus 

E E* = RZZ  (o) - 	Im12  R(2)(o) + RNN(0) - Icc1 2  R(2&)) 

....C.15 

ZZ  

....C.15 

From the above tabulations (Equations C.6 and 0.7), 

  

R zz(0) 

 

4No  
- I I 0.4 

ITT 
E E* 

 

-1-12  

  

From Equations C.1, C.2, C.13 and C.15, the 

following can now be written: 

—7" V 
1 	v e[f;..] 

«T(13V1 

2 	4N a [1:  

ic,12
1 + 

' 	

0 11 

I/ 2 frfr Rzz(°)  El  

, 

Because the interest is mainly on good prediction, 

several approximations can be made will simplify 

optimizing cc and a. These approximations are: 

• 
TW
f 

<< 1 

and 

ACT) 

1 I- m12  a] 

_ as 
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Equation C.16 can then be written as 
2 

X(T) = P  e v..] ; A 	1  
v2 	4N a 

1 +  o  

Rzz(°)  

 

....C.17 

 

where, 

2 

A + (Top] 

B 1 + (Tof)2 

Thus 

A 
r3- 1 	+ 	(Tof)2 	 ....C.18 

Qz multiplying Equation C.18 on both sides by the 

power series expansion of 

 

[CU 2 

e 

 

the following is obtained. 

A -2N1

2 

T3- e 	1 - 1(Twp4 	....C.19 

From Equations C.17, C.18 and C.19 
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A(T) = 11--  • 
"1.) 2 

1 - i(Tmf)4  

4No  a 
1 + 

/77r Rzz  (o) 

Now, X(T) is required to be near unity. Therefore, 

from Equation C.20, it is seen that the following 

conditions are required to be true. 

....C.21 

4N a 
2) 	°  Ti  

/TT Rzz  (o) 
<< 1 	 ....C.22 

The first requirement is on the ability of bandpass 

filter to pass energy in the pilot tone signal. The 

second is a requirement on the SNR in the pilot 

tone channel. 

Recall that 

U 	a2 
0)2 

V 2 1 + 
202  

 

....C.23 

 

The first requirement, Equation C.21, could be 

expressed as: 

v 2 
 > 1 - c where E << 1 when an upper bound 
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-- or a lower bound on 	can be found. 
a2 	wf  

From the second requirement, 

4No  a < 

 

Rzz (0) 

These bounds for chosen values of E are tabulated in 

Table C.1 

E 	Ep  for a 	> 
W
f 	(of 	wf  = 27r x 10 

0.005 2.13 188 1.18 x 104  

0.01 1.74 80.3 5.05 X 103  

0.02 1.42 34.8 2.18 x 103  

Table C.1 The Required Pilot Tone Power  

From Table C.1, if Ep  is made large 

enough so that f is small enough, then A(T) can 

be written as 

A(T) = 1 - 1(Twf)4 
	 ....C.24 

This expression is plotted in Fig. 8.7. 

W 2  
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