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## Preface

This thesis describes an approach to the manipulation of formal algebraic expressions by digital computer. It differs from others in that a major emphasis is placed on the ability to model and manipulate algebraic structure. The data structure used to represent a general algebraic expression not only contains the formal variables of the expression but also algebraic structural information as well as the map associated with the physical structure in storage. By having algebraic entities with more structure than is found in a character string, the language for formal algebraic manipulation is correspondingly simplified.

The algebraic data structure facility known by the acronym AIDS (Algebraic Interpretive Data Structures) as well as the supporting macros and manipulative routines provide a base from which to construct compilers for algebraic symbol manipulation. In this thesis AIDS is used to construct a simple command language for algebraic manipulation (CLAM). A number of essentially trivial examples are given to demonstrate the capability of AIDS.

AIDS has been written for a multi-access type of environment. All routines are hence re-entrant so that they may be shared by several users simultaneously. The first part of the thesis discusses the
development of data structures and languages for algebraic manipulation. The syntax and operation of AIDS is then described. The system is summarised in the appendices.

The present implementation has been written for the IBM 360 although the definition is essentially independent of the hardware.
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## Chapter I

## Introduction

The advent of the commercially available digital computer was to herald not only a new electronics orientated technology but the start and development.of disciplines concerned with the efficient use of digital computing equipment. The initial interest in digital computers was little more than to emulate and automate the functions of a desk calculator, however with the exploitation of its arithmetic computational ability interest was soon focussed on its potential as a tool for non-numeric processing.

The digital computer can now be thought of more as an information processing device rather than as an automatic calculator. As hardware becomes faster and more sophisticated and with a major emphasis on storage media and access techniques, the functional aspects of computer usage are rapidly enlarging. Hardware development to date has been concentrated on extending the capability of the computer as a system through the development of special purpose peripheral devices such as visual displays.

The structural organization of the CPU and main memory has remained essentially unchanged and is as proposed by von Neumann in the early 1950's with the only structuring among the cells of main
memory being the implicit ordering of the natural numbers used for addressing. Recent experimental machines deviating from the von Neumann concept (refs. 1,2) have been constructed with the express purpose of simplifying the functional operation of a computer. These machines essentially use à nonlinear addressing scheme which is realised by a hardware mapping on to a linear store. Paging, segmentation and some stack machines provide another variant of program addressing structure realised through extensive hardware and software systems. The need for these extended addressing schemes has been essentially to cater to a large dynamic environment.

The emphasis has not only been to add more hardware for addressing but also to extend the functional capability of the CPU by microprogramming standard sequences of instructions as single operations. The development of inexpensive integrated circuit modules suggests that microprogramming could become a very powerful facility to simplify machine usage by permitting more complex operations.

The linear machine with a standard instruction order code lends itself to realising algorithms for numeric computation. Lists and multi-dimensional arrays of values are readily stored and accessed on a linear store. The organisation of data elements
remains the same throughout the life of the program for numeric calculations. As shall be seen structures for algebraic manipulation are inherently dynamic and put more demands on the system for economic handling both in accessing and storage requirements. However if structural entities and operations on these entities can be defined, access and manipulation could be realised through hardware. With this in mind the development of algebraic manipulation on a digital computer and data structures is reviewed in Chapters II and III in an attempt to recognise essential processing functions as well as data representations and organisation.

## Chapter II

## Algebraic Manipulation Schemes

Development
Considerable progress has been made in recent years in the area of algebraic manipulation. Many schemes have been reported with, as of yet, little or no duplication of effort. Each scheme tends to be unique in some important aspect such as function, definition, efficiency, capability etc. Each in turn can be characterised by data base, functional capability, and method of operation. Many schemes are limited to specific algebraic functions such as differentiation or integration. An exhaustive survey up to August 1.966 is given in references 16 and 17.

The first schemes developed were specifically designed for symbolic differentiation. The input was rather crude and closely resembled the internal representation (Ref. 4). Later schemes (Ref. 5) were developed more specifically to differentiate FORTRAN-like expressions.

Integration schemes (Refs. 5, 6) constitute the next level of development. The SAINT system for symbolic integration was a very significant development employing heuristic techniques in LISP. This systen was capable of solving calculus problems with a high degree of success. The author further claimed that $100 \%$ of the problems having solutions
could have been dealt with with some minor changes to the system. 'A more ambitious scheme is that of Moses (Ref. 8), however it appears that further development along this line will require some form of man machine interaction system.

Polynomial manipulation systems were the next major area of development. These systems are confined to classes of formulae for which efficient algorithms can be implemented and include polynomials in one or more variables, rational functions, power series, trigonometric series and other series, etc. ALPAK (Refs. 9, ll) was the forerunner of such systems with further sophistication introduced in ALTRAN (Ref. 13) and the PM system (Ref. 12).

Another group of systems is designed to deal with the secondary school type algebra problems and basic problems in calculus and differential equations. The data base is a class of well-formed formulae generated from variables, numbers, arithmetic operators, the differentiation operator and a special function facility. The two most notable examples of this class are FORMAC (Refs. 14, 15) and SYMBAL (Reis. 18, 19).

Further sophistication is achieved in more general systems which permit the definition of $a$ data base and in some cases the operators involved. These systems (Refs. 20-23) tend to be more experimental, sacrificing efficiency for sophistication.

SYMBAL (Ref.19) is the only algebraic system yet produced which represents a formal and generalised approach to symbol manipulation. The language is a semantic and syntactic generalisation of ALGOL 60 along the lines of EULER (Ref.27). From ALGOL it inherits the concept of program block structure and the conditional and GO TO statements. It uses the full recursive facilities of ALGOL in executing some of its functions as well as providing the same recursive facilities for user programs. From EULER it has taken the concept of having only a single declaration "NEV" for introducing names, while the values and types are handled dynamically. The initial value of a variable is its name taken as a string. This may dynamically take on other values by assignment.

A special list data structure is used to represent algebraic expressions. A new data type "vector" replaces the array of ALGOL. A vector is of variable length and can be assigned to single variables.

A SYMBAL program is essentially ALGOL-like. A well formed expression may contain the following operators:

1. arithmetic
2. relational
3. logical
4. equality

The basic syntactic entities include numbers, variables, labels, and functions. The types of values which are defined in the syntax include: 1) undefined, 2) algebraic,
3) logical, 4) label, 5) vector, 6) string, and 7) procedure.

Immediately after its declaration, a simple variable has the status "atomic" and is of type "undefined". An expression in SYMBAL takes the same form as an expression in ALGOL, being defined by essentially the same syntax. Simplification is also implicit in SYMBAL but is dependent upon mode values set by the. user.

The flexibility of its list data structures provides SYMBAL with much of its capability.

Symbolic Manipulation in High Level Languages
A symbol manipulation capability exists in many high level languages. Such languages invariably have a data type "STRING" on which procedures can be defined for pattern matching and replacement.

SNOBOL (Ref.24) is a string manipulation language which runs as an interpreter. The primitive data structure is a string which can be used to build up more complex tree structures. Because it is interpretive a high overhead is incurred wherever it is used to write other algebraic interpreters. Implementation constraints restrict the representation of numbers and the size of structure is limited to the available work space.

LISP (Ref.25), of course, provides a powerful programming tool for symbolic manipulation through its recursive and function definition facilities. It too is interpretive and incurs a sometimes unjustifiable overhead when used to write other programming systems. It is unfortunately unwieldy
in its use of parenthesis and suffers most in garbage collection when the main store must be re-organised. Existing data structures in the main store cannot be readily removed to backing store when more space is required in the main store.

PL/I, in attempting to incorporate all desirable programming features into a single language can also be adapted to symbolic processing. Dynamic string facilities exist in the form of variable length strings but this is wasteful of store usage as the maximum length string, defined by the user, is always allocated. Powerful list processing facilities are available in PL/1, however, until recently the implementation of these facilities has been extremely unreliable. FL/1 also maintains its own local map attached to all structures which tends to burden any user defined system with a further unnecessary overhead.

Many other languages are of course adaptable for symbolic processing, however their facilities are more useful in evolving concepts rather than in producing an economical algebraic system. As symbolic manipulation can make excessive demands on both storage requirements and processor cycles, it is important to consider schemes which will tend to minimise both of these.

Initially algebraic systems were developed almost exclusively for batch-type operations. The trend now is to develop interactive systems in which the user can direct the system operations for increased simplicity and efficiency.

The capability and operation of each class of algebraic system is most readily appreciated by discussing representative systems from each class.

## Polynomial Manipulation Systems

The ALPAK system for polynomial manipulation was written at the Bell Laboratories for the IBM 7090. The initial version defined polynomial arithmetic on its predefined data structure elements. The operations provided through subroutines and macros include addition, subtraction, multiplication, division, differentiation of terms, zero test, non-zero test and an equality test on symbolic elements. The user was required to understand many of the intimate details of the system. The organisation of variables within a term is defined by the user in a special format statement which is stored for run-time use. The input of coefficients and exponent values is on a term by term basis according to the predefined format.

It was a natural step from a polynomial manipulation scheme to a rational function facility. A rational function is represented as an ordered pair of polynomials, namely its numerator and denominator respectively. These are stored in the polynomial canonical form and are relatively prime.

ALPAK plovides a greatest common divisor of polynomials in several variables so that each rational function can always be stored in its canonical format.

ALPAK was fur ther extended to permit solving by Gaussian elimination systems of equations linear in certain variables and with coefficients which are rational functions of other variables. A limited facility for substitution was also introduced. Essentially all ALPAK programs resemble assembler programming in FAP macros. The greatest limitation of ALPAK is that it can only continue until there is no further work space in main store. ALPAK has been used to solve problems in queueing theory, astonomy and wave propogation in crystals to name but a few. Even though it lacks the elegance of a concise command language it pioneered the way for special purpose algebraic systems.

General Algebraic Systems
FORMAC and SYMBAL are both symbolic processors, each associated with a well known high level language. Whereas SYMBAL is a complete system in its own right, FORMAC is essentially a preprocessor for FORTRAN IV, translating symbolic requirements into FORTRAN ca.l.ls to a set of special object time routines.

The FORMAC programming language is a proper extension to FORTRAN IV and consists of the full FORTRAN IV language plus 4 further declarative statements and 15 executable statements for symbolic processing. In addition it introduces
symbol manipulation operators from which symbolic expressions can be created for manipulation at object time. Decisions based on symbolic expressions generated at run time can be used in the logic of progran control during execution.

The operator set of FORMAC includes:

1. arithmetic operators - , + , *, /, **
2. special operators - FAC (factorial), DFAC (double factorial), COMB (combinatorial), DIF (differentiation)
3. the trigonometric function - EXP (exponential), LOG (natural logarithm), SIN, COS, ATAN, TANH

FORMAC has its own internal representation for symbolic expressions (see chapter III). Simplification is performed automatically after all symbol processing operations as described in chapter VI.

FORMAC was designed primarily for the batch processing environment to provide a symbol manipulation capability for FORTRAN IV programs. As with FORTRAN it is essentially simple and does not provide, for example, recursive facilities. Further it is a rigid system not readily adaptable to special user requirements.

All expressions must be contained within the available work space and substitutions are made for symbolic variables wherever possible. A trigonometric function is evaluated to a numeric result whenever possible.

Requirements for Algebraic ifanipulation

- .

From the previous discussions it is possible to identify certain basic requirements for formal algebraic manipulation systems. The realisation of the concepts is usually associated with an overall systems philosophy. Ideally, of course, it is desirable to have sufficient generality in the concepts to permit flexibility for achieving future enhancements. At the same time, it is necessary to identify a limited number of basic primatives which can be combined in a logically consistent manner to produce unambiguous constructions.

The basic requirement for algebraic manipulation is of course a suitable data base. The data base is often related to the type of problem being solved. Essentially it is necessary to provide a data structure whose elements can be used to model an algebraic expression. The choice of data base is also associated with other considerations such as mobility, accessing and referencing of data elements, as well as processing and storage efficiency. As algebraic data structures tend to grow very large any general scheme should include provision for moving complete data structures or their elements to backing store. Equally important is the ability to cope with the dynamic data environment of algebraic manipulation through schemes which readily permit
dynamic extension and modification of the data structure.
I't is necessary to identify the primative operations of algebra and consider their implementation on the data base. Each operator must affect the elements of the data base in accordance with predefined schemes. The basic operations which are essential include arithmetic (addition, subtraction, multiplication and division) and tests on data elements for total or partial equivalence. These operators are defined on symbolic elements with arithmetic on numeric data items constituting the degenerate case. The basic algebraic operations are required to realise more complex algebraic functions such as symbolic differentiation and integration.

Simplification is also an essential process in any formal algebraic scheme in that it permits the removal of redundant data. It is usually associated with operating efficiency and as such is an important criterion in the design of an algebraic system. Simplification must be an integral part of on overall system philosophy.

Symbolic processing is not an end in itself. Often it is necessary to associate values with the symbolic variables and numerically evaluate an expression. This can either be done by replacing all symbolic values by numeric data and evaluating the resulting reduced arithmetic expression. Alternalively, it may be desired to maintain the symbolic representation of an expression and perform the evaluation by another procedure which associates numeric value with all symbolic data items.

There are many algebraic procedures which are desirable in such systems. For example, it is often necessary to perform such operations as removal of parentheses (expansion) and the inverse operation, namely, factoring. The former is an exact process while the latter can sometimes lead to many equivalent results and hence usually requires user defined constraints or direction.

A function facility for defining run-time relations is an analogous facility except that it is more directly under user control. Such a facility can, for example, be used for defining in-line substitutions through side relations. This is over and above a function definition facility within algebraic expression(e.g. representation of a derivative).

The essential requirement for a general algebraic system can be sumrnarised as combining a number of basic primitive algebraic operations on a flexible data base. These facilities must be the basis on which to construct specific algebraic systems.

## Data Structure Schemes

The usefulness of a data processing system can often be judged by the mechanisms through which it stores, references and manipulates data. The basic data handing capability is associated with the hardware order code and involves specific operations for pre-defined data representations. Further capability is achieved by imposing a software hierarchy of manipulative processes on the hardware based facilities.

Data is the representation of information. For digital computer applications the internal representations are invariably associated with some binary code. Within any process data can be distinguished as being of one of the following types:

1. Instructions - active data elements
2. Values - passive data elements manipulated by the active elements
3. Control - passive elements used by active elements for program logic and control

Data values constitute prim凶tive data elements which - can be organized into meaningful collections, called data structures for purposes of referencing, accessing and manipulation. A data structure in a programming language consists of three main parts:

1. A notation in the source language for referencing and manipulating the data elements in the structure.
2. An intarnal organisation scheme for the data elements 3. A mapping algorithm for relating the references in the external notation to the main store locations. The internal representation of data elements is dependent upon the choice of computer. Each atomic data element has associated with it attributes which are usually implicitly known to the processing procedure. In some cases the attribute values are encoded within the data elements themselves as in IPL (ref 26). Each data element is ultimately referenced by an absolute machine address.

The genesis and evolution of data structures has been closely associated with both application areas and programming languages. More sophisticated data structuring schemes evolved with the development of more powerful and flexible programming languages.

## Data Structure Types

## 1. Arrays

The simplest type of data structure to implement and reference is the one-dimensional array, or vector, implemented as a block of contiguous words in memory. All elements in the structure have the same attributes. The mapping algorithm references each element as an offset from the base of the structure. This structure is exemplified by the onedimensional array in FORTRAN.

A character string is also a one-dimensional structure. For a byte or character machine, each character occupies one byte and is referenced in much the same manner as an array element in FORTRAN. If a character string is mapped onto a word machine, the mapping algorithm must determine in which word and part thereof the referenced character lies. Similarly, a table is another instance of a one-dimensional structure.

The only structure associated with the one-dimensional array is a single level ranking of elements according to position. This type of organisation is usually static in extent.

Multi-dimensional arrays are an extension of the vector concept to several dimensions. Each element in an n-dimensional array is referenced by means of $n$ subscripts $\left(S_{1}, S_{2}, \ldots S_{n}\right)$. The mapping algorithm for any element is
element $=$ base $\div S_{1}-1+\sum_{I=1}^{n-1}\left(S_{I+1}-1\right) \prod_{J=1}^{I} D_{J}$
where $\left(D_{1}, D_{2}, \ldots D_{n}\right)$ is defined to be the extent of each array bound.

All elements again possess identical attributes.
Even though all the bounds need not be identical a multidimensional array is usually wasteful of space when several of the elements do not exist.

An n-dimensional array is usually implemented as a static structure which has $n$ degrees of ranking for the elements.
2. List Structure

A list structure is characterised by the explicit links connecting the data elements. The data elements are chained together with either single or double pointers for forward or bi-directional referencing respectively. Each element is stored as a contiguous block according to some pre-defined format.

A list element may be either atomic, in which case it can be considered a primative, or it may reference other list elements. In this way, complex data structures are built up in which the component elements may have differing characteristics. The topology of such structures in the most general form is a graph.

List structures are particularly well suited to an environment in which the numjer of elements can change dynamically and new elements are dynamically created. Unlike most other data structure schemes the organisation of the elements may be changed dynamically permitting the creation of complex structures. Because list structures are pointer based the size of the overall structure is limited by the addressable space available. Garbage collection can be a very serious problem especially as common elements can be
referenced from several other elements. An element can only be moved (or removed) when all pointers to it have been appropriately adjusted. Access to elements in a list is only possible on a sequential basis and the explicit chaining of elements together requires substantially more storage than when they are represented as a group of contiguous locations. Security can only be provided at run time by checking data types interpretively and not at compile time.

The programming languages LISP (Ref.25) and IPL (Ref.26) which use lists as their data structures provide a conceptional economy and elegance not readily found in other programming languages. List structures are also provided in PL/1 using the BASED facilities within the language.

## 3. Trees

A tree data structure is a directed graph in which each element, except the first, is uniquely addressed through a higher level element. A data element in the tree may consist of sub elements, each of which in turn may be further decomposed to any level. The terminal elements are unique primetives which may have differing characteristics.

The outstanding examples of tree implementation are the data structures of COBOL and $\mathrm{PL} / 1$, record classes and code word schemes. Their differences are derived mainly from their use in programming schemes.

The data structures of COBOL and the basic data structures of $\mathrm{PL} / 1$ are both definitions of multi-level trees. The data structure of COBOL provides a format description of the fields within a given record type where the variables reference the fields of the current record in the working store. For PL/1 there may be many instances of the same data structure currently active (e.g. it is possible to have an array of structures), however each has a unique identification.

Each element in a tree structure has its own set of attributes. Thase attributes are known only to the compiler in both COBOL and PL/1 for subsequent references and in the case of PL/1, for data conversions.

For COBOL the data structure description provides a mask for interpreting and referencing a given area of store. The mapping is built into the object code. However, for PL/1 the map associated with the structure is stored with the data in a "structure dope vector". Each substructure has its own dope vector for referencing its elements. A program reference to an element in a structure requires sufficient name qualification for proper referencing of the associated dope vectors. The dope vector organisation is dependent upon the stricture element type (e.g. array, string, structures, etc) and includes bounds values, offsets and lengths etc.

The basic data structures of $\mathrm{PL} / 1$ and the data structure of COBOL are both static in organisation and extent. These are well suited to such environments as found in commercial data processing where file structures are constant and hence no. dynamic structuring is required. However, there are dynamic environments such as computer-aided-design, algebraic manipulation and dynamic modeling where a dynamic tree data structure is at least desirable if not essential.

A dynamic tree can be defined in PL/1 either through the use of pointers with the BASED facilities or to a limited degree with self defining data. A self defining record is one which contains, within itself, information about its own fields, such as length of string or number of elements in an array. In the former case a list tree structure is created while for the latter case a BASED structure is declared to have either one adjustable array bound or one adjustable string length, governed by a variable contained within the structure itself. This variable is assigned a value from a variable outside the structure when the structure is allocated. This facility is rather limited in that when specifying adjustable data such as an array bound, the bound must be the upper bound of the leading dimension of the element with which it is used. The dimension must further belong to the last element in the structure declaration, or to a minor structure containing the last element.

The conception, design, and use of record classes was pioneered in AED-O (Ref.28) and extended in AED-1. Records in AED are known as beads or n-component elements while the term plex is used to denote a group of interrelated records linked by references. There are no record class declarations as such in AED. The components of a bead are each declared independently with.their offset within the bead specified as an integer constant. Reference fields are declared to be of type INTEGER while other components can be of type REAL, BOOLEAN or INTEGER.

Record handling as proposed by Hoare and Wirth is a refinement and formal generalisation of the concepts as found in AED. The proposal is for an extension to existing languages such as ALGOL 60. (Ref. 29)

In Record Handling the objects of a computational model are divided into a number of mutually exclusive classes. Each class is described by a record class declaration which denotes the attributes associated with all objects in the class. Each instance of an object in a given class requires the allocation of a fixed block of store for the record and the assignment of a value to each attribute field. In order to uniquely identify a field in a particular record the programmer must both name the field by its identifier and also indicate the name of the class to which the record belongs by a construction known as a field designator.

Records within a class can be referenced either by reference variables or by a state variable associated with each record class which always points to any one record within the class.

The use of reference variables in Record Handling provides the mechanism by which complex dynamic structures can be created in terms of well defined components. Within both AED and Record Handling new records can be created dynamically and associated with existing records within the system. A structure grows by establishing explicit links with new elements. The accessing and storage overheads are reduced considerably by the implicit structure of the ncomponent elements. Further it is possible to perform compile-time checks for data type, etc. The use of pointers for references still limits the extent of a structure to the addressable space available.

Another form of dynamic tree is the codeword scheme as first proposed by Iliffe and Jodeit (Ref.30). The two most notable implementations of this are the BLM (Basic Language Machine of ICL) and the data structure of ICES (Ref.31). A Codeword structure is built up of linear sequences of elements which may themselves be code words. Each codeword defines the address of a block of data, (which may be numeric data, program instructions or a set of codewords), as well as its length, type and other accessing information. The first set of control words is called the process base. The mechanics of the system are transparent to the user who communicates
with the system through a basic programming language (Ref.31) which defines basic primative programming operations on the codewords and their elements.

ICES was designed to cater to the dynamic aspects of engineering design. It provides facilities for both dynamic array capability and a relational (record handling type) data siructure. The dynamic array capability is an extension of FORTRAN arrays implemented by using a codeword scheme. Dynamic arrays are known to the system through explicit declaration, all other arrays being FORTRAN type dimensioned arrays. The dynamic arrays are segmented into component elements so that allocation of space in working store can be made when the data is referenced through the use of a single level store concept. Through this facility it is possible to build up and manipulate dynamic trees to any level in which all of the elements are of the same type. The overhead to reference an element in the main store is marginally greater than that associated with a dimensioned array although the overhead for retrieving data segments from secondary store can be appreciable. An array can grow dynamically either by redefinition or in terms of a fixed increment size.

ICES also has a facility for modelling a dynamic tree in which the terminal elements need not all be of the same type. This relational data structure facility is modelled on the concept of associating component members with one of a
number of user defined data equivalence classes. Each component member has an attribute list associated with it and by permitting an attribute to be a pointer to an equivalence class it is possible to build up a dynamic tree to any level:

Data Structures for Algebraic Manipulation

A wide variety of data structures have been used for algebraic manipulation schemes. The operation: and characteristics of each scheme are highly dependent upon the form and extent of the data structures used. Many of the data structures have been chosen for a sperific application area.

The most primative data structure for algebraic manipulation is perhaps the character string. An expression is stored as a sequence of symbols much the same as it appears in the external representation. Algebraic structure is extracted from the string by scan dominated processes and algebraic operations are performed as transformations and text editing operations. The lack of structure is compensated for by a substantial amount of processing.

Many algebraic schemes have used the data structures of LISP to create and manipulate algebraic data structures. The "cons" function is applied to primative data elements to construct compound structures. These structures may in turn be combined to form more complex structures for subsequent processing through procedures defined in LISP.

ALPAK was the first scheme to involve data structures unique to algebraic manipulation and was written for the IBM 7090. A polynomial is stored as an implicit sum of terms and each term is stored as an ordered set of exponent values. The length of each exponent value is defined by the user and can be up to 36 bits. Any number of exponents can be packed into a word. The term format is also defined by the user
and only terms with the same format can be manipulated. The first word represents the term constant. A polynomial is stored in main store as a pointer, a heading and a data block. The polynomial is referenced through a name table by a pointer: The heading consists of three words the first defining the data address, the second the format address for each term and the third the number of terms in the polynomial. All the terms are stored as a contiguous block. No facilities are provided for sharing common terms or for storing structures on backing store.

FORMAC also has its own data structure for algebraic expressions in which the infix notation of the external algebraic expressions is converted to a special form of Prefix Polish notation. This form of "Delimiter Polish" differs from classical Prefix Polish in that it is not necessary to represent in the data structure all of the operators which are used to define an algebraic expression. In classical Polish notation the string $*+\div \div \mathrm{ABCDE}$ represents $(A \div B+C \cdot D)$. In Delimiter Polish a sequence of identical operators is replaced by a single instance of the oper ator but it is now necessary to delimit the scope of this operator. For example if $]$ is used as a delimiter the string $\because A B C D \bar{j} E$ again represents $(A \div B \div C \div D) * E$ while $\left.\left.+A_{\star} B C D E\right]\right]$ represents $A+B_{\star} C * D * E$. In order to make structural changes in this form of data structure (e.g. say substitute $A^{2} B$ for $X j$ it is necessary to recopy the structure with the added changes. Essentially, the structure is always maintained in its canonical format so that operations on any
elements oi the structures involve manipulation of the complete, structure.

The data structure of SYMBAL is a modified list structure with many of the properties of a codeword scheme. The "knotted list" structure may contain substructures * common to other structures. The binary tree type structure of LISP is replaced by an N-ary tree so that variable length elements (as opposed to single words in LISP and double words in SLIP) are involved.


Fig. 3.1 Binary tree in LISP

Each element is essentially a vector of code words which may either directly reference terminal elements or another vector of code words representing a sub expression. In order to reduce the magnitude of the garbage collection problem, all elements are referenced through a common inventory vector. All structure is explicitly defined
through the codeword sequences except for the implicit ordering of code words in a vector. Because of the extensive use of pointers the structure must be contained within addressable storage.


Fig. 3.2 Knotted List Structure of SYMBAL

## Summary of Data Structure Requirements

Clearly a comprehensive general data structure scheme suited for algebraic manipulation must provide a number of basic facilities in an economical manner.

The first requirement is that the data structure be truly dynamic in both extent and topology. This can be achieved by either having variable length segments containing the sub-elements or by dynamically combining fixed format segments (e.g. list elements or record class elements) in such a manner as to define the structure. An economy in space for the internal representation will in all likelihood result in a further economy in processing time. It is equally important that accessing of elements in the data structure be performed in a natural and efficient manner.

In order to simplify the subsequent procedures which define the operation on the data structure elements all the algebraic structure implicit in an expression should be explicitly defined in the internal representation. It should be possible to manipulate substructure without involving the complete structure.

Because of the highly dynamic nature of algebraic manipulation garbage collection is often a sensitive, if not critical, area. No data structure scheme for algebraic manipulation can be considered without this in mind and its ultimate consequences.

Most of the algebraic manipulation schemes produced have confined the associated algebraic data structures to to the addressable space available. This often limits the working environment and the size of the problem which can be solved. Where data structureshave been relegated to backing store (Ref.21) the overheads incurred have been intolerable. Hence consideration must be given to a canonical format which permits structure and substructures to be readily and economically stored and retrieved from backing store.

Many of the previous objectives may be found to be self defeating for a given implementation as it is unlikely that they can all be achieved in a single data structure, hence some trade-offs may be essential. It is therefore important to be able to offer the facilities which can be moulded by a system designer to suit his requirements. For example the use of common sub expressions can lead to significant reductions in storage space required, however it brings on a host of other problems when garbage collection and the transfer of elements is considered. Where a large work space is available it may not be necessary to be concerned about storing structures on backing store and the storage of common structures may be readily accomodated. AIDS (Algebraic Interpretive Data Structures) has been designed with this in mind, namely to provide a set of basic primetive data structure elements and operations suited to algebraic manipulations which can be moulded into algebraic packages with specific characteristics.

## Chapter IV

## Algebraic Interpretative Data Structure

## General Philosophy of AIDS

AIDS is an implementation of a number of basic concepts which provide a general environment for performing algebraic operations. The design objectives include overall system efficiency as well as economy in both processing time and storage requirements. Some restrictions are imposed by the specific implementation although the concepts are independent of any hardware environment.

Fundamental to the AIDS concept is the notion of storing algebraic structure with both symbolic as well as arithmetic data in a single data structure: Each data structure element carries its own "type" with it. The data structure and data structure elements are truly dynamic: ${ }^{-}$: in both scope and extent.

The facilities provided by AIDS include referencing, accessing and manipulating the algebraic data elements. True recursion is available through the provision of stacks and associated facilities (macros and subroutines) for recursive programming.

The provision of extensive dynamic facilities necessitates the use of sound data management concepts. No single data management scheme is employed, instead
several concepts are used, each selected for its inherent suitability.

AIDS is not designed to be a self-contained system for performing a specific class of algebraic operation. Instead it is intenced that it provide a data base from which algebraic compilers for symbol manipulation can be constructed: A number of primitive algebraic functions are provided through subroutines, in much the same way that standard algebraic compilers for numeric computation work by interfacing to associated subroutine libraries in performing standard functions such as square root or logarithmic functions, etc.

The operations of the system defined facilities in AIDS are transparent to the user. The result of algebraic operations will inevitably produce a result which is in a simplified and usually canonical format. Hence further simplification should not be necessary.

It is envisaged that there will be other algebraic operations (e.g. implementation of transform functions, differential equations, etc) that may require considerably more structure manipulation than is performed by the existing AIDS subroutines. The structuring and associated manipulative facilities in AIDS permit this, however in such cases the onus is on the user for some aspects of storage management and simplification. There is always access to the facilities of AIDS for simplification and free store when necessary.

Much of the manipulative power in AIDS arises from the ability to create sets of topologically equivalent structures. The simplest form of a data structure for an algebraic element is a standard canonical format for that element. A structural element may however be built up through an extended addressing mechanism involving both indirect addressing as well as referencing other externally (usually standard or common) defined elements. A further degree of structural complexity can be introduced by having sub-elements which are themselves composite and hence composed of subelements etc. This facility is recursive to any degree.

The algebraic operations provided in AIDS do not require that the operand elements be in a reduced or canonical format. However, it is possible to create supè: structures (through non-standard type operations) in which conflicts in structure would ultimately have to be resolved. This situation could arise where super structure forces major changes on the structural organisation of component sub-elements ${ }^{1}$. Wherever this situation can potentially arise in the use of AIDS routines it is immediately resolved. In like manner a user departing from the standard facilities must perform the equivalent action. The requirement is not a necessary constraint of the system but rather designed to simplify and expedi te the accessing functions.

AIDS is essentially a re-entrant facility requiring each user to have access only to his own data spaces (work spaces, stacks, tables, structures, etc.). Again this is
transparent to the user. No attempt is made to provide common structures to several simultaneous users, however this is not conceptionally difficult to realise.

The present chapter describes the concepts used, as well as the details of the 360 implementation, for creating and manipulating AIDS data structures. The defined algebraic operations are discussed in the following chapters.

1 For example, such a situation could arise where a composite element of type "term" is affected by an explicit exponent. If a component sub-element (factor) is of "simple" type then the organisation of the simple element must be drastically changed (see discussion of REDUCE function, Pagel2l).

## Description of AIDS Data Structures

The data structure chosen for AIDS attempts to meet the demanding requirement for a comprehensive symbol manipulation system. It combines the desirable features of pointer based systems with the freedom of mobility associated with segmentation schemes.

The primitive data elements, as in other symbolic systems, are numbers and coded symbolic values. These primitives are combined to form simple algebraic "typed" data elements. More complex algebraic data structure elements are formed by combining simple algebraic elements in structural relationships. In this manner recursive data structures are defined.

Each data structure element (i.e. excluding primitives) has associated with it control fields for defining algebraic type, referencing and accessing information for sub-elements, as well as fields for defining dynamic extent values. As with other dynamic systems the data elements are manipulated interpretatively. However within any element, referencing and accessing may be either implicit or explicit.

The main function of AIDS is to model and manipulate algebraic formulae. Even though the useris concern is only with the external representation of algebraic formulae, it is informative to understand the internal representation as well as the mechanics of transformation between the two formats. The system is relatively insensitive to user misuse, however there may be extensive system action and
re-organisation which could be eliminated by appropriate user action.

## External Representation

The external representation of an algebraic expression is analogous to the representation of algebraic expressions.for arithmetic calculation in other languages such as FORTRAN and ALGOL.

## Syntax of Algebraic Expression

The complete syntax for the external representation of an algebraic expression is summarised in Appendix I. The syntax is described formally in Backus Normal Form (BNF) terminology as used in the definition of ALGOL 60. Blanks may appear anywhere in an expression as all blanks are removed before the syntax analysis. The following syntactic entities are defined in the external representations using the same referencing system as in the Appendix.

1. Basic symbols
<basic symbol> ::= <letter>|<digit> | <delimiter>
$1.1<$ letter $>: ?=A|B| C|D| E|F| G|H| I|J| K|L| M|N| O \mid$ $P|Q| R|S| T|U| V|W| X|Y| Z \mid$
$1.2<$ digit $>:=\left.\left.\left.\left.\left.0|1| 2|3| 4\right|_{5}\right|_{6}\right|_{7}\right|_{8}\right|_{9} \mid$
1.3 <delimiter> : : = <operator>|<separator>|<bracket>
1.3.1.1 <arithmetic operator> ::=〈add operator>|
<multiplication operator> |<exponentiation operator >
1.3.1.1.1. $\langle$ add operator $\rangle::=+\mid-$


4
Variables

$$
\begin{aligned}
& \text { 〈variable>::=<simple variable>|<subscripted } \\
& \text { variable: }
\end{aligned}
$$

4．1＜variable identifier＞：：ニ＜identifier＞
4．2＜simple variable〉：：＝〈variable identifier〉
4．3 〈array identifier〉：：二〈identifier＞
4.4 ＜subscripted variable＞：：二＜array identifier＞
＂（＂＜subscript list＞＂）＂
4．5＜subscript list＞：：＝＜subscript expression＞｜
＜subscript list＞＂，＂＜subscript expression＞
4.6 ＜subscript expression＞：：＝＜simple algebraic expression＞

The variables in algebraic manipulation are not associated with arithmetic values．Each variable name is a representation of itself．For arithmetic evaluation of an algebraic expression，values must be assigned to or assoc－ iated with the variables．

5．Function Designator
5．1 〈function designator＞：：〈variable identifier＞ ＂（＂＜parameter list＞＂）＂
5.2 ＜parameter list＞：＜parameter＞｜＜parameter＞ ＂，＂＜parameter＞

5．3＜parameter＞：：＝＜simple algebraic expression＞ The function facility permits the representations of standard arithmetic，trignometric and user defined algebraic functions．It is also used to represent algebraic functions such as differentiation or integration．

| Algebraic Expressions |  |  |  |
| :---: | :---: | :---: | :---: |
| 6.6 | ＜primary＞：：＝＜number＞｜＜variable＞｜ |  |  |
|  | ＜function designator＞｜${ }^{\text {l }}$（ $"$＜simple algebrai |  |  |
| expression＞＂）＂ |  |  |  |
| 6.7 | 〈factor〉 ：：－＜primary＞｜＜factor＞＂ | ＜primary＞ |  |
| 6.8 | 〈term＞：：二＜factor＞｜＜term＞＜multiplication |  |  |
| operator＞＜factor＞ |  |  |  |
| 6.9 | ＜simple algebraic expression＞：$=$ \llterm＞｜＜a |  |  |
| operator＞＜term＞｜＜simple algebraic expression＞ |  |  |  |
| ＜add operator＞＜term＞ |  |  |  |
| The syntax for an algebraic expresssion as described |  |  |  |
| e corresponds to the syntax of arithmetic expresssons in |  |  |  |
| both ALGOL 60 and FORTRAN IV．The form of this syntax has |  |  |  |
| been maintained to permit interfacing an AIDS type facility |  |  |  |
| to these languages for a hybrid system permitting both |  |  |  |
| symbol manipulation and extensive arithmetic processing． |  |  |  |

## Internal Representation

An external algebraic expression is modelled by a unique internal representation．The data structure con－ stituting the internal representation contains both algebraic values（constants and variables），as well as topological information pertaining to algebraic structure．Each algebraic expression is represented as a tree with each node defining the structure（type）and number of the noxt level sub－components．

The algebraic values stored for algebraic symbol manipulation in an expression are the names of the variables as well as the numeric values of any constants. In 360 AIDS each variable is represented as being 4 characters in length and hence occupies a full word on the 360 implementation. Longer names are truncated on the right and shorter names are blank filled on the right. The internal representation of each character is EBCDIC, corresponding to 8 bits per byte.

In order to prevent any possible effects due to round off error the internal representation of numbers is binary integer values. However, to allow greater scope for numbers, each number is actually represented as a rational number made up of 2 integer values. Each integer value for the 360 implementation is a half word value giving a range of -32767 to 32767. All integer and real numbers appearing in an external algebraic expression are converted to rational numbers before being stor ed.

## Further Syntactic Entities

The internal representation (data structure) makes use of further syntactic entities to economise on storage and permit quick access to the algebraic values associated with syntactic types of the external representation. The syntactic definitions for these extensions also appear in Appendix I.

The following syntactic groups are used in the data structure:
6.1 〈variable exponent pair〉：：＝〈simple variable〉 ＂$* *$＂＜number＞

A variable raised to a constant power is stored as an ordered pair，the variable occupying the first word and the exponent，as a rational number，the second word．

6．2＜simple variable group＞：：＝＜simple variable＞｜ ＜simple variable group＞＂＊＂＜simple variable＞ A simple variable group constitutes a product of a number of simple variables．
6.3 〈 variable group〉 ：：＝〈variable exponent pair＞｜ ＜variable group＞＂＊＂＜variable exponent pair＞ A variable group constitutes a product of variables one or more of which has an explicit exponent．
6.4 ＜simple factor group＞：：＝＜simple variable group＞｜ ＜number＞＂＊＂＜simple variable group＞｜＜number＞ A simple factor group is associated with any com－ bination of a leading number and／or simple variable group．If both number and simple variable group appear they must be separated by an＂＊＂．A simple factor group is represented in storage as a block of consecutive words，the first being a rational number for the constant followed by the algebraic values in the simple variable group，one per word． The order is the same as appears in the external expression except if modified by a subsequent algebraic operation．A control word defining the
length and type is associated with each simple factor group.
6.5 <factor group>: : < variable group>|〈number> < multiplication operator><variable group> A factor group is the internal representation of a product of variables each raised to an exponent power and an associated leading constant. A control word defines the type and length of a factor group which is again stored as a contiguous block in storage. A leading constant is always stored with either a simple factor group or factor group even though it may be implicit (i.e. $=1$ ) in the external expression. The type field of each associated control word defines the context in which the factor group or simple factor group appears e.g. as a term or a factor. In essence a simple factor group differs from the factor group in that the exponents associated with the variables are implicit ( $=1$ ) in the simple factor group.

The term $A B * * 2 * D * * * 3$ would be represented as a
factor group as follows in storage:

| $S, I, T$ | 4 | 8 |
| :--- | :--- | :--- |
| $A B$ | 1 | 1 |
| $D$ | 2 | 1 |
| $C$ | $I$ | 1 |
|  | 3 | 1 |

Figure 4.1 Internal Representation of Term A. $B * * 2 * D * C * * 3$

Representation of Algebraic Structural Information
Algebraic structural information is represented through the use of control words. The format or the control word is as follows ${ }^{1}$ :

1. algebraic type field - bits 0-3

| bits | value | descrivtion |
| :---: | :---: | :---: |
| 0 | 0 | elementary item - either a:simple factor group or factor group |
|  | 1 | composite item composed of subelements each of which is either composite or elementary |
| 1 | 0 | implicit exponent(s), ( $=1 / 1$ ) |
|  | 1 | explicit format for exponent(s) |
| 2-3 | 00 | type term |
|  | 01 | factor |
|  | 10 | simple algebraic expression |
|  | 11 | function designator |

2. accessing information field, bits 5-6

| bits | value | description |
| :---: | :---: | :---: |
| 4 | 0 | item stored contiguously |
|  | 1 | item must be accessed indirectly as specified by Format 2. (Bits 8-31 constitute address of new control word) |
| 5 | 0 | (presence bit) item defined within this structure |
|  | 1 | externally defined item |
| 6-15 | mber of oper subements | derines the number of sub-elements associated with the data element |

iú-31 contiguous defines either the overall length length of element or of this element or the offset to the next equivalent element. offset to next equivalent element.

1 bit positions numbered left to right 0-31 for 360.

## Format 2

The control word is interpreted under Format 2 when the indirect bit is equal to 1 .
bits value description
0-4. same as Format 1
5. 1 indirect addressing

8-31 address of complete new control word.

Through the use of the indirect addressing facility it is possible to create amorphous structures anywhere in main store. There can be any number of levels of indirect addressing. This facility is useful for dynamically altering the structure without undergoing major copying operations.

For elementary items bit 1 defines the exponent format, viz. implicit or explicit. For items composed of a simple factor group bit $1=0$ while bit 1 is equal to 1 for a factor group . Representation of Exponents for Composite Elements

For a composite element (bit o equal to 1 ), an explicit format (bit 1 equal to 1 ) requires storing an extra element as the exponent. This exponent is stored as either an algebraic term or simple algebraic expression data element. The exponent is stored as a separate subelement after the last sub-element in the element. It is however not considered as a sub-element and hence does not appear in the sub-element count.


Fig. 4.2 Canonical Representation of Simple Algebraic Expression

$$
(A+B) * * 2+2 * A * B+A *(A * * 2-B) * * A+C E F
$$

For some types of algebraic operations (e.g. differentiation) it would obviously be more convenient to have it the first element as it would involve less retrieval time. However this change could be implemented by making some changes to the system.

## Function Designator Representation

A function designator is described and stored in a standard format. The function description is stored as the first sub-element. It is expected that this element will always be a simple item. The number of sub-elements in the count field specifies the number of parameters plus one (for the first sub-element). The definition of the length field remains unchanged.

The parameter elements are stored as sub-elements of the function designator data element. If the function has an explicitly defined exponent this will again appear after the parameter sub-elements.

Generally a simple function name will be stored as a double word simple element; the first word being the control word for the simple element while the second stores the function name.

Definition Representation
FD CW


Value Representation
$\operatorname{SIN}^{2}(\mathrm{XIN})$
X

2

Figure 4.3 Internal Representation of $\operatorname{SIN}^{2}(X)$

This concept can be extended to encode partial or total derivatives for dealing with differential equations. The "type" of the first sub-element control word is given a value according to its use as follows:

Value
o.

1

2 partial derivative

## Definition

simple function name
total derivative

The number of variables involved in the differentiations is stored in the count field of the first subelement. Each variable of differentiation and its order is stored in an analogous manner to the format of a simple explicit element: The length field is as before.

| FDI | 4 | 18 | name sub element |
| :---: | :---: | :---: | :---: |
| O 2 | 3 | 8 |  |
| F |  |  |  |
| X |  |  |  |
|  | 2 | 1 |  |
| Y |  |  |  |
|  | 3 | 1 | . |
| 2 |  |  |  |
|  | 1 | 1 |  |
| STI | 1 | 3 | 1st parameter |
|  | 1 | 1 |  |
| P |  |  |  |
| STI | 1 | 3 | 2nd parameter |
|  | 1 | 1 |  |
| $Q$ |  |  |  |
| STI | 1 | 3 | 3rd parameter |
|  | 1 | 1 |  |
| R |  |  |  |

## Implementation Restrictions

The 360 implementation imposes some size restrictions. For example the maximum length of an element, including simple algebraic expressions, is 32 K words (128k bytes). If necessary this could be readily extended by using a double word for the control word. Alternatively a structure could be built up by simple references to other existing structures through the use of the "presence" bit facility. Through this technique each node of the tree is limited to effectively 32K components.

## Organisation of Elements within a Struciure

The organisation of elements within a data structure can be either implicit or explicit. There may be many equivalent forms of a data structure, each structure differing only in topology.

A structure is composed of elements, each element of which may be made up of other simple or elementary (hence terminal) elements or composite elements which may themselves be further decomposed. The elements of the structure can be dynamic in length at all times. Furthermore, the number of elements in a structure, (or the number of sub-elements in an element), is also dynamic. It is necessary to be able to add new elements at any time as well as deleting other partial or complete elements.

The data structures of AIDS attempt to meet these needs, as well as provide economy in space and accessing time, by combined implicit ordering as found in arrays with explicit addressing of pointer based systems. This form of structure is well suited to a dynamic enviromment. However it is unsuited to storing structures on backing store. For this the canonical form of the data structure must be used.

## Canonical Form of Data Structure

The organisation of elements in the canonical format of the data structure involves only implicit ordering of the elements. This format is used for storing a structure as a contiguous block or segment, either in core or on
secondary storage. Figure 4.2 represents an expression stored in canonical format.

The map for determining the organisation and the topology of any data structure is embedded in the control word sequence of the structure. Each control word associated with an element defines the make-up of the element. For simple elements the relevant topological information is the length of the element.

Composite items are made up of consecutive subelements stored in contiguous storage locations. The control word for a composite element defines both the number of sub-elements and the overall length of the element. Each control word contains sufficient information for passing from one control word to the next equivalent control word. For sub-elements the control word of the first subelement is found as the first word past the element control word. Addressing in the canonical format is essentially. through relative base and offset.

Extended Form of Data Structure
The canonical form requires that the data structure be stored in consecutive locations in storage. Any modifications or changes will usually involve rewriting a new structure, unless the new elements are of the same length. In order to readily permit modifications to an existing structure without extensive rewriting, a pointer based facility is available through the use of an indirect addressing mechanism.

The format of an indirect address control word is given by Format 2. If the indirect addressing bit is equal to 1 , then the address of an updated control word is found at the address specified by bits $8-31$ of the current control word. This itself may involve indirect addressing etc. to any level, although more than two levels are not likely to be required.

Control Element
Addressing
Vector


Fig. 4.5 Addressing Algebraic Data Elements through Common Element Table.

An instance where this facility proves useful is to permit accessing common elements without duplication. In the canonical format an algebraic expression is essentially stored as it appears in the external representation. There is no facility for avoiding redundant representation except through the use of the presence bit for identifying common external simple algebraic expressions. However when working in a dynamic environment where common forms (i.e.
algebraic items) are likely, each common form could be addressed through a conmon element table. This will permit changing all instances of the item by making only the one single change in the element itself. However, it is for the same reason that a change in a single instance would induce changes in all instances that redundant representations are extremely dangerous and of limited value.

The indirect addressing format defines the addressing for only a single element, which can be either simple or composite. The next equivalent element after an indirect addressed element is referenced implicitly through the control word immediately following the previous indirect control word (see figure 4.6). This element itself might be indirect, etc.

lst sub element

2nd sub element

3rd sub element

4th sub element


Figure 4.6 Mixed Format Composite Data Element


Fig. 4.7 Representation of Simple Algebraic Expression $(A+B) * 2+2 * A * B+A *(A * 2-B) * * A+C E F$ in Extended For mat

Of course it is possible to build up the data structure by having vectors of control words at each level and pointer to the final terminal elements. Figure 4.7 shows this type of data structure for the expression $(A+B) * 2+2 * A * B+A *(A * 2-B) * * A+C E F$.

The control word mechanism provides very effective methods of manipulating algebraic structure without involving excessive data movements. In this way it is possible to build up complex algebraic elements from existing simple elements. For example, if simple data elements exist for $3 * A^{2} * B$ and $C$ these can be combined to form a simple algebraic expression by defining an element of 3 control words as in Figure 4.8.

The first control word specifies that this element is a simple algebraic expression with implicit exponent consisting of two terms. The total length of contiguous words is specified as 3 . The second and third words of the element are each of type term and each is flagged as specifying the address of the control word where the item may be found (ie. Format 2 control word).

This element could in turn be referenced from another data element at a higher level. Figure 4.9 illustrates a situation where the element defined in Figure 4.8 is used as a factor by a higher level element. In this manner a hierarchy of algebraic structure can be created from simple data elements.

Whenever structures are created in this manner,


Fig. 4.8 Representation of Simple Algebraic Expression $3 A^{2}+C$


Fig. 4.9 Representation of Term (3ABr C)D
the following rules are defined for subsequent referencing and accessing:

1. Whenever an element is referenced through a control word where indirect addressing is specified, algebraic structure is built up through the control word sequence.
2. The organisation of a terminal data element is ultimately determined from the control word of the terminal element. Hence simple or composite type can only be deduced from the terminal element itself. The algebraic type, however, is specified by the higher level control word (e.g. the data element is to be used as a term or factor etc.). In this manner the algebraic type of simple data elements can be overridden.
3. If a control word specifies both indirect addressing and an explicit exponent, the exponent control word is specified in the word following the indirect address control word. In this way it is possible to affect a complete algebraic structure by an explicit exponent. ${ }^{1}$ If the terminal element itself is specified as having an explicit exponent, the exponent element is found in the normal manner.
[^0]
## Further Extensions

The presence bit is a facility for referencing externally defined elements which are themselves simple algebraic expressions. When the presence bit equals 1 , bits 8-31 of the current control word define an offset into an external expression ta ble for subsequent reference to the appropriate simple algebraic expression.

## Accessing Elements within the Data Structure

The data structure which models any external algebraic expression is $b$ asically a tree of any number of levels, with any number of branches at each node. No element in the structure can be directly accessed without tracing through the tree, except of course if previous known pointers to specific elements have been kept. Most operations in simple algebra involve treating only one level down at any one time, although of course this facility can be recursive. For example, multiplying 2 expressions involves access to each expression as well as to the terns in each expression, which are at the next level down. Normally one is not concerned with locating a specific element, but rather with passing through the structure performing specific operations on all or parts of the structure. ${ }^{1}$

A number of macros have been implemented for
facilitating access to the elements in a structure. These macros only permit accessing elements at the same level or the next level down. This facility can be used recursively at any level in the structure.

```
1. NEXTD RP=2, RD=3
The NEXTD macro is a keyword parameter macro for locating the first sub-element (i.e. the leftmost
```

[^1]son) of any element. The keyword parameter identifies the register containing the address of the current element control word. The address of the first sub-element control word is returned to the register identified by the keyword parameter RD. (In accordance with the rules for keyword parameters, if no macro parameters are specified default values of registers 2 and 3 respectively are used.)

NEXTE $\quad \mathrm{RP}=2, \mathrm{RE}=3$
NEXTE is also a keyword macro, used for locating the address of the control word for the next equivalent (i.e. right brother in the tree) element. The parameters $R P$ and $R E$ are similar to those in the NEXTD macro.
3.

ELEMENT
$P R=2, \quad E R=3$
Through the use of the indirect addressing facility the body of an element could be found only at the end of a chain. The ELEMENT macro effectively produces the final address of the control word for an element. The keyword parameter $P R$ identifies the register storing the initial control word address while $E R$ identifies the register to which the final address will be returned. The ELEMENT macro will continue processing until a terminal condition is reached.
4.
5.
5. FUNCTION $\quad \mathrm{RP}=2, \quad \mathrm{RF}=3$

The FUNCTION keyword parameter macro is used to locate the address of the first element of a function designator data element which defines the function. The keyword parameter RP dentifies the register containing the address of the function data element. RF specifies the register to which the element address is to be returned.
EXPCNENT $\quad \mathrm{RP}=2, \quad \mathrm{RE}=3$
The EXPONENT keyword parameter macro locates the address of the control word defining the exponent data element. The address of the composite data element whose address is sought is contained in the.register specified by the keyword parameter RP. The exponent address is returned in the register specified by the keyword parameter RE.

## Conversions Between External and Internal

## Representations

An external algebraic expression is read in as a character string and must be converted to the internal representation. For output it is necessary to be able to convert from the internal data structure to a formated line of EBCDIC characters. The first conversion requires extracting the algebraic values as well as the algebraic structure for subsequent storage in the data structure. The latter conversion is performed by a special purpose print routine.

The data structure corresponding to an algebraic expression is built up during a syntax analysis of the expression. The recursion facility within AIDS is used for the creation of the recursive data structures. Operation of the Syntax Analyzer

The function of the syntax analyzer is to convert an algebraic expression from the external syntactic representation (see Appendix I) to the internal syntactic representation.

The syntax analyzer itself operates in a conventional reoursive manner by using 2 local stacks, each of which stores single word values. The first stack stores the return address to which control is returned after a search for a syntactic item. The second stack stores the address of the string pointer on entry to a syntactic
entity recogniser routine.
In constructing the syntax analyzer advantage has been taken of unique hardware instructions in the 360 which assist considerably in syntactic analysis, namely the TRT (translate and test) and TM (test under mask) instructions. The TRT instruction works in conjunction with a 256 byte function string which is used as a byte table. The TRT instruction has two operands, one of which points to a variable length source string (or substring) being analysed while the other operand identifies the function byte string. Each byte in the source string is used as an offset to reference a byte in the function byte string. If the function byte has value zero the operation is repeated with the next byte in the source string until a non zero function byte value is found or the length of the source string is exhausted. If the source string is exhausted without producing a non zero function byte, this condition is signalled by setting the condition code equal to zero. When a non zero function byte is produced the operation ceases and returns the absolute machine address of the source byte in register 1 along with the value of the function byte in register 2. By this means it is possible to set up a function byte string to search for delimiting characters. However, it is more. useful as a means of classifying each byte type and the TRT instruction is used in this manner in AIDS.

The function byte string (of length 256 bytes)
is created in AIDS by the STRTABLE macro using the following keyword parameters:

| \&NS | non-valid symbol in source string | non graphic symbol |
| :---: | :---: | :---: |
| \& D | digit | 0-9 |
| \& LT. | upper case letters | A-Z |
| \& AO | add operator | $+$ |
| \&MO | multiplication operator | * / |
| \&RO | relational operator | $\rangle=<$ |
| \& LO | logical operator | 617 |
| \&S | separator | , :; : |
| \&DL | delimiter | ( ) 11 |
| \&SS | special symbol | ? @ $£ \%$ |
| \&BLK | blank |  | as incorporate new class entries such as a lower case letter region. The STRTABLE macro also creates single byte values for each class entry. Consequently there is a single byte for the categories DIGIT, LETTER, ADDOP, MULTOP, RELOP, LOGOP, SEP, DELIM, SPEC, NONSYM and BLANK set with the value of the corresponding keyword parameter. The name assigned to the table produced by STRTABLE is named CODESTR and is included within the code for the syntax analyzer. This is not included in the user area as it remains invariant with processing.

To assist in writing and modifying the syntax analyzer a small number of useful macros have been defined:
1.

BOT

TYPE, ADDRESS
The macro BOT (branch on type) can be issued after a TRT to effect a branch to the address specified by \&ADDRESS if the current character being examined in the source string is of type specified by the parameter \&TYPE (i.e. a classification such as DIGIT, LETTER, etc.).
2.
3.
BNT .TYPE, ADDRESS
The BNT macro (branch not type) is similar to BOT except that the branch is effected only if the type of the current differs from the type specified by the \&TYPE parameter.
NEXTCHAR
The NEXTCHAR macro moves the string pointer up one position.

## Syntax Analyzer Conventions

The conventions which have been adopted in the AIDS syntax analyzer. do not-restrict its capability. Some of the recognizer routines in the syntax analyzer are also used by the command interpreter for recognising syntactic elements by adhering to the conventions.

The syntax analyzer works by examining single characters in turn from the source string. The address of the current character being looked at is always held in register 3. Registers 1 and 2 are always available for use by the TRT instruction.

Each recognizer routine operates without storing current status information such as register contents etc. It leaves undisturbed current status registers and uses the accepted scratch registers for local processing. When creating structures from the source string current status data structure information is maintained in the user's area.

Before entering a recognizer routine it is necessary to stack the address to which control is returned upon completion of the recognizer routine, as well as the current address (pointer) in the source string, in case the test fails. The stacks for storing these values are labelled ASTACK and PSTACK respectively and each permits a maximum of 300 entries (words). Values are stacked by transfering control to a local routine STAKAP which assumes that the contents of register 2 contain the return address and register 3 points to the current source string character to be examined. Each recognizer routine ter-
minates by branching to either the USTAKA or the USTAKAP routine. USTAKA removes the last entry from the stack and branches to the return address without resetting the source string pointer. This constitutes the "item recognised" condition and is signalled to the calling program by setting the length of the recognized item in bytes in register 0 . USTAKAP corresponds to the "item not recognised" condition so that register 0 is set to zero and the string pointer reset to its value before entry to the recognizer routine.

An algebraic variable is always kept as 4 characters and hence fits into a single word. Whenever a variable identifier for simple variable, array variable, or function designator is recognised, the corresponding recogniser routine returns 'the value in register 8 . Note that truncation or blank fill on the right will have occurred if necessary. In the same way, all arithmetic values are returned in the appropriate form (integer, real or rational) in register 9. For example, when recognising < variable exponent pair> the variable is returned in register 8 and the exponent as a rational number in register 9.

All routines in the syntax analyzer maintain the integrity of the base registers (10 and 11) for the syntax analyzer as well as the base registers pointing to the user data area.

## Forming Algebraic Structures

An algebraic data structure is built up during the syntax analysis as each algebraic data item is recognised. Simple data elements are created in a large work area, while a control word sequence is built up in a. separate vector. If the syntax analysis is successful the structure is copied into its own allocated area and stored in canonical format.

Upon entry into the <simple factor group> and <factor group> recognizer routines a block is automatically created in the work area. If the test for the syntactic entity fails, the pointers into the work area are reset to their previous values. If the test succeeds the pointers are updated and the address of the block is stored in an indirect address type control word by a higher level algebraic recogniser routine.

Each algebraic type element has its own local data space in the user data area. As the syntactic elements <simple algebraic expression> , <term>and <function designator $>$ are potentially recursive, the current data values must be saved on a data stack whenever any of the above are re-entered and reset when the previous environment is again invoked.

Because of the dynamic and recursive feature of the data structure the transformation between internal and extornal data representation implies considerably more processing than for more conventional structures. However, as the conversions between the two representations constitute only a small part of any algebraic system, this overhead can be tolerated.

The conversion is performed by print routines which operate recursively. The routine which decodes and prints simple algebraic expressions pass control to a similar routine which prints out each term in turn. Both of these are obviously recursive. All of the necessary editing characters are inserted as required.

## Recursive Facility in AIDS

The AIDS system makes extensive use of recursion so that powerful system recursive facilities are required. Unfortunately the 360 hardware is not particularly suited for stack type operations hence these must be effected through software. It is of course possible to perform recursive programming through the GETMAIN and RETMAIN macros in the control program services of OS 360 , however this procedure is neither efficient in time nor in its use of storage. As the stack in AIDS can grow very large during processing it is often necessary to save stack copies on secondary storage devices, such as the disc. Therefore, in AIDS, recursive programming is done through a stack which is saved on disc whenever it is necessary. The GETMAIN-RETMAIN facility requires considerably more processing in that the stack segments must be explicitly chained together.

On many systems recursive programming is facilitated through the use of special hardware. (e.g. Burroughs 5500/6500, KDF9, PDP10). On others (Univac 1108) it is more readily possible than with 360 to simulate stack operations through the use of existing registers.

The recursive facilities provided in the present system are coded as macros for stack operations. The system may employ any number of stacks up to a maximum of 256. It is essential that there be at least 2 , one of which (STACKO) is used primarily for recursive programming and stacks current register values, while the other is a data stack required by the syntax analyzer when creating a structure. Each stack is described by a set of control values which are stored in the user's data area. A new stack cannot be added dynamically, as with the Burroughs systems, but must however be configured into the system by setting up a new block of associated control values in the user or data area. The control values describing each stack are as follows:

CSSA - current stack segment address
NASSA - next stack segment address
NSS - number of stack segments
LSA - lower stack address
LS - length of stack
USA - upper stack address
TSR14 - temporary storage for register 14

- Description of Stack

A stack is made up of variable length stack segments which are each described by a stack segment control word which is the first word of the stack segment. CSSA holds the address of the current stack segment word. NASSA
is the next free word past the present stack segment. LSA and USA are the addresses of the lower and upper stack boundaries, while LS is the length of the stack in words. TSRI4 is used as a temporary store for register 14 by the stack macros as explained later. NSS is the number of stack segments currently active.

The stack segment word has 3 fields associated with it, namely:

NR - bits 0.3 $\begin{aligned} & \text { number of registers saved in this } \\ & \text { segment }\end{aligned}$
LSS - bits 4-15 length of last segment in words
LCS - bits 16-31 length of current segment in bytes

NR is stored so as to facilitate the accessing of data when stored in a stack segment along with the register contents. The LSS value permits moving back to the previous stack segment control word when unstacking is required. This value is given in words to permit a maximum size segment of $2^{12}$ words or 16 K bytes. LCS gives the length of the current stack segment in bytes. Byte, instead of word values, are used as offsets for addressing must be in bytes even though each stack is essentially a word stack.

Even though the 360 is essentially a byte machine, the stack and stack operations are based on words.

## Recursive Programming Macros

1. RSAVE

A recursive routine is essentially a routine which
can call itself. Hence a first requirement for such a routine is that the save areas associated with the calls to the routine be separated from each other. STACKO is used in the system for saving the register contents.

RSAVE is the recursive save macro for saving the contents of the general registers and is described by the model statement:

RSAVE $\quad \& R 1=0, \& R 2=14, \quad \& N R=X^{\prime} O F^{\prime}, \quad \& S T A C K=0$
All of the parameters in this macro are keyword parameters. The parameters $\& R 1$ and $\& R 2$ specify the starting and ending registers that must be saved. If these parameters are omitted values of $O$ and 14 respectively are assumed. The parameter \&NR is the number of registers saved and is expressed in hexadecimal form. A default value of 15 is assumed if the parameter is not specified. The \&STACK parameter references the stack to be used and has a default to STACKO if no value is specified.

The maximum number of registers that can be saved is 15 as it is not anticipated that saving 16 is necessary. It has been necessary to deviate from 360 conventions to a small degree, however system reliability or performance will not be affected. Registers 14 and 15 are used in the conventional manner. Register 13 no longer points to the current save area as the save area is implicitly

2. 

RRETURN
The recursive return macro RRETURN is the complement of RSAVE ${ }^{1}$. It operates in essentially an analogous manner by producing in-line coding for restoring the register contents from a stack segment and providing the linkage to a routine USTACK which updates stack status information. The USTACK routine, much like RSTACK, loads the current stack information, updates and performs checks on it. The number of stack segments is decremented by 1 and the current and next stack segment address words are updated. A check is made to ensure that the stack area is not empty, else it is necessary to reload from disc the previous stack area.

## 3. STACKSEG and POPSEG

For recursive program not only is it necessary to save current status information (usually reflected in the general register) but also current data values. All such data is usually stored in consecutive locations in core and hence can be saved as a segment along with the contents of the general register. The STACKSEG macro moves a data segment from a user area to the current stack segment. The model statement is:
\&NAME STACKSEG \&ADDRESS, \&LENGTH, \&STACKO
The positional parameter \&ADDRESS and \&LENGTH specifying the data segment address and the length in words ${ }^{1}$ The model statement for RRETURN is:

$$
\text { RRETURN } \quad \& R 1=0, \& R 2=14, \& S T A C K=0
$$

defined by current stack parameter values, however R13 should be loaded to point to a save area which can be used by the control program or a non recursive routine if needed.

RSAVE will usually be the entry point to the recursive routine and will usually (although not necessarily) be accessed through R15. However R15 is used by the RSAVE macro as a general purpose register for addressing purposes and hence is a volatile register, so that it should never hold a value to be saved. This restriction does not interfere with 360 operations.

The RSAVE macro produces a limited amount of inline coding for addressing purposes and also saves the registers specified. Part of the in-line coding is the linkage to the routine RSTACK for updating the stack values. The RSTACK routine performs many of the functions that would normally be handled by appropriate hardware. It loads the data for the designated stack into the general registers, updates and performs checks on it. The number of stack segments NSS is incremented by 1 and a stack segment control word created for the stack segment holding the current values of the registers as stored by the RSAVE macro. A check is made to ensure that the stack is not full (i.e. within 15 words of the upper stack address) and when full the stack contents are written to a disk.
respectively. \&STACK is a keyword parameter identifying the stack to be used. If this parameter is not specified STACKO is assumed.

The complement of STACKSEG is the POPSEG macro which moves the data part of the current stack segment to the user area specified in the macro. The model statement for POPSEG is:
\&NAME POPSEG \&ADDRESS, \&LENGTH, \&STACK= 0
Both STACKSEG and POPSEG produce in-line coding for storing parameter values and linkage to the routine STACKSEG and POPSEG respectively.

Any number of data areas may be added to the current stack segment although it is not expected that the facility will be used in this manner. However, as no information is stored with each data segment to differentiate it from the other data areas in the current stack segment, the unstacking operations work on only one data area. This need not be a limitation of the system as it is possible to add extra coding to unstack data areas from the top of the current stack segment by changing the current length. As it is not envisaged that this enhancement would be particularly useful, the extra overhead to be incurred can hardly be warranted, even though there is more generality and flexibility.

Data Stacks and Data Stack Operations
The main stack (and most used stack) is STACKO which is intended primarily for recursive programming. This allows essentially the stacking of recursive save areas as well as associated data areas if necessary. However, a single stack will not suffice in the system if efficiency is to be an essential requirement. Some operations, such as creating an algebraic structure, require the stacking of data values only. Hence provision is made in the system for any number of data stacks.

The two main macros used for data stack operation are STACK and POP. STACK stores a data area as a stack segment while POP unstacks a stack segment and moves the data to the user area.

The model statement for STACK is:
\&NAME STACK \&ADDRESS, \&LENGIH, \&STACK= 0
The keyword parameters \&ADDRESS and \&LENGTH identify the user data area and length in words respectively. \&STACK reiers to the stack being referenced and defaults to stack 1 if no value is specified.

Similarly the model statement for POP is:
\&NAME POP \&ADDRESS, \&LENGTH, \&STACK = O
The parameters have the same meanings as in STACK.
The general stack macro STACKSEG and POPSEG can also be used to add and remove a data area to an existing data segment.

The recursive facility is sufficiently general to allow the system programmer to perform complex recursive operations on any number of predefined stacks. Each stack added requires the system to be re-assembled. The dummy control section which describes the user's data area (USER).must be changed to include another set of parameter values which describe the new stack. Some of the values which are referenced through the recursive macros in other control sections must also be declared as entry points.

## Data Management

The highly dynamic nature of algebraic manipulation necessitates the use of specialised store management techniques for severalaspects of the RIDS system. The AIDS concept is designed to cope with multiple concurrent users in an environment in which all users share the program code in common. Each user has however access only to his own data areas.

The main areas of data and storage management are as follows:

1. a fixed length data area associated with each active user
2. a free storage scheme for the allocation and
de-allocation of blocks of any length for dynamic data handling
3. secondary storage facilities for storing structures when not needed immediately in main store as well as for storing overlay data segments
4. cataloging structure facilities for name and variable value tables

## User Data Area

Each active user is allocated a data area for storing local data values required for the proper operation of the AIDS routines. All save areas and parameter list data areas are referenced within the users data areal.
${ }^{1}$ For the 360 implementation, register 12 is reserved for storing the pointer to the user area at all times. The symbolic data references are defined by the dummy control section labelled USER.

Also included in the user area are the general purpose stacks and stack environment values as well as the local stacks of the syntax analyzer. The dynamic data areas within the user area are checked to ensure that they do not overrun their allocation with disastrous consequences. In some cases the same save areas or parameter lists are used by•more than one routine but only when the routines cannot interact in any way with each other.

One segment of the user data area, which is not necessarily contiguous with the main data area, is a large scratch work area used by the syntax analyzer and other special routines. This area is not logically essential to AIDS, however by providing a relatively large scratch area it eliminates the need for an excessive number of calls on the free storage facility and for associated housekeeping operations. Again this area is only used by a single process at any one time and is therefore managed by a processing routine. It is used primarily by the syntax analyzer and the expansion routines, essentially in much the same manner as a stack, to create temporary data elements during a process. These elements are moved during a final pass to a structure area.

Stacks
The stacks are associated with the recursive mechanism available in AIDS. Each user area has
stack control values for at least 3 separate stacks. Variable length stack segments described by a stack segment control work are stored and retrieved from the stack on a first in first out basis. When a stack is full this copy of the stack is stored on disk and the stack area overlayed with the new stack extension. Similarly when a stack area is empty and more stack segments exist, the previous incarnation of the stack is reloaded and new status information set. For this the first 4 words of a stack are reserved for holding: 1. the identification (i.e. record number) of the last stack segment so it can be retrieved when needed 2. length of the previous stack segment in words 3. current stack segment address (CSSA) to be used when the stack is re-incarnated
4. next available stack segment address (NASSA) for the next re-incarnation.

Free Storage Scheme
The free storage scheme allocates data blocks (in words) of any size from a pool of free areas upon demand. The size of the free storage area is set at system generation time and will usually involve claiming all the remaining space available in a partition or remaining in main store. There is no set maximum value and il is expected that the system will work satisfactorily with about 32 K words in the free store area.


Fig. 4.10 Free Storage list structure

The free storage scheme operates through a two dimensional list structure. All the blocks of different length are chained together, in order of increasing size, in a single chain. All blocks of the same size are chained together in another list. Fig 4.10 represents. a typical free list structure.

The first 3 words of each block in the free list are used for storing status and pointer information. Word 1 points to the next largest block in the free list, if one exists, while word 2 points to the next block of the same size, also if it exists. Word 3 is divided into 2 fields, the first byte representing the number of remaining blocks of the same size while the 3 彐ow order bytes contain the length in words of this block.

A request for $a$ block of given length is made to the GETCOR routine. If a block of this size does not exist the next largest block which does not leave a residue greater than a pre specified size is broken up and used. The residue is of course entered in the appropriate position in the free list. This method tends to conserve large areas which are obviously required for holding large structures. If a request cannot be met a condition code is returned to the calling routine ${ }^{l}$. When a block is returned to the free store an attempt is made to attach it to either end of an existing block in the free list. If this can be done the new block is moved to its appropriate position in the free list. $1_{\text {Register }} 15$ returns a non zero value on the 360 implementation.

The free store scheme does not maintain an inventory of blocks allocated and their length but relies on the integrity of the routines which demand and return free store blocks. However as all the free blocks are allocated from a single area of main store, RETCOR checks to ensure that a returned block is within bounds.

Because of the dynamic nature of most manipulative routines in AIDS the length of block required is not always known a priori. Hence the usual procedure is to request a larger block than is needed and return the unused space.

## Secondary storage facilities

Because of the nature of algebraic operations, the structures can grow very large even when in a reduced or simplified form. It is essential that a back up facility, for storing structures not immediately required, be provided. Also it is required to be able to save stack copies so that the stacks are not limited to a fixed length. Two routines are provided in AIDS for storing and retrieving variable length (in words) records; DSAVE for saving and DGET for retrieving records.

DSAVE accepts as parameters the address from which the record is to be written and its length in words. After the record is stored DSAVE returns a record identification number, for subsequent retrieval
to the calling routine. DGET is the complement to DSAVE and uses the same parameter sequence. The calling routine.must provide both an identirication number as well as a length and address. The length value could be maintained by the secondary storage mechanism. The length value for structures is kept in the structure name table for structures and in the stack extension area for stack areas.

## Catalogue Facilities

AIDS provides and maintains a catalogue of all named structures for any user. A separate name-value table is maintained for associating a value for variables used in the structures. The format of the structure and name-value tables is given in Appendix V. A number of routines for maintaining the catalogue are provided.

The routines INSERTN inserts a name and value into the variable name table. INSERTS is an analogous routine for inserting a name into the structure name table and a pointer to its location in main store. If entries already exist they are overwritten. DELETEN and DELETES delete variable name andstructure entries respectively from their associated tables. ADDSTR returns the address of a catalogued structure and NVALUE returns the current value associated with a variable.

## Chapter V

## Algebraic Operations

A number of system defined operations are available for manipulating the elements of the data base in AIDS. Arithmetic operations on numeric representations consititute the degenerate case for formal algebraic operations. As with arithmetic operations on numeric data the most primitive operations are embedded in the instruction repetoire. More complex operations are defined in terms of the primitive operations and constitute essentially built-in function subprograms. A user defined function procedure represents yet a higher level of functional complexity.

Most conventional digital computers have been designed almost exclusively for numeric data processing. Hence the instruction repetoires do not usually incorporate complex instructions, except of course for character handling, designed primarily to assist in non-numeric processing. However as the trend is to build special purpose hardware for specific operations such as the IBM array processor (refs 33), combined with the emergence of complex numeric operators such as found in APL (ref 34 ), it is to be expected that the complexity
of operations performed by the hardware will continue to increase. In an analogous manner it should be possible to define algebraic operations that could readily be realised by micro programmed hardware sequences. The essential difference between operations on numeric entities and operations on symbolic entities is that the extent of the result of the latter is dynamic while numeric calculations produce well defined results. The result of a symbolic process often requires a second pass to reduce it to its minimal form in terms of a canonical representation.

Some languages permit single operations on complete data structures or on their multi-element components. PL/l for example, has structure operations which essentially constitute an implicit DO loop for a single operation on all elements of the structure or sub structure. The operation must of course be valid on the primative elements, although conversions may be induced. In PL/1 the structures are inherently static and the operators can be any of the arithmetic, comparison or string operators. These facilities are not readily adaptable to symbolic processing in the AIDS context. Useful operations for symbolic processing can be found in some high level languages such as SNOBOL (ref. 24) For example the balanced string variable is useful for isolating a balanced pair of
parentheses. Also, APL defines vector type operations by singie operators.

The algebraic operations performed in AIDS can be divided into several distinct classes. The operands are the data elements as defined in AIDS, which can be of either simple or composite type with either implicit or explicit exponent formats. The following classes of algebraic operations are defined in AIDS.

1. arithmetic
2. logical
3. expansion (removal of parentheses) and factoring
4. replacement (substitution)
5. simplification
6. conversions
7. differentiation and integration
8. evaluation
9. functions
10. data movement

Simplifi.cation, being such an important operation in any symbolic system in that it provides an index of merit for any such system, is devoted to Chapter VI. Substitution and removal of parentheses and factoring, being related operations, are also discussed in Chapter VI. Differentiation and integration are essentially procedures based on the operations 1, 2 and 4 and are
dealt with in Chapter VII. Conversions between internal and external representations were described in Chapter IV. The remaining operations, l-3 and 8 - 10 are also discussed in this chapter.

Many of the operations involve manipulating the algebraic data elements. Often however these operations can be performed by manipulating only the control words and making a subsequent pass on the data elements to produce a result in canonical and simplified format. The operations in AIDS are available as standard procedures. Some of the operations are recursive while most require access to the user's area. All of the routines are written as re-entrant procedures.

## Data Transmission

The input-output of variable length records (which can of course be structures) was described under Data Management in Chapter IV. Over and above this facility is the requirement to be able to move a domplete data element from one part of the main store to another. A single data element in AİD may represent a very complex structure with many sub-elements in a truly recursive manner. Further, a data element may be either in an extended format, with many indirect addressing links, or in canonical format. There is no way of knowing whether a complex structure is stored in a canonical format from the high level control words. Only the terminal elements need be in canonical format.

A single recursive routine is provided for moving a data element referenced by its control word from one store location to another. This routine, MOVELEM, has as parameters the address of the control word for the element to be moved and the address to which it is to be moved. The resultant element is stored in canonical format with updated control words. No simplification is performed except to remove any indirect addressing links.

MOVELEM can be used to move simple elements. However, if the element to be moved is known to be
simple then it is possible to perform a move operation in-line by using the MOVE macro. The model statement for the move macro is as follows:

MOVE $\quad L R=5, \quad F R O M R=6, \quad T \emptyset R=7$
Each parameter references a register; LR specifies the register which holds the length of the block to be moved in bytes, FROMR specifies the register containing the address of the element to be moved and TOR specifies the resultant address. If no parameters are specified the default values for LR, FROMR and TOR are 5, 6 and 7 respectively. Register LR goes to zero after the operation and FROMR and TOR registers are updated to point to the next available byte.

## Arithmetic Operations


#### Abstract

Arithmetic operations are defined on the data elements of AIDS. The algebraic type field of the simple or composite operands must be either " term " or " simpie algebraic expression ". The arithmetic operations which are defined include addition, subtraction, multiplication and division for both simple and composite operands. No routines exist for performing exponentiation although this can be done by substitution. Exponentiation is treated as a special case rather than a basic primative operation in algebraic manipulation as any element in AIDS can be affected by an exponent through the use of the control. words. A simplification mechanism can, in this case, be invoked to reduce the construction to canonical format. Arithmetic operations on simple elements involve both arithmetic and symbolic data. The degenerate case in which there is only numeric data associated with the simple data elements involves only rational arithmetic.


Rational Arithmetic
All numeric primative data values (excluding fields in the control words) are stored as rational numbers. For the 360 implementation the numerator
is storea in the most significant half of the word and the denominator in the remainder. A number of routines in AIDS provide a•rational arithmetic capability.

Rational addition is performed by PRADD which adds two rationals to form a rational result ${ }^{1}$. PRSUB is an analogous routine, also with 3 parameters, for rational arithmetic subtraction. In like manner PRMULT and PRDIV provide rational multiplication and division respectfully. All result values are reduced to simplest terms by application of Euclids greatest common divisor algorithm. If the result value generated is too large an error message is printed. In its present form the rational arithmetic package can be rather explosive. Consideration should perhaps be given to dealing with rational numbers as ordered word pairs in store, in much the same manner as complex values are maintained in most systems.

1
Rational addition on 2 rationals $a / b$ and $c / d$ is defined as $\frac{a d+b c}{b d}$

## Symbolic Addition and Subtraction

Symbolic addition and subtraction are defined on data elements which are of type "term" or "simple algebraic expression'". Addition and subtraction are dyadic operators requiring two operands to produce a resultant operand. Hence all the corresponding routines have as parameters, the addresses of the two operands and the resultant except for the routine ADDTERM. This latter routine attaches a term to an existing simple algebraic expression by adding an indirect address term control word to the expression control word sequence.

The routine ATERMS performs symbolic addition on two terms. The result may be either a single term or a simple algebraic expression consisting of two terms. If either one of the term operands is a simple algebraic expression the result will consist of the second term operand being added to the expression. If both operands are of type "simple algebraic expression" the result will be a single simple algebraic expression involving the terms of both expressions. If it is desired to maintain the parentheses of a simple algebraic expression used as a term, ADDTERM should be used. In the case where both terms are of type "term" a test is made to see if the two terms can be combined in which case the result is a single term. A result is always in simplified format.

```
The routine ASAES adds two simple algebraic expressions to form a resultant simple algebraic expression. This routine operates by forming a vector of indirect address term control words. A simplification mechanism \({ }^{1}\) is then applied to move and reduce the result.
Symbolic subtraction is performed in a similar manner, making provision for sign of the second operand, by the routines STERMS and SSAES respectively.
Simplification is implicit in all of the abovenamed routines except ADDTERM.
```

Multiplication and Division
Multiplication and division involve more variety than addition and subtraction. When both operands are simple elements the result is formed by essentially concatenating the body (data elements less control word and constant) of the two elements together as well as updating the resultant control word and producing a new constant. Both simple elements must be of the same exponent type else an expansion from

1 HLC routine - see Chapter VI
implicit to explicit exponents will be required. The result is always reduced to its simplest form by the COMPRESS routine (see Chapter VI)

Division of one simple element by :another is somewhat more complex. The dividend is stored in the result area with explicit exponents (this may of course involve expansion from implicit to explicit format). If the divisor has implicit exponents the divisor body, with explicit exponents of $-1 / 1$, is concatenated with the dividend. The resultant control word and constant are appropriately modified. If the divisor has explicit exponents, all exponents are changed in sign as they are moved. In either case the result is simplified as with term multiplication.

The simple data element operands for the above operations can be either of type "term " or " factor " and the resultant data element will have the type code of the first operand. It is expected that the type code will be overset by the calling routine in cases where ambiguity could arise.

Multiplication and division where either or both operands are composite elements is performed by creating an intermediate element consisting of a control word sequence. The composite elements may be either simple algebraic expressions or composite terms, and each is handled by separate routines. A
composite factor is treated as a composite term.
The routine TMULT performs multiplication of two composite terms (or factors) to produce a simplified resultant term. The operation is performed, rather simply; by creating in the user's data area an intermediate composite term with implicit exponents consisting of two indirectly addressed control words (of type simple term with implicit exponents) pointing to each operand. Control is then passed to the term simplification routine RTERM (see Chapter VI) for simplifying the intermediate term and moving the result to the location specified by the result operand.

TDIV is an analogous routine for performing term (or factor) division. It operates in exactly the same manner except that the second control word is set to type " simple term with explicit exponent ". The exponent comprising a simple element with value $-1 / 1$ is stored after the second control word. However before the result can be formed it is necessary to pass control to the routine (REDUCE) so that the exponent $-1 / 1$ can be applied to all subelements of the division. REDUCE produces a control word sequence which is passed to RTERM in order to form the resultant term element.

One of the operands in either TDIV or TMULT
may be a simple element. No expansion is performed by either of these routines. If a component factor of a term. is a simple algebraic expression it will also appear as such in the resultant term. For example in multiplying the composite term $3 A^{2} B^{3}(A+B)$ by the composite term $A(A \div B)^{2}$, the resultant term will be $3 A^{3} B^{3}(A+B)^{3}$. Division of the first by the second will correspondingly produce a resultant term of $3 A^{3}(A+B)^{-1}$.

Multiplication and division involving two simple algebraic.expressions are performed by the routines MSAES and DSAES respectively. Again the operations are performed by manipulating control word sequences followed by a subsequent simplification process. MSAES operates by representing, in a work space, the first simple algebraic expression as a sequence of indirectly addressed control words, one for each term. A second sequence of control words is created to represent the resultant simple algebraic expression. Each element in this sequence is a composite term consisting of two factors. The first factor references a term in the second multiplication operand while the second factor references a term from the previously created control word sequence. All possible cross products terms are created and then the resultant simple algebraic expression is simplified by the HLC routine (see Chapter VI).

Division of simple algebraic expressions is done in a similar manner. Each term of the divisor divides each term of the dividend. The same type or control word sequence is created as in MSAES except that the second factor is modified by an explicit exponent of $-1 / 1$ before simplification.

## Logical Functions

The logical functions which can be applied to the algebraic data elements involve testing for both algebraic structural equivalence as well as equivalence of symbolic values. Two routines are provided for this purpose, one of which pertains to tests on simple elements while the other is only applicable to composite algebraic elements. Each routine returns a condition status byte (see Appendix IV)

## Equivalence of Simple Elements

The routine TESTESI tests two simple operands for equivalence. The simple operands can be either of implicit or explicit format. No test is made on the algebraic type field (e.g. factor or term) as this information is readily available to the calling program when needed through the appropriate control words.

The first test performed is on exponents. If both operands are implicit then this test is skipped. If both operands are explicit a test for equivalence of variable exponent pairs is performed. However, if one operand is of implicit format when the other has explicit exponents then the explicit exponents must either all be plus ones or minus ones. If the exponent values of one operand are the inverse of those in the other, this
condition is reflected in the return condition byte. This facility can be used to facilitate the search for common factor groups in rational function expressions ${ }^{1}$.

As there is no system -imposed ordering of the variables according to a collating sequence, a search for equivalence of variables can be very lengthy. However, it is unlikely that a search will proceed to any depth if the simple operands actually do differ. As no search is made if the number of variables is not identical in each operand, the only condition that leads to excessive search time is when both operands have many common variables, all of which are concentrated at the beginning of the first operand.

If the variables and exponents match a further test for equivalence of constants is made.

Equivalence of Composite Elements
Tests for equivalence on composite elements are performed by the routine TESTECI. As a composite element represents a tree or subtree, this routine is recursive. Essentially it is similar in structure to TESTESI and also returns a condition byte. It is necessary to identify a mismatch and default as quickly as possible because of its potentially time consuming nature.

1
It is proposed to extend the existing routine to search for a subpattern within a given operand.

The first test is to check the number of elements in each' composite element operand. If they differ there is an immediate default. Care must be exercised with operands in extended format to ensure that the algebraic structure as reflected in the control words is the same for both operands ${ }^{1}$. This particular test is searching for topological equivalence.

If the previous test is successful each subelement in the first operand is matched in turn against each subelement in the second operand. Failure to match on any scan produces an immediate default. When both subelements being matched are simple TESTESI is called; when both are composite a recursive call to TESTECI is made, else the scan continues.

1
For example a term with $n$ factors would not be considered equivalent to another term of $n-1$ factors where one of the factors is made up of 2 subfactors even though the 2 terms are symbolically equivalent.

## Functions

A function facility is required within algebraic expressions for providing a higher level of generalisation of the algebraic data elements. This facility can be used for defining in-line representations for a number of elements. For example, a term in an expression may represent a Bessel function of given order etc. The same function facility is used to represent total and partial derivative as explained in Chapter IV.

The function facility can aslo be used to define a selector function for a data element (or elements) on a group of existing data elements. It may for example, be appropriate to define a selector function for identifying a term data element from within a simple algebraic expression which has the highest power in a given variable.

The algebraic data elements within a function description (e.g. < simple algebraic expression>, <term > etc) are treated in the same way as the data elements within a simple algebraic expression. The creation and maintenance of these elements is left to the special function processing routines provided by the user.

## Numeric Evaluation

It is often necessary to find the numeric value of a symbolic expression. This can either be done by substituting numeric values for symbolic variables wherever possible and simplifying as is done in FORMAC or associating a value with each symbolic variable in an evaluation procedure.

EVALSAE is the AIDS routine which evaluates a simple algebraic expression and returns a numeric result. This in turn calls EVALTERM for evaluating a term which may in turn call EVALFD for evaluating a function designator. All routines are recursive and all calculations are performed in single precision floating point arithmetic.

The routines operate by associating numeric values with the symbolic variable. The value of each variable is found from the variable name table. If a variable name cannot be found in this table, the structure name table is searched and if found this structure is immediately evaluated for a numeric result. Failure to identify a variable causes a message to be printed and the evaluation process terminates.

## Removal of Parentheses

Removal of parentheses is a linearising operation which reduces algebraic structural relationships within a simple algebraic expression to a minimum. This process involves both multiplying out terms and expanding expressions raised to an integer power. Both operations are part of the simplification process in FORMAC under user control. These operations are performed in AIDS by manipulating control word sequences in a recursive manner.

- Removal of parentheses is performed on a term by term basis within a simple algebraic expression by the routine EXPANDS. It requires' as parameters the address of the simple algebraic expression and the address where the result is to be stored.

Each term is formed in a scratch area by removing one level of parentheses at a time. The resulting simple terms are removed to a resultant area while further expansion is introduced if parentheses still exist. The simple terms are simplified before being moved. The resultant expression is subsequently simplified.

The expansion of a simple algebraic expression raised to. an integer power is performed by creating a vector of term control words in a large scratch area. Mulifiplication is performed using only indirect address control words until the exponent power has been reached. Each term is then
simplified followed by a simplification of the resultant expression.

Removal of Farentheses is undoubtably the most complex operation performed by AIDS.

## Factoring

No attempt has been made to implement the inverse operation to expansion, namely factoring. However, the facilities for implementing factoring are available for user defined procedures. Further facilities are desirable such as searching for a subpattern within a simple element as well as extracting the largest common pattern from two or more simple elements. Neither of these is difficult to implement. It is clear that factoring should be attempted in a highly interactive environment, such as with visual display terminals, where extensive user direction and control is possible.

## Chapter VI

## Algebraic Simplification and Substitution

## Simplification

Central to any sophisticated symbolic algebraic system is the need for an efficient simplification mechanism. The simplification is usually related to the canonical format of symbolic representations within the system. Simplification is essential in that it removes redundant symbolic expressions as well as permitting more efficient processing on the resultant data structure elements.

A brief survey of the development of simplification routines is given in reference 10. The authors cite sevei:al independently written routines for performing some aspects of simplification. Most of these are LISP based except notably their own simplification subsystem within the FORMAC system called AUTOSIM.

The exact meaning of simplification is not readily definable and iṣ usually only to be found in

- terms of a working philosophy for a given algebraic system. For example most would agree that $(a+3 a+4 b)$ should be reduced to a representation of at least (4a + 4b) and preferably $4(a+b)$. However, it cannot always be expected that the term (a - b) (a+b)
should be automatically reduced to $\left(a^{2}-b^{2}\right)$ as it may be more informative to the user, expecially in an interactive system, to maintain the original representation. The removal of redundant values is invariably desired, however, the transformation of an algebraic entity to another form.should only be performed under a set of well defined conditions, all of which can be controlled by the user.

The importance of simplification cannot be overstressed as simplification of a resultant operand can in many cases account for more processing time that the algebraic operations which produced the resultant element. The essentials of simplification are a pattern matching operation combined with the creation of an equivalent representation for an algebraic element. Again, because this is a dynamic type of operation, demands will be made upon the data management facilities in the system. Simplification in LISP based systems (refs 10, 11 ) consists usually of a number of recursively defined routines which operate on their list data structures. The arguments against this type of facility are essentially those against all list processing systems, namely inefficiency in processing time and storage requirements.

The AUTOSIM package in FORMAC differs from previous attempts at simplification in many pronounced ways.

It is a compiete subsystem encompassing many aspects of simplification as defined within FORMAC. AUTOSIM does not employ recursion in the same manner as LISP based systems. It does however make use of a push down store. Fundamental to the simplification process in AUTOSIM is the ability to flag, and subsequently test for) elements which are in simpliffied format.

FORMAC's authors have taken the view that a substitution of a variable for an expression should be performed whenever possible. For example consider the following FORMAC statement:

| 1. LET | $E=(A+B){ }^{* *} N$ |
| :--- | :--- |
| 2. LET $F=(A+B) * * M-E^{2}+5 * E * * D$ |  |

The first FORMAC statement defines an expression $E$ to have the value $(A+B) * * N$. If when this is encountered at object time $B$ is an atomic variable (e.g. symbolic) and $A$ and $N$ are FORTRAN variables with values 1 and 2 respectively then the representation for the first expression will then be $(1+B) * * 2$. If subsequently expression 2 is encountered and $M$ is a FORTRAN variable with value 6 , and $D$ an atomic variable, the representation for this expression will
expression $F$ would be

$$
6 *(1+B) * 6-(1+B) * 4
$$

The algebraic operations performed in FORMAC rely on the representation of expressions to be in a simplified canonical format.

AUTOSIM performs the following "natural"
simplification transformations:

1. $0^{* *} \mathrm{~A} \rightarrow 0 \quad$ where $\mathrm{A} \neq 0$
2. $1 * * A \rightarrow 1$
3. $A * * 0 \rightarrow 1$
4. $A * 1 \rightarrow A$
5. (-A) **N $\rightarrow\left\{\begin{array}{rl}-\mathrm{A} & { }^{*} \mathrm{~N} \\ \mathrm{~N} & \text { if } \mathrm{N} \text { is an odd integer } \\ \mathrm{A} & * * \mathrm{~N}\end{array}\right.$ if N is an even integer
6. $-(-A) \rightarrow A$
7. EXP (LOG (A)) $\rightarrow \mathrm{A}$
8. LOG (EXP (A)) $\rightarrow A$
9. $-(3 * A *(-B) * C *(-D)) \rightarrow(-3) * A * B * C * D$
10. 

$$
\sum_{j=1}^{n} A_{j} \rightarrow \sum_{j=1}^{n} A_{j} \quad \text { where } A_{k}=0
$$


11. $\quad m_{j} B_{j} \rightarrow 0$ $j=1$
where there exists at least one value of $k$ such that $B_{k}=0$

Most of the above transformations are usually inherent in any simplification system. However, AUTOSIM applies further transformations under control of the user. These relate to the evaluation of standard functions with numeric parameters. The options governing these transformations are :
a) evaluate all functions automatically
b) evaluate only the integer-valued functions
(factorial and combinatorial)
c) evaluate only the transcendental functions
(EXP, LOG, SIN, COS, ATAN, TANH)
d) no functions to be evaluated

AUTOSIM is a scan driven process and operates by deciding whether a simplification transformation is applicable to the part of the expression currently being scanned. Each algebraic operator governs the simplification operation on its associated operands and the lower level operators. The applicability of the simplification transformations can be determined from a transfer table specifying the association between operators. Part of the decision process is to perform contextual checking. There are essentially three main types of context which may be checked before applying a simplification transformation. Firstly there is a check for specific patterns of operands and operators (e.g. the simplification of $B * *(-K)$ is only done if $K$ is an integer). Secondly a test is made to check if the
sub expression has already been simplified. • Lastly, transformations are only applied after checking mode switches for specifying simplification options.

All transformations are not immediately applied when first recognised, in the transfer table but are delayed untii sub expressions are simplified. In this way the need to perform some transformations may be eliminated. Also intermediate in-line growth of expressions can be reduced (e.g. the transformation $\left(\mathrm{T}_{1} * \mathrm{~T}_{2} * \ldots \mathrm{~T}_{\mathrm{n}}\right)^{* *} \mathrm{X} \rightarrow\left(\mathrm{T}_{1}{ }^{*} * \mathrm{X} \ldots \mathrm{T}_{\mathrm{n}}{ }^{* *} \mathrm{X}\right)$ should only be performed after the base $T_{1} * T_{2} \ldots \ldots T_{n}$ has been simplified) by delaying simplification at one level. Simplification in AUTOSIM involves an ordering of all operand variables for an operator in delimitor Polish notation.

Essentially FORMAC simplification (AUTOSIM) is a scan dominated process for applying transformations on the internal representation of an expression. The process involves a complex set of rules for both determining when and how a simplification transformation should be applied. Extensive data movements with sorting and merging are involved.

Simplification in SYMBAL achieves essentially the same objectives in a somewhat more formal manner. The simplification mechanism consits of a series of procedures which may be called recursively to reduce and modify the
list data structure for an expression. A transfer table is u'sed to determine sign whenever parentheses are removed. SYMBAL also uses five modes which determine the level and extent of any simplification. These modes provide controls for:

1. distributtive multiplication: It is possible to specify the removal of all parentheses up to an integer power. Parentheses will be retained for all expressions having larger integer exponent values.
2. delayed assignments: The user may control the assignment of a value to a variable through this mode 3. common denominator: This mode makes it possible to control whether rational expressions are to be represented as

$$
\Sigma \text { (numerator terms) }
$$

denominator
or as $\quad \Sigma$ (numerator terms/denominator)
4. truncation of power series: For power series representations ali terms with an exponent greater than a specified value are dropped.
5. distributive multiplication in expressions consisting of a single term: For expressions consisting of a single term, distributed multiplication is unconditionally suppressed.

Individual routines exist for simplifying factors
and terms. Most make extensive use of a scratch area and ultimately result in copying the simplified element into a new area.


#### Abstract

Simplification in AIDS Algebraic simplification in AIDS is performed either implicitly as an integral part of an algebraic system operation or explicitly through a user initiated command. Simplification is performed in accord with the needs of proper system operation.

In much the same manner as with other extensive algebraic systems the algebraic data elements are always maintained in reduced canonical format. Operations which produce results which may require simplification automatically invoke the necessary simplification mechanisms. Some of the same simplification mechanisms can also be invoked through user control.

Since simplification is such a vital part of any algebraic manipulation scheme it is essential to be able to perform this function on any algebraic data element as economically as possible in terms of processing time and storage space required. The result produced by any basic simplification mechanism should be a data element in canonical format with no redundant representations. The redundancy argument applies to both structural as well as symbolic data.

One of the basic reasons for choosing some of the data structure elements found in AIDS was to make the simplification process as natural and simple as possible. Hence a minimal amount of manipulation is performed in


a well defined manner.
Simplification of elements in AIDS usually involves re-writing the simplified element into a location different from that of the original element. This approach has been chosen primarily because of expediency. There are cases where a simplified element in AIDS may require more storage space than the unsimplified element. In this case there would be an unjustifilable amount of housekeeping and data movement involved. The result of any simplification in AIDS is to produce a simplified element in reduced canonical format. This is not a necessary condition of AIDS operation and an analogous simplification mechanism could be constructed to produce simplified elements in the extended format. This facility might perhaps be useful for a highly interactive environment such as the use of visual displays where obviously it would be undesirable to rewrite large elements because of only minor changes. The various levels of simplification in AIDS can be broadly classified as follows:

1. simplification of simple algebraic elements
2. simplification of composite algebraic elements
3. reducing structural complexity to canonical format.

Simplification of Simple Algebraic Data Elements The simple algebraic data structure elements in

AIDS consist essentially of contiguous lists in store containing control information as well as algebraic primatives according to a format defined by the control word. A simple element is dynamic in length and hence can contain any number of symbolic variables or variable exponent pairs, but only one element constant. Simplification of a simple=element involves removing redundant variables from the element. For example the unsimplified simple element $3 * A * * 2 * B * * 1 * A * * 1$ would simplify into $3 * A * * 3 * B * * 1$.

The simplification of simple elements is performed by the COMPRESS routine. This routine accepts as parameters the address of the simple element to be simplified as well as the address of the location where the simplified element is to be stored. COMPRESS operates by selecting each variable in turn and scanning for its next occurence, if any, in the element. If it does not occur again the variable (with or without exponent) is recopied into the new area. If, however, another instance of the variable is found the exponent is accordingly updated and the scan stopped. In this case the scan for the next variable begins without recopying. This process can be executed in the same data area in which the term exists only if the simple term has explicit exponents. For the case where the simple element has implicit exponents a match during the
scan necessitates expanding the simple item from an implicit exponent format to an explicit exponent format before the previously described process can be applied. (This is essentially the reason for rewriting simplified elements into new areas of store - i.e. an element can grow in length during a simplification operation! $)^{1}$ This expansion is performed in the result area and COMPRESS is then applied to this element.

Whenever a match of variable names is found the exponents are updated by rational arithmetic addition. If the result is zero the variable exponent pair is not included in the new element being formed. The control word for the resultant elenent is automatically updated during the operation.

The EXPAND routine accepts as paramenters both the address of a simple element to be expanded from implicit exponent to explicit exponent format and the address of the location in store where the result is to be formed. This operation involves merely inserting exponent values of $1 / 1$ for all variables.

The COMPRESS, in conjunction with EXPAND routine, performs the following simplifications in AIDS:

1 The break-even point occurs when the number of variables in the original element is 2 (equating lengths gives $2+\mathrm{N}=2+2(\mathrm{~N}-1)$, hence $\mathrm{N}=2)$.
a) $A * * 0 \rightarrow 1$ (implicitedly)
b) $A * M * A * N \rightarrow A *(M+N)$
c)


The scans in the simplification process could be shortened by ordering the variables within a simple element according to the collating sequence in much the same manner as AUTOSIM. However, AIDS attempts to avoid this restriction so that a user defined order may be maintained whereever possible for possible use in highly interactive systems. In any case, the amount of processing time is not likely to be reduced significantly as the ordering process could itself consume considerable processing time.

Simplification of Composite Algebraic Data Elements Composite elements in AIDS combine algebraic structural information with symbolic data of simple algebraic data elements. Simplification of composite elements involves both structural re-organisation as well as combining and simplifying simple elements. The composite syntactic elements < term> and <simple algebraic expression> are simplified by the routines RTERM and HLC respectively. Each routine accepts as parameters the address of the composite
element to be simplified and the address in which the result is to be stored.

## Term Simplification

Term simplification involves reducing a term to the minimum number of factors by combining redundant representations. The RTERM (reduce term) routine makes two passes on the given term, first to remove $a 11$ simple factors and combine them into a single simple factor element and then a second pass to extract all composite factors. The resulting simple factor resulting from the first pass is itself reduced by the COMPRESS routine. If the resultant constant is zero the resultant control word is set to a single word of zeroes signifying a simple term of length zero (i.e. a null term). If the constant has value $1 / 1$ and further composite factors exist, the simple item is not removed, although it could well be. The overhead borne by maintaining a simple factor of value $1 / 1$ is small and it can prove useful when performing further algebraic operations.

The second pass involves comparing each composite factor with all remaining composite factors in the term for either complete or partial equivalence. If the two factors differ only in exponents a resultant factor with updated exponents is moved to the resultant
area. This scan cycle continues for further possible matches of composite factors for the same partial equivalence. Each composite factor as it is used, is flagged so that it can be ignored in subsequent scans. New scan cycles, are initiated until no further composite factors remain.

The effect of RTERM is to produce a reduced composite term in canonical format. A simple factor, if one exists, will appear as the first sub element. All composite factors with common base will be combined into a single composite element of the same base but updated exponent. In essence RTERM performs the following simplification:
d) $0 * A \rightarrow 0$
e) $\quad m C_{i} \rightarrow \prod_{i} C_{i} \quad$ where $m-n(m>n)$ composite $i=1 \quad i=1$ factor have base elements in common with other elements The control word which describes the new term is updated to reflect any changes as a result of the simplification.

Simplification of Simple Algebraic Expressions
The simplification routine which reduces the representation of a simple algebraic expression is HLC (high level compresser). This routine operates in much the same manner as RTERM. Each term in turn is
compared against all remȧining terms for either complete or partial equivalence, the partial equivalence in this case being "differ in leading constant value only". Matches which lead to possible reductions involve storing an updated term in the resultant area as well as flagging the term in a separate map area to signify that it has been accounted for. The order of the terms is not changed and where reduction has occured the position of the first appearance of the term is maintained .

HLC assumes that each term is in a reduced state from the operation which formed it. The control word is updated to reFlect any changes induced by the simplification mechanism. The result of combining two terms may lead to a zero result which is checked. Simplification from HLC is defined by
f) $C * A \rightarrow 0$
where $C=O$, and $C$ is the constant associated with a simple data element
g) $\quad \sum^{m} T_{i}=\sum^{n} T_{i}$

$$
i=1 \quad i=1
$$

where $m$ - $n(m>n)$ terms differ from other existing terms in no more than a constant factor

Resolving Structural Complexity
Complex algebraic structures can be built up by describing and referencing sequences of control words. By this means it is possible to build up superstructure
on existing algebraic and symbolic data. The most important instance of this is the case where all factors in a term or all factors in a composite factor can be affected by an exponent. Some or all of the factors may already have explicit exponents and the :term or factor may have one or more ( if the composite item is not in simplified format) simple factors.

The routine REDUCE has been designed to transform this type of structural complexity for a term or composite factor into a standard format. REDUCE accepts as parameters the address of the element as well as the address where the result is to be stored. Thé effect of this routine is to produce a vector of control words and data elements in which each base element is identified by an indirect address control word followed by the complete exponent. The exponent may reference other existing elenents by indirect addressing. This result could in turn be simplified by the RTERM routine.
It may of course be necessary to raise a simple factor group to an explicit power. This could be done by decomposing a simple group of $m$ variable into $m+l$ composite factors, each of which consists of a simple item raised to an explicit power. It is, however, also possible to raise the complete simple item to the explicit power by creating a single composite factor consisting of the simple group all of which is affected by the explicit exponent. This latter course is
followed in AIDS.
REDUCE operates by maintaining a stack for the exponent value as a simple algebraic expression. Each factor in the term or composite factor may contribute its own exponent value which must of course by removed before passing to the next factor. For example assume that the term $3 * A * 2 * B *(A-B) * * 2 *(A+D) * * 3$ were to be raised to the power X - Y. An exponent stack consisting essentially of a simple algebraic expression with the single term (X - Y), which is itself a simple algebraic expression, is created. The first sub element of the term which is a simple factor with explicit exponents is raised to an exponent power by creating a composite factor with a single simple data element. The composite factor is set to type explicit. The exponent value is moved from the exponent stack to the resultant area. The next factor ( $\mathrm{A}-\mathrm{B}$ ) * 2 is a simple algebraic expression with explicit exponent. A control word pointing to the simple exponent of value "2 " and designated as type term is added to the exponent stack. The control word describing the exponent stack is also updated to reflect the increased length and element count. The local exponent value is removed from the exponent stack, by changing the exponent controll word, after the factor has been moved off to the result area. This process is repeated until all
sub element factors have been dealt with. This routine is particularly useful in cases where structure is created and manipulated by routines other than the AIDS routines for performing operation on the data structure elements. However, AIDS does use this facility when expanding a polynomial to an integer power.

A limited amount of structural simplification is provided by the MOVELEM routine. All indirect addressing links are removed from the subelements of the data element being moved. The result of course is stored in canonical format.

## Substitution

Substitution involves the replacement of one symbolic entity by another. The entity being replaced is usually a variable although it could be any algebraic element.

This process is essentially scan driven and requires searching for the element to be replaced. At present AIDS provides the facility of replacing a symbolic variable by any other algebraic data element. As a symbolic variable is always stored in a simple element a complete simple element must be removed and in most cases replaced by a composite element. This is done in AIDS by creating indirect address control words in an existing
structure which point to the replacement element. A simplifying pass is then used to move the structure to a resultant area.

Substitution is performed in AIDS by the routine SUBST which has as argument the addresses of the variable for replacement, the referenced simple algebraic expression and the resultant area. Even though replacement of complete elements is not provided it can readily be designed by using existing facilities in AIDS.
Chapter VII

## Differentiation and Integration

Differentiation and integration constitute two of the more complex algebraic functions of algebraic manipulation. Both of course are required when dealing with the formal solution of differential equations. The procedures for performing these operations are recursive in nature with procedural complexity related to the sophistication of the associated data structure. Each procedure can be defined in terms of primative arithmetic and pattern matching operations as well as predefined transformations.

Differentiation, as is to be expected, is decidedly the simpler of the two processes. Initial attempts (Refs. 4, 5) at symbolic differentiation were crude and based on simple data structures. With the availability of LISP, which is well suited to this type of operation, more sophisticated and powerful schemes emerged (Ref. 3). Differentiation can also be readily achieved with string processing languages such as SNOBOL.

Symbolic integration, however, does present more of a challenge. The first symbolic integration program with any claim to generality was SAINT (Symbolic Automatic Integrator - Ref. 6). This was written in LISP but did
not have şufficient flexibility to permit the solution of ordinary differential equations in a practical algebraic manipulation system. This was followed by SIN (Symbolic Integration - Ref. 8), also written in LISP, which used the rational function package of MATHLAB (Ref. 7). SIN in turn was used to write SOLDIER (Ref: 8) for the solution of first order, first degree ordinary differential equations. Both systems make extensive use of pattern matching.

Even though SAINT and SIN are both relatively powerful they can be very time consuming because of their heuristic approach. Integration is perhaps best suited to $a$ highly interactive environment where user direction and involvement can be used to reduce the complexity of the operation.

## Differentiation and Integration in AIDS

## Differentiation

A comprehensive differentiation facility is incorporated within AIDS with many of the associated routines making use of the recursive facilities. A design objective in AIDS has been to provide data structures which permit the realisation of complex operations in a natural and efficient manner. This can be demonstrated by the relative ease with which the normally difficult operation of differentiation can be achieved.

Differentiation of any element (including simple algebraic expressions) is performed as a single pass inline:operation to produce resultant elements. As these elements may not be simplified a further simplification pass is required which also moves the elements to a resultant area. No other re-organisation of the data elements is necessary even though the operation is inherently highly recursive.

There are 3 levels of routine in ArDS involving differentiation of:

1. simple algebraic expressions
2. terms - simple or composite
3. functions

All of the above are essentially recursive except for the
case of simple term elements.
Differentiation of a simple algebraic expression is performed by the DIFFSAE routine which accepts as parameters the address of the simple algebraic expression control word, the address where the result is to be stored and the address of the variable of differentiation. Each term is referenced in turn and a test is made to determine whether it is of type simple or composite before control is transferred to the appropriate routine. The control word of the resultant simple algebraic expression is automatically updated after return of control from the lower level differentiation routines. This routine is essentially recursive since a term within a simple algebraic expression may itself be totally or in part another simple algebraic expression. A final simplification pass is required to remove redundant terms from the unsimplified structure created in the work area.

The recursive routine DIFFC differentiates a
composite term with respect to a given variable. The parameters involved are the addresses of the composite term, result area and variable of differentiation as well as the address of the simple algebraic expression control word (of which the resultant term is a part) to be updated. Differentiation is performed according to the formula:

$$
\begin{gathered}
\frac{d}{d x}\left(f_{1} f_{2} f_{3} \ldots f_{n}\right)=f_{2} f_{3} \ldots \ldots f_{n} \frac{d f_{1}}{d x}+f_{1} f_{3} f_{4} \ldots f_{n} \frac{d f_{2}}{d x}+ \\
\ldots \ldots f_{1} f_{2} f_{3} \ldots f_{n-1} \frac{d f_{n}}{d x}
\end{gathered}
$$

Each term in the result requires creating a null term control word followed by the differentiation of the factor associated with the term. If the result or the differentiation is zero this term is ignored and the routine proceeds to create the next term. If a non zero result is produced indirect address factor control words are stored with the term to reference the remaining factors. Both the term control word and the simple algebraic expression control word are appropriately updated. The resultant term is simplified and moved to its proper result area.

In performing differentiation of any element in the above process a test is made for type. If the element is a simple factor, control is passed to the routine for performing differentiation of simple elements. If a simple algebraic expression is encountered a further test for explicit exponent is made else control is immediately passed to the DIFFSAE routine. Should an exponent exist it is referenced as an indirectly addressed factor of the term before control is passed to DIFFSAE. When control is returned the control word for the expression, if the result is non zero, is modified to specify an explicit exponent which is then formed by performing a subtraction of a term with value $1 / 1$ from the existing exponent.

For the case where the element to be differentiated is a function designator control is passed to DIFFFD. This
routine is required to identify the function and perform the necessary operation. For trigometric functions this can be performed through tables. Further if a function is affected by an explicit exponent it is dealt with in the same manner as the analogous situation for simple algebraic expressions. DIFFFD is recursive.

The most common requirement is to differentiate simple elements which can be of either implicit or explicit exponent format. This is essentially a very fast operation as it involves a scan to determine the presence of the variable of differentiation. When the referenced element has implicit exponents and a match is found the element is copied less the variable into the resultant area. For explicit exponents the appropriate exponent value is decreased by $1 / 1$ before moving it. A resultant exponent value of zero requires removing the variable during copying. To give an indication of the result a completion code is returned in R15, zero indicating a valid result and non zero that the result itself is zero. Considerably more power can be added to this system by catering to functional dependence of one variable on another. For this, further scans would be required to search for dependent variables. This operation would then involve replacing the simple element with a composite element involving factors which are themsclves derivatives.

## Integration

No attempt has as yet been made to implement general integration schemes involving all the algebraic data elements of AIDS. However, a routine (INTEG) does exist for integrating a simple element with respect to a specified variable of integration. . This function is similar in operation to differentiating a simple element except that in this case it may be necessary to expand a simple element from implicit to explicit exponent format. Again no functional dependence is permitted at this stage. Integration of complicated algebraic expressions can be achieved by first removing parentheses and then integrating on a term by term basis. It is hoped to be able to attempt more ambitious schemes in the future.

## Chapter VIII

## CLAM Algebraic Interpreter

CLAM，an acronym for Command Language for Algebraic Manipulation is a simple interpretive scheme designed to illustrate the facilities of AIDS．It consists of a number of basic commands available to the user for performing a limited class of algebraic operations．The system can readily be extended to include other commands by interfacing to the existing facilities of AIDS．

The interpreter uses some of the recogniser routines from the syntax analyser which recognises simple algebraic expressions．Each command statement is free format hence blanks may appear anywhere．An implementation restriction requires that the total length of a command must not exceed 400 characters，excluding blanks，and the command must be terminated by a semi colon．

CLAM was written by interfacing to existing AIDS facilities．The power of AIDS is not limited to writing simple algebraic interpreters as it is expected to be able to produce sophisticated algebraic compilers from AIDS． Description of CLAM

The following further syntactic entities are used in the definition of CLAM：

1．〈name〉：：＝＜variable identifier＞
2．〈name list〉：：＝〈name〉｜〈name list〉＂，＂＜name〉

A name may reference a symbolic variable or a simple algebraic＇expression．The unique identification of a user is also by a name．

A command statement consists of a command identifier followed by an operand list and terminated by a semicolon． The following is a list of commands available in CLAM： 1．USER＜name＞＂；＂

This is the first command of a CLAM program and identifies a user to the system．CLAM then allocates him a private data space for tables，work areas，stack areas，etc． 2．FINI 〈 name＞＂；＂

FINI signals the end of processing for a given user．
For terminal operation a user count is kept which when it goes to zero causes control to return to the operating system． A user＇s data space is relinquished by FINI．

3．LET 〈name〉＂＝＂＜simple algebraic expression＞＂；＂
LET permits a simple algebraic expression and its associated name to be known to CLAM．The simple algebraic expression is recognised，converted to internal format，and catalogued．

4．PRINT＜name list＞＂；＂
PRINT causes a print out of all simple algebraic expressions referenced in the name list．Names which reference variables are printed with their current value．

5．SET＜name〉 $n="$＜number＞$"$ ，$"$＜name＞

Symbolic variables are assigned numeric values by means of the SET command．Any number of variables may be assigned values through a single SEI command．

6．SAVE 〈name list＞＂；＂
The expressions referenced by names in the name list are relegated to backing store．They may be restored by either the command RESTORE or a reference to an simple algebraic expression during processing．

8．RESTORE＜name list＞ $\boldsymbol{1 t}$ ；${ }^{\text {t }}$
All the referenced simple algebraic expressions in the name list are moved from backing store to main store． 9．DISPLAY $\left\{\begin{array}{l}\text { NAME TABLE } \\ \text { STRUCTURE TABLE }\end{array}\right\} \quad n ; "$

The contents of either the NAME or STRUCTURE table is printed out．

10．EVALUATE 〈name list〉＂；＂
The simple algebraic expressions referenced in the name list are evaluated for numeric results．

11．SUBSTITUTE 〈name〉＂＝＂〈simple algebraic expression〉
＂IN＂＜name＞＂；＂
The first name value references a variable in the simple algebraic expression specified by the second name value．The referenced variable is replaced by the symbolic value of the simple algebraic expression．

12．SIMPLIFY＜name list＞＂；＂
Each simple algebraic expression referenced by a variable in the name list is simplified and stored in main core in canonical format．

13．DIFFERENTIATE 〈name 〉＂WRT＂＜simple variable＞＂；＂ The simple algebraic expression referenced is differen－ tiated with respect to a simple variable 14．EXPAND 〈name list〉 1 ；＂

This command is used to reduce a simple algebraic expression to a polynomial of simple terms．

15．INTEGRATE＜name＞＂WRT＂＜simple variable＞＂；＂
Integration of the named simple algebraic expression is performed with respect to the simple variable specified on a term basis．The simple algebraic expression must first be expanded．

An example of a CLAM program is given in Appendix VII．

## Chapter IX

## Summary

AIDS has been designed from the premise that algebraic operations can be defined on algebraic data structure elements in much the same way that arithmetic operations are defined on arithmetic data. Further it is possible to identify processes and facilities which are essential for manipulating symbolic data. Some of these constitute prim.itive operations for symbolic processing and could well be incorporated within the hardware.

The usefulness of AIDS lies in the ability to define simple algebraic data elements, composed of primitive (arithmetic and symbolic) components, which can be combined dynamically with algebraic structural information to form composite algebraic data elements. The data elements are organised to model algebraic expressions. By manipulating the data elements through algorithmic schemes, algebraic operations are realised. Desirable hardware features can be associated with specific algebraic operations.

The accessing mechanism involves indirect addressing to any level which is a standard hardware feature on many machines. Indirect addressing is usually associated with
a specific bit position in the instruction. Obviously for an AIDS implementation it would be desirable to define the control word format in such a way that the indirect address bit coincides with the hardware indirect address bit:

Data management in AIDS makes extensive use of stacks. Again this facility is found on many machines and is becoming fashionable with new machine architecture. This stack facility must be capable of dealing with variable length segments. Stack maintenance should be done by the hardware except for stack overlays. A stack area full or empty condition signalled by a hardware interrupt can be used to initiate a stack area save or stack area restore operation. It would also be desirable to provide a store protection mechanism through hardware rather than through software as in AIDS. For existing data elements the length field can be used to define the upper bound with the control word as base.

In AIDS it is desirable to be able to manipulate data elements in single operations. When multiplying two simple elements of the same exponent format the operation is well defined and involves a concatenation, a rational arithmetic multiplication and the creation of new control word. Reducing a simple element with explicit exponents to a minimal form is also a well defined operation. When a simple element has implicit format,


#### Abstract

scans through the symbolic components for multiple instances of the same component could set a condition code to signify that the element requires expansion to explicit exponents which must then be followed by a reduce operation. The expansion from implicit to explicit format is itself well-defined. All of the above operations could be implemented as interruptable micro-programmed sequences. It is possible that rational arithmetic, including the greatest common denominator algorithm, could be realised through micro code, however because of its potentially explosive nature when the resultant denominator is small condition code setting would certainly be required.


## Future enhancement

It has always been the desire of the author to develop the concept for ultimate use in man-machine interactive systems. It is obvious that many processes such as factoring can be best realised through user interaction. At the same time it may be informative for the user to have a graphical representation of a function on which to base further decisions. Identification and changes from the display can be readily implemented through association lists using indirect addressing. A display with keyboard terminal is an obvious candidate for the AIDS facility.

An obvious enhancement is the representation of complex numbers. This can be achieved by essentially
adding another dimension (and using another bit in control word) to each simple element. Consideration should also be given to extending the concept to ordered n-triples for tensor applications.

It is further hoped that the AIDS facility can be used to devise languages for teaching and demonstrating concepts in some areas of mathematics.
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## Appendix I <br> Syntax For Algebraic Expressions

1. Basic Symbols
<basic symbol> : := <letter> | <digit> |<delimiter>
$1.1 \quad\langle$ letter $>::=A| B|C| D|E| F|G| H|I| J|K| L|M| N|O| P|R| R|S| T|U| V|W| X|Y| Z$
$1.2<$ digit $>:=0|1| 2|3| 4|5| 6|7| 8 \mid 9$
1.3 <delimiter>: := <operator> | <separator> |<bracket>
1.3.1 <operator>::=<arithmetic operator> |<relational operator> |
<logical operator>
1.3.1.1 <arithmetic operator>: : =< add operator>|<multiplication operator>|
<exponentiation operator>
1.3.1.1.1<add operator>: $:=+\mid-$
1.3.1.1.2 <multiplication operator> : : =* $/ /$
1.3.1.1.3 <exponentiation operator>: :=**
1.3.1.2 <relational operator>: : $=\langle |\langle\overline{|c|} \mid\rangle=| \rangle \mid=$
1.3.1.3 <logical operator> $::=\equiv|\varepsilon|| | \longrightarrow$
1.3.2 <separator>: :=,|.|:|;
1.3.3 < bracket>::=(|)

2．Identifiers

```
2.1 <letter digit string> ::=<letter> | <letter digit string> <letter> |
    <letter digit string> < digit>
2.2 <identifier> ::=<letter digit string>
```

3．Numbers

```
    < number> ::=< integer>| <rational> | <real>
3.1 <unsigned integer> ::=<digit> | <unsigned integer> <digit>
3.2; <integer> ::=<unsigned integer> | <addop><unsigned integer>
3.3 <rational number>::=< integer>" / "<integer>
3.4 <real> ::=<integer>" . "|". "<unsigned integer>|<integer>
    ". "<unsigned integer>
```

4．Variables
＜variable＞：：＝＜simple variable＞｜＜subscripted variable＞
4．1＜variable identifier＞：：ニ＜identifier＞
4．2＜simple variable＞：：＝＜variable identifier＞
4．3＜array identifier＞：：＝〈identifier＞
4．4＜subscripted variable＞：：＝〈array identifier＞＂（＂〈subscript list＞
＂）＂
4．5＜subscript list＞：：＝＜subscript expression＞｜＜subscript list＞＂，＂
＜subscript expression＞
5. Function Designator

6. Algebraic Expressions

```
6.1
<variable exponent pair> ::= <simple variable> " ** " <number > 
    < simple variable> " ** " " ( " <number> " ) "
6.2
6.3 < variable group>::=<variable exponent pair>|<<variable group >
6.4 <simple factor group>::=<simple variable group>|<number>" * "
6.5 < factor group> ::= <variable group> | < number > < multop> <vari.able
        group>
6.6 <primary>::=<simple factor group>|< factor group> | <function
    designator > | " ( "<simple algebraic expression> " ) "
    < simple variable group> ::=<simple variable> | <simple variable
    group> " * "<simple variable>
    <multiplication operator> <variable exponent pair >
    <simple variable group> | < number>
```

| 6.7 | <factor> : :=< primary>\|<factor> " ** " <primary> |
| :---: | :---: |
| 6.8 | < term> : : = factor> \| <term>< multiplication operator> <factor > |
| 6.9 | < simple algebraic expression> ::=<term>\|<addop><term>\|<isimple algebraic expression> <addop> <term> |

## 1. Recursive Facility Macros

1. RSAVE $\quad \mathrm{R} 1=0, \mathrm{R} 2=14, \mathrm{STACK}=0$
saves the consecutive sequence of registers as specified by keyword parameters R1 and R2 on the stack specified by the STACK keyword parameter. (Default values will cause registers 0 to 14 to be saved on stack 0 ).
2. RRETURN $\mathrm{R} 1=0, \mathrm{R} 2=14, \quad \mathrm{STACK}=0$
restores the consecutive sequence of registers as specified by keyword parameters R1 and R2 on the stack specified by the STACK parameter. The default values are identical to those in RSAVE.
3. STACKSEG ADDRESS, LENGTH, STACK =
saves the consecutive sequence of words of length (in words) specified by the positional parameter LENGTH from store location specified by the positional parameter ADDRESS on the general purpose stack specified by the keyword parameter STACK as an extension of the existing stack segment. The default value for the STACK parameter is stack 0 .

POPSEG ADDRESS, LENGTH, STACK = 0 restores a single sequence of words of length (in words) specified by the positional parameter LENGTH from store location specified by the positional parameter ADDRESS from the general purpose stack specified by the keyword parameter STACK. The same default value as for the STACKSEG macro is assumed.
5. STACK ADDRESS, LENGTH, STACK=1 saves the sequence of words of length (in words) as specified by the LENGTH positional parameter from store location specified by the positional parameter $A D D R E S S$ as a single data stack segment on the data stack specified by the keyword parameter STACK. The default value for the STACK parameter is stack 1.

POP ADDRESS, LENGTH, STACK=1
restores the sequence of words of length (in words) as specified by the LENGTH positional parameter from the last stack segment on the stack specified by the STACK keyword parameter to the store location specified by the positional parameter ADDRESS as a single stack segment.
II. Data Element Referencing Macros

1. NEXTD $\mathrm{RP}=2, \mathrm{RD}=3$
loads the register specified by the keyword parameter RD with the address of the first sub-element of the element whose address is contained in the register specified by the keyword parameter RP. The default values for $R P$ and $R D$ are 2 and 3 respectively.
2. NEXTE $\quad \mathrm{RP}=2, \mathrm{RE}=3$
loads the register specified by the keyword parameter RE with the address of the next equivalent element to the element whose address is contained in the register specified by the keyword parameter RP. The default values for $R P$ and $R D$ are 2 and 3 respectively.
3. ELEMENT $\quad \mathrm{PR}=2, \quad \mathrm{ER}=3$
loads the register specified by the keyword parameter ER with the final address of the element whose address is contained in the register specified by the keyword parameter PR. The default values for $P R$ and $E R$ are 2 and 3 respectively. There can be any number of levels of indirectness.
loads the register specified by the keyword parameter RE with the address of the exponent element for the element whose address is contained in the register specified by the keyword parameter 'PR. The default values for $R P$ and $R E$ are 2 and 3 respectively.

FUNCTION $\quad$ RP $=2, \quad \mathrm{RE}=3$
loads the register specified by the keyword parameter RF with the address of the name element for the function whose address is contained in the register specified by RP.
6. ALLI $\operatorname{FUNC}, \mathrm{RP}=2, \mathrm{RE}=3, \mathrm{R} 1=4$
executes the function whose symbolic address is specified by the positional parameter FUNC for all sub-elements of the element whose address is contained in the register specified by the keyword parameter RP. FUNC must return control through register 14. The keyword parameter RE specifies the register to be used for holding the address of each sub-element, before transfering control to the function procedure. R1 is the keyword parameter which specifies the count register for the sub-elements. The default values for $R P, R E$ and $R 1$ are 2,3 and 4 respectively.

```
7.
ALL2
FUNC, \(\quad \mathrm{RP}=2, \quad \mathrm{RE} 1=3, \quad \mathrm{RE} 2=4, \quad \mathrm{R} 1=5, \quad \mathrm{R} 2=6\)
executes the function whose symbolic address is specified by, the positional parameter FUNC for all sub-elements of the sub-elements whose address is contained in the register specified by the keyword parameter RP. (This macro, for example, can be used to access all of the factors of all of the terms in a simple algebraic expression). Keyword parameters RE1 and RE2 specify the registers to be used to store the addresses of the first and second level sub-elements respectively. R 1 and R 2 are keyword parameters for specifying the respective count registers.
```

III. Utility Macros

2. DEFINE
defines the hexadecimal equivalence of a single byte for a number: of common symbols used in AIDS.. The following values are defined on the first byte of a control word:
a) SIMPLE defines the simple/composite bit.
b) IMPLICIT defines the implicit/explicit exponent bit :
c) INDIRECT defines the indirect addressing bit
d) PRESENCE defines the presence bit
e) TERM defines the one's complement of the 2 bit. values for "term" (note "term" has a bit field value of 00 )
f) FACTOR defines the 2 bit value for "factor"
g) SAE defines the 2 bit value for "simple algebraic expression"
h) FD defines the 2 bit value for "function designator"

The following possible type fields are defined:

| i) | STI | simple term implicit |
| :--- | :--- | :--- |
| j) | STE | simple term explicit |
| k) | CTI | composite term implicit |

1) CTE composite term explicit
m) SFI simple factor implicit
n) $S F E$ simple factor explicit
o) CFI composite factor implicit
p) SEI simple algebraic expression implicit
q) SEE simple algebraic expression explicit
r) FDI function designator implicit
s) FDE function designator explicit
IV. Syntax Analyzer Macros

$$
\begin{aligned}
& \text { 1. STRTABLE } N=00, \quad D=60, L T=O 0, A O=00, M O=00, \\
& \text { RO }=00, L O=00, \quad S=00 \\
& \text { create a } 256 \text { byte vector and assigns the value (hexadecimal) of } \\
& \text { the appropriate type, as defined by the keyword parameters, to each byte } \\
& \text { whose offset is the decimal equivalent of the hexadecimal EBCDIC } \\
& \text { value. The following types are defined: }
\end{aligned}
$$

type
a) NS
b) $D$
c) LT
d) AO
e) MO
f) RO
g) LO
h) S
i) DL
j) ss
k) BLK

## description

non valid symbol
digit
upper case letters
add operator
multiplication operator
relational operator
logical operator
separators
delimitors
special symbols
blank
graphic symbol
non graphic symbol
0-9
$A-Z$

+ , -
* , /
$\langle\rangle,,=$
ᄀ, \& , 1
, ; :
(, ), ' "
_, ?, \&, \%, @,\#

2. BOT TYPE, ADDRESS
causes abranch to the symbollic location specified by the positional parameter ADDRESS only in the next character in the source string being examined is of type as specified by the positional parameter TYPE. The typecan be any one of the types listed in the STRTABLE macro above.
3. 

BNT
TYPE, ADDRESS
causes a branch to the symbolic location specified by the positional parameter $A D D R E S S$ only if the next character in the source string being examined is not of the type as specified by the positional parameter TYPE.

## Appendix III

## Control Word Formats

1. Format 1- standard format

| bit position | value | definition |
| :---: | :---: | :---: |
| 0 | 0 | simple element |
| . | 1 | composite element |
| 1 | 0 | implicit exponent |
|  | 1 | explicit exponent |
| 2-3 | 00 | term |
|  | 01 | factor |
|  | 10 | simple algebraic |
|  |  | expression |
|  | 11 | function designator: |
| 4 | 0 | in-line addressing |
|  | 1 | indirect addressing |
|  |  | (use format 2) |
| 5 | 0 | locally defined element |
|  | 1 | externally defined element |
| 6-15 |  | number of sub elements |
| 16-31 |  | overall length of element |
|  |  | or offset to next |
|  |  | equivalent element |

2. Format 2 - indirect addressing format
bits definition
0-3 as in format 1
41 indirect addressing
8-31. new address of control word

## Appendix 1V

Description of Condition Byte after Logical Tests

1. TESTESI - -.test for equivalence of 2 simple elements. ${ }^{1}$ bit position definition

0
constants differ in value
1 exponent types differ
2 exponents are inverse values
3 variables do not match
2. TESTECI - test for equivalence of 2 composite elements bit position definition
$0 \quad$ constants of simple elements differ in value
sub elements do not match exponents differ in value

3 number of sub elements differ
4 no simple sub element

1 a value of 1 in bit position for condition to hold'

## Appendix V

Table Formats

1. Structure Name Table

All entries of 8 bytes each
a) header work for table
number of entries in table
b) table entries
bytes
1-4 name of structure
5 status byte
bit 0 O in main core
1 on secondary storagedevice
bit 1 O inactive
1 active
format 2
6 identification number of saved record 7-8 length of saved record in words
format 1
5-8 address in core of structure
2. Name value table

Each entry is 8 bytes long as follows:
1-4 name of variable
5-8 value in floating point representation

## Appendix VI

## Summary of－CLAM Commands

The following further syntactic types are used in the definition of CLAM：

```
<name> :: <variable identifier>
<name list> :: <name > <name list>", ": <name>
```


## Command Structure

Command Operands it ；＂
Blanks are permitted anywhere

## CLAM Commands

1．SAVE＜name list〉 $t$ ；＂
2．RESTORE＜name list＞＂；＂
3．DELETE＜name list＞＂；＂
4．EVALUATE＜name list＞＂；＂
5．SET $\{$＜name＞$" n<n u m b e r>n$＂＜name＞$n=n$ ＜number＞．．．．．\} "; "

6．DIFFERENTIATE＜name〉＂WRT＂＜simple variable＞＂；＂
7．INTEGRATE＜name＞＂WRT＂＜simple variable＞＂；＂
8．EXPAND＜name list＞＂；＂
9．DISplay $\left\{\begin{array}{l}\text { NAME TABLE } \\ \text { STRUCTURE TABLE }\end{array}\right\} n ; "$
10．SUBSTITUTE＜name〉＂$=$＂＜simple algebraic expression＞
＂IN＂＜name＞＂；＂
11．PRINT＜name list＞＂；＂
12．SIMPLIFY＜name list〉＂；＂
13．USER 〈 name〉＂；＂
14．LET 〈name〉 $"=$＂simple algebraic expression $"$ ；
15．FINI＜name＞＂；＂
EF273I SYVAV SYSJUT=3.
/ / SYVAN JOB LIVDE\& S', MSGLEVEL=

XXASY EXEC PGY=IEUASU,PAZM=LOAD,R\#GIDN=5OK
XXSYSLIB DD DSVAME=SYSI.MXCLIG,DISP=SHR
XXSYSJIL DO JVIH=SYSSZ,SPACE=(1700, 400,50$)$ )
XSYSUTZ DO JVIT =SYSSJ,SPAEE=(1700, (400,50))

XXSYSPRIVT DD SYSTUT=A
XXSYSPJNGH DO
SYSDUT=B
XXSYSG] DD OSNAME=ELJADSET,UNIT=SYSSQ,SPACE=(80, (100,501), $x \mathrm{X} \quad \mathrm{DIS}=(\mathrm{MOD}, \mathrm{PAS} \$)$
○ //ASY.SYSIV DD
IFFO36I ALIOC. FJP SYVAV SU
IEF2371 GYSLIB SV1
EF2371 SYSLE JY 131
IEF2371 \$YSUTI 3y 132
3) 136
$\frac{2}{\mathbf{z}}$ IEF237I \$YSUT3 JY 130
2 IEF237I \$YSPRIVT Jy 131 IEF237I \$YSPUNEH JY 132 IEF237I \$YSIN JV 130


EVAME STALKSEG EADDRESS, ELENGTH, ESTACK=0

* NOTE THAT LENGTH PARAMETER IS ADDRESS OF LENGTH VALUE
LA L'tMESYSNDX +8
1 ', MESYSNDX
$1, M \& S Y S N D X$
LA
R
chop
15
0.4
ALI ESTACK)
AL3(EADDRESS)
A(ELENGTH)
MAERO
ENAMF PGPSEG
EADDRESS, ELENGTH, GSTAFK=0
gNAME

14, VESYSNDX+8
1,NESYSNDX
15
0,4
ALI(ESTACK)
AL3 (EADDRESS)
A(E(ENGTH)
mame máro
\&ADDRESS, \&LENGTH, ESTACK $=$
\&VAME $L$
$15,=V(S T A K)$
* NOTE THAT LENGTH PARAMETER IS ADDRESS JF LEVGTH VALUE
ENGTH PARAMET
$14,4 A J D R E S S$


| STM | SOURCE | Statem |
| :---: | :---: | :---: |
| 56 | 1 |  |
| 57 |  | TM |
| 58 |  | VI |
| 59 |  | AL？ |
| 60 |  | \＄IVG |
| 6. |  | VI |
| 62 | 1 | A |
| 63 | 1 |  |
| 64 | B | 中 |
| 65 | AESYSNDX | DC |
| 66 |  | \＄ING |
| 67 |  | END |
| 68 |  | ACRO |
| 69 | ENAME R | 䩒ETURN |
| $7{ }^{7}$ | ENAME B | ALR |
| 7. |  | \＄ING |
| 72. | L |  |
| 73 | L |  |
| 74 | L | ， |
| 75 |  | AL？ |
| 76 |  | SING |
| 77 |  | \％ |
| 78 | $L$ |  |
| 7 \％ | 8 | 中 |
| 8 中 | BESYSNDX | ここ |
| 81. |  | ¢NO |
| 82 |  | ACRO |
| 83 | ENAME MOV | MOVE |
| 84 | ＊SPECI | CIFIE |

PASE

IV REGISTER FRJMR TJ LJEATION SPEEIFIED IV ZEGISTER TJR
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VOL SER YJS＝MFT22d
2F000．SYVAN ROODOOO1 OL SER VOS＝MATH44
SYS70091．T113346．2F000．SYNAN．R0000002 VOL SER YOS＝MATH3B．
SYS70091．T113346．RF000．SYNAN．R0000003
VOL SER VOS＝YFTII
SYS70091．T113346．S年000．SYVAN，R0000004
VOL SER YOS＝YFT 22 ？
SYS70071，T113346．SF000．SYNAN，R0000005
VOL SER YOS＝MATH 4 4．
SYS70071．T113346．2F000．SYNAN．LGAJSET
VOL SER YIS＝YATH2Z。
SYS70091．T113346．RF000．SYVAN．SOOOOOO6 VOL SER $H J S=$ YFT 11 ．
SYST0071．T113346．RFDOO．SYNAN．SOOOOOO6 SYST SEP VOS＝MFTII
EXEC PGY＝IEWL，PARY＝IXREF，LET，LIST，NCAL

$$
\begin{aligned}
& \text { CJVT }=(8, L T, A S H) \\
& D S V A Y E=E L J A D S H T, O I S P=(O L D, D E L E T E)
\end{aligned}
$$

$X X \quad D 0$

$$
\begin{aligned}
& \text { DSVAYE=\&LJADSET, OISP=(O\&, DELETE) } \\
& \text { ODNAYE }=\text { CYCIM }
\end{aligned}
$$ XXSYSLMOD 0

$$
\text { DDNA YE }=\text { SYSIV }
$$ $\begin{array}{ll}\text { XXSYSJT1 } & \text { DISP }=(M O D, P A S \$) \\ \text { UVIT } & =(S Y S D A, S S P=(S Y S L I V, S Y S L M O D)), S P A Z E=(1024,(5), 20)\end{array}$ XXSYSPRINT DD SYSBUT＝A，DCB＝，RLKSITE＝121）

／／LKED．SYSLIB DD D\＄VAME＝SYSI．FJRTLIB，DTSP＝SHR
／ILKEN．SYSIN DD ：
IEF？36I ALLDC．FJR SYNAV KEO
IFF237I GYSIIN FJR SYNA
IEF237I pYSLIN J 135 IFF237I SYSLMOD $3 v 130$ $\begin{array}{llll}\text { IFF237I SYSLMOD } & \text { OV } 130 \\ \text { IEF237I SYSUT1 } & \text { OV } 131\end{array}$ IEF237I SYSPRINT JV 136 IEF237I \＄YSLIB J4 130






IEF285I SYS70091.T113346.RFOOO.SYVANGGOSET
IEF285I VOL SER VDS
VOL SER YJS = YFTII1
IEF285I SYS70091. T113346.SFDOO.SYNAN,R0000010
VOL SER YJS = MFT 22 2.
SYS70071.T113346.SFOOO.SYNAN, ROOOOO11
VOL SER YOS = MFT22?.
SYS70071.T113346. PG000.SYNAN.RODOOO12 VOL SER YOS = YATH4 4 .
SYS70091. T113346.2中000.SYVAN, S0000013 VOL SER YIS = YFTII.
SYSTOOF1.T113346. RFDOO. SYVAN.SOOOOO13 VOL SER HS = YFTIII.
SYS70071. T113346.RAOOO. SYVAN.GOSET
VOL SER YIS = YFTII.
PASSED IEF285I IEF285I IEFこS5I IEF2851

- IEF295I

IFF235I IEFF2351 IFF285I IEF235I


[^0]:    ${ }^{1}$ This is a non standard type of operation which produces structures whose components cannot be properly accessed through the structure macros. The element can be reduced to a standard format by the REDUCE routine.

[^1]:    ${ }^{1}$ In the next stage of development this will not be strictly true as it is hoped to use a visual display for user interaction. Again however it is only necessary to associate a position on the display with an algebraic entity. Even though complex items can be represented on the display the actual trace time will still be negligible.

