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III 

A proposal for a no\! mul ti-be~1nl antenna to operate in the 

high-frequency band (3-30 l~Hz) is presented. The characteristics 

of this antenna are doter~ined and its performance compared with 

that of the Luneberg-lens. 

The proposed antenna is a circular array of ~adially-

arranGed Deverace elements and consequently part of the thesis is 

devoted to the study of the Eeverage antenna (h0~i~ontal wire at lov 

height a~ove ground). The problem of calculatinG the near field of 

the 'Beverage antenna and its propagation constant is analyse~. A 

can support two modes that may propaGate simultaneously. Numerical 

tech~iq~3S for solving the equation for t~e pro~~~ation constant are 

given. The theoretical results are compa~ed with measurements oa~e 

on a 8mall-sc~le model. 

Vays of improvinG the ~erforDance of the Bcverage antenna 

are proposed apd the possibility of extendinG its application to 

frequencies above ,30 nHz is briefly discussed. 
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1. INT~10DUCTICN 

This thesis deals with an investigation aimed at develop­

ing a directional antenna for the high-frequency band (3-3C~'IHz) 

to be used for receiving siGnals propagating via the ionosphere. 

The antenna vias required to be capable of receiving simultaneously 

a number of transmissions which could arrive from any azimuthal 

direction. It must, therefore, provide e number of independent 

outputs associated with beams pointing in different directions. 

One antenna system that satisfies this requireQent is 

a groulj or "farm ll of rhombics. Each l"'hornbic covers a frequency 

band of only about 2:1, but two or more such rhombi.c.s can be moun­

ted one insi~e the other to cover a wider band. 10 cater for a 

range of d±rections,however, it is necessary to use a large number 

of such units, so that the total site area required is very large. 

An alternative solution is the multi-beam antenna which differs 

from the farm of rhombics in that any element of the multi-beam 

antenna is used to form several beams. Consequently, for the same 
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directivity, the multi-beam antenna can be designed to occupy a 

much smaller area. 

In section 1.1. ve examine br~efly the main character­

istics of several multi-beam antennas th~t have been reJorted in 

the literature in the past ten years. In section 1.2. we descri­

be a new multi-beam system, the radial travelling-wave antenna, 

which appear~ to have some advantage over the existing ones; it 

combines structural simplicity \lith good over~ll performance. 

The radial travelling-wav~ antenna consists essentially 

of an array of radially-arranged horizontal wires (Beverage ele­

ments) with appropriate phase compensation. The study of the 

characteristics of the array elements is th~ obj~ct of chapters 

2 and 3. Chapter 2 deals with the theory of electromagnetic-wave 

pro[asation along ~n infinitely lone hori~ontal wire and, in par­

ticular, with the calculation of the propagation constant. Chapter 

3 deals with the determination of the radiation characteristics 

of the ~ever~ge elements. 

Chapter 4 iG devoted to the study of the radial travellirz­

wave antenna as an array, and to the comyutation of its perfor­

mance. The dependence of the "directional properties of the antenna 

on its geometrical configuration is analysed with a view to deter-

mining a "nearly-optimumll system. 



1.1. clurvey of Existing H.F. 

Multi-Beam Antenn&s 

1.1.1. The' Ne2usa System 

The Medusa system(1),(2) (multiple-direction universally 

steerable antenna) shown schematically in Fig.1.1, is an array of 

randomly spaced wide-band vertical elements spread over an approxi-

mately circular area. To form a beam pointing in a particular di-

rection the outputs of the different elements are brought approxi-

mately into phase for a plane wave coming from that direction. 

Hul tipJe beams are obtained by dividing the output of each 

element into a number of channels (see Fig.1.1) corresponding to 

different phasing networks. Vide-band amplifiers are inserted 

between the antennas and the power dividers in order to avoid a de-

gradation of-the signal-to-noise ratio. The phase correction of 

each antepna is s~lected in a 4-way switch controled by a digital 

computer. Thus, only four different phase shifts are used. This 

greatly sim~lifies the desiGn of the phase-shift network, but means 

. 0 
that phase errors of up to !45 may occur. It is shoun in ref.2 

that the pover gain of the system is very little affected by these 

errors; the effect on side-lobe level is not mentioned but some' 

degradation in performance is to be expected. 
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Fig.1.1 Beam-forming network 

of the Medusa Bystem 

4. 

The medusa syste~ can be continuously steered in both 

azimuth and elevation and its perforuance appears to be better 

than that of a rhombic. T~e side-lobe l~vel depends on the numb0r 

of aerials pe~ unit area and on the size of the system. However, 

in the case of the system described in ref. 2 (300m dia~eter, 48 

elements) side lobes as hiGh as -6dB can occur. The azir:luthnl 

beumvidth to the 3dB points varies from 5 to 2 degrees within the 

frequency band 5-25NHze 
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"\ • '1.2.. The l.:ire-Gric1 Ler..s Antenna 

Th ' . d 1 t C:5) ~ ( 4 ). J d . . 1 e wlre-grl ena an e~na . lS a cwo- lmenSlona 

Luneberg lens* terminating in a cylindrical horn as shown schema-

tically i~ Fi~. 1e2. The antenna derives its directivity in the 

1-1e11S 2-horn 

'Fig~ 1.2.Cross section of the lens antenna 

horizontal pIQne from the focusing effect of the Luneberg lens. 

This is illuGtT~ted qualitatively in FiGo~.3; the vave front of an 

incoming plane wave bends progressively as it trav~ls inside the 

lens so that its energy is focused on a point in the lens periphery 

* The two-dimensional Lunebers lens is a circularly-symmetrical 

lens whose ~efractive index (n) varies with distance to the centre 

of the lens (r) according to the formula n(r)=J2-(r/a)2 

(S) 
is the lens radius 

\"here a 
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Fig. 1.3. Focusing effect of the Lunebe~g lens 

opposite to the direction of arrival. 

The Luneberg lens vIas originally pr-O'IJosec1 as an oi:Jtical 

lens (5); the equivalent h.f. lens(3) consists of two wire-grids 

\-J'hose spacing and mesh size are varied to achieve the required value 

of the refractive index •. In order to ob,ain multipJe beams a num-

ber of feeds are placed round the lens at equ&l intervals. These 

feeds are short travelling-wave antennas coupled to the modes that 

propagate inside the lens. The horizontal directivity of this ty~e 

of feed increases with frequency, hence reducing the effective 

size of the lens aperture at the higher frequencies. This is auvan-

tageous because it makes the beamvidth less depend eat on frequency. 
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Typically the antenna system occupies a circular area 

320m in diameter. The beam\'lidth varies from 25 degrees at 3HHz to 

8 degrees at 30I·lHz and the peak side-lobe level from -7dB at 3HHz 

to -15 dB at 3 (JI·IH z • 

1.1.3- Circular Array of Vertical ~ntennas 

The two mult~-beam antennas referred to in the preceding 

sections have performances comparable to that of a "farm" of rhom­

bics but both are very complex systems and consequently very costly. 

A much simpler system is described in refc.6 and 7. This 

is a phase-compensated circular array of omnidirectional elements. 

To obtain a multi-beam antenna each element of the array is con­

nected to a number of phasing net\'lQrks through a pOvler divider 

(Fig. 1.4) as ~n the Medusa system. The signals are brought into 

phase by means of delay lines and combined in hybrid transformers. 

Since thes0 are ~ide-band components the same phasing network co­

vers the whole frequency band of the system. 

The antenna system described in ref. 7 occupies a circu­

lar area 150m in diat1eter ·and cov~rs the frequency ranee 1.5-1 ONHz. 

Each beam is synthesi3e~ from the elements that lie in an anGular 

sector of 120 degre~s centred on the direction of the beam. Th~ 

side-lobe ratio is rather 10\';', varyine; bet\'1een 6 and 9 dB, and 

cannot be improved except by using directive elements. This ros-
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H- Hybrid transformer''---I 

T- Time delay 
H 

I 
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H 

Fig. 1.4. Beam-forming network 

sibility is discussed further in the next section. 

'1.2. The Radial Travellins-T.':ave J\n,tenna 

8. 

In 'the pre~eding sections we examined briefly the main 

characteristics of three types of multi-beam h.f. antennas that 

have been reported in the literature. The Medusa system and the 
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wire-Grid lens uiltenna have performances com~arable to or better 

than the IIfarm" of rhoC1bics but are hi6hly complex systems. The 

circular arr~y of vertical antennas described in 1.1.3. is a sim-

pIe sy~tem but exhibits poor side-lobe characteristics. 

Thus, we set out to investigate whether a multi-beam an­

tenna combinin~ relative constructional simplicity with §ood over-

all perfornance could be devised. 

A first idea to be considered was a radial arrangement 

of travelling-wa7e antennas, consisting of a number of Beverage 

antennas occupying a ~ircular area and extending along the whole 

diameter of the circle. By using both ends as feed points each 

antenna would C07er two opposite azimuthal sectors. The Beverage 

antenna (long horizontal 'dire at 10\<1 height above ground and ter-

minated in a m2tched load ) was chosen because of its constructional 

simplicity and very broad band characteristics. However it was 

found that, for the same beamwidth, the arrangement of diametral 

travellir.~-'''lave antennas. ','lould require four times the area of the 

wire-grid lens antenna. 

A second idea to be considered was a circular array of 

radial Beverage antennaci with phase compensation. It is known 

that low side lobes ca~ be obtained from circular arrays providing 

the elements are directive and their excitation appropriately ta­

pered(8). Hence, in resnect of side-lobe performance a circular 
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ar~ay of Beverage elements does not have the limitations of the 

system described in section 1.1.3. In addition, the braud-band 

characteristics of the Beverage element ~ermit covering the whole 

h. f. band (3-)OUHz) • 

Th~ phase~compensated circular array of Beverage ele-

ments ,a sector of which is represented in Fig.1.5, will be here-

after referred to as the radial travelling-wave antenna. Multiple 

Fig. 1.5. Arrangement of elements in the radial 
travelling-wave antenna 



11 • 

be~ms are obtained from this system by means of a beam-forming 

network similar to that of Fig. 1.4 but, to prevent the degrada­

tion of the signal-to-noise ratio due to internal noise in the 

system, wide-band amplifiers must be insE~ted between the array 

elements and, the power dividers. 

The performance of the radial travelling-wave antenna 

is determined mainly by the two parameters that define its geome­

trical configuration--diameter and ratio of element length to ra­

dius of the system-- and by the angular sector corresponding to 

the elements used to form a beam*. The study of the general cha­

racteristics of the 3ystem as functions of these parameters ( cha­

pter 4.) shows that there is no set of values that optimises all 

the radiation characteristics, and thus a compromise choice has 

to be Dade. 

The dimensions propos~d are: 

diameter of the occupied Gircle 

element length 

elem~nt l:eight 

element spc(!~ng 

* This will be called the active sector. 

300m 

90m 
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Active sector: .3-6 11Hz 

18-30 HHz 

The active sector must decrease with frequency because 

it is directly linked to the beamwidth of the elements. 

The beamwidth of a radial travelling-wave antenna with 

the above mentioned dimensions, varies from 30 degrees at 3HHz 

to 9 degrees at 30MHz. The side-lobe level varies between -14 

and -18 dB. 

In comparison to the wire-grid lens antenna which oc-

h b (+40 cupiea a similar area, the proposed system as roader beams 

at 3MHz, .+1
0 at 30NHz ) but a 10Her side-lobe level (-8dB at 311Hz, 

-2dB at 301·1Hz ). It appears, therefore , that the radial travelling-

wave antenna is both simple and technicalJy satisfactory. 

References 

1· D.J.1orris and G. Hitchell "A multiple-direction universally 

steerable aeri9..1 system for h.f. operation", Froc. I.E.E. 

Vol.106B p.555,1959. 

2· D.Horris, G. Hitchell, E.!'lay, C.Hughes and D.Dalgleish "An 

experimental multiple-direction universnlly steerable aerial 

system for h.f. rec~ption", Proc. I.E.E. Vol. 110 p. 1569, 



13. 

September 1963. 

:;. R.Tanner and I-I.Andreasen "A ':1ire-grid lens antenna of \Vide 

application" Farts I and II, I.R .. E. '1rans. on Antennas and 

Propagation Vol.AF-10 pp. 408-429, J~ly 1962. 

4. E. Jones', R.Tanner, Z. Sharp , H.Andreasen .and F.Harris 

"Performance of the \'lire-grid lens h.f. antenna" I.ReE" Trans. 

on Antennas and Propagation Vol. AP-15 p. 744, November 1967. 

5. A.Z.Fradin "Hicro\vave antennas" Pergamon Press 1961,sectioll VI.7. 

6. l.D.Longstaff and D.E.Davies "A l .. rideband circular array for 

h.f. communications" Radio and Electronic Engineer Vol.35 

p. 321 June 1968. 

7. ·J.T.starbuck itA multiple-beam high-frequency receiving aerial 

systemTl Radio and Electronic EnGineer Vo1.36 p. 229 April 1969. 

8. P. \·I.James "Polar patterns of phase-corrected circular arrays!! 

froc. I.E.E. ,Vol 112 p.1839, Oct00er 1965. 



14. 

2. ELECTROMAGNETIC-WAVZ PROPAGATION 

ALONG A HORIZONTAL liIRE ABOVE GROUND 

2.1. Introduction 

The problem of calculating the field of a wave propa-

gating along a horizontal wire above ground was first investigated 

by J.R.Carson(1) and F.Pollaczek(2) in 1926. Pollaczek calculated 

th~ field of a uniform line source above ground, at low frequency, 

whereas Carson attempted the Golution of the wave equation assuming 

a velocity of propagation near to the velocity of light in the air. 

Carson formulated the problem in terms of the distributed-parameter 

theory and derived an exp+ession for the distribute0 series i~pe-

danco of the equivalent transmission line. His aLalysis is based 

on three simplifying assumptions: (a) the two-dimenGional wave 

equation can be substituted by Laplace's equation in the dielectric 

medium; (b) the displacement current in the ground is negligible 

compared with the conduction current; (c) the change in the paral-

leI admittance per uni t length due to the finite COL.ducti vi ty of 
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the ground is negligible. The first'assumption is valid in most 

cases of practical interest but the validity of the sqcond and 

third assumptions is restricted to low freq~encies. 

In 19)3 V.R.Vise(3) extended the validity of Carson's 

analysis removing assumption (b). He obtained an expression for 

the series impedance by integrating the field of a horizontal di-

pole along an infinite lel1~th of Hire. 

In 1955 R.Kikuchi(4) first derived an expression for the 

parallel admittance per unit length and sho\'led that the attenuation 

constant does not increase indefinitely with frequency but exhibits 

a maximum and tends to zero as the frequency tends to infinity_ 

Kikuchi solved the wave equation for the interface boundary con-

ditions but, to obtain an expression for the propagation constant, 

neglected the transverse wave number in the dielectric medium 

which amounts to substituting Lapla6e's equation for the wave equa-

tion in that medium. 

In this chapter-we deal with the same bou~iary-value 

problem without resorting to trans~ission-line theory. The equa-

tion for the transverse wave number is derived by imposing the 

condition that the tangential electric field be zero on the axis 

of the wire. The electromagnetic field is expressed in terms of 

a Hertz vector potential which simplifies the problem formulation 

and yields expressions formally similar to those obtained for a 
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horizontal electric dipole. 

It is shown that there are two poasible solutions of the 

wave equation: a proper solution which vanishes at infinity and an 

improper solution which violates the radiation condition. Above 

the wire, the improper mode has the character of a superposition 

of outgoing waves and the proper mode tha~ of a superposition of 

incoming waves. By analoGY with what happens in two-dimensional 

leaky-wave st~uctures(5) 1t is suggested that, in the case of the 

improper mode, there is radiation loss in addition to dissipation 

in the ground. 

The solution presented in Kikuchi's p~per purports to 

correspond to the proper mode. However, in sections 2.5 and 2.6 

it .is shown that, in some cases, his approximate method for evaluating 

the inverse Fourier transform of th8 field (quasi-T.E.H. approxi-

mation) may not be valid for the proper mode but is always accurate 

for the improper mode. 

Th~ equation for the transvers~ wave number h1 is solv9J 

numerically without making any assumptions about the order of ma-

gnitude of h
1

; this makes it possible to do a comparative study 

of the two propagating modea and of the accuracy of the quasi-

T.E.M. approximation. 

In section 2.7. the values of the propagation constant 
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for the proper and iillpro~8r codes are compared with tho2e me~l2ured 

on a suall-3cale mo~el. The experinentul results sho~r th~t uhen 

the lanHchinG o.Gvice is a Generator located bet\·;een the horizont.al 

\'lire and the Grounc~, as in the C£U3e of tile Devero,Sf; antenn2., it is 

the improper mode that is excited. 

2.2. Problem Formulation 

1/// / 7 / 7 7 I / / / / / / 
E2 }1;.. CJ.2 

FiS. 2.1 

/ X 

Consider an infinitely long horizontal wire placed at 

height b above imperfectly conducting ground as shown schemati-

cally in Fig,1. In order to simplify the computations it will be 

assumed that the radius of the wire is small compar6d with the 
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heiGht (b/a~1). In this case the transverse currents are negli-

gible in comparison with the longitudinal currents and the field 

can be exprecsed in teros of an electric Hertz vector (n) with no 

x component, ~n the aarne way as for a horizontal electric dipole 

radiati~g in presence of the earth ( See ref. 6 section 1.4 ). 

Furthermore, the current distribution 6n the wire can be 'assumed 

to be uniform. 

The fiel~s E and H are obtained from the Hertz vector 

through the equations(7)* 

E =VX.Vx n 
H = (0" +j WE) \7x IT 

Taking into consideration that 1T =0 \ve uri te 
x 

(1) 

IT = "¥a +q>a (2) y z 

For a z dependence of the form exp{-rz} the potentialsq? and i( 

satisfy the two-dimensional eigen-value equation 

in the two homogeneous regions. In this equation m denotes the 

medium; subscript 1 denutes the upper or dielectric medium (free 

'" A time dependence of the form exp{jwt! is assumed. 
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space) and subscript 2 the lower or conducting medium ( the ground). 

\'Je have: 

(4) 

For the dielectric 
mediumo 

For the conducting 
medium. 

where n is the compl~x refractive index of the grcund 

(6) 

To solve the interface boundary-value problem it is 

convenient to split the function ~ 1 in two terms 

\lhere CI>10 arise s from the current s in t.he 'ltTire and q, 11 from 

the curr.ents :.n the ground. For thin vlires (b/a~) 1:le can con-

sider <t> 10 to be d11e tc a line s~urce at x ==0, y =b in ''Ihicb. case 

<D
10 

satisfies the non-ho~obeneous differential equation (7) 

L ( 2 Ox 

in the dielectric mediul~. The remaining fUllctions <I?11' <P 2 '"\][1 
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and "'¥ 2 satisfy the homoL;eneOU.:3 equation (5) everyuhere. <1? 10 

can be reGarded as a \'JaVe incident on the interface, 1'11 and \f1 

as reflected. \laves and ~ 2 and i'" 2 as I'laves tre.nsmi tted into the 

conducting m0dium~ 

cP 10 is obt&ined by solving eq. 7; the remaininG func­

tions are related to cP
10 

throuGh the condi tions of continui ty of 

the tangential components of E and IT at the interface. From (1) 

the following relations are obtained: 

(8.a) 

(G.b) 

(8.c) 

(8.d) 

which are valid for y = O. To complete the formulation of the 

problem, the boundary conditibn at infinity is required. However 

the formulation of this condition raiseR some difficulties which 

are discussed in the next section. 

2.3. Integral Represen~ation of the Field 

The s~lutions of eq.3 can be expressed in the form of 



Fourier intecrals* as follow5 

provided that 

= fF (s) 
G m 

,2 2 
n - s m 

21. 

-j(u Iyl -l-sx) d e m :s (9.a) 

(10) 

The inte~ration contour C and the branch of u must be 

chosen so that the integrals (9) converge; in addition, if it is 

assumed that the field is excited by a source located between the 

wire and the ground, eqs. 9 must represent outgoing waves at in-

finity in the +y and -y directions. These two conditions are sa-

tisfied if 

Heal {u} >u 
Im {u} ~O 

('11.a) 

(11.,b) 

on the contQur C. In problems involvinG the solution of the wave 

equation in two or three dimensions a bontour of integration can 

be found on wh~ch the above reletions held simultaneously ( See 

* The sol~tion of eq. 7 can be expressed in the same form with 

y substituted by y-b (See Appendix 10 )$ 
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for example ref.G). However, eq.3 differs from the wave equation 

in that, whereas the wave number k has a non-positive imaginary 

part, "in the dielectric medium h1 has a positive imaginary part. 

In fac"G, wri tins Y ::: a + jf3 (C(J~ >0 ) , 

and substitutinG in (4) we obtain 

h h. =dA. r l f"" 

h1 = h + jh. r 1. 
( h > 0 ) 

r 

from which it follows that h.~O. Thic in turn implies that, if 
1 

vie take C to be tb8 real axis, the argument of u~~ lies in the in-

terval ( 0, TT) and thus 

or 

depending on which branch of u
1 

is chosen. In order to ensure the 

convergence of the integrals in (9) we must choose the branch of 

u
1 

corresponding to the latter relation in which case we have 

Real{ u1} < 0 

Im{u1} <0 

(12.a) . 

(12.b) 

on the contour C. Relation (12!a) signifies that, in the region 

above the wire, the field "is rerresented by a superposition of , 

incoming waves. If we Jet y tend to +00 the inteGrals (9) vanish 

because of (12.b), I.e. choosing the real axis for the contour 9 

leads to a proDvr mode. This is the case considered by Kikuchi. 

However a contour can be found that satisfies relation 
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11.a and leads to Q converginG integral representation. To this 

end, we define the proper branch 6f u
1 

by relation 11.a and exa-

mine its behaviour in the complex s plane. By ma~ing the following 

substitutions in eQ. 10 

\-le obtain 

u:-= U + ju. 
r l 

, s = s + is. r .... l 

2 
-s 

r 
2 

+ s. 
l 

u u. = h h. - s s. r l r l r l 

_. h + jh. 
r l 

The second of these equations shows that if s s.)h h. 
r 1: r l 

\'1e have 

u. /0 for u>O. Consider no\'1 the contour C. re1)resented in FiG.2 .. 2. l' r l _. ~ 

On the parts vf t~e contour that run along the branch cut 

=~ Sr 
Ci 

·I~ 

Fig. 2.2 

u =0, 
r 
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\'1e have s s.) 11 h .• 
r 1: r 1 

Letting sr approach infinity we obtain fro~ 

and' u---j IsJ 

which ensures that the integrals (9) exist. On the part of the 

contour running from -h1 to h1 we have u.~ 0 
1 

since s s.<h h .• r 1 r 1 

This implies that if y tends to ,infinity the integrals (9) diverge 

which in turn means that the corresponding solution js an improper 

one. 

A greater insight into the question of convergence of 

the integral representation of the potentials ~ and ir can be 

gained by making the conformal transformation 

(14 ) 

which maps the two sheets of the Riemann surface into the area 

bounded by the lines AA' and CC' in Fig.2.3. The lines AA' , BB' 

and CC' are the mappings of the branch cuts 

the sheet of the Riemann surface defined by 

U -0';' r-' • 

u >0 r 

Uriting 

(15) 

is mapped into 

the strip bounded by AA' and BB'; the second sheet (u~O) is map­r 

ped into the strip BB' ,CC'*. Thus, the conformal transformation 

". 

be 

By \'lri ting tp = ~ + j A the equation of these lines is found to' 

tan ~ tanh A =-h /h .. r 1 
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(15) enables us to represent, in the sarna plane, the contours cor-

respondins to the two possible solutionG of eqs. 3 : C. :!: refers to 
1 

the impro;er mode and C to the proper mode. The fact that C 
p P 

remains entireJ,y within the 3ha~ed area, where u.<O, and part of 
1 

C. runs outside it, illustrates our rrevious remarks about the 
1 

character of the solutions corresronding to the two contours. 

* 

Thus far we have only considered the convergence of the 

The same symbol is ubcd fer the contour C. in 
1 

the sand 'P planes. 
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inte~ral rerresentation of the potentialD in the upper mediurn.~:e 

nov Dhow that both C. and C lead to convergin3 inteGrals in the 
1 p 

louer medium. 

l.iri tinq: U U rJ·U ].1 =h +J-ll. ;C a .. I1cl 
L"> 2= r- i' 2 . r l' 

obtain from (10) 

u u.=h h.-8 s. 
r 1. r). r l 

s=s +js. , 
r 1 

ue· 

On the inteGration centaur S 3.)0. 
r 1 

Takine into account that 

h h < 0 b f th t . ,.\ I'T' 1 2 (" 5 'lId r i ecause 0 e erm -J\.~"''J.J.v ln .(2 Dee eq. " \'le conc u e 

that uru
i 
< 0 i.e. for the branch of u

2 
defined by ur~ 0 "l;le 

have ui<O which ensures the convergence of the integral repre­

sentation of the field in the conducting medium. Fig.2.4 shows 

------------------~--------------------~ 
5r 

Fig. 

~: 

The omission of the subscript 2 scould not lead to confusion 
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the relative position of all the branch points and branch cuts in 

the s plane. 

2.4. Solution of the BoundarY-Value Iroblem 

As indicated in the preceding section the proper and im~ 

proper modes differ only in the choice of the integration contour 

and of the branch of u~. This permits carrying out the analysis 

in such a way that it is valid for both modes. 

Firstly we substitute in eqs. 8 the Fourier integrals 

(9) for the functions ~1'1 ' <1>2 ' if 1 and 1f2 ,together Hith the 

expression of <P10 ( ~ 1 == <P10+ ~11 ) derived in Appendix 1 

rl-\ I Jexp{-jU Iy-b\} '-±"10 == - -- 1 ds 
L~rrW c u 1 

to obtain the ~ollowing equations for the transforms 

\oJhere 

F11 +F10 == 

2 
P1 = n P2 

2 
n F 

2 

I e- ju1b 

F10 == - 4nWEo u 1 

From ( 17.a) and ( 17.6 ) it follows that 

( 16) 

(17.a) 

(17.b) 

(17.c) 

(17.d) 

(18) 
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2A -ju b 
e 1 

in which A is a cQnst~nt given by 

A = I (20) 

Substituting (17.a) (17.b) and (19) in (17.d) and solving for 

P1 \'Ie obtain 

P =-j 1 
2Y A 

IT 

which, by using the relation 

simplifies to* 

2Y A 

2 
iT ko 

112 -1 -j'u,b 
--------e' 

2 
(n u

1
+u2 )(U2+'!.11) 

2 ;:: 2 = (t..')-u1)/k 
'- 0 

(21) 

From (9) ,(16) , (19) , A.5 (Appendix 1) and (21) we can nov write 

the expressions for thE.. fotential function..:> cp 1 and "'¥ 1 

Expressions (19) and (21) are analogous to those obtained for 

a horizontal electric dipole radiatin~ in prese~ce of the earth 

(See ref. 6 sections 2.22 and 2.33). 



-1 ~ 
A '±'1 

A-'l'lr . 2,Y j'-C ) -j 8 (s)d 'f = -J -- l'l s e s 
1 2 

TT ~( C. 
o ]. 

21"(~) -j 8 (s)d~ ---due 0 

IT 
c. 
~ 

(22.a) 

(22.b) 

for the improper mode * In these expressions 

8(s) = u 1 (y+b)+sx (23) 

B(s) 
1 = 

u
2
-u

1 
N(s) = (24) 

u 1+u2 

2 2 
R1 = x +(y-b) 2 ( ,2 

R2 = x + y+b) (24) 

The functions ci)2 and W .. 2 can be obtained in a similar way but 

are not needed in the subS111_lent analysis. 

The equation for the transverse wave number is derived 

by imposing the condition that the axial component of the ~lectric 

field be zero on the surface of the wire. But, since we have as-

sumed a uniform current density on the wire and neglected the 

transverse currents, that condition can be exactly ~atisfied at 

only one l.~o in t • For the same reasons E is Z8ro only on the sym­
x 

metry plane x=O. However, for thin wires (b/a~1) the functions 

* To obtain the correspondinG formulae for the proper mode subs-

titute C. by C and _H(2)( 
]. p 0 
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as can be seen from (22), and the resultinG error for h1 is necli-

gitle. 

·:3'r0'1 (1) .J.l1d(;~2) tr.i.e cliI3)er,sioil equation for the irJpro-

per mode is found to be 

H~2)(2h1b) + ~fE­
c. 

1. 

2 
Y u 1 ) -2ju bJ 

H e 1 QS== 0 

Similarly, for the proper mode we have 

(26) 

(27) 

It should be bJrne in mind that in (26) Real{ u1}.~O \'lhereas in 

(27) Real{u1' o. 

Before we deal with uethods for solving the dispersion 

equations 26 and 27 it io useful to examine the behaviour of the 

function N(G) in thfJ S plane. Iil fact NCs) e:d~ibit.s a lJair of 

first order poles which, as will be shown below, may affect signi-

ficantly the value of th~.s function on the contour C • 
P 
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2.5.1. The foles of NCs) 

These poles occur for the values of s that satisfy the 

equation: 

Hultiplying by 

\'1e obtain 

and using the relation 

2" 
n k o 

(28) 

(29) 

In acc0rd&nce with what has beAu s"id in section 2.3 we 

must choose the branch of the square root for \'lhich Real { liJ> 0 

i.e. the one that approaches n for very large values of this quan-

tity. From (28) and (29) it follows that 

k. 
o (30) 

i.e. -iT <arg{u11 <-TT/~~ \'!hich signifies that the poles lie in 

the sheet of Riemann surface corresponding to the contour 

From (15) and (30) we obtain 

cos f = 
k 

o 

h
1

Jn2+1 

(31) 

,.., 
'v • 

P 

The position of the pol~s in the ~ plane can vary substantially 
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depending on the relativG values of h1 and Fig. 2.5 

illustrates a possible configuration. It is apparent iroQ (31) 

3'1T ~ 
"2 

. >< Poles 

Fig. 2.5 

that, for some values of the parameters of the system, the poles 

may be located close to the contour C and consequently. some care 
p 

is required when evaluatinG the integral (22.b) along 

2.5.2. The Quasi-TeE.H. Annroach 

c • 
p 

It is clear that eqs. 26 and 27 are not susceptible.to 

~xact solution by f()!'l:lal analysis becauGe both u
1 

and u
2 

are fUl"l:c-

2 
tions of the eie~n-value h

1
• HO\1cver if 2h

1
b/{1 (quasi-T.E.H. 

mode ) an approximate fo~~ula ~r h~ can be easily derived and the 



evaluation of the Fourier inte3rals greatly simplified. 

Consider an integral of the general foro 

{ ( -ju d ) G = ,g u 1 )e 1 ds (* 

·C 

(32) . 

If 2h1 b«1 ., vlhich is true in most pratical cases, the exponent 

in the integrand of (32) is approximately equal to unity for values 

of s less than or of the order of h1 • This suggests the pos­

sibility of simplifying the integral by ne~leGGing h1 in u
1 

i.e. 

putting 

\'1hich leads to 

U '::' -js 
1 

(00 -sd 
G = 2 J~g(-js)e ds 

o 

(33) 

(34) 

This is the method follov/ed by i~ikuchi (L1-). It is si-

milar to the quasi-static approximation used to calculate the 

~ "ld ,." d' 1 . f' th 1-1 (10) ( 11) and near IleOl a lpO e ln presence o. e saL"-.., 1 cor-

responds to substituting Laplace's equation for eq.3 in the die-

lectric mediulJ. 

Approximation (.34) makes the integral (32) independent 

OI~ h21 alld . ld th It f th ' . Yle sesame resu or e proper an~ lmproper mo-

des. However, this approximation is not valid if the function 
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But this is precisely 

what may happen in the case of the proper mode since g may have a 

pair of poles in the vicinity of the origin. This point a~;ears 

to have been overlooked by Kikuchi., It will be discussed further 

in section z.6. 

Turnin3 to the solution of the dispersion equa~ion we 

note that, if 2h1 b« 1 , \'/e have (12) 

2 2b 
J" In 11 -a-

and eqs. 26 and 27 reduce to 

2b' k2 

jln -- + 2G + 2jG2 (1- _0_) = 0 a 1 
h

2 
1 

(35) 

Hhere 
00 

[ -2bs 
G'i = 

. C -~S+U2 ds (36.a) 

n 1 j: uZ+js -2bs 
""'2 = e ds 

k2 ",2 
0 0 -In s+u2 I 

(36.b) 

Solving (35) for h2 
1 

yields 

h2 k2 
G

2 0 
= 1 

1 2b 
-Zln -- - jG1 + GZ a 

(37) 



The quantities G1and G Given by (36) 
2. 

35. 

can be easily eva·-

luated on th8 diGital cooputer by means of the Gauss-LaGuerre qua­

drature formula.(13) 

2.5.3. Solution by Iterative Hethod 

In order to compare the values of the propagation ccns-

tant for the proper and improper modes and to assess the accuracy 

of formula (37) it is required to solve eqs. 26 and 27 \iithout 

resorting to simplifying assumptions. This can be done by using 

(14) 
an iterative technique such as Newton's method providing some 

suitable means for evaluating the integrals (32) is found*. 

This type of integral is not tractable by the Qethods 

of the infinitesimal calculus and, because the quantity 2h~ b is 

normally much less than unity, an asymptotic expansion by the me-

tho6 of steepest descents is useless. A numerical integration 

along the contours C. and C could be u3ed but a more elecant and 
J. p 

efficient technique is t~e numerical integration alone the ste­

epest descent path(1 5 ). 

Consider the i~tegral 

It is to be noted that the Hanl~el functions are represented 

by integrals of the form (32). However for H~2)(h1a) we can use 

., ]'(12) H
o

(2)(h
1
a):::::1 + j Tf2 [lD,(h

1
a/2)+Y] 

the approxJ.ma~e formu.a 

uhere y is l:;uler's constant. For He; 1 
) (h

1
a) tl:c- siGn of the imaginary 

part is reversed. 
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f ( -ju d G = e u 1 )e 1 ds 

c. 
J. 

First we make the change of variable (14) and deform the contour 

c. to transform it into a path of steepest descent*. Then by nu­
l. 

king the following change of variable 

sin ..l..-
2 

(321) is transformed into an integral along the real axis in the 

t plane (See Appendix 2) 
00 

-jh d f g1 (h1cos tp )cos \fJ 
G = 4h1e- 1 -----;========---

o JZjh1d+t
2 

(38) 

v/here 

A similar expression for the p~oper mode is given in Appendix 2. 

Inte~ral (38) is in a convenient form for numerical 

evaluation but the infinite interval must be truncated so that 

a quadrature formula for a finite 'interval may be used. In fact 

* If the intesral G refers to the proper mode and g(u1 ) con-· 

tains NCs) it is necessary to check whether contributions from 

the poles have to be added. 
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there exists an intecraticn for;:1ula (GauLs-Hermite 
(1",» ... ) for an 

integral of the type (38) but the number of ~oints for which the 

weighting cOAfficients have been calculated is not sufficient for 

~n acce~t~ble accuracy to be attained. The truncation of the in­

finite interval at x=5 is normally accurate enough since exp{-25} 

is of the order of 10-11 • As for the particular inte~ration for-

mula to be used, Simpson's rule with interval halving, to ensure 

that the desired accuracy is reached, is a satisfactory choice. 

We can now consider the solution of the dispersion equa-

tion. Eqs. 26 and 27 may be written in the general form 

F( )... )=0 

where ~ =h~. Newton's method requires the calculation of the de­

rivative of F( A) \'lhich is imprcfticable because of the complexity 

of this function. This difficulty can be overco~e by usinG the -

false-position algorithm(14) (regula falsi) which is a lliodifica-

tion of Hcuton's method based on substituting the derivatives by 

the corres~onding finite-difference quotients, . Denoting by 

the value of ~uEed in tho nth iteration we have 

~ 
n+1 

.\ 
= 1\ n 

( ~n-~_1)·F( An) 

Fe An) -Fe An_'l) 

(40) 

To initiate the process two distinct approximations to' 

the root of (39) Ao and A1 are required. These can be obtained 

from the value given by (37). The iterative process is stopped 
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\'J'hen th.::: ratio ( A -),)/), 
n+1 n '11+1 

falls below the required ac-

curacy. 

2.6. Numerical Results. Conclusions. 

To'test the accuracy of formula 37 and verify our con-

elusions about the validity of the quasi-T.E.H. approach in the 

case of the proper mode, we have computed the propagation constant 

by the two methods described in the preceding b~ctions. The re-

suIts for the attenuation constant are given in F~S. 2.6. and refer 

to the following parameters: 

Hcight = 1m 

Hire radius = 0.0025 m 

Dielectric constant of the ground = 15 

Conductivity of the ground = 0.01 Slm 

Examination of Fig. 2.2 8ho\-[s that the results obtained 

by the quasi-T.B.N approach are very ~103e to those obtained for 

the impr'oper mode but diifer substantially from those correspondine 

to the proper mode over a wide range of frequencies. This con-

firms our remark that the ~resence of a pair of poles in the vici-

nity of the contour C may invalidate the assurnptioll that subsii­
p 

tuting -js for ~ does not alter siGnific.antly the value of the 

function N(s). A comp&::ison betucen the l)hase velocity for the 
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Fig. 2.6 
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two modes and the quasi-To~.N solution (See followinG Table ) 

also supports this conclusion although the deviation between the 

quasi-TwE.N solution and the proper Bode is less marked than in 

the case of the attenuation constant. 

l)hase ,ve 10 city 
Velocity ratio -

velocity of light in dielectric 

Frequency Quasi-T.E.H Proper Improper 
NHz mode mode 

3.0 9-rn • ;:;0 .934 .938 

6.0 .961 .955 .959 

12.0 .983 1.003 .980 

24.0 .998 1.004 099J 
48.0 1.003 1.007 1.001 

'-. 

Incidentally, in the case of the proper mode we have 

done a direct integration' along the real axis in the S plane as 

well as an integration along the steepest-descent path. This con-
• 

firmed that no contribution from the poles had.to be added to the 

steepest-descent integral and showed that, for the same accuracy, 

the computer time required for integration along the real axis was 



three times grcuter~. 

The question that the numerical results cannot resolve 

ia which of the two ~ossible solutions leads to results closer to 

the propaGation constant measured in a real structure. It seens 

to us, however, that the excitation of one mode or the other ohould 

depend entirely on the launching device that is used. If the 

structure is energised by a voltage generator connected between 

the wire and the ground, it appears reasonable to expect that,above 

the wire, the field vill be composed of outgoinG plane waves in 

which ease the corresponding solution of Maxwell's equationa for 

the infinitely long structure is the improper mode. 

* The time required for calculating (by t~e iterative method) 

-4 one value of the propacation constant to an accuracy of 10 was 

about 0.36 on the CDc6600 computer. In the case of the quasi-~.E.H 

approach it was 0.01s using a 15-point Gauss formula which gives 

an accuracy ranging from 10-4 to 10-2 • 
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strnctU1.'e L1ll::tlyc~ec: in the llrecedin0 sections. Thl1.::3 , to verify -elle 

validity of the theory we devised tl:e e~periuental Dodel descrihed 

below and measured the ~ropaBation COilstQ~t for t\!O different laun-

ching devices. 

2.7.1. Experimental Hodel 

Fig. 2.7 

cOI-.:.per 

~loi3sy 

material 

To perrnit ma~:ins the Illca,.3urements i:l the J ::J..boratorJr the 



The dielectric cO:~Gtant of thi~ natcriul is about 7 qnd its conduc-

ti vi ty i.s of the 0)"'(1 (.:'>1" 0 "C" n -: ':'/~1 rp~. e .. _'""" ....-' ., .0 ••• _ .... J.. propuGation constant vaG oea-

sured <: .. t several frc;1ue:'lcies coverin.::; the ,ranse 600 to 1,Sea 11Hz" 7\'fO 

different launchinG devices vere used: one is sim~ly a vertical vire 

connecting the generator b~tween the ground and the horizontal wire 

(this will be referred to as LD1) and the other is a coaxial con-

nector inserted in a vertical copl1er I)late (LD2) as shoun in FiS.2.7. 

The thickness of the 10BSY medium is greater than its skin 

depth only above 700 ElIz. Hou0ver, a measul',..:rJent of the surface 

iml)edancc shoued that, l'Ti thin the frequency ranGe 600-1800 iIHz, the 

finite thickness of the lossy ~ediuo docs not Rffcct the in~~:~nce 

measured at the interface between that mediun and the air (See sec-

t · '""\ '? _.) 1.on c.. .:.; • ~ence for the above-mentioned fresuency ran~e the DO-

del of Fig.2.7 should be an accurate reprAsentation of the struc-

ture ~onsi~ereQ in the theoretical study. 

2.7.2. r·leaDuri::'1-; fEechl1ic;ue 

Tvo methods for measurinG the propagation constant ~ere 

considered: (a) Neaourement of the input impedance for short cir-

6uit and open circ~it terminations; (b) Measurement of the wavelength 
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Rn.c1 2..ttcnuutior:. constant ')J !J()[.:..n;.;.; of a 1:10Vi).b18 rrobe ex)lorinG the 

field in the axial directi~n. 

The first method \'10.3 rejected as it \-;oulc1 b.:; s"llb:icct to 

signific8nt errors arisinG fron tl18 ~erturbation of the field in 

the vicinity of the junction between the coaxial cable and the 1080y 

line, and fron the fact that a ~ood o:en-~ircuit termination is very 

difficult to realise. 

The second methoci involves measurinG separately the wave­

length and the attenuation constant. The wavelength is measured as 

in a standard slotted coaxial line by determining the distance bet­

ween two successive minima of the standinG-wave pattern with the 

line terminated in a reactive load*. The att~nuation constant is 

obtained from a plot of field strength (in logarithmic units) against 

c1i,stE'.nce alo11::; the line (Se:; Pi::;. 2. (3) uhe~ it is ter!.li?1~L ted i:1 e. 

nearly-matched load~ 

The ~robe used for thase ~easureQent3 is re~resented in 

Fig.2.9. It is constituted by a short ve~tical antenna Qounted C~ 

a small copper plate, and connected to u receiver by means of a thin 

(20m in diameter) flexible coaxial-cable. The probe slides on the 

surface of the lossy nateriul and ito ~oGition along the transDis-

sion line is controled by a nylon strine and a system of pulleys. 

* The distance between two &djacent minima is sliGhtly different 

:L:c'orn A/2 but. since L'. ~ f3 t~le error is necligi ble. 
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'1.111-::: lJOGSibility 0:;:: 1118[WlU'ing tl:e field by usinG a moch:lat·.::d-

lec1.ds ane. thus rec1v.ce, in =~,ri2"::.ci~:le, tte :"-·9rtl.Tbation 01 the fi.:~ld 

caused by the, lire-be. Eouever, it \las concluded tho. t the :;:,erturba-

tion of tho field could be ~ade Gufficiently small,3in~ly by rosi-

tioninG the cable in a region of weak electric field. Takinc into 

consideration that the perturbation oethod is lees sensitive and ro-

quires a more complicated instruoentation, we 9pted for the probe 

method. 

2.7.3. Measurement of the Cons~ants of the Lossy Material 

The measurement of the dielectric constant and conducti-

vity of the lossy caterial can be made by b3veral methods an account 

of which is found in ref.18. Taking into consideration that the 

material exhibits hieh losses and that the measurement3 oust be made 

over a \'lide frequency banu. (600-'l800 I'1Hz) the method of Roberts and 

von HiPl)el (19) Hac chosen. This method conaists in measuring the 

impedance of a section of s~lort-circuited transQission line (or 

wave~uide) filled with the lossy material (~iG.2.1J)~ The con~tants 

of the material are then calculated from the meaoured impedance. 

AssuminG a T.E.M. mode and denotinG by R the reflection 

coefficient at the interi~ce I ao measured in the slotted line, we 



have: 

or 

slotted line 

n = 
z -Z, 

I 0 

z +Z 
I 0 

r"7 
~'I 1 +R 

= ---
Z 1-1.1 

o 

dielectric 
I 
I I 
I ~ 

I 

t-- l -~ 

~i'ig. 2.10 

(41 ) 

\-lhere Zo ,'= Jp-o/ Eo 

dielectric-filled 

an~ Z_ is the impedunc8 of the section of 
1 

transmission line, measured at the i~terface. ZI 

is related to the 
('19 ) 

propagation cqnstant~ iTJ.side the 32'l:'le 'Cy d) by 

z_ 
_1_ = 
z o 

jt: 
o 

Substitution in (41) Gives 



1-H 

1+H 

1-H 

k 
= j ~ tanh ld 1 

YCI. 

this ex~reGsion redUC~3 to 

, ~ 
1 .. 

1 
::'j 

0 -
Yd n 

11 beinG the refractive indej~ of the material. 

I. ,: 
~tU • 

(L:·2 ) 

The validity of this approxioation can be checked by va-

~ying the position of the short circuit relative to the sample and 

determining whether the reflection coefficient changes. If no mea-

surable chanGe occurs ·we can conclude that the s2mple behaves as if 

its thickness \·:ere infinite. 

Because of the difficulty in cu~tinG samples in coaxial 
I 

shape, the inpedance measurements were mad0 in a strip line (stri~ 

width = 80mm, distance between strips = 11mm). This is not a clo-

sed structure but providing the strip width 13 much Greater than 

the distance between strips, no significant errors should result. 

2.7.l~. Results 

The dielectric constant and Gonductivity of the lossy ma-

terial are [lotted aGainst frequency in FiC.2.11. Tt~ hiBh dielec-

tric constant is probably due to the Qaterial being constituted by 

particles of carbon which act as small electrIc dipoles. A similar 

behaviour iu rerortcQ in ref.20 in the case of carbon particles 
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embedded in rubber. It i~ to be expected that in such cases the 

constants of material should depend on the frequency. 

In Fig.2.12 the attenuation constant for the structure 

.of ~ig. 2.7 is plotted as u function of the freque~cy for the two 

launching devices referred to in section 2.7.1. For comparison, 

the theoretical results for the proper and improper Dodes are plot-

ted in the same diag~am. 

An examination of Fig.2.12 sugGests the following re-

marks: 
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(a) For LD1 the experimental values lie close to the curve cor-

responding to the improper mode except for frequencies near 900 HHz. 

This appears to confirm our conclusion th~t if the generator is 10-

cated bet~een the wire and the ground, as in the Beverage antenna, 

the field should corres~ond to the improper solution of the wave 

equation. 

(b) For LD2 the eXferimental values lie nearer to the curve for 

the proper mode but are somewhat deviated from it. This can only 

be interpreted as indicating that botil modes are e:~~i ted, the proper 
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mode being predominant. In a sufficiently long structure it should 

be possible to distinguis~ the presence of two modes since at large 

distances from the generator the proper mode becomes negligible 

because of its higher attenuation CQn3tan~. The structure of Fig.2.7 

is relatively short and the results are probably a w~i~hted ave­

rage of the attenuation constant for the two modes. 

(c) The fact that the experimental values for LD1 deviate from 

the curve for the improper mode at about 900 MHz may indicate a 

conversion of energy from one mode to the other, as they have nearly­

equal propagation constants and therefore must have similar field 

structures. 

As far as the phase velocity is concerned the measured 

values for both lauching devices vary from 97% to 98% of the velo­

city of light in free space \'/hich is about 3~; less than the value 

given by the theory. The difference is probably due to the finite 

surface impedance of the copper wire. 

To conclude we can say.that, althoueh the question of ex­

citation of the proper mode would require further study, in reGard 

to the problem of calculating the propagation constent of the 

Beverage antenna, the experimental results confirm that the quasi­

T.E.M. formula 37 is ap~licable and sufficie~tly accurate. 
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2.8. Characteristic Impedance 

Thus far we have been concerned with determining the pro-

pagation constant of th~ lossy transmission line constituted by the 

horizontar wi£e and the ground. In this section we consider the 

the calculation of the characteristic impedance. 

In the case of an ideal tr2~smission line the characte-

ristic impedance is def~ned as the ratio of the volta~e between the 

two conductors that form the line, to the current flowing in them. 

HO\'lever, in the structure under considera tiun the vol tase depends 

on the intesration path and, as a result, the characteristic impe-

dance is not uniquely defined. A possible definition is 

b-a 

Z = - _1 J E dy ( 44) 
c . loY 

The evaluation of this expression is in principle straiGhtforward 

but involves a great deal of computational work. 

It is kLown from practical experience that the characte-

ristic impedanc~ does not differ significantly from that of the 

lossless line obtained by considering the ground as perfectly con-

ducting, i. (j. 

z _ 0 
Zc---

ZIT 
2b 

In-­
a ('+5 ) 

In the subsequ8ht sections of this thesis the characteristic 
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impedance is used only in calculating the gain of the Beverage an­

tenna in which case the accuracy of the approximate formula 45 is 

adequate. Hence no further consideration is given to the evalua­

tion of (44). 
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Appendix 1 

Solution of Non-Homogeneous Two-Dimensional Helmoltz Equation 

To solve the non-homogeneous differential equation 7 

vIe express <l'10 and ~ (x) in the form 

W
10 

= 1a:FlOe -jsx ds 

I 1 f -jsx O(x) = -,.' e ds 
2IT C 

and substitute these expressions in eq.7. After differentiating 

under the integral sign ':le obtain 

J[d
2 

~O 2 ~O 
I ~(Y-b~ + u 1 - j 

21TWE 
c dy 0 

which is satis~ied if 

+ u~ ~O = j _'_I __ J (y-b) 
2ITuJE 

o 

Appropriate 301.utions of this equations are 

e 
~jsx 

ds = 0 

(A.2) 

where A and B are constants. Integration of (A.2) between b-O . 

and b+O yields 



d 1
10 

b 
-I-

I 
= j 

21TWE 
dy 0 

b 

in "Thieh use has been made of the continuity of T10 • Thus 

I 

211WE 
o 

Solving for A and B and substituting in (A.3) 

~O = -
I e -ju1 1 y-bl 

LI-~WEoU1 
(A.4) 
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Hriting x=R
1
sin R, y-b=R

1
cos a and using the transformation (14) 

\'le obtain from (A. 1) .and (A. 4 ) 

4WE 
o 

I 

= 

~ f e -j¥1 cos ( if - e) dtp 

c 

~ f e -jh1R1 cos tp dtp 

C 

By comparing this expression with the definition of the Hankel 

functions of zero order ( 9 ) VTe recognise that 

l
-H(2)(h R) 
011 

H(1)(h R ) 
011 

for C= C - P 
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Appendix 2 

Integration alonB the steepest -Descent Contour 

Consider the integral 

f o ju d 
G = 0 g(u1 )e- 0 1 ds 

C. 
~ 

(32' ) 

f C
o. -jh dcos LO 

=h1 g h 1 costp )costp e 1 T d~ 

SDC 

in which the exponent in the integrand has a saddle point at ~ =0. 

Noting that on the st~ep~st-descent contour Im\-h1dcos~1 = COllst.: 

Im{-jh1dl~ we write Cref.5 section 3~1) 

= -jh d _ t 2 
1 

i.e. the ch~nge of variable 

d~ = 
2j 

sin ~ 
2 

dt 

(A.6) 

transforms the steer0st-desce~t path in the ~ plane into the real 

axis in the t pl~ne; thus 
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(38) 

\vhere 

cos<p = 1-j 

Similarly for the prcper mode we have 

2 
e- t co~ t.p' dt 

\vhere 

cos~' =1+j 
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3. THE BEVERAGE ANTENNA 

3.1. Introduction 

The Beverage antenna; represented schematically in Fig.3.1, 

consists of a horizontal wire situated at low height above ground 

(b/A«1) and terminated in the characteristic impedance of the 

lo~sy transmission line~constituted by the wire and the ground. 

It \Jas developed in 1923 by Beverage, Hice and Kellogg (1) for ground·-

"lave reception in the long and medium \-lave banns. This antenna de-

pends for its operation on the existence of a finite component of 

the electric field parallel to the wire and this imrlies that it 

must operate over a moderately conducting gro~nd. 

Because of the inevitable loss in the ground,the Beverage 

antenna has a relatively low efficiency (ranging from about 1% to 

about 20~; depending on the antenna dimensions and ground constants) 

but this is no great disadvantage if it is used for receiving signals 

in the frequency range where the external noise level is high. On 
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the other hand jts constructional simplicity, \vide-band characte-

ristics and good side-lobe performance make it an attractive pro-

position as a receiving antenna. Nevertheless, it is not as vlidely 

used as other types of receiving antenna \ih.ose radiation patterns 

exhibit substantially higher side lobes. And it appears that it is 

still mainly regarded as a low-frequency or ~edium-frequency an­

tenna (2) (3) 

As far as we are aware. only two ~apers on the Beverage 

antenna(1)(4) have been published. Both papers deal with the cha-

racteristics of the Beverage as a ground-wave antenna. 

In this chapter we determine the characteristics of the 

Beverage as an antenna for sky-wave recepticn or transmission, and 

discuss ways of improving its performance, in particular, by using 
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multi-wire structures. 

Although the Beverage is mainly used for reception be-

cause of ita 10~ absolute gain, we deal ~Iith the transmitting an-

tenna as most antennas are analysed from this point of vie\'[ (See 

for example ~efs.2and 3). 

3.2. Evaluation of the Far Field 

Consider a Beverage antenna extendin~ from x=-1/2 to 

x=1/2 along the x a~is (Fig.3.1). Let I exp{-yx} 
o . 

be the cur-

rent in the horizontal wire due to a generator at x=-1/2. To de-

termine the far iJ'ieJ.d \'le apply Lorentz reciprocity theorem to the 

fields of the antenna and of an auxiliary electric or magnetic cur­

rent element located at the observation point(5)(6). Denoting by 

E, H th~ field of the antenna and by Ea' ~a the field of the au­

xiliary current, the reciprocity relation is written(6): 

fCZXHU-?'xiD.n as = 

S 
/< ~ J:3. -II:;;a ) dV -.6. + .!\. 

V 

(1 ) 

where J,K denote electric and magnetic current densities and n 

is the outward normal to the surface S boundinG the volume V. It 

is assumed that S has been chosen so that it does not enclose the 

antenna structure (See Fig.3.2.) i.e. the v~lume V does not con-

tain the sources of the field E,H. In this case we can take, for 
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Ea Ha , the fleld of a current element radiating in the absence 

of the antenna since it satisfies Naxvlell f s equations \'Ii thin the 

volume v. 

Uhen Ka=O (electric current element) eq.1 yields the 

vertically-polarised component of the antenna field; ya=O (ma-

gnetic current ~lement) yields th~ horizontally-polarised compo-

nent. 

It is to be noted that the only non-vanishing contri-

bution to the surface integral in eq.1 comes from the antenna sur­

face since both fields satisfy the radiation conditione?) and tfie 



contribution from the cut CC' is obviously zero. In addition, as-

suming that the antenna surface "is perfectly conducting the first 

term in the surface integral vanishes. Hence eq.1 reduces to 

H.:idS -. f (-IT.? (2) 

V 

S being the antenna surface. Neglecting the contribution to the 
a 

surface integral from the vertical terminations (this is computed 

in section.3.4) and assuming an infinitely thin \vire, eq.2 yields, 

for a current element parallel to ie' the following relations: 

1/2 

I fEa 
o x { '( }d -_ I a (la Ee eXp - X X 0 

-1/2 

(3.b) 

vlhere I a clla and H
a d 1 a are the moments of the electric and 

magnetic current elements respectively. 

'1:he field ,.,a 
.tJ 

X 
is given by the following expressions 

(See Appendix): 

Electric current element: 

q(r,b) = 1 -r 
-j (k r - bcos e ) e 0 

-2jk bees e 
e 0 



Magnetic current element: 

jk X COE: ¢ sin e 
Ea = j _1_Ha 01 sin ¢ (1+RH' )q(_n, b)e 0 

x 2" 
R__ -2jk b cos e 

R' H = -l{ e 0 

\'lhere 

k = o 
21T 
A 
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(6) 

and Rv and ~ are Fresnel reflection coefficients for vertical 

and horizontal polarisations respectively. 

By substituting (4) and (6) in (3) and integrating, \·le 

obtain 

in \-lhich 

v = o 

I Z o 0 

2 

sin(X-ja) 

X-ja 

sin(X-ja) 

X-ja 

1 
.-~-

1\ 

cos ¢ cose (1-P~) q(r,b) 

x = .1:.-( (3 /k -cos ¢ sin e ) 
" 0 

a= a.l/2 

and Y = ct + j ~ 0 

(8.a) 

(8.b) 

A quanti ty of prcitical interest vlhich is immediately 

obtained from (8) is the ratio 



= 
I tan¢ I I 'I+Rir I 
cose 11- RV I 

( 10) 

For b//-.« 1 and Inl»1 (I'lhere nis the refractive 

index of the ground) we have 

2cos9 

n+cos e 

2 
1-RV=' 1-R

V
-:::' ----

1+I:~OS e 

and substituting in (10) 

11+n cos el 
-ltan¢I·---­

I' n+ cos 9 I 
which shows that the vertically polarised component of the radiated 

field is predominant for low elevation angles except for directions 

close to the plane .0=11/2. But if a high degree of polarisation 

purity is desired a relatively high refractive index (Inl~>1) is 

required. 

3.3.Radiation Pattern~ 

The radiation patterns of the Beverage antenna are readily 

obtained from eqs.8. For the predominant polarisation eq.8.a gives 

Horizontal Pattern (e = eN ' E (0, 9
H

) = EHax • ) 

F 1 (.0) _. ['Sin:X+:inh
2
a] 1/2 cos¢ 

l x +a J 
(10.a) 
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Vertical Pattern ( 0=0 ) 
1/2 

F 2 ( e ) • 1 - RV cos e 
[ 

. 2~r . h2 J 
-- Slxn2A.++a2sln _'::..- I I (10.b) 

If a «1 
1/2 

sinX 

x 

which is the radiation ~at~ern of an end-fire arrangement of omni-

directional sources. The factor cos¢ affects the horizontal pat-

tern in two ways; in the case of short antennas it reduces the beam-

width imposing an upper limit of 90 degrees; in the case of long 

antennas it redudes the side lobes in the r~gion at right angles 

to ·the main beam. An example of the pattern F
1
(¢) for l/A =3 

f3/k:::::-1 a «1 is given in Fig.3.3. o 

\ve shall no':! examine the opposite possibility: a»1. 

In this case* 

[ 

. 2 . h
2 J s~n X+s~n.l. a 

X
2 2 

+a 

1/2 

sinha 

It should be noted that, if we let 1 tend to infinity, the ra-

diated field remains finite. Since a current distribution of the 

form Ioexp{-rx} has been used to derive eqs~8, these must be mul­

tiplied by exp {-y 1/2} before the limi t .is taken, in order that the 

pow~r supplied by the generator should be finite. 
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-and the radiation pattern F
1

(¢) has the shape of Fig.3.4. with 

oniy t\'10 lobes. If f3 -::: k the 3-dB points occur for X~ a. i. e. 
. 0 

90 
e)-Degrees 
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If d is proportional to frequency the antenna has constant beam-

\"lidth but this is of little prcftical importance because such an 

antenna would be very inefficient. 

3.4. Field Radiated by the Terminal Vires 

Thus far~ we have assumed that the field radiated by 

the vertical wires at both ends of the antenna is negligible com-

pared with that due to the horizontal wire. However, this is not 

true in general, and to prevent a serious degradation of the ra-

diation pattdrns proper attention must be paid tb this problem in 

the design of the antenna. 

In crder to siml=~lify the comput2:.tions '.Ve shall C'.sSUIrle 

that the height is much less than a wavelengh in which case the ' 

current in the terminal \'Tires is approximately uniform and can 

be taken to be 10 exp{ ~ y 1/2} • In fact, near the terminations 

the current in the horizontal wire also deviates from a pure tra-

veIling Vlave but if 1/0»1. this assumption should be sufficiently 

accurate. 

The field radiated by a vertical current element of mo­

ment I.b located at the point ( x ,0,0 ) is given by (3) 
o 



Ee = j 
IZ 

o 

2r 

b jk x cos¢ Gin e 
(1+R ) sine e 0 0 

v 
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Taking into account that the currents in. the terminal wires have 

opposite directions (s.Fig.3.1), the superposition of the fields 

gives 

= -
I Z 

o 0 

r 

b 
-sin 

" 
(X-ja) (1+ RJ sin e (11 ) 

where X and a are given b:r expressions 9. The field E~ has a 

number of equal ma~ima for the azimuthal directions that satisfy 

sinX=1. It can, therefore, contribute to increase the side-lobe 

level. 

The field radiated by the horizontal 1..,ire (J.!;~.) has a 

maximum for X~O, 0 =0 

I T E IsinX='1 
pm::::: --:H~---
~ IE IsinX=O 

= 

From (1.) and (8.a) we obtain 

2ba J1+sinh2a 

lsinha 

\'There vIe have made the aPl)roximation RV:::::RV. If Inl»1 

I:::: Inlcos9 

and the above expression reduces to 

~T~ 
2baJ1+sinh2a Inl sine (12) 

1 sinha 

For n =5 , lib = 100 a«1 , sine~.9 this expression yields 
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-21dB 

which is considerably lower than the typical side-lobe level of 

the patterI?- F 1 (¢) of Eq. 10.a. 

3.5. Directivity. Gain. 

3.5.1. General Considerations. 

The overall performance of an antenna is usually given 

by two important quantities: directivity and gain. The directivity 

is the ratio of maximum to average radiation intensity (3),(8), 

D 
UN 

(13) = 
U av 

2 2 

\vhere U
H 

r I Er.:1 
= 

2Z 
0 

r2\Eavl
2 p 

U 
r = = av 

2 4 

In the above expressions EM is the electric field in 

the direction of maximum radiation and P is the total power ra­
r 

diated by the antenna. 

The gain is defined as the ratio of maximum radiation 

intensity to the radiation intensity of a reference antenna for 

the same input power (3 ) If the reference antenna is a lossless 
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isotropic source, the gain is referred to as the absolute gain 

Denoting by P the input pO~ler, the absolute gain is given by 
g 

U 
G= 11 (14 ) 

U. 
l 

\vhere 

p 
U. = -g-

l 41T 

(8) 

Whilst the directivity depends only on the shape of the 

radiation pattern, the gain is affected by the power loss in the 

antenna structure. In the case of a transmitting antenna the gain 

is a quantity of evident practical importance. In the case'of a 

receiving antenna operating in a frequency band where the external 

noise level is high, the gain becomes less important and it is nor-

mally the directivity that determines the performance of the re-

ceiving system. 

Denoting by Sand N the signal power and external-
o e 

noise power at the output of an ideal isotropic antenna, the signal-

to-noise ratio at the output of an antenna of gain G anddirecti-

vity D is ~iven by* 

S 

N 

GS 
("\ 

t?N + N. e l 

= D 
S 

o 

N 
e 

1 

* It is' assumed that the external noise sources are uniformly 

distributed in the sky. 



''1here \7 = G/D 
(3 ) is the antenna efficiency and N. is the in-

1 

ternal noise power. The above expression shows that the impro-

vement in signal-to-noise ratio is equal to the directivity of the 

antenna provided that 

n N »N. 
'I e 1 

The external noise power N depends on the time of day and season 
. e 

of the year. In the U.K. the lowest value of N is about 30dB 
e 

above thermal -noise level at 31·1Hz and 15dB at "?OHHZ (See ref .9). 

~hese figures give a~ order of magnitude of the permissible loss 

(1/~ ) in the antenna system* • 

3.5.2. Directivity 

Denoting by FE the maximum value of the function F 2 ( e ) 

in-eq. 10.b , the maximum radiated field is given by 

I Z 1 

IE 1= 
0 0 r-

rt1 1-1 2 Ar 
( 16) 

from \<Thich it fo110\,ls th~t 

Z 12 
(.1:- )2 F2 UN= 0 0 

8 A :H (17) 

To obtain the average radiation intensity we ca:culate firstly 

* In a~tempting a more accurate estimate of the amount of permis-

sible loss, the receiver noise fiGure must be taken jnto account. 
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the power radiated by the antenna. 

For vertical ~olari3ation we have 

Substitution of (S.a) in this expression gives 

p(V) Z I2 
1 

2 
0 0 

::: '(T) IV r 4 
(18) 

\vhere 

f
1T/2 2 2f'IT . 2,( ., 2 2 __ 

IV = de sine cos e I 1-R~ I Sln ~+Slnn a. cos~ d0 

o 0 X
2+ a 2 

This integral is not calculable by formal analysis but 

can be easily evaluated numerically. 

In a similar manner the power radiated with horizontal 

polarisation is found to be 

4 

vlhere 

2 
, 1 ) \-

A 

'W2 2 f11 . 2'\1" . h 2 
IH ::: fd8 sin 8 11 +R~r I OlD A+S1Yl a 

.1.1 ') 2 
o 0 X~+ a 

. 2 -0 Oln 0 a. 

(20) 

By definition the average radiation intensity is given by the 

(21) 



equation 

u = avo 

p(V) + p (H) 
r r 

4TT 

which, by substituting (18) and (20) 

u = av 

From (13), (17) and (22) ve obtain 

2 
F 

H 
D = 2 'IT ------

3.5.3. Absolute Gain 
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for and leads to 

(22) 

(23) 

Taking into consideration that a current distribution 

of the form I.ex~{-yx} h2G been assumed (See section 3.2) the 

input power is given by 

p 
g 

1 

2 
(24) 

Hhere Z is the charact~ristic impedance of the Beverage antGnna. 
c 

From (15) and (24) ve obtain the radiation intensity of an ideal 

isotropic source 

p 
u. = g = 
~ 4Tf SIT 

The absolute ~ain G is readily obtained from (17) a~d (25) 



G = 
U. 

J.. 

1 2 Z 
=TT E~ (_) ._0_ 

1-1 " Z 
c 

-2a 
e (26) 
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G depends on the ground constants through the quantities For and 
l' 

a. An in~icction as to how these 60nstants affect the gain can be 

obtained by considering the case ex 1»1 , ex» J3-k. sin 8 1 " o J:i 

which corresponds to a long antenna with high attenuation'constant. 

In this case we can make the following approxinations 

al n+cosen' 

from which it follows that 

LI-11' 
G ----~ 

(a ,,)2 • 
(27) 

Examination of this expression shows that low valaes of Inl lead to 

higher gain but, since ~ increases with 1/n , G varies slowly with 

I n I. 

3.6. Numerical ~esults 

In order to illustrate tbe performance of a Beverage an-

tenna of typical dimensi2~s, operatins in the R.F. band we have cal-

culated on the digital computer the main radiation characteristics 

of an antenna of the follouing dimensions: 
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length 300m 

height ••••• 0 •••••••••••••••• .., •• 3m 

wire radius •••••••••••••••••••• 2.5mm 

ground conductivity ••••.••••••• O.01S/m 

relative ground permittivity 15 

The main results are condensed in tables I and II. The 

radiation patterns for vertical polarisation are represented in 

Fig.j.5 (pg.80). 

Table I 

! 
Directi v:. t~-Frequency Total Attenl Gain Loss 

HHz dB dB dB dB 

3 4.6 -3 1 L~ 17 
6 6.6 3 16 13 

12 8.5 8 18 10 
18 8.1 11 19 8 

.24 7.2 13 20 7 
30 6.3 15 21 r 

I.) 

An examination of these results shows that: 

(1) The Beverage antenna is capable of covering a very vide fre-

quency band. The bandvidth is only limited on the low-frequency 

side, due to the increase in the field from the ter~inations relative 
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Table II 

Vertical Pattern 

Horizontal Pat~crn Half-po\1er points 

Frequency Bear:n'lidth t3ide-Iobe ratio LOHer Upper 

HHz DEG dB DEG DEG 

3 It-4 12 7 34 
6 30 14 6 24 

12 23 16 5 17 
18 20 17 4.5 15 
24 16 18 4 13 
30 15 18 4 11 

to the field from the horizontal wire. There ap~ears to be no cor-

responding limit on the high-frequency side. 

(2) The side-lobe level is substantially lower than that of a 

rhoDbic which is about -6dB (See ref. 3 chapter 14). 

(3) The gain is relatively low especially at low frequencies. How-

ever this is not a serious disadvantage if the antenna is used for 

reception in the H.F. "band. In fact, a c~mparison of the antenna 

loss (Table I ) with the figures for external noi~c level given in 

section 3.5.1. suggests that no appreciable degradation of the 

signal-to-noise ratio is l~kely to result from the low efficiency 

of the Beverage antenna. 
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3.7. Hulti-.lire ;.)tructur83 

.3.7.1. Gain and Characteri:3tic 1..@Eedance 

In this section ve examine a pruposal for improving the 

gain of the Beverage antenna. Consider the expression for the gain: 

2 I 2 Z o -2a 
G =TTF .. (-) .-- e 

d A z 
c 

(26) 

It is clear that G increases vith 1/Z if the ether quantities in 
c 

(26) remain constant. However if we seek to reduce the characte-

ristic impedance by reducing the ratio of heighlto wire radius, the 

attenuation constant ~ill increase and no sig~ificant improvement 

in the gain (if any) will result. A more successful approach is 

to use an array of closely spaced wires as shown schematically in 

Fig. 3~6. By appropriately choosing the wire spacing it is possible 

y~ 
• • I · • 

I 

I 
b 

77///7777 /X 
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to achieve a sub3tantial reduction in the characteristic impedance 

without any appreciable increase in attenuation ;er unit lenGth. 

The structure of Fig~3.6. is, in fact, a broadside array of ~B8verage 

aerials but if it~ total width is small compared with a wavelength, 

the directivity will not increase significantly and, therefore, the 

improvement in gain corresponds to an approxiciately equal improve-

ment in efficiency. 

It is interesting to note that Beverage, Rice and Kellogg 

(1 ) 
in their original paper on the Beverage antenna' did consider 

tvo-wire and four-wir~ structures but the separation between wires 

was not sufficient to avoid a significant increase in the attenuation 

per unit length. 

The calculation of the propagati0ll constant for a system 

of parallel vires situated above ground is considered in the next 

section. 

3-7.2. Propagation Constant 

Consider a system of N thin wires aG represented in Fig.3.~ 

(b/a, d/a~). If transverse currents on the Hires are neglected, 

the boundary conditions on the wire surfaces reduce ~o (See section 

2.2. ) 

E =0 
Z 

for X= "d , y=b-a (28) 

\'/here ~ is an integer varyinG from -(N-1 )/2 to (IT-:-1 )/2 for an odd 



number of uires. The field Z can be \'Jri tten as fo110\'ls: 
z 

Q-, 
'0;). 

where f(x,y) is the z component of the electric field of a unit cur-

rent situated at x=~ d, y=b and in presence of the ground. The 

functions f (x,b) can be obtained from the theory of Chapter 2. 

From (28) and (29) we obtain the following set of linear 

equations 

I-1 L: i" fy ( jJ.d, b-a)~O- ( )J- = -11 , - H + 1 , • • 0 ,-:- 1-1 ) (30) 

v=-H 

where M=('N-1)/2. The' above equations can be written in matrix form 

[FJ {I} = 0 (31) 

where {I} is a column vector representing the currents and [FJ is 

a s~uare matrix of order N whose elements are defined by 

The system of equations' (31) has a non-trivial solution if 

(32) 

To calculate the functions fv(x,y) it is sufficiently accurate to 

to use the quasi-T.E.U. approach. In thi3 case the coefficients 
...., 

Fp.v becoI]e linear functions of 1/h; (See sections 2.4 and 2.5.2) 

and thus (32) reduces to an alGebraic equation of degree N -in 
2 

1/h1 -

This means that (32) admits N solutions corresponding to N indepen-

dent modes. 1I0\'leVer ue are only interected ill tllC n.oclo :01" l:llicb. 
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the phase hnd amplitude of the curren~s are a~?roximately equal. 

In this case an approxination to the transverse wave nucber can be 

easily obtained by assuming equal curr~nts and imposing the condition 

that the axial component of the electric field be zero on the sur-

face of the centre wire. Eqs. 30 reduce to the single equation 

i~~J1 f~ (0, b-a) = ° (33) 

The function f..)(O,b-a) is obtained from eqs. 2.1 and 2.22*. Apart 

from a constant factor \'1e have 

* 

1,.2 

fv (0, b-a) = j In A.)+2G1\l +2jG2 vC 1-:~ ) 

1 

Ay = J4b
2
+(v d)2 Iv d 

= 2b/a 

f
oo 

-20s 
e 

---- cos v.d ds 

o 
-js+u2 

cos v d ds 

(34) 

(35.c) 

When referring to e~~ation3 from other chapters the first fi-

gure in the reference indicates the chapter. 



Solving (33) for 

,2 = K o 

gives 

(36) 

This expression can be easily evaluated on the digital computer once 

a suitable quadrature formula for evaluating G
1v 

and G2v has been 

chosen. If 0d/b» 1 the 15-poin t Gauss-Laguerre quadrature for­

mula(10) may not be accurate enough in which case it is preferable 

to use Simpson's rule choosing the nunber of points so that the de-

sired accuracy is attained. 

In order to investigate the effect of the wire spacing 

2 
on the attenuation constant we calculated h1 for a system of two wires 

and for various values of the spading. The results are plotted in 

Fig. 3.7. The ~ttenuation per unit len~l is grea~er than that for 

a single wire for separations up to about half wavelengh and less 

for greater distances. This indicates that the axial electric fields 

of the t\·!O cu.rrents are near anti-phase for separations greater than 

about half wavelenGth. 

In Fig. 3.8 we ha~e plot~ed the attenuation constant for 

a system of parallel wirc:>s uith a spacinc; of tHO heightS for an in-

creasing number of Wlres. The attenuation reaches a maximum for.a 

total width of the structure somewhat lesa than one ·~avelenGth 

which is in accordance with the results obtained for the two-wire 
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system. 

However, a rather unexpected result is the considerable 

reduction in attenuation cornpariug with a single wire ~hich is shown 

by the 2~1Hz curve. Probably this indicates that as the number of 

~ires increases the field near the ground decreases so that most 

of the en~rgy flows in the vicinity of the wires. 

3.7~3. Improvement in Effi0iency 

Ve are nov in n position to show that by using a multi­

wire structure of appropriate dimensions the efficiency of the 

Beverage antenna can be significantly improved. Consider a sys­

tem of 11 wires with an equal spacing of 6m. The total width of 

this structure is 60m i.e. 1.2~ at 6 NHz. For wires six-wavelengtL 

long the directivity of the multi-ilire structure, at 6 l~z, is onl~ 

slightly greater than that of a single wire. Hence the increase 

in gain corresponds to an i~crease in efficiency of approximately 

the same magnitude. The ~eduction in ch~racteristic impedance i0 

about 9 dB b~t, taking into account that the factor exp{-2a] in 

eq.26 (wave attenuation at the antenna mid-point) in~reases by 

about 4 dB, the total improvement in efficiency is approximately 

5 dB. This means that the efficiency of the antenna is raised 

from 5% (See Table I) to 15%. At 24}lliz the increase in efficiency 

is more difficult to estimate since the increase in directivity is 
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not negligible. However it is useful to point out that the in-

crease in gain would then be of the order of 12 dB, i.e. such an 

antenna would exhibit an absolute gain of about 25 dB. 

3.8. Design Considerations 

As in many other engineering problems there is no obvious 

choice of para~eters of the Beverage antenna that optimises all 

its characteristics and, therefore, ~he design has to be done by 

trial and error. However some guidelines can be defined on the basis ~ 
'-, 

of the theory expounded in the preceding sections. 

Firstly an approximate value of the ant Anna length can be 

,calculated from the specified directivity or beamwidth by using ap-

proximate formulae for end-fire sources (See ref.S section 3.3). If 

the antenna is to cover a vlide frequency band it is useful to bear 
f 

The heisht affects two important characteristics of the 
! 
( 

in mind that the be~nn'l~dth is approximately proportional to 1/ If. 

Beverage: the field .due to the terminal wires and the attenuation 

constant. To ensure that the field from the'vertical terminations 

is small compared with that from the horizontal wire a ratio of 

length to height of about a hundred is normally required. Expres-

sion 12 can be used to obtain an e~timate of the relative inportance 

of the field due to the terminations for any ratio of length to height. 

Taking into consideration that the attcnuation~constant 



increases with decreasing height the choice of the height may imply 

a comproqlis€ betueen 10\-/ side lobes a.nd high gain. One 'vIay of re-

solvin8 the difficulty may be to increase the antenna length. The 

diameter of the horizontal wire also affects the attenuation constant; 

as long as the losses in the copper are negligible compared to the 

losses in the ground,a reduction in the w~re diameter leads to a re-

duction in the attenuation per unit length. 

Finally the possibility of using an array of parallel wires 

should be considered as it yields a significant improvement in gain. 

3.9. Proposal for a New Antenna Related to the Beverase 

In section 3.2 we have shown that the far field of the 

Beverage antenna is given by the general expression(3) 

-j~x 
Ice 

Fig. 3.9 
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E rv f E~ exp l-Y Xl clx 

-1/2 
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where E
a 

is the electric field tan~ential to .the wire due to a unit x ~ 

current element located at the observation point. The magnitude of 

the field radiated by, the antenna depends on the magnitude of this 

auxiliary field. If ve regard the antenn~ as receiving we can say 

that the outp~t voltage ic proportional to the voltage per unit 

length ( E~ ) induced on the wire by the incoming'wave. To obtain 
A 

a a reasonable Ex the ground plane must exhibit a finite surface im-

pedance of moderate value (say·Z>O.1 Z). In the case of the . s 0 

Beverage antenna this ~s provided by the ea~th. However, it is ap-

parent that the 10s3 in the ground plane does not play a fundamen-

tal role in the radiation process i .. e. a ground plane having a pu-

rely reactive surface impedance can be used (See Fig.3.9). This 

will reduce the antenria bandwidth but will eliminate the attenua-

tion thus leading td an increase in gain. In addition, the height 

can be reduced as lonG as·the velocity of propagativIl is not too 

10\'1. 

We expect that the use of a reactive ground plane in con-

junction with a Multi-wire ufper conductor may cake this antenna a 

practical proposi tion for frequencies above 100 I·1Hz. In the high­

frequency band the artificial ground plane (corrue;-=tt'ed surface or 
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inductive grid) would probably be too costly. 

It should be noted that if the antenna is mounted in a 

perfectly-conducting ground plane as indicated in Fig.].9 an addi­

tional increase in Gain relative to the Beverase will be achieved. 

This is due to the fact that the radiation pattern of a horizontal 

current element has then a maximum in the direction of its axis thus 

coinciding with the direction of maximum radiation of the end-fire 

source. 

The performance of the above-proposed antenna can be de­

termined following the method used for the Beverage antenna. To 

obtain the propagation constant the theory of C~~pter 2 can be ap­

propriately. modified to apply to a reactive ( and possibly anisotro­

pic·) ground plane. The far field can then be obtained by applying 

Lore~tz reciprocity theoren; in the case of the 3trqcture reprc-

sented in Fi8.3.9 this leads to an integral over the reactive sur­

face which may be somewhat dj,fficult to evaluate. 
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Appendix 

Consider an electric c~rrent element parallel to the . 

unit vector ~e (Fig.A.1). At a distanc~ R1,'larce compared with a 

Fig. A.1 

wavelength, the incident field produced by the cu~rent elenent is(]) 

Zo -j'" R ~ .. - 1 a 
-j raSl e 0 (A.1 ) Ee = 

2/\ R1 

\ihere r
a &1 is the moment of the current element and 
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The total field at the observation point is expressed in 

terms of the incident field and the Fresnel reflectio~ coefficient 

as for plane waves(11). Hence the x component is given by 

- 0 r a (1 e 0 'R' e 0 ~I I'j( 9 Z [-jk R1 -jk R21 
" -J -;;::- 0 R1 - v -~ JOS'" COB 

(A.2) 

in which R is the Fresnel reflection coefficient for horizontal ro­v 

1 - t- (11)-arlsa lon , 

R = v 
ncos e - j1_n-2 sin2g 

ncose + J1-n-~ sin2e 

n being the complex refractive index of the brou!ld given by 

2 
n = -j 

For 

(A.4) 

expression A.2 can be simplified by making use of the following 

approximations 

He obtain 

z o r a fl(1-R' ~ 9 n. ( b) jk xcos0 sine o v ' cos cos~ q r, e '0 
(4 ) 



94. 

vlhere R' and q(r,b) are given by eqs.5. 
v 

In a similar manner the field -na 
L::: produced by a magnetic 

current e1emer:t parallel -to Cle is found to be 

'k- 0' e . 0 ( b) J.. xc 0 G S In Sln q r, e 0 (6) 

where Ma 61 is the moment of current element and R~ .is related 

through eq.7 to the Fresnel reflection coefficient for horizontal 

:1· • t· (11) po ar~za ~on , 

• 
cos e +11 1-n since 

J -2 -, 
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4. The Radial Travelli~g-\":'I,ve Antenna 

1~.1 • Introduction .-----
In the two preceding chapters we have dealt with the 

theory of 'the Beverage' antenna and have sho\<ln its sui tabili ty as a 

. receiving antenna for the high-frequency band (3-30 HHz). ~Je are 

no",! in a position to analyse the radial travelling-Have antenna 

which is a phase-compensated circular array of radially-arranged 

Beverage elements. 
. 

in section 4.2 the lo~ation of the phase centre of a 

travelling-Have antenna is discussed vIi tb a Vie\'l to determining 

the phase ~orrection to be applied to the elements of the radial 

travelling-wave array. In section~ 4.3 to 4.5 He examine how the 

different parameters of this system affect its radiation characte-

ristics. Finally in section 4.6 ve present a detailed calculaticin 

of the performance of a rRdial travelling-wave antenna of nearly-

optimal diQensiona ~nd coopare it with th~ :rire-crid lens antenna. 
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4.~. Phase Centre of a Travelling-Wave Antenna 

y 

--4-----~------~------~----~- ---X 

Fig. 4.1 

Consider a travelling-wave antenna extending from x to 1 

x
2 

alorrg the x axis (Fig.4.1). Denoting by exp {-y x} the current 

distribution along the antenna~the far field in the borizontal pla-

ne is proportional to 
Xz 

"E 
= Ie (-Y + 

jk cos.0)x 
o dx 

(-y + jkocos0 )X1 
e - e 

= 
-y + jk cos0 

o 

(1 ) 

" It is useful to transform this exr~ession by writing 

X'i+x 2 
xm = 2 x = x -1/2 

1 m 
x = x +1/2 "'2 m 
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Hence 

E = t 
sinh(-Y + ·jk COS0 )1/2 j jk x cos¢ o 0 m 

e 
-y + jk cos¢ o 

\'1here the fac'tor exp \-y xm1 has been omitted. The quantity in .brackets 

is the radiation pattern of the antenna. It is approximately real 

for any value of ~ providing the attenuation along the antenna is 

small (Real {y 1/2 } «1 ) .. In this case the phase of E 1. s determined 

by the exponential factor which indicates that the antenna radiates 

as i~ it were a point source located at its mid-point. This is equi-

valent to'saying that the a~tenna midpoint is the phase centre. 

-In the radial travelling-wave array the elements are re-

latively short and as a result the total attenuation along them is 

small. This means that the element midpoint can be regarded as the 

phase centre i~G. the effective radius of the array is equal to the 

distance from the element midpoint to the centre of the system~ 

Huvever it is interesting to consider the case in which 

the total attenuation is large. (Heal {Y 1/2 }»1). Expression 1 re-

duces to 

E (1.a) 
-y +lk cos0 

- 0 

\'1here the factor ex}? {- y x1} has been omitted. The phase variation 

of the denominator of ex~~ession 1.a is relatively small (less than 
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TI/2) and thus 'lIe can say that the antenna phase -centre lies in the 

vicinity of the feed point~ This suggests the possibility of an 

array of long Beverage elements fed from the outer ends. Such a 

system would be more eXPGusive than the proposed one because of the 

need for buried cables connecting the centre of the system to the 

feed points in the periphery but it may give a higher directivity 

for the same size. We did not investigate this possibility. 

4.3- General BeaD Characteristics 

In this section we shall examine ho~ the beam characte-

ristics depend on th~ parameters that define the geometrical con-

figuration of the array. The following symbols are introduced: 

1-1 
b 

<5 

r 
a 

number of driven elements per beam 

angular spacing be~ween elements 

distance from the element mid-points 

to the centre ~f the ~rray (FiG.4.2) 

~adius of the occupied area 

element length 

g( 0, e ) .... element radiation pattern 

The field radiated by the beam pointing i~ the direction 

0=0 is obtained by adding the contributions from the Nb driven 

element with the appropriate phase compensation. We have 
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Fig. 4.2 

Hb 

E( i25, e l = ~ ~:;( \2f -¢m' e lexp{jkor a [sin 6 cos ( >15 - >'tnl -cos On-;]} (2 l 

m=1 

in which r is the distance from the observation point to the centre 

of the array and C is a factor that depends on +he characteristics 

of the elements; ¢ defines the direction of element m and, for m 

even Hb , is given by 



o == (m-1) d -(Il
b
-1) m 

J 
2 
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To study the directional characteristics of the system it 

is convenient to consider only the horizontal radiation pattern 

which is the most important. The attenuation along the elements 

and their interaction will be neglected (they·are taken into account 

in later sections). Hence we have (See eq.2.8.a) 

sinX 
p\ m 

g( {25 -0mf.)OJ == ---
X 

cos ( 0 - f25 ) . m 
(4) 

m 

\·rhere 

It follows that the horizontal radiation pattern is 

Nb 
E-inX 

L m 
E( ¢) == CT' ---

• oJ'.. m 
cos( 0 - 0,. )exp{.jl.;: rr, rcos( 0 - 0,. )-003 0:.J} 

• .1 0 C\. L . .1 L. 

m=1 

where C is a noroalisation constant. Expression 5 cannot be \Jritten 

in closed form but it can be easily evaluated on the digital com-

puter for any value of the intervening variab].es. 

A program of computations W&3 carried out with a view to 

slft-linS hO~.l the beamHidth and side-lobe ra tio dep~nd on the t\'IO main 

parameters of the array, the active sector angle and the ratio of 

element length to the radius of the antenna cystem r
2

- The value 

chosen for the spacing ~etween elements was five degr8es which 
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ensurec that for 1'2<15 no grating lobes appear in the radiation 

pattern*. 

In Figs. 4.3 and 4.4 the beamwidth i3 plotted against 

acti ve-sector angl'e for several values of the ratio of element length 

to array radius (1/r2= 0.2, 0.6, 0.8). 

For a constant value of the active-sector angle the beam-

width increases with 1/r2 . This is due to two re~sons. Firstly, 

the effective array aperture is smaller for longer elements because 

the radius of the circumference defined by the phase centres decrea-

ses as l/r~ increases' 
c_ 

Secondly~ reducing 1 widens the element radiation pattern vrtlich 

means that a wider sector contributes to the main lobe. 

For constant 1/r
2 

the beamvlidth d.::creases as the acti ve-

sector angle increases until this quantity reaches a value some-

what Greater than the element beamwidth. ThiE results from the fact 

that only· the elements lo~ated within a sector whose angle is appro-

ximately equal to the element beam\Jidth can contribute effectively . 

to the main lobe. 

--*---------------_ .. _--------------------
A comparison of the radiation patterns for s8,rcral values of the 

spac ing and r 2<'15 showed that up to 7.5 0 thp grating lobes are 

neeligible. 
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. In Figs.4.5 and 4.6 the side-lobe ratio is plotted against 

active-sector angle for values of the parameters of the system cor-

responding to those of Fig.4.3 and 4.4. The side-lobe leve~ is ge-

nerally better than that of the Beverage"element. The curves ex-

hibi t maxima \'lhich are difficult to explain in physical terms. HO\'I-

ever, it is clear that the active sector must not exceed a certain 

value beyond which the side-lobe level increases rapidly, specially 

for long aerials. This is due to the fact that an el6illent whose 

angular distance to the direction of maximum radiation is greater 

than about half its be&mwidth, contributes mainly to the side lobes. 

To obtain a good side~lobe ratio the active-sector angle must.not 

exceed about 130
0 a~ low frequency (array radius less the~ about 

2~) and must ~ecrease with the frequency. 

Fig.4.5 shows that for the same active sector the side-

lobes increase vTi th l/r 2. Comparing this "I:li th the prev'ious conclu­

sion regardinG the dependence of the b~amwidth·on 1/r2 , it is evi-

dent that in designing a practical system, a compromise between 

small size and low side-lobe level. has to be reached. 

~igs.4.7 and 4.8 illustrate how the beamwidth and side-
I 

lobe ratio vary Hi th frec~'lency. The curves for the beam\'lid th 

(Fie.4.7) exhibit two regions: a lov frequency one where the beam-

width is approxim~tely proportional to 1/f as for broadside arrays 

and a high frequency one where it varies slowly with frequency. 
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FiC. 11-.7 'ShOHS agai.n the ex:istence of maxima in the ;:dde-lobe ratio. 

In Figs. 4.9 and 4.10 the gain of the system relative to 

a diametral Beverage antenna is plotted against active-sector an-

gle. The curves sho\-[ the existence· of broad maxima \.;hich oc~ur for 

values of the active-sector angle somewhat greater than the ele-

rnent beamwidth. ~s it was to be expected, the gain increases with 

1/r2 but the di~ference between the cur~es is reduced as the fre­

quency increases. This results from the fact that the optimum ac-

tive sector narrows as the elements become longer in terms of wave-

length. 

We now summarise the preceding conclusions on the proper-

ties of the r~diaJ travelling-wave array. 

(1) For the tiame occupied area the beaml:lidth increases \'li th 1/r2 • 

(2) The active sector should not be ereater than about 1300 and 

should decrease with frequency. 

(3) The si1e-lobe level is generally lower than that of a single 

BeveraGe antenna and therefore considerably better than that of a 

Jbmbic. 

(4) The ~ower gain is of the order of that of a diametral Beverage 

aerial and increases wi tr_ I/r . 
o 

(5) The total beamwidth variation over a 10:1 frequency band ran-

ges from 4:1 to 8:1 dependirtg on l/r and active sector. 
o 

(6) To obtain the best p~rformance from a practical system it is 
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convenient to reduce the active sector as frequency increases. It 

is sUGgested that an optimum array is one in 0hich the active sec-

tor is somewhat greater than the element beam\'1ic1th. 

(7) The radial travelling-uave antenna is a \-lide-band system in 

the sense that its radiation pattern exhibits low side lobes within 

a wide frequency band (of the order of 10:~) and the impedance of 

the array elements is approximately independent of the frequency •. 

4.4. CouDling Between Elements 

The ~nteraction between elements in an array causes their 

radiation patterns to be different from that of an isolated element. 

In the case of the radial travelling-wave antenna the fact that the 

coupling is not negligible does not have any serious consequences 

as long as back lobes remain low. A widening or narrowing of the 

element radiation pattern can be easilj compensated by changing the 

In thiu. section ~e .attempt to correct the ~lement radia-

tion pattern Ly takinG into account the field Tadiated by the cur-

rents induced on the othet elements by the energised one. 

It viII be assumed that the spacing is 5° Hhich,for 

l/r =0.6, implies that the distance between any two points on adja-2 . 

cent wires is much greater than their heisht. In this case the cur-

rent on the coupled elements can be calculated by u3ing a perturbation 
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method based on tva assumption~ 

(a) the current ori the active element remainc approximately the 

the same as if it vere is6lated; 

(b) the currents on the coupled elements can be calculated from 

the voltage induced on them by the energised- one, using the equa-

tions valid for an isolated element. 

Assumption (a) implies that the power transferred to the 

coupled elements is small. Assumption (b) _implies that the propa-

gation_constant and the characteristic impedance can be considered 

to be the same as for an isolated el~ment. It also means that the 

main contribution to' the induced voltage is due to the active ele-

mente The validity of these assumptions will be examined at the 

end-of the calculations in the light ~f the results obtained. 

Let 3m(~ ) be the electric field irn~resse~ on conductor 

m by the energised clemen t located at 0 =0 (Fig. J~. 2) • The vol-

tage induced on a length d~ is Em(~ )df. Assuming that the ele­

ments are matched this ele~entary voltage produces, at a point r, 

the C 11rren t 

di 
111 

1 
== - --

2Z 
c 

-y I ~ -rl 
:8 (? ) e 0 d? 

m 

where y and Z denote the propagation constant and the characte-o c 

ristic impedance of the elements. The current i (r) is obtained 
rJ 



by integrating the above expression 

-i (r) = 
m 

1 

2Z 
c 

It· is useful to write Em(P) in the form 

-'m ~ 
Em (? ) = l~m ( ~) e 

tvhere 

cos ¢ 
m 

Hence eq. 6 becomes 

-i (r) = 
m 

1 

2Z c 

\'!here 

C = 1-cos ~ m m 

C' = 1+cos 0 m m 

+ e 

111. 

(8) 

r 
y,- r f 2. - y-~ c l!' do I \..., A eVil r 

m 
r 

Obviously the mos~ im~ortan~ contribution to the far field 

must come from the elements adjacent to the enerGised one. In this 

.case ¢ is small and the first tern in eq.9 is dominant (except m ' 

for r~r1) since the integral in the second one contains a rapidly 
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varyine exponential (y C'~2y). Consequently the dominant contri-o n 0, 

bution to the far field of the induced currents comes from a for-

ward travelling-wave and thus no significant deterioration of the 

element radiation pattern is likely to occar. 

Exp;ression 9 gives the current in the coupled eleli1ent due 

to the voltages induced in the horizontal conductor. 'Ve must also 

take into account the voltages induced in the vertical terminations. 

These voltages lead to two waves travelling in 0pposite directions 

with propagat~on constant y. 
o 

Denoting the corresponding current 

by i 've have vm 

i (r) = - --._- e vm 
2Z 

c 

- y r 
o 

+ 
E b 2m 

2Z 
c 

e (10) 

where E1 and E~ are the vertical components of the electric field m c::.m 

at the inner and outer terminations of the coupled element. The 

sum· of (10) and (9) gives the total current in the passive elenent. 

To 67aluate the integrals in eq.9 we need the expression 

for A. To this end E is split into comro~ents Farallel and per-m m . 

pendicular to t~e enerGis8d element (~=O). 

E, ( ~ ) = :z (~ ) cos (25 + E (~ ) sin rt .rr Z ill x- m 
(11 ) 

Taking into consideration that, for the elements adjacent 

.to the driven o~e, sin 0 .«cOS 0 and that E is likely to be less m m x 

than E we neglect the second term in (11) which greatly simplifies 
z 



'113. 

the subsequent computations. Using the quasi-T.E.M. approximation 

we obtain from eqs.2.1 and 2.22 the following expression for 

E :: A ::.-j 
J 2 2 Jx +4b 

+ z m 
Z I ~ o h~ln 

2iTk x 

\'There 

h2 2 2 
:: k-:-)'; 

1 o 0 

JJAol E 0 Z :: 
0 

x :: ~ sin C/J 
f •• 

o 

f
OO _jh2 

2 [ 1 
o -js+u 

2 

1)2 "= JCn2 
-1 )k2 _s2 

0 

w!CJi k :: 
0 . 0 0 

and n is the refractive index of the Ground. 

.,.., 

.b 
Z 

(12 ) 

Obviously the inteerals in eqs.9 and 12 have to be eva-

luated numerically on the diGital cornputer*. As indicated above, 

to obtain the total current eq.10 must be added to eq.9. To eva-

luate eq.10 it is accurate enough to calculate ~ and E2 by using .w1m m 

the iorD~lae for perfectly-conducting ground 

Z I 
o' 2b· ---.----

2IT 
(13 ) 

In later com~utations Simpson's rule vith 20 points per vave-

len.:.;th ic UGcd. 



Hhere 

1 r 1
sin (/J[J for E = 3 1m v 

x = 
.r,2sin (/) for --, = '-' i:J D2m ill v 

In ::?i3. L:_. 'j OJ the al:ll:litude and };.ho.se of the current in' D.. 

coupled clement adjacent to tha driven one (calculated froQ eqs. 

9, 10, 12 and 13) are ~lotted ~gainstr. The results refer to n 

radial travelling-uave nntenna of typical dimensions: 

r .., '-0 101 2 = I.) .~ b = 1::1 E == 15 r 
0-= 0.01 S/m 

and vere calculated for a frequency ne&r the centre of the h.f. 

band (f = 12 l·ti-Iz). 
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Fig. 4.11 shovs that: 

(a) The current in the coupled elerJent is 10\1er thall that in the 

driven elencnt by at least 15 dB fo~ almost the whole length 

of the elements. 

(b) The phase of the induced current decreases almost linearly 

with r i.e. the dominant cDmponent in the current is an out-

ward travelling wave. Hence no notideable degradation of the 

element radiation pattern should result from the coupling. 

Under the above-~entioned conditions the coupling can be 

ignored in the subsequent computations of the characteristics of 

the radial travelling-wave antenna. 

b=2cm 

Fig. 4.12 

The foregoing perturbation theory is based on the assunp-

tion that the power transferred from the driven element to the cou-

pled ones is small. The results obtained in the example of Fig. 

4.11 are consistent with this assumption, which gives confidence 

in the anD-Iyois. HO'.rGver, to assess i tc acc.uracy 'de have r:1easured the 
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end currents for the system of two inclined wires shoun in Fig.4.12. 

The results are condensed in Table III. They show a reasonably 

good agreeo~nt between theory and experiment for port 4 but a large 

deviation .for port 3. This is thought to be mainly due to imperfect 

matching at terminals 3 and 4. From a practical point of view the 

fact that the results are reasonably accurate for port 4'i8 consi-

dered to be sufficient. 

Table III 

-Coupling (dB) 

Experimental Theoretical 

f(HHz) 2 3 II 3 I 4 r 
: 

It-oo 0 --18 -12 -33 -13 
I 

500 0 -17 -12 -33 -13 

I 600 Q 1 ~} 
- c- ~11 -36 -13 

700 0 -11 -10 -33 -13 

Goo 0 -10 -10 -30 -14 

900 o. -15 -12 · -34 -14 
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4.5. Noise Factor 

In this section we calculate the noise temperature of the 

radial travelling-wave antenna and examine the reason why wide-band 

amplifiers must be inserted between the Beverage elements and the 

power dividers in the beam-forming network .(See Fig. 1.4). 

It will be assumed that the exte~nal noise sources are 

uniformly distributed in the sky i.e. the received noise power does 

not depend on the directivity of the aerial. Thus, the external 

n6ise power at the receiver input can be written in the form 

\-/here 

'N = k(T -T ) B/L . e . a a s 

k •••••• Boltzmann constant 

T temperature'of the system 
o 

T a equivalent antenna temperature 

B •••••• receiver ~andwidth 

L antenna loss s 

It is conveni~nt to transform (13) by writing 

( 1 ) 

(13) 

in ~hich L is the lo~s in the aerial system if no amplifiers or 
a· 

pOvlar dividers .are pr2sent, (single beam system) and GN is the GD.in. 

of the combination amplifier-power divider. Hence 
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If F is the amplifier noise figure, the internal noise 
T 

power at the output of the pov!er dividers is(2) 

N. k = ~"T BGNFrn 
1 0 f 

Since the noise at the output o~ the various power divi-

ders is uncorrelated, the noise level at the receiver input will be 

equal to Ni • If the noise figure of the receiver is FR we can define 

an equivalent input noise power which takes this into account 

(16) 

By adding (14 ) and (16) \'/e obtain the total noise "DaHer J, at the re-

ceiver input 
T -T F -1 

N ,.., B- ( a Co 
+F 

R \ (17) = .t\..L 0 uN + _.-
J R T L 

T GN 0 a 

Dividing by koToB GNL gives the noise figure of the aerial system 

T F --1 
a ( R, 

Fs = -m- -1 + La FT+ . ) 
.La GN 

(18) 

In order to avoid an unnecessary degradation of the signal-

to-noise .rati0, the quantity T IT L c~st always be much greater a 0 a 

than FT+ (Fn-1 )/GI~. In. the U.K. the lou8st value of TalTo in 

the, frequency band 3-30 I-THz is about 1:5 dB(1) and occurs at 30 iiHz. 

At this frequency L is 9 dB (See Table TV ,section 1t .6). Assuming 
a 

FT = Fn=GN = 6dB, the degradation of the signal-to-noise ratio due 

to·,the internal noise is 



F 
s 31 + 3 x (4+ "Z/'LI-) 

---"""j-:-1-~.-.;;...J:...-.~ :: 2.2 < > .3.5 dB 
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If the amplifiers are ~liminated and each p0~er divider 

provides 12 outlets*, we have 

where LD is th~ loss in the power dividers~ The degradation of the 

sienal-to-noise ratio is now 

3'1 + S X (1+36) 
j'! = 9. 2 < > 9 • 6 dB 

Therefore, at times when the external noise level is very low and 

the interierence from undesired signals negligible, the introduc-

tion of amplifiers in the beam-forming systp~ m~y lead to an impro-

vement of 6dB in signal-to-noise ratio at 30l-IHz. HOHever, if the 

antenna is to operate in a site noisier t~an that assumed above, 

the utilisation of wide-band amplifiers may bring no benefit. 

4.6. Performance of the Proposed System 

In section 4.3 w~ analysed the beam characteristics of 

It is assumed that only 12 receivers are connecte~ simultane-

ously to the &erial systeo and that the phasing networ~s are asso-

ciated with the receivers in which case only the beams being used 

are synthesioed. 
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the array of radial travelling-wave antennas and showed how these 

characteristics depend on the geometrical configuration of the array. 

In this section \'le define a proposal for a pr:;ctical recei vinS aerial 

system, to operate in the frequency band 3-30 HHz, and examine in 

detail its theoretical performance. 

As indicated in 4.3. the main characteristics of the ra­

dial travelling-wave antenna are largely determined by three para­

meters: radius of the occupied circle (r
2

), ratio of element lenGth 

to radius (1/r
2

) and active-sector angle. As the optimum value of 

the active sector depends on th~ length of the elements only two 

parameters have to be chosen independently. 

It does not appear to be easy to define quantitatively 

an optimum antenna so that an optimisation technique could be used 

to determine the values of those parameters. The fact that increa-

sing l/r
2 

reduces the directivity but increases the absolute gain 

implies that the choice of this parameter has to be based on a co~­

promise between directivit~ and gain. A 7alue of l/r~ equal to 0.6 

is proposed. 

For a beamwidth of 10 degrees at 24'llliz the array radius 

r
2 

must be approximately 150m, i.e. the element length will be gOne 

This is about 1/3 the length of the antenna considered in section 

3.6 and thus its gain will be approximately 10 dB lower. However 

this difference is compensated by the array gain as shoun by the 
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analysis of section 4.3. where the gain of the radial travelline-

wave antenna was compared with that of an element one diameter long. 

As indicated in section 3.8, to avoid a degradation of 

the radiation pattern of the Beverage aeri~l due to the field from 

the termin~l wires, the ratio of length to height must be of the 

order of a hundred. An element height of 1m seems therefore ade-

quate. 

The outputs of the elements are combined in hybrid trans-

formers (See Fig.1.4) which means that the number of active ele-

ments per beam is restricted to the integer powers of 2. We pro-

pose to divide the frequency range 3-30 MHz into three bands; 32 

elements (active sector=160o) are used from 3 to 6 }lliz, 16 elemen-

ts (80°) from 6 to 18 l-IHz and 8 elements (40°) from 18 to 3011Hz. 

These frequency bands were obtained ~y tricll and error and dre not 

necessarily optimum. 

In detail the characteristics of the )roposed antenna 

system are: 

radius of the occupied circle .••••••• u •••••• ~ •• 150m 

element length 90m 

II height 1m 

It spacing ••••••••••••.••••••••••••••••••• 

Number of elements 3-6 HHz · ................. 32 

per beam 6-18 EHz · ................. 16 

'13-.30 I·IHz · ................. 8 
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Number of hybrids per beam •••••••• 0 •••••••••••• 15 

Number of delay lines per beam ••••••••••••••••• 7 

Ground constant used dielectric constant r •••• . 15 

in the calculations conductivity •••••• ~. O.01s/m 

The radiation characteristics of this system were calcu-

lated on the digital· computer for six values of the frequency: 3, 

6, 12, 18, 24,. and 30 HHz*. The program vIas divided into several 

subroutines to calculate successively the following quantities: 

(1) Characteristic impedance ~f the Beverage 8erials; attenuation 

and phase velocity of the current wave. 

(2) Reflection coefficients for horizonta: anG vertical polari-

sations. 

(3) Field radiated by an isolated Beverage element taking into 

account the field due to the vertical end wires and the at-

tenuation of the current wave. 

(4) Field radiated by the array calculated by sUFerposition of 

the fields of the ac~ive elements after phase correction 

(See expression 2). 

(5) Directivity calc~lated by inteGrating the results (4) over 

a sphere. Pover gain. Radiation patterns in the principal 

-*--
The time required for these calculations is 8 minutes on the 

IBM 7094 computer. 



Table IV' 

Radiation Characteristics of the 

Radial TravellinG-Wave Antenna 

HC'riz.Jlltal Pattern 

Freq. I Active Gain t Directivity . Beam\'licl th S.l.ratio 
HHz I sector dB dB dee- dB 

3 -2 13 29 '14 
160° 

6 2 16 19 16 

,.. 
4 . 18 22 17 0 

12 80° 7 19 . 13 16 

18 9 19 11 1l J-

18 11 20 13 18 

2It 40° 12 21 11 16 

30 13 22 9 15 

--I 

Vertical Pattern 

3 d.B poin~~ 

Upper Lo\'!er 
der~~ • . u deg. 

59 9 

39 7 

39 7 

27 6 

22 5 

20 5 

20 5 
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planes. 

(6) Beamwidth and side-lobe ratio for the patterns obtained in 

(5). The proGram includes also a subroutine to plot the ra­

diation patt~rnc shoun in FiG- 1.13. The remaining results 

are condensed in Table IV. 

An examination of these results shows that 

(a) The radial "travelling-wave antenna is capable of covering the 

whole high-frequency band with good side-lobe performance (side­

lobe ratio greater than 14 dB). 

(b) The gain ~nd directivity are comparable tot~ose of a Beve­

rage antenna one diameter long (See Table II, ch.2) but its main 

beam is narrower ~n the horizontal plane ~nd hroader in the vertical 

plane. This is the advantage that it has 0ver the arrangement of 

diametral Beverage antennas mentioned in section 1.2. 

* 

'" * 

" In Figs. 4.14 tu 4.16 the performance of the radial 

travellinG-~ave antenna is compared with that of the Luneber3 lens 

as given in ref.3. FiGs.4.14 and 4.15 show that th~ proposed sys­

tem exhibits slightly broader beams, but lower side-Jobe level, than 

the Luneberg lens antenna. The difference in siJe-lobe level is 

sign i fi c an tat th e 10\'/ e r fr e que n c i e s (6 dB a \, 6HH z ) • 
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The directivity and power gain of the two syst~ms are 

plotted in Fig. 4.16. The Luneberg lens has a hieher directivity, 

but the difference bett'leen the t\'IO systems is sl:Jall (less than 2 dB). 

The g~in of the proposed antenna is lower but this is of little 

practical importance for the reasons discussed in section 3.5.1 

i.eo because of the hieh external noise level in the 3-30 MHz band. 

Thus it appears that the proposed system has a perfor­

mar.l.ce cOlnparable tc the Luneberg lens antenna. Houever, its cons­

tructional simplicity is a considerable advantage over the lens 

antenna. 



127. 

deg, 

3 0 ~- .---... ,-.... ---.----.. -.. ---... .--.--.-.. - .. ,--, .. --~--.-.-,,- -.-.,,--.-... ,--.--~.- ... 
-- Radial T.\~. Antenna 

-\ 

\ LUl1eb~rg Lens: 
+-' 

-0 20---· '" 
3 "-
E '" 
rn ' " .~ 'U i , 

~ 1 0 ·~·~,.---.··."·l!·~···'--~·~·--·-'--·~':" .-'~~--- -:-~.---- .. -----------
1 • 

~ ",. . 

O.-·.:.~ : 
4 

- ~ ~. ~-. ~ --
_ 1 

: I 
i 

..... l. ..... ___ _ 

8 

, .. , 

8 

... 
I' 

, 1 
, 1 

12 

j , ... 
! 

16 
Freguenc y--M Hz 

- - IJulIeberg Lens' 
1 . 

12 16 20 24 
FrequeQ0.-MHz 

28 



128. 

dB .. 'j 

---' -- , -------" ---...__---Directi v i ty 
,..-~ 

20-·· 
, . /"": ...... / ............•• _. __ ._ .. _ .. - •. 

./ 
/' 

If. .- 'i " ---".~. -._-, ~ ,. --._.... • 

; y 1 ; . 

16 .---.~-. '. /. . __ .. l_: __ .... -.. , -~ ---. -~.-.. ~---.-.. : ... - -... ~ _ .... 
~ ; I • 

.. .. - :'- -.. :~---.~-. L. - .-.-~.- ._.- i-~~" _.: .. _.- !... .. . . I . I 
1',' ::~:': I:· . . '-·1': .~; ! --

12 ~. ~--'-
I. I I ~. I I ! j ) • i 

\ L.,. --l G~i n .' .. 1., .: ':.: \ . ~:T~' . :.~ ..... ! '~---- ; ..... . 
I 
f 

. I . ... / ... -.". '''--'' -.-- .. ~ r-····---­
I 

I j. ! 
····.·r-·····-·-······-·~r .' ...... - ..... ··-i ......... ~.- --_ .. 

. ! . ': . i 
4·'-.. _ .... _.' ... -··"·'··~-···.I'I'---r---I- ":--"-'-f---·--;:a~~:~--·;·'.l'l~--A~~~-~~-::--

~,.. j4; / .: t· --:'. i . ':::": '-L~~l?erg Lens. 

0-- . p .- -~.-- ... -t····_·· -: .. --... )_ .. _ ... _._~.- ............... -........ _ .... __ ._. 
I ! i . j 

__ .. i ........ , .... '" ... 1. I J. 
4 8 12 16 20 24 28 

Freque nc;y-- MHz 

Fig. Ll-.16 



129. 

Referen~es 

1. IIVorld distribution and characteristics of atnospheric radio· 

noise" C.C.l.R. report n0322 , Geneva 1963. 

2. 1l.SchHartz "Information transmission, r.J.odulation~ and noise" 

IIcGra\'I-Hill 1959, section 5.9. 

3. E.Jones, R.Tar_!ler, E .. Sharp, 11.Andreason and F.Harris If Ferformance 

of the \·:ire-grid lens h.f. antenna" I.R.};. Trans. on Antennas 

and Propagation vol. AP-15 p. 744, November 1967. 


	Page 1
	Page 2
	Page 3
	Page 4
	Page 5
	Page 6
	Page 7
	Page 8
	Page 9
	Page 10
	Page 11
	Page 12
	Page 13
	Page 14
	Page 15
	Page 16
	Page 17
	Page 18
	Page 19
	Page 20
	Page 21
	Page 22
	Page 23
	Page 24
	Page 25
	Page 26
	Page 27
	Page 28
	Page 29
	Page 30
	Page 31
	Page 32
	Page 33
	Page 34
	Page 35
	Page 36
	Page 37
	Page 38
	Page 39
	Page 40
	Page 41
	Page 42
	Page 43
	Page 44
	Page 45
	Page 46
	Page 47
	Page 48
	Page 49
	Page 50
	Page 51
	Page 52
	Page 53
	Page 54
	Page 55
	Page 56
	Page 57
	Page 58
	Page 59
	Page 60
	Page 61
	Page 62
	Page 63
	Page 64
	Page 65
	Page 66
	Page 67
	Page 68
	Page 69
	Page 70
	Page 71
	Page 72
	Page 73
	Page 74
	Page 75
	Page 76
	Page 77
	Page 78
	Page 79
	Page 80
	Page 81
	Page 82
	Page 83
	Page 84
	Page 85
	Page 86
	Page 87
	Page 88
	Page 89
	Page 90
	Page 91
	Page 92
	Page 93
	Page 94
	Page 95
	Page 96
	Page 97
	Page 98
	Page 99
	Page 100
	Page 101
	Page 102
	Page 103
	Page 104
	Page 105
	Page 106
	Page 107
	Page 108
	Page 109
	Page 110
	Page 111
	Page 112
	Page 113
	Page 114
	Page 115
	Page 116
	Page 117
	Page 118
	Page 119
	Page 120
	Page 121
	Page 122
	Page 123
	Page 124
	Page 125
	Page 126
	Page 127
	Page 128
	Page 129
	Page 130
	Page 131
	Page 132
	Page 133
	Page 134
	Page 135



