MULTI-BEAM RECEIVING ANTEWNA

FOR THE BAND 3-30 MHz

A thesis submitted for the
degree of Doctor of FPhilosophy
in the Faculty of Engineering,

Uuiversity of Londen

oy

Anténio Francisco Ferreira dos Santos

September 1970 Department of Electrical Engineering
Imperial College of Science and Technology

London



IT

ACKNOWLEDGEMENTS

The author is grateful to Mr. H. Page and Prof. J. Brown for

their suggestions aﬁd guidance in the research.

The author is indebted to Calouste Gulbenkian Foundation,
Lisbon, for financial support during the realisation of the present
work.
| He also wishes.to thank Signals Research and Development -
 Estab1ishment, Ministry of Technology, for their interest in and
support for the project and Mr. W.A. Gurnhill for his cooperation

in the construction of the experimental model.



ITI

AZSTRACT

A proposal for a nev multi-bean antenna to operate in the

high-freguency band (3-30 llz) is presented. The characteristics

oL

of this anternna are deftermined and its performance compared with

that of the Luneberg-lens.

The proposed antenna is a circular array of radially-

e

0

arranged Deverage slements and counsequently part of the thesis i:
deveted to the study of‘the Beverage antenna (horizontal wire at low
height above ground). The problem of calculating the near field of
the Beverage antenna and its propagation constant is analysed. A
new Sheoreticel apprcocch i u;ed and it is ghoun that th: zsiructure
can support two modes that may pro?agate simultaneously. Numefical
techniguze for solving the eguation for the »ropagation constont are
given. The theoretical results are compased with measurements nade
on a small-scele model.

Vays of improving the merfiornance of the Beverage antenna
are proposcd and the possibility of extending its application to

frequencies above 30 !lHz is briefly discussed.

4]
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This thesis deals with an investigation aimed at develon~
ing a directional antenna for the high-frequency band (3-301Hz)
to be used for receiving signals propagating via the ionosphere.
The antenna was required to be capable cf receiving simultaneously
a number of transmissions which could arrive from any azimuthal
direction. It must, therefore, provide e number of independent
outputs associated with beams pointing in different directions.

Cre antenna system that satisfies this reqguirement is
a grouwu or "farm! of rhombics. Each rhombic covers a freguency
band of only about 2:1, but two or more such rhombics can be moun-
ted one inside the other to cover a wider band. <o cater for a
range of directions,however, it is necessary to use a large number
of such units, so that the total site area reguired is very large.
An alternative solution is the multi-beam antenna which differs

frem the farm of rhombics in that any element of the multi-beam

antenna is used to form several beams. Consequently, for the same



directivity, the multi-beanm antenna'can be designed to occupy a
much smaller area.

In section 1.1. we examine briefly the main character-
istics of severai multi~beam antennas thnt have been rexorted in
the literature in the past ten years. 1In section 1.2. we descri-
be a new nulti-beam system, the radial traveiling-wave antenna,
which appears to have some advantage over the existing ones; it
combines structural simplicity with good overzll performance.

The radial travelling-wave antenna consists essentiallj
of an array of radiélly—arranged horizontal wires (Beverage ele-
ments,) with appropriate phase comuvensation. The study of the
characteristics of the array elements is the object of chapters
2 and 3. Chavpter 2 deals with the theory of electromagnetic-wave
propagation along an infinitely long horiscntal wire and, in par-
ticular, with the calculation of the provagation constant. Chaxrter
% deals with the determination of the radiation characteristics
of the Beveruge elements.

Chapter 4 ic devoted to the study of the radaial travellirg-
wave antenna as an array, and to the computation of its perfor-
mance. The dependence of the ‘directional properties of the antenna

on its geometrical configuration is analysed with a view to deter-

mining a "nearly-optimum'" system.
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Multi-Beam aAntennes

Tele1. The' Melusa Systen

.
The Medusa System(')’

(2) (multiple-direction universally
steerable antenna) shown schematically in Fig.1.1i, is an érray of
randomly spaced wide-band vertical elements spread over an approxi-
mately circular area. To form a beam pointing in a particular di-
rection the outputs of the different elements are brought approxi-
mately into phase for a plane wave coming from that direction.
‘Multiple beams are obtained by dividing the output of each
element into a number of channels (see Tig.1.1) corresponding to
different phasing networks. Wide-band amplifiers are inserted
between the aniennas and the power dividers in order to avoid a de-
gradation of "the signal-to-noise ratio. The phase correction of
each anterna is se¢lected in a 4-way switch controled by‘a digital
compﬁter. Thus, only four different phase shifte are used. This
greatly simplifies the design of the phase-shift network, but means
that phase errors of up to‘i45° may occur. It is shown in ref.2
that the power gain of the system is very little affected by these

errors; .the effect on side-lobe level is not mentioned but some-

degradation in performance is to be expected.
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of the ledusa System

The medusa system can be continuously steered in both
zimuth and elevation and its performance appears to be better
than that of a rhombic. The side-lobe level depends on the number
of aecrials per unit area and on the size of the system. However,
in the case of the system described in ref. 2 (3001 diameter, 48
elements) side lobes as high as -6dB can occur. The azimuthal
beamwridth to the 3dB points varies from 5 to 2 degrees within the

frequency band 5-25MHz.



1.1.2. The Lire=-Grid Lers Antenna

. : ), (k) . . .
The wire-grid lens anteana (3, (%) is a two-dimensional
Luneberg lens* terminating in a cylindrical horn as shown schena-

tically in fif. 1.2. The anteana derives its directivity in the

TS S S

1-lens 2=-horn

‘Fig. 1.2.Cross section of the lens antennsa

horizontal plane from the focusing effect of the Luneberg lens.

This is illustrated qualitatively in Fig.i1.3; the wave front of an

9

travels inside the

-

¢

incoming plane wave bends progressively as i

lens so that its energy is focused on a point in the lens periphery

* The two-dimensional Luneberg lens is a circularly-symmetrical

lens whose refractive index (n) varies with distance to the centre

of the lens (r) according to the formula n(r)z\‘a—(r/a)2 where a

()

is the lens radius
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Fig. 1.5. Focuéing effect of the Luneberg lens

opposite to the direction of arrival.

The Luneberg lens was originally proposed as an optical

(5, (3)

lens ;3 the equivalent h.f. lens consists of two wire-grids
whose spacing and mesh sizeare‘vafied to achievethe required value
of the refractive index. .In order to obvain multiple beams a nun-
ber of feeds are wvlaced round the lens at equal intervals. These
feeds are short travelling-wave antennas coupled to the modes that
propagate inside the lens. The horizontal directivity of this ty.e
of feed increases with frequency, hence reducing the effective

size of the lens aperture at the higher frequenciés. This is advan-

tageous because it makes the beamwidth less dependeat on frequency.
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Typically the antenna system occupies a circular area
320m in diameter. The beamwidth varies from 25 degrees at 3MHz to
S degrees at 30iHz and the peak side-lobe level from -7dB at 3liHz

to -15dB at 30liHz.

T«1.35. Circular Array of Vertical inteanas

The two multi-beam antennas referred to in the preceding
sections have performances comparable to that of a "farm" of rhom-
bics but both are very complex systems and consequently very costly.

A much simpler system is described in refs.6 and 7. This
is a phase-compensated circular array of omnidirectional elements.
To obtain a multi-beam antenna each element of the array is con-
nected to a number of vhasing networks through a power divider
(Fig. 1.4) as in the Medusa system. The signals are brought into
phase by means of delay lines and ccmbined in hybrid transformers.
Since thesc are wide-band components the same phasing network co-
vers the whole frequency band of the systen.

The antenna systém described in ref. 77 occuples a circu-
lar area 150m in diameter and covers the frequency range 1.5-10MHz.
Each beam is synthesised from the elements that lie in an angular
sector of 120 degrecs pentred on the direction of the beam. The
side-lobe ratio is rather low, varying between 6 and 9 dB, and

cannot be improved except by using directive elements. This ros-
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Tig. 1.4. Beam~-forming network

5ibility is discussed further in the next section.

1.2._The Radial Travelling-Yave .intenna

In the preseding sections we examined briefly the main
characteristics of three types of multi-beam h.f. antennas that

have been reported in the literature. The lMedusa system and the
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wire—grid lens antenna have performances comparable to or better

than the "farm" of rhombics but are hizhly cqmplex systems. The

circular array of vertical antennas described in 1.1.3. is a sim-
ple system but exhibits poor side-~lobe characteristics.

Thus, we set out to investigate whether a multi-beam én—
tenna chbining relative constructional simplicity with good over-
all periformance could be devised.

A first idea fo be considered was a radial arrangement
of travelling-wave antennas, consisting of a number of Beverage
antennas occupying a éircular area and extending along the whole
diameter of the circle. By using both ends as feed points each
antenna would cover two opposite azimuthal sectors. The Beverage
antenna (long horizontal wire at low height above ground and ter-
minated in a wotched load ) was chosen because of its constructional
simplicity and very broad band characteristics. However it was
found that, for the same beamwidth, the arrangement of diametral
travelling-wave antenna$s wouldirequire four times the area of the
wire-grid lens antenna.

A second idea to be considered was a circular array of
radial Bevefage antennas with phaée compensation. It is known
that low side lobes can be obtained from circular arrays providing
the elements are directive and their excitation appropriately ta-

(3)

pered . Hence, in resvect of side-lobe performance a circular



X 10‘

array of Beverage elements does not have the limitations of the
system described in section 1.1.3. In addition, the broad-band
characteristics of the Beverage element permit covering the whole
h.f. band (B—JOI-IH'Z) .

The phase-compensated circular array of Beverage ele-
ments ,a sector of which is represented in Fig.1.5, will be here-

after referred to as the radial travelling-wave antenna. Multiple

=
\

Fig. 1.5. Arrangenment of elements in the radial
travelling-wave antenna

|
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beams are obtained from this system By means of a beam-forming
network similar to that of Fig. 1.4 but, to prevent the degrada-
tion of the signal-to-noise ratio due to internal noise in the
systen, wide-band.amplifiers must vbe inserted between the array
elements and the power dividers.

The performance of the radial travelling-wave antenna
is determined mainly by the two parameters that define its geome-
trical configuration—dilameter and ratio of elcment length to ra-
dius of the system— and by the angular sector corresponding to
the elements used to‘form a beam®. The study of the general cha-
racteristics of the system as functions of these parameters ( cha-
pter 4.) shows that there is no set of values that optimises all
the radiation characteristics, and thus a compromise choice has
to be nade.

The dimensions proposed are:

diameter of the occupied sircle 300m
element length 9Cm
elem~nt lLeight ) : Tm
A . (o]
element spccing 5

* This will be called the active sector.
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Active sector: 3-6 liHz 1550
68 MHz 75°
18-30 HHz 55°

The zctive sector must decrease with frequency because
it is directly linked to the beamwidth of the elements.
The beamwidth of a radial travelling-wave antenna with
the above mentioned dimensions, varies from 30 degrees at 3MHz
to 9 degrees at 30MHz. The side-lobe level variés between -1k
and -18 4B.
In comparison to the wire-grid lens antenna which oc-
cupies a similar area, the proposed system has broader beans (+4°
at 3MHz, +1° at 30MHz ) but a lower side-lobe level (-84B at 3Miz,
-2dB at 30MHz ). It appears, therefore, that the radial travelling-

wave antenna is both simple and technically satisfactory.
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2. ELECTROMAGHETIC-WAVE TROFAGATICH

ALONG A HORIZONTAL WIRE ABOVE GROUND

2.1. Introduction

The problem of calculating the field of a wave proga-
gating along a horizontal wire above ground was first investigated

) and F.Pollaczek(a) in 1926. Pollaczek calculated

by J.R.Carson
the field of a uniform line source above ground, at low frequency,
whereas Carson attempted the solution of the wave equation assuming
a velocity of propagation near to the velocity of light in the air.
Carson formulated the problem in terms of the distributed-parameter
theory and derived an expression for the distributed series impe-
dance of the eguivalent transmission line. His analysis is based
on three simplifying assumptions: (a) the two-dimensional wave
equation can be substituted by Laplace's equation in the dielectric
nedium; (b) the displacement current in the ground is negligible

compared with the conduction current; (c) the change in the paral-

leladnittance per unit length due to the finite conductivity of



the ground is negligible. The first assumption is valid in most
cases of practical interest but the validity of the second and
third assumptions is restricted to low freguencies.

In 1933 U.H.Wise(j) extended the validity of Carson's
analysis removing assumption (b). He obtained an expression for
the series impedance by integrating the field of a horizontal di-
pole along an‘infinite length of wire.

In 1955 H.Kikuchi(q)

first derived an expression for the
parallel admittance per unit length and showed that the attenuation
constant does not increase indefinitely with freguency but exhibits
a maximum and tends to zero as the freguencv tends to infinity.
Kikuchi solved the wave equation for the interface boundary con-
ditions but, to obtain an expression for the propagation constant,
neglected the transverse wave number in the dielectric mediuvm
which amounts to substituting Laplace's equation for the wave equa-
tion in that mediunm.

In this chapterfwe deal with the same boundary-value
probiem without resorting to transmission-line theory. The equa-
tion for the transverse wave number is derived by imposing the
condition that the tangential electric field be zero on the axis
of the wire. The electromagnetic field is expressed in terms of

a Hertz vector potential which simplifies the problem formulation

and yields expressions formally similar to those obtained for a
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horizontal electric dipole.

It is shown that there are two possible solutions of the
wave equation: a proper solution which vanishes at iniinity and an
improper solution which violates the radiatién condition. Abaove
the wire, the improper mode has the character c¢f a superposition
of outgoing waves and the proper mode that of a superposition bf
incoming waves. By analogy with what happens in two-dimensional

(5)

leaky-wave structures 1t is suggested that, in the case of the
improper mode, there is radiation loss in addition to dissipation
in the ground.

The solution‘presented in Xikuchi's paper purports to
correspond to the proper mode.  However, in sections 2.5 and 2.6
it .is shown that, in some cases, his approximate method for evaluating

M

the inverse Fourier transform of the field (quasi-T.E.l. approxi-
mation) may not ke valid for the proper mode but is always accurate
for the improper mode.

The equation fo? the transverse wave number h1 is solvead
numerically without making any assumptions about the order of ma-
gnitude of h1; this makes it possible to do a comparative study
of the two propagating modes and of the accuracy of the quasi-

T.E.li. approximation.

In section 2.7. the values of the propagation constant
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for the proper &cnd iamproper modez are comparad with those meocured
on a suall-scale model. The experimental results show thot when

the launnching device is a generator located between the horizontal
wvire and the ground, as in the case of the Beverace antenna, it is

the improper mode that is excited.

2.2. Problem Formulation

& M

A AN A A A A A A A A
€ H: %

_i
i "=

l-_y_j
bl
&
.
o
L]
. Y

Consider an infinitely long horizontal wire placed at
height b above imperfectly conducting ground as shown schemati-
cally in Fig,1. In order to simplify the computations it will be

assumed that the radius of the wire is small compared with the



-
(@3]
L]

height (B/a§?1). In this case the transverse currents are negli-
gible in comparison with the longitudinal currents and the field
can be exprecsed in terms of an electric Hertz vector (ff) with no
x component, in the same way as for a horizontal electric dipolg
radiati?g in presence of the earth ( See ref. 6 section 1.4 ).
Furthermore, the current distributicn on the wire can be ‘assumed
to be uniform.

The fields I and H are obtained from the lertz vector

through the eqmations(7):'k
E=UxUx 1T
_ — 1)
H= (O+jwe) VX TT
Taking into consideration that]TX=O we write
T =\Ifay+@az (2)

For a z dependence of the form exp{JYz} the potentials d and
satisfy the two-dimensionsl eigen-value equation
D,

5;—5 e m)“lfmzo )

in the two homogeneous regions. In this equation m denotes the

medium; subécript 1 denoutes the upper or dielectric medium (free

* A time dependence of the form exp{jwt} is assumed.
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space) and subscript 2 the lower or conducting medium ( the ground).

We have:
2 2 2 ,
hm = km +Y ()
2 _ .2 .S
- émpm(q—JweA )
jn}
032€ j o For the dielectric
o/ o .
- medium.
ol o For the conducting
medium.

where n is the complex refractive index of the grecund
!E g
2 2
n = - — 6)
€ Jweo (
To solve the interface boundary-value problem it is

convenient to split the function @)1 in two terms
®; =d, +B,

where (®1O arises from the currents in the wire and.<®11 from
the currents In the ground. For thin wires (b/aZZﬂ) we can con-

sider q>10 to be dne tc a line source at x =0, y =b in which case

(7)

Q%O satisfies the non-hcmogeneous differential equation

2 2 ‘
(—L— +—aby—2+ h? )@10

5 Y JENICES IS
aX (0]

= jwﬁ

in the dielectric medium. The remaining functions Q§1d, q;a, q&
i
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and ﬂfa Satisfy the homogeneous equation (3) everyuvhere. Cﬁqo
can be regarded as a wave incident on the interface, <$11 andjya
as reflected waves and @32 and qrz as waves transmitted into the
conducting medium.

o>

tions are related to @ao through the conditions of continuity of

the tangential components of % and H at the interface. From (1)

10 is obteined by solving eq. 7; the remaining func-

the following relztions are obtained:

®, = n° d, (8.a)
1}{1 =n2'11{'2 v (3.v)

0d1 205>
3y T Ty

o R AV R o
57 YO, “5\{7 Y (8.4)

(8.¢)

which are valid for y = 0. To complete the formulation of the
problem, the boundary condition at infinity is required. However
the formulatioen of this condition raises some difficulties which

are discussed in the next section.

2.%3. Integral Revresentation of the Field

The sclutions of eg.35 can be expressed in the form of
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Fourier integrals™ as follous

q%]= J/%m (s) e—j(um|y|+sx) ds (9.a)
o T
7, - fP»}s) Il 7] +e) g (9.0)
c 1L
provided that
u_ = ha - SZ (10)

m )

The integration contour C and the branch of u must be
chosen so that the integrals (9) converge; in addition, if it is
assumed that the field is excited by a source located between the
wire and the ground, egs. 9 must represent outgoing waves at in-
finity in the +y and -y directions. These two conditions are sa-
tisfied if

Real {u}}() (11.a)
In {u} 0 (11.%)
on the contour C. In problems involving the solution of the wave

equation in two or three dimensions a contour of integration can

be found on which the above reletions held simultaneously ( See

* The solution of eq. 7 can be expressed in the same form with

y substituted by y-b ( See Appendix 1. ).
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for example ref.ld ). However, eq.3 differs from the wave eqguation
in that, whereas the wave number k has a non-positive imaginary

part, .in the dielectric medium h1 has a positive imaginary part.

In fact, writing Y = 0+ jB (XB>0 ), h, =h_ -+ jhy (nh.>0 )A

and substituting in (4) we obtain
ﬂrhi = CXﬁ

from which it follows that hi> 0. Thizs in turn implies that, if

o

we take C to be the real axis, the argument of u} lies in the in-

terval ( O, T) and thus
O<arg{u,z}<ﬂ/2 i.e. uq»jlsi as |s|--co
or

—ﬂ<arg{u,‘}<—ﬂ/2 i.e. U =j|s| &as |sj-= O

1

depending on which branch of Uy is chosen. In crder to ensure the
convergence of the integrals in (9) we must choose the branch of

u, corresponding to the latter relation in which case we have

1
Real{u,} <0 (12.a)"
Im{u,‘}<0 (12.b)
onv the contour C. Relation (12.a) signifies that, in the region
above the '.Trire, the field 'is re;:rfzsented by a superposition of
incoming waves. If we let y tend to +to the integrals (9) vanish
because of (12.b), i.e. choosing the real axis for the contour

leads to a propur mode. This is the case considered by Kikuchi.

However a contour can be found that satisfies relation
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11.a and leads to a converging integral rewresentation. To this

end, we define the proper branch of u, by relation 11.a and exa-~

1

mine its behaviour in the complex s plane. By making the following

substitutions in ec¢. 10

r r 1 1 r i
ve obtain
u2 - u; = h2 - h? -5 + 52
T i
(13)
uu. = h h, - s_s.
r i ri ri

The second of these equations shows that if srsi}hrhi wve have
ui<Q for uf>0. Consider now the contour Ci represented in Fig.2.2.

On the parts uf tlie contour that run along the branch cut ur=0,

= l S r




2k,

we have Srsi>hrhi' Letting S, approach infinity we obtain fron
(13)

uf*"lsrl and’ ua——jlsﬂ

which ensures that the integrals (9) exist. On the part of the
contour running from -h,I to h,I we hgve ui} C since srsi<hrhi.
This implies that if y tends to infinity the integrals (95 diverge
which in turn means that the corresponding solution is an improper
one. : -

A greater insight into the question of convergence of
the integral representation of the potentials<$) ana YF can be
gained by making the conformal transformation

s=hqsin.p (14)

which maps the two sheets of the Riemann surface into the area
bounded by the lines AA' and CC' in Fig.2.3. The lines AA' , BB®
and CC' are the mappings of the branch cuts urzo*. Vriting

u,=h,cosp (15)

the.éheet of the Riemann surface defined by u£>0 is mapped into

the strip bounded by AA' and BB'; the second sheet (uF(O) is map-

]

ped into the strip BB' , CC'%*., Thus, the conformal transformation

* By writing P =f +j A the equation of these lines is found to

be tanf tanh )\:-hr/hi.
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(15) enables us to revresent, in the same plane, the contours cor-
responding to the two possible solutions of egs. 3 : Ci* refers to
the improrer mode and Gp to the proper mode. The fact that CD
remains entirely within the shaded area, where u£<0, and part of
C. runs outside it, illustrates our yrevious remarks about the

character of the solutions corresyonding to the two contours.

Thus far we have only considered the convergence of the

* The same symbol is uscd for the contour Ci in the s and p planes.
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integral rejpresentaticn of the potentials in the upper medium.le

now saow that both Ci and Cp lead to converging integrals in the

-

lower medium.

tUriting u.=u_+ju. h.o=h_+3jh.*and s=s_+]js. e -
. g oI et L i S At T rrdS o

obtain from (10)

u_u.=h h.-s_s,
ririri

On the integration ccntcour srsi;zo. Taking intec account thav
hrhi<:0 because of the term -jwuo in kg (8ee eq.5), we conclude

> 0 ve

defined by u >

that urui<:o i.e. for the branch of u,

have uig:O which ernsures the convergence of the integral repre-

sentation of the field in the conducting medium. Tig.2.. shows

1

The omission of the subscrint 2 should not lead to confusion

with uq‘and h1~
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the relative position of all the branch points and branch cuts in

the s plane.

2.4, Solution of the Boundary-Value Iroblem

As indicated in the preceding section the proper and im-
proper modes differ only in the choice of the integration contour
and of the bran;h of u, - This pernmits carrying out the analysis
in such a way that it is valid for both modes.

Firstly we substitute in egs. 8 the Fourier integrals

(9) for the functions . . and ,together with the
‘ 1 2 1 2 1v08

expression of @, ( <$1 = @q0+ QQq ) derived in Appendix 1

B, - L [emmloinlsl g 16
LT W& %1

to obtain the following equations for the transforms

" o P ‘

b11+F1O =nT, (17.a)
2 ,

P, = n°P, (17.0)
’u (P, -F, ) = -n°u.T (17.¢)

1Y"117710 2% 2 )
WP =3 Y (T 44T, ) = -upF,=iYF, (17.4)

where
-ju,b
P, o= -+ & (18)

10 ymweE Y9

From ( 17.a) and ( 17.8 ) it follows that
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P, o= o, - e eTIWP (19)
11 10 T (u +w.)
1792
in which A is a constant given by
A = __1,__ (20)
’+Q)€o

Substituting (17.a) , (17.b) and (19) in (17.d) and solving for

P, we obtain

1
2 ‘b
n"-1 -
p, = -5 2YA o)
1 m
(nzu +u, ) (ug+u, )
1 72 2 71
which, by using the relation
2 . 2202 2 21,2
n -1 = (LZ—L1)/ho = (L.2 u,‘)/kO
simplifies to*
2Y 4 wpmuy b
P1 = =] . e (21)
2 2
TTLO n-u,+u,

From (9) ,(16, , (19) , A.5 (Appendix 1) and {21) we can now write

the expressions for the gpotential functione q>1 and i?q

xpressions (19) and (21) are analogous to those obtained for
a horizontal electric dipole radiating in presence of the earth

(See ref. 6 sections 2.22 and 2.33).
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(2) - 2 ...y -36(s)
o (h142% - fﬁrjfu(o)e “ds
C.
i

(22.a)
A-1q71 = o3 2L fu(s)emd 0 (g (22.b)
Tl'lci C;
for the improper mode *. In these expressions
6(s) = uq(y+b)+sx (23)
H(s) = : N(s) = e (2h)
Uqtity n2u1+u2‘
Ry = x°+(y-b)° R, = x+(y+b)° (24)

The functions @DZ and 1?2

can be obtained in a similar way but

are not needed in the substuent analysis.
The equation for the transverse wave number is derived
by imposing the condition that the axial component of the electric

field be zero on the surface of the wire. But, since we have as-

sumed a uniform current density on the viire and neglected the

transverse currents, that condition can be exactly catisfied at

only one point. Tor the same reasons EX is zero only on the sym-

metry plane x=0. However, for thin wires (b/a 1) the functions

* To obtain the corresponding formulae for the proper mode subs-

. 3 (2) L)
titute C, by Cp and -H ( ) by H ¢ .
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CP] and Y?q are approxiaately constant on the surface of the wvire,

. ) . . - . .
as can be seen from (22), and the resultiang evror for h1 is negli-
gible.

Jdron (1) and(22) the disrersion equation for the impro-

per mode is found to te

2
. Y u Py
H(z)h a) - H(z)(2h b) + —é— Ii= ————1 e ‘3u1?k= 0
o] 1 o 1 T >
"h
o1

C.
i
(26)

Similarly, for the proper mode we have

Y u iy
—}1(1)(h a) + B (enb) & 2 [eu- L R L
0 1 0 1 '
202
k"h
C c 1

(27)
It should be borne in mind that in (26) Real{u%;zo whereas in

27) Real{u%g 0.

2.5. Methods for Solving the Dispersion Zquation

Before we deal with methcds for solving the dispersion
equations 26 and 27 it is useful to examine the behaviour of the
function IN(s) in the § plane. In fact li(s) exhibits a pair of

first order poles which, as will be shown below, may affect signi--

ficantly the value of this function on the contour Cp'



o1,

2.5.1. The Foles of li{s)

These poles occur for the values of s that satisfy the

equation:
n"u,diu, = 0 (28)

Multiplying by n2u1—u and using the relation

2

2 2 .2 .2
u,; = ua-(n -l)kO
we obtain
w2k
U = —— | (29)

Qn2+1

In accerdaace with what has been s~id in section 2.3'we
must choose the branch of the square root for which Real{1L}>O
[,
i.e. the one that approaches n for very large values of this quan-

tity. From (28) and (29) it follows that

Ky
PO —— (30)

i.e. =TT <érg{u1} <-TI/¢ which signifies that the poles lie in
the sheet of Riemann surface corresponding to the contour Cp'
From (15) and (30) we obtain

1 .
cos ? = - ___:2____‘ (31)

2
h1 ne+41

The position of the poles in the ¢ plane can vary substantially
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. \ . - f 2 . -
depending on the relative values of h1 and k /Jyn"+1 . Fig. 2.5
o}

illustrates a possible configuration. It is apparent from (31)

s

=

VER
=3
o

SEN
Yyt

‘xPoles

Fig. 2.5

that, for some values of the parameters of the system, the poles
may be located close to the contour Cp and coasequently. some care

is required when evaluating the intégral (22.b) along Cp.

2.5.2. The guasi-T.%.l. Avproach

It is clear that egs. 26 and 27 are not susceptible  to
exact solution by formal analysis because both uy and u, are func-
tions of the eigen-valﬁe hﬁ. However if 2h1b4§1 (quasi-T.E.H.

mode ) an approximate formula Hr h2 can be easily derived and the

1



evaluation of the Fourier integrals greatly simplified.

sid an integra f th eneral Torm
Consider an integral of the general Tor

¢ = [s(u)e ™% () (32) |
“C
If 2h1b<g1,, which is true in most pratical.cases, the exponent
in the integrand of (32) is approximately equal to unity for values
of s less than or of the order of h1 . This suggests the pos-

sibility of simplifying the integral by neglectving h1 in u, i.e.

putting
1’:.' _js ' (35)

u

which leads to

o0
G =2 J/é(-js)e—des (34)
0

. v )
This is the method followed by Kikuchi(}). It is si-

milar to the quasi-static approximation used to calculate the

(10)(11)

near field of a dipole in presence of the earth and cor-
responds to substituting Laplace's equation for eq.3 in the die-
lectric mediwm.

Approximation (34) makes the integral (32) indevendent
of h2 and yields the same resuit for the proper and improper mo-

1

des. However, this approximation is not valid if the function

.2 2 2 2 2
* Note that u, :\jhz—s =\J(n --1)ko+u1



g(uq) varies rapidly in the range |s||h But this is precisely

1“
what may happen in the case of the proper mode since g may have a
pair of poles in the vicinity of the origin. This point apiears

to have been oveflooked by Xikuchi. It will be discussed further

in section 2.6.

Turning to the solution of the dispersion equation we

note that, if 2h1b<g1 , e have(qa)
2 . (2) N o s 2 ~ 2b
Ho(hqa) - Hj (2h1b) =3 = In —

n

2, M ma) + 18 20 )

and egs. 26 and 27 reduce to

Ya :
jln + 26, + 236,(1- °)=0 (35)
h2
/l
where
(03]
e-st
G, = — ds (36.a)
0 —js+u2 ’
e u,+3s
G, = A s —2 T 2bsgg (36.0)
?2 : —'h28+u
o O J 2
. . - _ 2 ..
Solving (35) for h yields
2
k™ G
2 2
h,] = 2 (37)
1 2b .
- 3G + &
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The guantitics G and G, given by (36) can be easily eva-

luated on the digital computer by means of the Gauss-Laguerre qua-

(13)

drature formula.

2.5.3. solution by Iterative Method

In order to compare the values of the propagation cens-
tant for the proper and improper modes and to assess the accuracy
of formula (37) it is required to solve egs. Zo and 27 without
resorting to simplifying assumptions. This can be done by using

(14)

an iterative technique such as Newton's method providing some
suitable means for evaluating the integrals (%2) is found*.

This type of integral is not tractable by the methods
of the infinitesimal calculus and, because the guantity 2h.,l b is
normally much less than unity, an asympitotic expansion by the me-
thod of steepest descents is useless. A numerical integration
along the contours Ci and Cp could be wsed bvt a more elegant and
efficient technique is the numerical integration along the ste-

(15).-

epest descent path

Consider the irtegral

%

It is to be noted that the Hankel functions are represented

by integrals of the form (32). However for Hga)(hqa) we can use

: (2) - 2 T
the apuroximate formula(12) L (hqa) =1+ ] T[[”“(nqa/2)+Yj
wvhere Y is Suler's constant. For qu)(hqa) the sign of the imaginary

part is reversed.
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G = J/é(uq)e-Jqu ds (321)
C.
i
First we make the change of variable (14) and deform the contour

Ci to transform it into a path of steepest descent*. Then by na-

king the following change of variable
t = —j,2jh1d sin —2—

(32') is transformed into an integral along the real axis in the

t plane (See Appendix 2)

o0
gq(hqcos@)cosp 2

-t
0 \/Zjh1d+t2'

G = 4h1e:Jh1d e " dt
(38)
where
2
cosyp = 1-jt /hqd

A similar expression for the proper mode is given in Appendix 2.

Intesral (33) is in a convenient form for numerical
evaluation but the infinite interval must be truncated so that

a quadrature formula for a finite <interval may be used. In fact

# If the integral G refers to the proper mode and g(uq) con- -
tains N(s) it is necessary to check whether contributions from

the poles have to be added.
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(

. ., . . . - . 1%) -
there exists an integraticn formula (Gauss-Hermite ) for an
integral of the type (58) but the number of noints for which the
weighting coefficients have been calculated is not sufficieant for
an acceptable accuracy to be attained. The truncation of the in-
finite interval at x=5 is normally accurate enough since exp{-ZB}
) ’ . . -11 A . ce . -
is of the order of 10 . A4s for the particular integration for-
mula to be used, Simpson's rule with interval halving, to ensure
that the desired accuracy is reached, is a satisfactory choice.
k]
We can now consider the solution of the dispersion egua-
tion. Egs. 26 and 27 may be written in the general form
F(A)=0 (39)
\ 2 . . . . o
where =h1. Newton's method requires the calculation of the de-
rivative of F(X) which is imprdticable because of the complexity
of this function. This difficulty can be overcome by using the

(

, C oy . 14 . c ‘s
talse-position algorithm ) (regula falsi) which is a modifica-

tion of Newton's method based on substituting the derivatives by

the corresvonding finite-difference quotients, -Denoting by >\n

the value of >\used in the nth iteration we have

N X~ A FCR)
n+l 7 ' n ‘

(40)

FOAD-FOX, o)

To initiate the process two distinct approximations to-
the root of (39) >\o and >\1 are required. These can be obtained

from the value given by (37). The iterative process is stopped
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*

when the ratio ( >h+1 - ‘Xn)/ >h+1 falls below the required ac-

curacy.

2.6. HNumerical Results. Conclusions.

To test the accuracy of formula 37 and verify our con-
clusions about the validity of the quasi-T.E.ll. approach in the
case of the proper mode, we have'computed the propagation constant
by the two methods described in the preceding sections. The re-
sults for the attenuation constant are given in Fig. 2.06. and refer

to the following parameters:

Height = 1m
Wiire radius = 04025 m
Dielectric constant of the ground = 15 .

Conductivity of the ground = 0.01 S/m

Examination of Fig. 2.2 shows that the results obtained
by the quasi-T.E.l approach are very r~lose to those obtained for
the improper mode but diifer.substantially from fhose corresponding
to the proper mode over a wide range of freguencies. This con-
firms our remark that the uvresence of a pair of pcles in the vici-
nity of the contour Cp may invélidate the assumptiocn that substi-
tuting -Js for wy does not alter significantly the value of the

function li(s). A comparison between the phase velocity for the
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two modes and the quasi-T.5.11 solution (See following Table )
also supports this conclusion although the deviation between the
quasi-T.L.1 solution and the proper mode is less marked than in

the case of the attenuation constant.

phase velocity
Velocity ratio = -

velocity of light in dielectric

Frequency Quasi-T.E.}M Proper Improver
liHz mode v mode
3.0 .938 ' .934 .938
6.0 .961 <955 .959

12.0 | .983 1.003 | .980
2k.0 .993 1.004 .995
48.0 1.003 1.007 1.001

Incidentally, in the case of the proper mode we have
done a direct integra%ion‘along the real axis in the S plane as
well as an integration along the steepest—dessent path. This con-
firmed that no contribution from the poles had .tc be added to the
steepest~descent integral and showed that, for the same accuracy,

the computer time required for integration along the real axis was



three times greater-.

The gquestion that the numerical results cannot resolve
iz which of the two jpossible solutions leads to results closer to
the propagation constant neasured in a real structure. It seens
to us, however, that the excitation of one mode or the other chould
depend entirely on the launching device that is used. If the
structure is energised by a voltage generator connected between
the wire and the ground, it appears reasonable to expect that,above
the wire, the field will be composed of outgoing plane waves in
which case the corresponding solution of laxwell's equations for

the infinitely long structure is the improper mode.

* The time required for‘calgulating (by the iterative method)
one value of the propagation constant to an accuracy of ’IO’J+ was
ebout 0.Cs on the CDCO600 computer. In theAcase of the quasi-T.E.M
approacn it was 0.01s using a 15-point Gauss formula which gives

an accuracy ranging from 10'4 to 10“2.
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2.'7. Measurevent of the -zoupossticn Cons

Lo Peoi oo - PR ¢ avieriaental restlis hove U \
AD TEI a3 Ve 4re Quare no <2erliental regsrUlns nive weer

nublished regarding the the
structure analysed in the »recediny sections. Thus, to verify the

validity of the theory we devised tlhe experinental model described
below and measured the propagation counstent for two different laun-

ching devices.

2.7«1. Lxperimental llocdel

(/,,_ copper

~——lossy
material

To permit maling the measurements in the laboratory the

(=]



nall-cgize nmodel shown iu Ji5.2.7 wes built. The ground is rejre-

L]

~

sented by o slab of lossy naterial consisting of rolyurethene foan

s

W

impregnated with aguadag solntion (susjpension of graphite in water).

"he dielectric coustant of this nmateriol is about 7 and its conduc-~

~ .

tivity is of the order of 0.1 $/m.The propagation coastant was nea-

3

sured at several f{requencies covering the range 600 to 15CO liHz. Two

different launching devices were used: one is simvly a vertical wire
connecting the'generator between the ground and the horizontal wire
(this will be referred to as LD1) end the other is a coaxial con-
nector inserted in a vertical copper plate (1.D2) as shoun in TFig.2.7.
The thickness of the lossy medium is creater than its skin
depth only above 700 IHz. However, a measur.nent of the surface
impedance showed that, within the frequency range 600-1800 {iHz, the

J. do

EN PP .
cLrfely Tviae

finite thiclkness of the losay mediun aoes noe
measured at the iunterface between that medium and thg air (Cee sec-
tion 2.7.3). Hence for the above-mentioned frequency range the no-
del of Fig.2.7 should be an accurate representation of the struc-

ture considered in the theoretical study.

2.7.2. lieasurian:; Technicue

Two methods for measuring the propagation constant vere
considered: (a) lleasurement of the input impedance for short cir-

cuit and open circuit terminations; (b) leasurement of the wavelength



Ll
and attenuation constant Ly neans of a movable probe exnloring the
field in the axial direction.

The first method was rejected as it would be subject to
significant errors arising from the pérturbation of the field in
the vicinity of the junction between the coaxial cable and the lossy
line, and from the fact that a good onen-circuit termination ié very
difficult to realise.

The éecond method involves measuring separately the wave-
1eﬁgth and the attenuation constant. The wavelength is measured as
in a standard slotted coaxial line by determiﬁing the distance bet~
ween two successive minima of the standing-wave nattern with the
line terminated in a reactive load*. The attenuation constant is
obtained from a plot of field strength (in logarithmic units) ageinst

(&1

n

N

stence along the line (Se2 Fis., 2.8) vhen it is ternina

¢

nearly-matched load.

The probe used for these measurensnts is rejpresented in
Fig.2.9. It is constituted by a short vertical antenna mounted oz
a sma1l copper plate, and connected to o receiver by means of a thin

(2um in diameter) flexibdle coaxial-cable. The ©probe slides on the

surface of the lossy material and its rosition along the transnis-

sion line iz controled by a nylon string and a system of pulleys.

k3
The distance between two zadjacent minima is slightly different

rrom 3/2 but since WX P ihe error is negligible.
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The possibility ol nmeasuring the field by using a modulatad-
(16 1
perturbation technizue’ ) (17) was also considered. This would

pernit szubztituting the coaxial cohle by a pair of high-resistance

Jeads ancd thus reduce, ia princiile, the _.erturbation of the fizld

1

by the j

jol

caused rcbe. Hovever, it was concluded that the verturbe-

~

tion of the field could be made sufficiently small,sinply by posi-
tioning the cable in & region of wealt electric field. Taking into
consideration that the perturbation method is less sensitive and re-

guires a more complicated instrumnentation, we opted for the nrobe

method.

2.7.3. lieasurement of the Constants of the Lossy latericzl

The measurement of the dielectric constant and conducti-
vity of the lossy material can be made by saveral methods an account

nto consideration that the

He

of wvhich is found in ref.13. Taking
material exhibits hizh losses and that the measurements nust be made
over a wide frequency bana (500-1300 MHz) the method of Roverts and
von Hippel(qg) vacz chosen. This method consists in measuring the
impedance of a section of short—circuitedktransmission line (or
wavesuide) filled with the lossy material (Fiz.2.10). The constants
of the material are then calculated from the measured impedance.
Assuming a T.®.M. mode and denoting by R the reflection

coefficient at the interioce I as measured in the slotted line, we
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dielectric

I -
7 s
' s
slotted line i L —

Tig. 2.10

have:
Z=2
R= —L 9
AI+A0
or
21 147
- + & (}+,1>
2 1=
o

where o = M /€ and Z. is the impedance of the section cof
' ol c o I
7

dielectric-filled transmission line, measured at the ianterface. &
! I

a0
. 5 \ L - . . . . 1)
is releted to the propagation constant4 inside the seanle G’d)oy
Z jko
L = tanh Y,1
7, d
o] d

Substitution in (41) gives



(EPN [
= ] tanh 'y 1
1-R Yo
I Rnﬂl{EYdl}<<1 this exnression reduces to
: k
T+R ~ o __ 1
1-R Yo n

material. -

rying the positicn of the short circuit relative to

determining whether the reflection coefficient

surable change occurs we can conclude that the

ts thickness were infinite.

Because of the difficulty in cuttiﬁg
shape, thé inpedance measurenents Were.madﬂ in
11nm) «

width = 80mm, distance between strips =

sed structure but providing the strip width is

( Lo )

()

checked by va-
the sample and
If no mea-

changes.

scmple behaves as if

samples in coaxial
o strip line (strin
clo~

This is not =&

much greater than

the distance between strips, no significant errors should result.

The dielectric constant and conductivity of the lossy ma-

terial are plotted against freguency

tric constant is probably due to the

particles of carbon which act as enmall electric dipoles. A

in Fig.2.11.

The high dislec-

naterial being constituted by

similar

behavicur is reported in ref.20 in the case of carbon particles



h9.

st s st e

.8

Frequency-GHz

Fig. 2.11

embedded in rubber. It is to be expected that in such cases the

constants of material should depend on the freguency.

In Mig.2.12 the attenuation constant for the structure

-

~of Tiz. 2.7 is plotted as.a function of the frequency for the two
launching devices referred to in section 2.7.7. Tor comparison,
the theoretical results for the prover and improﬁer nodes are plot-
ted. in the samevdiagram.

An examination of Fig.2.12 suggests the following re-

marks:
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Fig. 2.12

(a) Fcr 1LD1 the eﬁperimental values lie close to the curve cor-
responding to the improrer mode except for frequencies near 300 liHz.
This appears to confirm our conclusion that if the generator is lo-
cated between the wire and.the ground, as in the Becverage antenna,
the field should correspond to the improper solution of the wave
equation.

(b) For LD2 the experimental values lie nearer to the curve for
the proper mode but are somewhat deviated from it. This can only .

be interpreted as indicating that both modes are exnited, the proper



51.

mode beiﬁg predominant. In a sufficiently long structure it should
be possible to distinguish the presence of two modes since at large
distances from thg generator the proper mode becomes negligible
because of its higher attenuation constant. The structure of TFig.2.7
is relatively short and the results are probgbly a wéighted ave-
rage of the attenuation constant for the two modes.

(¢c) The fact that the experimental values for LD1 deviate from
the curve for the improper mode at about 900 HHz may indicate a
conversion of energy‘from one mode to the other, as they have nearly-
equal propagation constants and therefore must have similar field
structures. |

As far as the phase velocity is concerned the measured

values for both iauching devices vary from 97% to 98% of the velo-
city‘of light in free sface which is about 375 less than the value
given by the theory. The difference ié probably due to the finite

surface impedance of the copper wire.

To conclude ve can say.that, although the question of ex-
citation of the proper mode would require further study, in regard
to the problem of calculating‘fhe;propagation constant of the
Beverage antenna, the experimental results confirm that the quasi-

T.E.M. formule 37 is apwnlicable and sufficieatly accurate.
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2.8. Characteristic Impedance

Thus far we have been concernéd with determining the pro-
pagation constant of the lossy transmission line constituted by the
horizontal wire and the ground. Iﬂ this section we consider the
the calculation of the characteristic impedance.

In the case of an ideal transmission line the characte—
ristic impedance is defined as the ratio of the voltage between the
two conductors that form the line, to the current flowing in them.
However, in the structure under consideration the voltage depends
on the integration path and, as a result, the characteristic impe-

dance is not uniquely defined. A possible definition is
b-a
A =--l—fEdy ()
c I R

The evaiuation of this expression is in princivle straightforward
but involves a great deal of computational work.

It is krown from pradtical experience that the characte-
ristic impedance does not differ significantly from'that of the
lossless 1ine obtained by cpnsidering the ground as perfectly con-

.

ducting, i.e.

Z .
—_° 2b \

a

In the subsecuent sections of this thesis the characteristic



impedance is used only in calculating the gain of the Beverage an-
tenna in which case the accuracy of the approximate formulz 45 is
adequate. Hence no further consideration is given to the evalua-

tion of (44).
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Appendix 1

Solution of Non-Homogeneous Two-Dimengional Helmoltz Eguation

To solve the non-homogencous differential equation 7

we express QHO and 6(x) in the form

®1o= /ﬁoe’jsxds (A:1)
- Je

(S(X) . /e-jsx ds
2T

C

and substitute these expressions in eq.7. After differentiating
under the integral sign we obtain

2 ¢

d : I .

—- v u Zo - j——b(y-v)| T as = 0
a 2 ZHQKO

c J
which is satisfied if
d2
5 .
Rl R SR S [ORS (8.2)

2 2w €

dy o)

Appropriate solutions of this equations are

(4.3)

-ju.y

T A e 1. ¥y>b

Jo. = ' .
10 . {

B eju,]y y<b
where A and B are constants. Integration of (A.2) between b-0 -

and b+0 yields
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in which use has been made of the continuity of fTr,]O. Thus

Ae~d0qP | podugb _ g

-u,l(Ae-TJu”lo + BeJu’lb) I
) 21Tw€o

Solving for A and B and substituting in (A.3)

N SPRT SR L] P e (A.4)
10 QTRDEOu1 , :

Writing x:R,Isin a, y-b:R,lcose and using the transformation (14)
we cbtain from (A.1) and (A.4)

bW e o
o 1 -j (o - 8)
D,y = - 2 / iRqe0s (P - 8) 4
C

I

_ 1 -Jjh, R, cos
...--;ﬁ-—/e 181995 ¥ g0
C

By comparing this expression with the definition of the Hankel

(9)

functions of zero order we recognise that

-—Héz)(h,lR,]) for C= Ci
P - . (A.5)
10 <))

Ho (h’lR’l) for C=‘.:Cp

Lhwe
2
I




Appendix 2

Integration alons the Steepest -Descent Contour

Y

Consider the integral

G = J/é(uq)e’ju1d ds

C.
i

(321)

..jh

,Idcost d‘P

=h, g(h1cos(p)cos@ e
SDC
in which the exponent‘in the integrand has a saddle point at Y =0.
Noting that on the steepgst—descent contour Im{-h1dcosqﬂ = const.=

Im{~jh1d}; we write (ref.5 section 3.1)

~jhjdcosp=-jh d + 2jh,d sin°

1 2
= «jh1d - ﬁav
i.e. the change of variable
t = -j2jn d sin Jﬁ— ‘ |  (A.6)
d\?:———a—-‘j—————dt

JZjh1d+t2

transforms the steerest-descent path in the § plane into the real

axis in the ¥ plane; thus



(2]
g(h cosq))cos(p .2
.. _-jh.a 1 e v at
G = 43h1e 1

. 2
0 23h1d + t
where
2
cosp = 1-3 t
h1d'

Sinilarly for the prcper mode we have

o0
. g(-n, cosy"') 2
G = 4h1é3h1djf, i cos g’ at
4}

/ . 2
2Jh1d—t

where
: 2

costF' = 1+]

. h1d

(38)

(38')
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3. THE BEVERAGE ANTENNA

3.1. Introduction

The Beverage antenna; represented schematically in Fig.3.1,
consists of a horizontél wire situated at low height above ground
(b/N<< 1) and terminated in the charécteristic impedance of the
lossy transmission line-constituted by the wire and the ground.

It was developed in 1923 by Beverage, Rice and Kellogg(1) for grouna.--
wave reception in the long and medium wave bands. This antenna de-
pends for its operation on the existence of a finite component of

the electric field parallel to the wire and this implies that it

must operate over a moderately conducting ground.

Because of the inevitable loss in the ground,the Beverage
antenna has a relatively low efficiency (ranging from about 1% to
about 205 dependiné on the antenna dimensions and ground constants)

but this is no great disadvantage if it is used for receiving signals

in the frequency range where the external noise level is high. On
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Fig. 3.1

the other hand its constructional simplicity, wide-band characte-
ristics and good side-lobe performance make it an attractive pro-
position as a receiving antenna. Nevertheless, it is not as widely
used as other types of receiving antenna whose radiation patterns
exhibit substantially higher side lobes. And it appears that it is

still mainly regarded as a low-frequency or medium-frequency an-

tenna(a) (3).
As far as we are aware.only two papers on the Beverage
L
antenna(1)(+) have been published. Both papers deal with the cha-

racteristics of the Beverage as a ground-wave antenna.
In this chapter we determine the characteristics of the
Beverage as an antenna for sky-wave recepticn or transmission, and

discuss ways of improving its performance, in particular, by using
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multi-wire structures.

Although the Beverage is mainly used for reception be-
cause of itz low absolute gain, we deal uith the transmitting an-
tenna as most ant;nnas are analysed from this point of view (See

for example refs.2 and 3).

3.2. BEvaluation of the Far Field

Consider a Beverage antenna extendineg from x=-1/2 to
x=1/2 alohg the x axis (Fig.3.1). Let Ioexp{—Yx}- be the cur-
fent in the horizontal wire due to a generatof at x=-1/2. To de-
termine fhe far 'field we apply Lorentz reciprocity theorem to the
fields of the antenﬁa and of an auxiliary electric or magnetic cur-

(5)(6)

rent element located at the observation point Denoting by

E, H the field of the antenna and by Eé, ﬁ; the field of the au-

xiliary current, the reciprocity relation is written(6):
(EX H*-E™XW) .7 as = f(-f«J.J—aJr T.xM)av (1)
S v

where J,K denote electric and ﬁagnetic current densities and n
is the outward normal to the surface S bounding the volume V. It
is assumed that S has been chosen so that it does not enclose the
antenna structure (See TFig.3.2.) i.e. the vclume V does not con-

tain the sources of the field E,H. In this case we can take, for
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g* g , the field of a current element radiating in the absence

of the antenna since it satisfies Maxwell's equations within the
volume V.

When Ea=0 (electric current element) eq.1 yields the
vertically-polarised component of the antenna field; 3a=o (ma-
gnetic current element) yiélds ther horizontally-polarised compo-
nent.

It is to be noted that the only non-vanishing contri-
bution to the surface integral in eq.1 comes from the antenna sur-

face since both fields satisfy the radiation condition(7) and the
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contribution from the cut CC! is obviously zero. In addition, as-
suming that the antenna surface is perfectly conducting the first

term in the surface integral vanishes. Hence eg.1 reduces to

- fg—:a H.0d8 = f(-ﬁ.&a + ?.I-{_a) av : (2)

S v
a

o

S, being the antenna surface. Neglecting the contribution to the
surface integral from the vertical terminations (this is computed
in section3.4) and assuming an infinitely thin wire, eq.2 yields,

for a current element parallel to a the following relations:

e’
1/2
I ‘/-Ef1 exp{-;r’}:}dx = 1% 512 Eg (x%=0) (3.2)
o] pe
-1/2 '

Ta

=M% §12 Hy  (37=0) (3.b)

where I% 41% and Ma'dla ‘are the moments of the electric and
magnetic current elements respectively.
The field Ei is given by the following expressions

(See Appendix):

Electric current element:

T . ’

Ez = -j 0}\ 1% §lcosg cos® (1-RY) a(r,b)edo¥c0s g sind
2
(&)
: . -2jk bcos®
- Iz - S R =
q(r,b) = o J( oF bcos © ) R v RV e o

(5)



Magnetic current element:

jk x cos @ sin®

ES = j-—l——Ma 01 sin ¢ (1+Rﬁ)q(:,b)e °© 4 ' (6)
* 2 A ,
R‘H = R, e—ZJkob cos® 7
wvhere
) 2m
Z:ﬁ— kK =
o €o o A

and RV and RH are Fresnel reflection coefficients for vertical
and horizontal polarisations respectively.

By substituting (4) and (6) in (3) and integrating, wve

obtain
. sin(X-ja)
Ep= -jV_ . ————+—"~ cos @ cose (1-R&) q(r,b) (8.a)
o .
X~-ja Y
. sin(X-ja) .
E = jV . ———=—22 sin g (1+R'.) q(r,b) (8.v)
[/ o . M
X-ja
in which
IOZO 1
VO= ———— . R
2 N
X = -%—(B‘/ko-cos @ sine ) a= al/2 (9)

and Y= d+jBe
A quantity of praftical interest which is immediately

obtained from (3) is the ratio
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Ey | _ |tang| |1+Ry]|
| Eg| cos® |1—1%|

(10)

For b/A<K€ 1 and |n|>>1 (where n is the refractive

index of the ground) we have

1+RI= T+R = 2cos8
H H
n+cos 6
1-Ry= 1-R = 2
14ncosB

and substituting in (10)

E 1+n cos8
.l_A_: ltangl ...L.—...—_—..——l
lEel . |n+ cose

which shows that the vertically polarised éomponent of the radiated
field is predominant for low elevation angles except for directions
clése to the plane @=TI/2. But if a high degree of polarisation
purity is desired a relatively high refractive index (|n|%2>1) is

‘required.

3.3.Radiation Patterns

The radiaticn patterns of the Beverage antenna are readily

obtained from egs.8. For the predominant polarisation eg.d.a gives

Horizontal Pattern (€=, , 5 (0, 8,) = F )

1/2
'sir2X+sinh2a
F1(£3) = - cosdg (10.2)

2
X +a

Max.

I\"
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Vertical Pattern ( @=0 )

1/2
' sin2"+sinh2¢
F,(0) = A =1 . |1—R'|cose (10.b)
v
2 2 .
X +a
If ax<
1/2
sin2X+sinh2a] ~ S5inX
X2+a2 J ' X

which is fhe fadiation vattern of an end-fire arrangement of omni-
directional sources. The factor cos@ affects the horizontal pat-
‘tern in two ways; in the case of short antenﬁas it reduces the bean-
width imposing an uppef limit of 90 degrees; in the case of long
antennas it reduces the.side lobes in the region at right angles

to -the main beam. An example of the paftern F1(¢) for 1/)\ =3
ﬁ/ké:1 a<kl is given in Tig.3.3.

We shall now examine the opposite possibility: &>1.

In this case*®

1/2
sin2X+sinh2a — sinha
X2+a2 [X2+a2] 172

i It should be noted that, if we let 1 tend to infinity, the ra-
diated field remains finite. Since a current distribution of the
form Ioexp{—Tx} has been used to derive eqs.8, these must be mul-
tiplied by exp{JYl/Z} before the limit is taken, in order that the A

power supplied by the generator should be finite.
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—and the radiation pattern F, (¢) has the shape of Fig.3.4. with

only two lobes. If ﬁ:ko the 3-dB points occur for X=a. i.e.
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If d is proportional to frequency the antenna has constant beam-
wvidth but this is of little prdtical importance because such an

antenna would be very inefficient.

3.4, Field Radiated by the Terminal Vires

Thus far, we.have assumed that the field radiated by
the vertical wires at both ends of the antenna is negligible com-
pared with that due to the horizontal wire. However, this is not
true in general, and to prevent a sefious degradation of the ra-
diation patterns proper attentionkmust be paid to this problem in
the design of thg antenna. |

In crder to simplify the computations we shall assunme
that the height is much less than a wavelengh in which case the '
current in the terminal wires is approximately uniform and can
be taken To be Ioexp{iY'l/E}; In fact, near the terminations
the current in tle horizontal wire also deviates from a pure tra-
velling wave but if 1/52>1 this assumption should be sufficiently

accurate.

The field radiated by a vertical current element of mo-

(3)

ment I.b located at the point ( % 10,0 ) is given by
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12 b jkoxocos¢ sin®
¢ — (1+Rv) sin® e

By = ]
© 2r

Taking into account that the currents in the terminal wires have

opposite directions (s.Fig.3.1), the superposition of the fields

gives
. 1.2, b .
Eg = - — -X—sin (X-ja)CPFR)sine (11)

where X and a ‘are given by expfessions 9. The field Eg has a
number of equal maxima for the azimuthal directions that satisfy
sinX=1. It can, therefore, contribute to increase the side-lobe
level.

The field radiated by the horizontal wire (“EH) has a

maximum for X=0 , @ =0 . From (11) and (3.a) we obtain

T
|E™ |sinx=1 -
Pp=— = —¥—| tand
‘E IsinX:O lsinha 1-R,, .
v
vhere we have made the approximation R%::RV. If |n{>1
1+R
————Y——,::lnlcoée
1—?V

and the above expression reduces to

2bav1+sinh2a

~ |n]siné (12)
%' 1 sinha

For n=5, 1/b = 100 , a1, s5in®~.9 this expression yields
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§%::0.09 i.e. -21dB

whick is considerably lower than the typical side-lobe level of

the pattern F,|(®') of Eq. 10.a.

3.5. Directivity. Gain.

3.5.1. General Considerations.

The overall performance of an antenna is usually given

by two important quantities: directivity and gain. The directivity

is the ratio of maximum to average radiation intensity ())’(8),
U
p— ' (13)
U A
av
2 2
=Byl
where UM =
2%
o)
2\ 2
' |Lav| Pr
U = =
av 2 n

In the above expressiops EM is the electric field in
the direction of maximum radiation and Pr is the total power ra-
diated by the antenna.

The gain is defined as thé ratio of maximum radiation
intensity to the radiation intensity of a reference antenné for

()

the same input power « If the reference antenna is a lossless
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Ui
.

(3)

isotropic source, the gain is referred to as the absolute gain .

Denoting by Pg the input power, the absolute gain is given by

(14)

where
P
v, = —& ~ (15)
.4

Whilst the directivity depends only on the shape of the
radiation pattern, the gain is affected by the power loss in the
~antenna structure. In the case of a transmitting antenna the gain
is a quantity of evident practical importance. In the case of a
receiving antenna operating in a frequency band where the external
noise level is high, the gain becomes less important and it is nor-
mally the directivity that determines the performance of the re;
ceiving system.

Denoting by So an»diN.e the signal power and external-
noise power at the output of an ideal isotropic antenna, the signal-
to-noise ratio at the output of an antenna of gain G and directi-
vity D is given by* |

GS , S 1
S 3 =D o .

B N -
N NN+ Ny N 1 + Ni/Y?Ne

* It is assumed that the external noise sources are uniformly

distributed in the sky.
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wvhere = G/D is the antenna efficiency (3) and N, is the in-
ternal noise power. Thekabove expression shows that the impro-
vement in signal-to-noise ratio is equal to the directivity of the
antenna provided khat
n Né>>Ni

The external noise power Ne depends on the time of day and season
of the year. In the U.K. the 1owest value of Ne is about 304B
above thermal noise level at 3MHz and 154B at 30MHZ (See ref.9)._

Ihese figures give an order of magnitude of the permissible loss

(1/q ) in the antenna system* .

3.5.2. Directivity

Denoting by FH the maximum value of the function FE( 8)
in -eq. 10.b , the maximum radiated field is given by
121

o o ﬁ« ’ (16)

|E
2Ar

ul =

from which it follows %hat

2
2 T
Uy (== )% 5} (17)

To obtain the average radiation intensity we cazculate firstly

-~ * In attempting a more accurate estimate oi the amount of permis-

sible loss, the receiver noise figure must be taken into account.
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the powver radiated by the antenna.

For vertical rolarisatiocn we have

W m2 I
(v 1 . 2\
B.r = .___fde 5111efr lbgF dg

Substitution of (&.a) in this expression gives

2
7,1 2
(v) _ “o7o 1
R S S 2 (18)
where
72 m.2 2
I, = fde sind cos® | 1-R} |2f Sin X+einh 2 cos® 4 (19)
o . 0 X%+ a°

This integral is not calculable by formal analysis but
can be easily evaluated numerically.

In a similar manner the power radiated with horizontal

polarisation is found to be

2 . v
2 I 2
() _ “o7o 1
T, (<) I - (20)
where
w2 M. 2, . .2
5 X+sir .2 - :
I, = [d6 sin® |1+Rr|2 in Lrsinh @ 5in% ag (21)
H i1 o

o] 0 X+ a

By definition the average radiation intensity is given by the
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equation
P£V) . Pr(H)
Uav=
' L7
. e e 5 (V) (m) .
which, by substituting (18) and (20) for P and P "7, leads to
2
z I .
o~ o 1 42
U = ——(=)" (I, + I,) (22)
From (13), (17) and (22) we obtain
D=2Me—eui (23)
. IV + IH

3.5.3. Absolute Gain

Taking into consideration that a current distribution
of the form I.exp{—Y’x} has been assumed {See section 3.2) the

input power is given by

P o= g 1% (2h)
g 5, co

where Zc is the charactzsristic impedance oi the Beverage antcnna.
From (15) and (24) we obtain the radiation intensity of an ideal
isotropic source

P 7 I2e2a'

U. = & = c9 2

The absolute gain G is readily obtained from (17) and (25)
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U 2 5
1 2 -2
=By (=) o 70 (26)
U. 2
1 C

G depends on the ground constants through the quantities FM ~and -
a. An indicction as to how these constants affect the gain can be
obtained by considering the case hAN<<1, oa1>1 a:$>B-kosin e,I
1

which corresponds to a long antenna with high attenuation constant.

In this case we can make the following approximations

cos 6
e 2 Py = —1——11-vacos e, = S
~ 2a . a|n+cos%ﬂ

from which it follows that

2
LT cos GI-I
(0-%)2 |n+cos 9M|2

G~ (27)

Examination of this expression shows that low values of |n| lead to
higher gain but, since U increases with 1/n , G varies slowly with

Inf.

3.6. Numerical Desults

In order to illustrate the performance of a Beverage an-
tenna of typical dimensicuns, operating in the H.F. band we have cal-
culated on the digital computer the main radiation characteristics

of an antenna of the following dimensions:
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length ceveeereeeneccaserancns .. 500m
height teieeeiecnnrencaseseances 30

wire radius R R R 2.5mm
ground conductivity ceeeeseese.. 0.013/m

relative ground permittivity ... 15

The main results are condensed in tables I and II. The
radiation patterns for vertical polarisation are represented in

Fig.5.5 (pg.80).

TableAI
Frequency Total Atteni Gain Directivité Loss
liHz dB aB daB dB
3 | .6 -3 1 17
6 6.6 3 16 13
12 8.5 3 18 10
18 8.1 11 19 3
2k 7.2 13 20 7
30 6.3 - 15 21 6

An examination of these results shows that:
(1) The Beverage antenna is capable of covering a very wide fre-
guency band.  The bandwidth is only limited on the low-freguency

side, due to the increase in the field from the terminations relative
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Table TI1
Vertical Pattern
Horizontal Pattern Half-power points
Frequency Beanwidth 3ide-lobe ratio Lower Upper
- MHz DEG daB DEG DEG
3 Ll | 12 v 3L
6 30 14 6 2k
12 23 16 5 17
18 . 20 17 ' 4.5 15
2k 16 18 L 13
50 15 18 L 11

to the field from the hérizontal wire. There arpears to be no cor-
responding limit on the high-frequency side.

(2) The side-lobe level is substantially lower than that of a
rhonbic which is about -6dB (See ref. 5 chapter 14).

(2) The gain is relatively low especially at low frequencies. How-
ever this is not a serious disadvantage if the antenna is used for
reception in the H.F. band. 1In fact, a comparison of the antenna
loss (Table I ) with the figures for external noise level given in
section 3.5.7. suggests that no arpreciable degradation of the
signal-to-noise ratio is likely to result from the low efficiency

of the Beverage antenna.
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3e.7. Hulti-Jire Structures

5.7.%7. Gain and Characteristic Imvedance

In this section we examine a pruposal for improving the

gain of the Beverage antenna. Counsider the expression for the gain:

. 2 &
G =TTFS () .2 ™28 (26)
woTR T,

It is clear that G increases with ’I/ZC if the cther quantities in
(26) remain constant.  However if we seek to reduce the characte-
ristic impedance by reducing the ratio of heigﬁito wire radius, the
attenuation constant will increase and no significant improvement
in the gain (if any) will result. A more successful approach is

to use an array of closely spaced wires as shown schematically in

Fig. 3.6. By appropriately choosing the wire spacing it is possible
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to achieve a substantial reduction in the characteristic impedance
without any appreciable increase in attenuation per unit length.
The structure of Fig.3.6. is, in fact, a broadside array ofiBeverage
aerials but if its total width is small compared with a wavelength,
the directivity will not increase significantly and, therefore, the
improvement ih gain corresponds to an approximately equal improve-
ment in efficiency.

It is interesting to note that Beverage, Rice and Kellogg

/1)

in their original paper on the Beverage antenna’ did consider
two-wire and four-wiré structures but the separation between wires
was not sufficient to avoid a significant increase in the attenuation
per unit length.

The calculation of the propagation constant for a systenm

of parallel wires situated above ground is considered in the next

section.

3.7.2. Propagation Constant

Consider a system of N thin wires as represented in Fig.3.r
(b/a, d/a§$ﬂ). If transverse currents on the wires are neglected,
the boundary conditicns on thé wire surfaces reduce vo (See section
2.2.) |

EZ=O for x=94 , y=b-a (28)

where VY is an integer varying from -(1i-1)/2 to (li-1)/2 for an odd
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number of wires. The field EZ can be written as follows:

B, (x,7) DIENIER? (29)
where f(x,y) is the z component of the electric field of a unit cur-
rent situate& at x=V d, y=b and in presence of the ground. The
functions f (x,b) can be obtained from the theory of Chapter 2.

From (28) and (29) we obtain the following set of linear

equations

1
Z iyf) (pd,b-a)=0’ ( Ph==10, =147, o ooy 1) (30)

V=-ii
where M=(#-1)/2. The above equations can be written in matrix form
[F1{z} = o (31)
where {I} is a column vector representing the currents and [F] is

a sguare matrix of order M vhose elements are defiined by

The system of equations (31) has a non-trivial solution if

|Fl=0 ' | (32)
To calculate the functicns f(x,y) it is sufficiently accurate to
to use the quasi-T.Z.l. approéch. In this case the coefficients

"
Ty become linear functions of 1/hS  (See sections 2.4 and 2.5.2)

l]
and thus (32) reduces to an algebraic equation of degree N -in 1/h§.

This means that (32) admits N solutions corresponding to N indepen-

dent modes. Ilowever we are only interested in the mode Zor vhich
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the phase and amplitude of the currents are avproximately equal.

In this case an approximation to the transverse wave number can be
easily obtained by assuming equal currénts and impdsing the condition
that the axial coﬁfonent of the electric field be zero on the sur-

face of the centre wire. Egqs. 30 reduce to the single equation

EX

:: £,(0,b-a) = 0 (33)
==l

The function f£,(0,b-a) is obtained from egs. 2.1 and 2.22%. Apart

from a constant factor we have

2
k.
. . . o -
£,(0,b-a) = j 1n AQ+2G1\)+23G2\)(’!—1’-1—2-) (3h)
1
ne = K4y (35.a)
o
where
Ay = BT+ a)° /4 Y 20
(35.b)
= 2b/a vy =0
0
e-zbs C
G1° = —_— cosVd ds (35.c)
-js+u
0 2
00
1 u,+js :
G2° = s = cosvd ds (35.4d)

2 2
o O -Jn o+u2

lhen referring to eguations from other chapters the first fi-

gure in the reference indicates the chanter.
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Solving (33) for h? gives
;G,
T (36)
) 2;[—;— in AQ~JG1°+G2°]

This expression can be easily evaluated on the digital computer once

a suitable quadrature formula for evaluating G1 and G20 ﬁas been

.

v
chosen. If Vd/b>>1 the 15-point Gauss-Laguerre quadrature for-
mula(1o) may not be accurate enough in which case it is preferable

to use Simpson's rule choosing the number of points so that the de-
sired accuracy is attained.

In order to investigate the effect of the wire spacing
on the attenuation constant we calculated hﬁ for a system of two wires
and for various values of the spacing. The results are plotted in
Fig. 3.7. The ottenuation per unit lendh is greater than that for
a single wire for separations up to about half wavelengh and less
for greater distances. This indicates that the axial electric fields

of the two currents are near anti-phase for separations greater than

about half wavelength.

-
In Fig. 3.8 we have plotted the attenuation constant for
a system of parallel wires with a spacing of two heightSfor an in-
creasing number of wires. The attenuwation reaches a maximum for .a

total width of the structure somewhat less than .one wavelength

which is in accordance with the results obtained for the two-wire
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systen.
However, a rather unexrvected result is the considerable
reduction in attenuation compariug with a single wire which is shown
by the 24z curve. Frobably this indicétes fhat as the number of
wires increases the field near the ground decreases so that most

of the energy flows in the vicinity of the wires.

3.765. Improvebent in Bfficiency

We are now in a position to show that by ﬁsing a nmulti-
vire structure of appropriate dimensions the efficiency of the
Beverage antenna can bé significantly imwnroved. Consider a sys-
tem of 11 wires with an egqual spacing of 6m. The total width of
this structure is 60m i.e. 1.2N at 6 HHz. For wires six-wavelength
leng the Girectivity of the multi-wire structure, at & iidiz, is only
slightly greater than that of a single wire. Hence the increase
in gain corresponds to an increase in efficiency cof approximately
the same magnitude. The reduction in characteristic impedance iu
about 9 dB but, taking into account that the factcr exp{-Za} in
eq.26 (wave attenuation at the antenna mid—point) increases by
about 4 dB, the total improvement in efficiency is approximately
5 dB. This means that the efficiency of the antenna is raised
from 5% (See Table I) to 15%. At 24iHz the increase in efficiency

is more difficult to estimate since the increase ir directivity is
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not negligible. However it is useful tovpoint out that the in-
crease in gain would then be of the order of 12 dB, i.e. such an

antenna would exhibit an absolute gain of about 25 dB.

3.8. Desizn Considerations

As in many other engineering problems there is no obvious
choice of parameters of the Beverage antenna that optimises all
its characteristics and, therefore, the design has to be done by
“trial and error. However some guidelines can be defined on the basis
of the theory expounded in the preceding sections.

Firstly an approximate value of the antenna length can be
" calculated from the sﬁebified directivity or beamwidth by using ap-
proiimate formulae for end-fire sources (See ref.8 section 3.3%). If
the antenna'is to cover a wide freguency band it is useful to bear
in mind that the beamwidth is approximately proportional to 1/ JT.

The height affects two important characteristics of the
Beverage: the field .due to the terminal wires and the attenuation
constant. To ensure that the field from the vertical terminations
is small compared with that from the ho:izontal wire a ratio of
length to height of abouf a hundred is normally required. Ixpres-
sion 12 can be used to obtain an estimate of fhe relative inportance
of the field due to the terminations for any ratio of length to height.

Taking into consideration that the attcnuation.constant
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increases with decreasing height the choice of the height may imply
a compromise between low side lobes and high gain. One way Qf re-
solving the difficulty may be td increase the antenna length. The
diameter of the horizontal wire also affects ﬁhe attenuation constant;
as long as the losses in ﬁhe copper are negligible compared to the
losses in the ground,a reduction in the wire diameter leads to'a re-
duction in the attenuvation per unit length.

Finaily the possibility of using an array of parallel wires

should be considered as it yields a significant improvement in gain.

3.9. Pronosal for a New.Antenné Related to the Peverage

In section 3.2 we have shown that the far field of the

Beverage antenna is given by the general expression(3)

Ioe—jﬁx

Zc

D s Il A

‘reactive surface

Fig. 3.9
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1/2
'
_ E NfEi exp {-—T'x} dx
-1/2

where Ei is the electric field tangén%ial to the wire due to a unit
current element located at the ohservation point. The magnitude of
the field radiated by the antenna depends on the magnitude of this
auxiliary field. If we regard the antenna as receiving we can say
that the output voltage ic proportional to the voltage per unit
length ( Ei ) induced on the wire by the incoming.wave. To obtain
a reasonable Ei the grouﬁd plane must exhibit a finite Surﬁace im=-
pedance of moderate value (say'Zé>O.1 ZO). In the case of the
Beverage antenna this is provided by the earth. However,‘it is ap-
parent that the loss in the ground plane does not play a fundamen-
fai role in the radiation process i.e. a ground plane having a pu-
‘rely reactive surface impedance can be used (See Fig.3.9). This
will reduce the antenna bandwidth but will eliminate the attenua-
tion thus leading.to'an increase in gain. In addition, the height
can be reduced as long as-the velocity of propagatioun is not too
low. .

Vle expect that the use of a reactive ground nlane in con-
junction with a multi-wvire uzper conductor may make this antenna a

pra&ical proposition for frequencies above 100 MHz. In the high-

frequency band the artificial ground plane (corrugatéd surface or
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inductive grid) would probably be too costly.

It should be noted that if the antenna is mounted in a
perfectly-conducting ground nlane as indipated in Fig.5.9 an addi-
tional increase in gain relative to the Beverage will be achieved.
This is due to the fact that the radiation pattern of a horizontal
current element has then a maximum in the direétion of its axis thus
coinciding with the direction of maximum radiation of the end-fire
source. .

The performance of the above-proposed antenna can be de-
termined following the method used for the BeQerage antenna. To
obtain the propagation éonstant the theory of Chapter 2 can be ap-

propriately modified tovapply to a reactive ( and possibly anisotro-

pic-) ground plane. The far field can then be obtained by applying

vy

1.9 ~ - <391
the ztructur

[¢)

Lorentz recisrocity theorem; in the case o repre-
sented in Tig.3.9 this leads to an integral over the reactive sur-

face which may be somewhat difficult to evaluate.
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Appendix "
Consider an electric current element parallel to the

unit vector Ee (Fig.A.1). At a distance Rq,'large compared with a

z
: -
=
® \/_.//
| NG,
// {?qf’7/ S Se 0'//)///’(xj7
¢

S S

wavelength, the incident field produced by the current element is())
Z -jk R
ES = - © 185 & 0o (A.1)
, 2\ R,

where Ia §1 is the moment of the current element and

Zo =‘/)-lo/€° k, = Zﬂ/}\
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The total field at the observation voint is expressed in

terms of the incident field and the Fresnel reflection coefficient

as for plane waves(11). Hence the x component is given by
Zo a e-jkoR1 e-jkoRg '
E- = -] 1901 | =—2— R —= os@® cos8 (A.2)
X v
2N R, R, Jc i

in which Rv is the Fresnel reflection coefficient for horizontal ro-

larisation(11);

R = ncos6 - J1—n_2 sinae _ (4.3)
ncos © -+,/1-n-f sin“®

n being the complex refractive index of the ground given by

n2 = € -3 o (A.L*;)
ST T e
R, Ry > < 2
For RysRy > A _ | xR, Ry

expression A.2 can be simplified by making use of the following

approximations
17 - 1 1
R1 R2 r

koR2:= ko(r—xcosg sin® +bcosH )

. We obtain

2

o
Ly = = — 12 §1(1-R' ) cose cos@ q(r,b)e
2A v

jk xccs@ sin® (&)
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where R! and a(r,b) are given by eqs.5.

T o a .
In a similar manner the field E_ produced by a magnetic

‘e

current element'parallel to ag is found to be

. ’ -1( - 5 3 . N
Ei = j UYL §1 (1421) sin®@ q(r,b)ed 0™ ° @ sind (6)
x oA He

-1 . L .
where M~ J1 is the moment of current element and R%.IS related
i
through egq.7 to the Fresnel reflection coefficient for horizontal

poiarization(11),

-2 . Zé
R = cos8 -aVi1-n 3in . (A.5)
H — - :
cos® +n J1-n sin28 '
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L, The Radial Travelling-Yave Antenna

L.1.Introduction

In the two preceding chapters we have dealt with tﬁe
theory of the Deverage antenna and have shown its suitability as a
.receiving antenna for the high-frequency band (3-30 MHz). ‘e are
‘now in a position to analyse the radial travelling-wave antenna
which is a phase-compensated circular array of radially-arranged
Beverage elements.

In sectinn 4.2 the location of the’phase centre of a
travelling-wave antenna is discussed with a view to determining
the phase correction to be applied to the elements of the radial
travelling-wave array.A In éections L.3 to k.5 we examine how the
different paranmeters of tals system affect its radiation characte-
ristics. Tinally in section 4.5 we present a detailed calculation
of the performance of a radial travelling-wave antenna of nearly-

q

optimal dimensions and compare it with the vire-grid lens antenna.
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4.2. Phase Centre of a Travelling-Vave Antenna

/
/////

X2

Pig. 4.1

Consider a travelling-wave antenna extending from %4 to
‘xa alomg the x axis (Fig.4.1). Denoting by exp {—Y’x} the current.
distribution along the antenna,the far field in the horizontal pla-

ne is proportional to
%o

f(-Y+ jk cos @ )x
o
e dx

=
1l

%4

e(-Y + jk_cosd )x,] i e(—Y + jkocos@)}:‘2
= : (1)
-Y + jkocosQ‘

.It‘is useful to transform this exrression by writing

i
> T eoeees—— b’ = 3 - X = 2
X x X 1/2 x Ym+l/
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Hence

e

. . [sinh(—Y‘+'jkocosQ§)l/2} jkoxmcoé¢
L' -Y + jk cos@

where the factor exp{—Y Xm] has beén omitted. The quantity in brackets
is the radiation pattern of the antenna. It is approximately real
for any value of @ providing the attenuation aléng the antenna is
small (Real fr1/2}<K1).. In this case the phase of E is determined
by the exponentiai factor which indicates that the antenna radiates
as 1if it were a point source located at its mid—poiht. This is equi-
valent to saying that the antenna midpoint‘is the“phase'centre.

-;n the radial travelling~ﬁave array the elements are re-

latively short and as a result the total éttenuation along them is

- small. This means that the element midpoint can be regarded as the
phase centre i.z. the effective radius of the array is equal to the
distance from the element midpoint to the centre of the system.

However it i interesting to consider the case in which
the total attenuation is large. (Real{Y’l/éﬁ2>1). Expression 1 re-
duées to |

jkox1cos@ '

e

E = (1.a)
=Y + jkocosz ' )

.. where the factor exp{-y'xq} has been omitted. The phase variation

of the denominator of exirsession 1.a is relatively small (less than
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T/2) and thus we can say that the antenna phase-centre lies in the
vicinity of the feed point. This suggests the possibility of an
array of long Beverage elements fed from the outer ends. Such a
. system would be mo;e expcnsive than the proposed one because of the
need for buried cables connecting the centre of the system to the
feed points in the periphery but it may give é higher directivity

for the same size. We did not investigate this possibility.

L .3, General Beam Characteristics

In this section we Shéll examine how the beam characte-
ristics depend on the parameters that define the geometrical con-
figuration of the array. The following symbols are introduced:

Mb t.eeeesss. number of driven elements per beanm

$ ..;....... angular spacing between elements

. T oesevresene distance from the element mid-points
to the centre of the srray (Fig.4.2)
ré teeeevess. radius of the occupied area

l ceececee.. element length

g( 2,6 ) «e.. element radiation pattern

The field radiated by the beam pointing in the direction

2 =0 is obtained by adding the contributions from the My driven

element with the appropriate phase compensation. Ve have
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e D—

SNy
\\\L/// !
=

\

—

Fig. 4.2

E(@,0) = _(Z_E 34 ¢-D‘m, 0 Jex {jkora[sine cos(Q—¢m)—cosQ§rﬁJ} (2)
r .

in which r is the distance from the observation point to the centre
of the array and C is a factor that depends on the characteristics
" of the elements;y ¢nldefines the direction o7 element m and, for

even Hb, is given by



g = (r-1)4 -(Mb~1) B (%)

2
To study the directidnal characteristics of the system it
is convenient to consider only the horizontal radiation pattern
" vhich is the most important. The attenuation along the elements
and their interaction will be neglected (they -are taken into account

in later sections). Hence we have (See eq.2.8.a)
sinXm
g(¢-¢m30°) = ——— cos(@ -~ Q5m) (W)

X
m

vhere
X =1T-L['l—cos(¢— 7] )]
m A m

It follows that the horizontal radiation pattern is
: o einX o
E(B) = O*Z-_T—nl_ cos( @D - ¢m)exp{j1—:ora [cos( & - (Zm)—cos @]} (5)

. — m )
where C is a normelisation constant. Expression 5 cannot Be uritten
in closed form but it can be easily evaluzted on the digital conm-
puter for any value of the intervening variables.

A program of computatioﬁs wes carried out with a view to
sfring how the beamwidth and side-lobe ratio depend cn the two main
parameters of the array, the active sector angle and the ratio of
. element length to the radius of the antenna cystem r_ . The value

2

chosen for the spacing vetween elements was five degrees which



ensures that for ry 15 no grating lobes appear in the radiation
pattern®.

In Figs. 4.3 and 4.4 the beamwidth is plotted against
active-sector angle for several values of the ratio of element length
to array radius (l/r2= 0.2, 0.6, 0.0)e . .

For'a constant value of the active;éector angle the bean-
width increases with 1/r2. Thisbis due to two reasons. Firstly,
the effective array éperture is smaller for longer elements because
the radius of the circumference defined by the phase centres decrea-

ses as l/r? increases’

T, = r2(1—1/2r2)

Secondly, reducing 1 widens the element radiation pattern‘which
means that a wider sector contributes to the main lobe.

For constant l/r2 the beamwidth dccreases as the active-
sector angle increases until this quantity reaches a value some-
what greater than the element beamwidth. This results from the fact
that only the elements located within a sector whose angle is apyro-
ximately equal to the element beamvidth can contribute effectively

to the main lobe.

* E N -
A comparison of the radiation patterns for several values of the

spacing and r2<15 showed that up to 7.50 the grating lobes are

negligible.
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'In Figs.4.5 and .6 the éide—lobe ratio is plotted against
active-sector angle for values of the parameters of the system cor-
responding to those of Fig.l4.3 and 4.4. The side-lobe levei is ge-
nerally be?ter than that of the Beverage-element. The curves ex-
hibit maxima which are difficult to explain in physical terus. ﬁow—
ever, it i; clear that the active sector must not exceed a certain
value beyond which the side-lobe ievel increases rapidly, specially
for long aerials. This‘is due to the fact that an element whose
angular distance to the direction of maximum radiation is greater
than about half its béamwidth, contributeé mainly to the side lobes.
To obtain a good side-lobe ratio the active-sector angle must . not
exceed aboﬁt 1300 at low frequency (array radius lesé then about
2 A) and must decrease with the frequency.

Fig.k.5 shows that for the same active sector the side-
~lobesincrease with 1/r2. Coﬁpafing this with the previous conclu-

sion regarding the dependence of the beamwidth on 1/r it is evi-

o1
dent that in designing a practiéal system, a éompromise between
small size and low side-lobe levcl hasvto be reached.

Figs.h.7 and 4.8 illustrate how the beamwidth and side-
1obé ratio vary with ffequency.. The curves for the beamwidth
(Fig.k.7) exhibit two regions; a low frequency one where the beam-

width is approximately proportional to 1/f as for broadside arrays

and a high frequency one where it varies slowly with frequency.
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?ig; I.7 shows again the existence of maxima in the side-lobe ratio.
In Figs. 4.9 and 4.10C thé gain of the system relative to
a diametral Beverage antenna is plotted against active-sector an-
gle. The curves show the existence.of broad maxima which occcur for
values of the active-sector angle somewhat greater than the ele;
ment beamwidth. As it was to be expected. the gain increases with
l/r2 but the difference between the curves gs reduced as the fre-
quency increases. This.results from the Ffact that the optimum ac-
tive sector narrows as the elements become longer in terms of wave-
length. |
We now summarise the preceding conélusions on the proper-
ties of.thé radial travelling-wave array.
(1) For the same occupied area the beamwidth increases with'l/fa.
(2) The active sector should not be greater thaﬁ about 1300 and
should decrease with frequéncy.
(3) The side-lobe level is geherally lower than that of a single
Beverage antenna and therefore bonsiderably better than that of a

mebic.

(4) The power gain is of the order of that of a diametral Beverage
aerial and increases with 1/ro.
(5) The total beamwidth variation over a 10:1 frequency band ran-

~ges from 4:1 to &:1 depending on 1/ro and active sector.

(6) To obtain the best performance from a practical system it is
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convenient to reduce the active sector as frequency increases. It
is suggested that an optimum array is one in vhich the active sec-
tor is somewhat greater than the element beamwidth.

(7) The radiai travelling-wave antenna is a wide-band system in
the sense that its radiation pattern exhibits low side lobes within
a wide frequency band (of the order of 10:1) and the impedance bf
the array elements is approximately independent of the frequency..

L, L4, Coupling Between Zlements

The interaction between elements in an array causes their
radiation patterns to Ee different from that of an isolgted element.
In the case of the radial travelling-wave antenna the fact that the
coupling is not negligible does not have any serious consequences
as long as back lobes remain low. A widening or narrowing oi the
element radiation patﬁern can be easily compensated by changing the
ratio l/ra. ’

In this. section we attempt to correct the element radia-
tion pattern Ly taking into account the field radiated by the cur-
rents induced on the other elements by tﬁe energised one.

It will be assumed that the spacing is 50 which,for

1/r2=0.6, implies that the distance between any two points on adja-
cent wires is much gréater than their height. In this case the cur-

rent on the coupled elements can be calculated by using a perturbation
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method bvased on two assumptions

(a) the current on the active element remains avproximately the
the same as if it were isclated;

(b) the currents on the coupled elemgnts can be calculatgdkfrom
the voltage induced on them by the energised one, using the equa-
tions valid fer an isolafed‘elemént.

Assumption (a) implies that the power transferr;d to the
coupled elemen%s is small; Assumption (b) implies that the propa-
gation. constant and the charaéteristic impedance can be considgred
to be the same as for an isolated element. If also means that the
main contribution to'thé induced voltage is due to the active ele-
ment. The validity of these assumptions will be examined at the
end of the calculations in the light of the results obtained.

Let Em(? ) be the electric field impressed on conductor
. m by the energised element located at @=0 (TFig.4.2). The vol-
tagé induced on a length dp is Em(P Jap . Assuming that the ele-
ments are matched this elementary voltage produces, at a point r,

the cnrrent

e
s 1 - o)
ai = - 5;—~ um(? ) e ag
c

vhere Yo and Zc denote the propagation constant and the characte-

ristic impedance of the elements. The current,iﬂ(r) is obtained
14
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by integrating the above expression

r

2
-i (r) = :z— 5 (ple” Yol¥ Flag
e ?1
p R Y.r <2 :
S ; ™ Yof f'zm(g e ¥ ap 4 e °f 5 (p)e T a0l (6)
2ZC I‘,] ‘ r

It is useful to write Em(P ) in the forn

B (p)=alp)e ™ o @
where |
Y, =Y cos¢_ (8)
Hence egq. 6 becomes | |
1 YT r T ‘Cm YT Fz —Yf?C;ﬂ
-im(r) = EZ— 3e ‘/rAme fap + e ./PAme - d?% (9)
c r, r
where
n - 1-cos Qm
Cl = l+cos &

Obviously the most important contribution to the far field
must come from the elements adjacent to the energised one. In this
.case gﬁ is small and the first term in eq.9 is dominant (except

1

for r::rq) since the integral in the second one contains a rapidly
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varying exponential (YOCQ::2YB>. Conéequently the dominant contri-
bution to the far field of the induced currents comes from a for-
ward travelling-wave and thus no significant deterioration of the
element radiation pattern is likely to occur.

Expression 9 gives the current in the coupled element due
to the voltages induced in the horizontal conductor. ‘e must also
take into account the voltages induced in the vertical terminations.
These'voltages lead to two waves traveiling in oupposite directions
with propagation constant 'YO. Denoting the corresponding currenf

by i we have
vin

E. Db -Y.r E, Db Y.r ' '

i m(r) = - —m e ° . m e ° - (10)
ve 27 27 ' :

c _ c

where E1m and E?_m are the vertical components of fhe electfic field

at the inner and outer terminations of the coupled element. The

" sum of (10) and (9) gives the total current in the passive elenent.
To evaluate the integrals in eq.9 we need the expression

for Am. .To this end Em is split into components parallel and per-

pendicular to the energised element (g =0).

Em(? )_: EZ(? ) cos @+ BX(? ) sin ¢m (11)

Taking into consideration that, for the elements adjacent
.to the driven one, sin ¢m<<cos 2, and that Ex is likely to be less

than Ez we neglect the second term in (11) which greatly simplifies
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Using the quasi-T.&E.M. approximation

-

we obtain from egs.2.1 and 2.22 the following expression for B

72 I
E o= A siej —2 J 24
z n 21Tk X
o)
: ©o .2 2 . .
-jh Y. (up+js)s
> 1 o) ~-2bs
+ 5. 5 e ¢Osxs ds (12)
0 fjs+u2 ko- -jn s+u, |
where
2 2 2 ) 2 2
- 1 - = -
hy = kY u, NIES 1k -
Zo: \//“Lo/eo kozw\'.eo/uo
= Q sin ¢r
and n is the refractive

Obviously the integrals
Juated numerically on the digital
to obtain the total current eq.ﬁO

Juate eq.10 it is accurate enough

index of the ground.

in egs.9 and 12 have to be eva-

As indicated above,

computer®.

nust be added to eq.9. To eva-

to calculate E1m and E by using

~2m

the Formuiae for perfectly-conducting ground

ZOL' 2b-

°

-2

..'.J‘vr —
T 2,02

¢

In later computations Simpson's rule with

length ic used.

20 points per wave-



where
r,Sin for E =5
18in @ “v T Tn
X =
r.sin for 8 =
5510 @ v 2n
In 2. %.17 the amylitude and uh
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ase of the current

in

jrat

coupled element adjacent to the driven one (calculated from egs.

9, 10, 12 and 13) are wlotted againstr .

radial travelling-wave antenna of typical
r, = 60m r, = 150m b o= 1n € =15

The results refer
dimensions:

0= 0.01 5/m

to

and were calculated for a freguency near the centre of the nh.f.

band (£ = 12 lilz).

-
(%8
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Fig. 4.11 shows that:
(a) The current in the coupled element is lower than that in the

driven element by at least 15 dB for almost the whole length

of the elements.

(b) The phase of the induced current decreases almost linearly
with r i.e. the dominant component in the current is an out-

ward travelling wave. Hence no noticeable degradation of the

.

element radiatiocn pattern should result from the coupling.
Under the above-mentioned conditions the coupling can be

ignored in the subsequent computations of the characteristics of

\

the radial travelling-vave antenna.

4 gy
3 b=2cm
VNP*”’/’ 70 :
o ‘ 2y
""‘“'_85 cm ‘—’1 | Fig. 4.12 ,

The foregoing perturbation theory is based on the assunp-

tion thiat the power transferred from the driven element to the cou-

pled ones is small. The results obtained in the example of Fig.

k.11 are consistent with this assumption, vhich gives confidence

analysis. Houvever, to assess its accuracy we have neasured the
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end currénts for the system of two inc¢lined wires shown in Fig.hk.12.
The results are condensed in Table IfI. They show a reasonably

good agreenent between theory and experiment for port 4 but a large
.deviation.for port 5. This is thought to be mainly due to imperfect
matching at terminals 3 and 4. ¥From a practical point of view the
fact that the results are reasonably accurate for port L +is consi-

dered to be sufficient.

Table IIT

Coupling (dB)

Experimental Theoretical
£(mz) | 2 3 Ly 5 | &
400 0 |--18 | =12 | -38 | -13
500 0 -17 | -12 =33 | =13
600 Q -12 | =11 -36 | =13
700 | O -11 | =10 33 | =13
400 0 -10 | =10 -30 | =14
900 0. —15 “12| -34 | -1k
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L.5, Noise Factor

In this section we calculate the noise temperature of the
radial travelling-wave antenna and examine Ehe reason why wide-band
~amplifiers must be inserted between the Beverage elements and the
power dividers in the beam-forming network (See Fig. 1.4).

It will be assumed that the external noise sources are
uniformly dist?ibuted in the sky i.e. the received noise power does
not depend on the directivity of the aerial. Thus, the external

néise power at the receiver input can be written in the form

N, = k(-7 ) B/L;~ (13)

where
kK eceeee Boltzmann constant

To eee.. temperature of the system

Ta eeeee equivalent antenna temperature (1)

B «v.... receiver bandwidth

LS «.e.. antenna loss

It is convenient to transform (13) by writing
L_ =1L_/G,
s a/ I
in which La is the loss in the aerial system if no amplifiers or
power dividers are present, (single beam system) and GN is the gain.

of the combination amplifier-power divider. Hence

N, =k (Ta—TO)BGN/La' (14)
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If FT is the amplifier noise figure, the internal noise

(2)

power at the output of the power dividers is

N (15)

N, = KT BG
i o
Since the noise at the output o: the various pover divi-
ders is uncorrelated, the noise level at the receiver input will be
equal to Ni' If the noise figure of the receiver is FR we can define
an equivalent input noise power which takes this into account

N, = kT B (G + FR—1) (16)

e
By adding (14) and (16) we obtain the total noise power at the re-

ceiver input

Ta—Tc FQ—1
\ - G - T —— e\
Hp = ATOBuN ( - + Fp o+ > (17)
G
o a N

Dividing by kOTOB GNL gives the noise figure of the aerial system
T |

_ a N R
FS = T; -1 + La( FT‘I' - G’N ) (18)

In order to avoid an unnecessary degradation of the signal-~
to-noise ratiec, the quantity 'I‘a/TOLa rust always be much greater
than + (Fﬁ—1)/Gr. Tn the U.K. the lowest value of Ta/TO in
I ] .

J.T'
(1) and occurs at 30 tiHz.

the freguency band 3-30 MHz is about 15 dB
At this frequency L_ 1s 9 dB (See Table IV,section 4.6). Assuming
FT = FR:GN = 6dB, the degradation of the signal-to-noise ratio due .

--to.the internal noise is
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F . y

s . 31+ 3 X (443/4) -
. ~ D =
T /T BY z2.2<>3.5dB

If the amplifiers are ciiminated and each power divider

provides 12 outlets*, we have

,FT =1 Gy = 1/Ly = 1/12

where LD is the loss in the power dividers. The degradation of the

signal-to-noise ratio is now
31 + 3 X (1+36)
o

9.2<>9.6 aB

Therefore, at times when the external noise level is very low and
the interference from undesired Signals negligible, the introduc-

tion of amplifiers in the beam-forming system may lead to an impro-

vement of 6dB in signal-to-noise ratio at BOMHZ-‘ However, if the

anténna is to operate in a site noisier than fhat assumed ébove,

the utilisation of wide-band amplifiers may bring no benefit.

k.6. Performance of the Fronosed Systen

.

In section 4.3 we analysed the beam characteristics of

22
b

It is assumed that only 12 receivers are connected simultane-
ously to the aerial system and that the phasing networks are asso-
ciated with the receivers in which case only the beams being used

are synthesised.



120.

the array of radial travelling-wave antennas and showed how these
characteristics depend on the geometrical configuration of the array.
In this section we define a proposal for a prxtical receiving aerial
- system, to operate in the frequenéy band 3-30 lMHz, and examine in

- detail its theoretical performance.

As indicated in 4.3. the main characteristics of the ra-
dial travelling;wave antenna are largely determined by three para-
meters: radius.of the occupied circle (rz), ratio of element length
to radius (1/r2) and active-sector angle. As the optimum value of
the active sector derends on the length of the.elements only two
parameters have to be cﬁosén independently.

It does not appeér to be easy to define guantitatively
an‘optimum antenna so that an optimisation technique could be used
to determnine the vaiues of those pﬁrameters. Thevfact that increa-
sing l/r2 reduées the directivity but increases the absolute gain
implies that the choice of this parameter has to be based on a com-
promise between directivity and éain. A value of 1/r2 equal to 0.6
is proposed.

For a beamwidth of 10 degrees at 24 lHz the array radius

r., must be approximately 150m, i.e. the element length will be 90m.

2
This is about 1/3 the length of the antenna considered in section
3.6 and thus its gain will be approximately 10 dB lower. However

this difference is compensated by the array gain as showm by the
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analysis of section 4.3. where the gain of the radial travelling-
vave antenna was compared with that of an element one diameter long.
As indicated in section 3.8, to avoid a degradation of
_ the radiation patt;rn of the Beverage aerial due to the field from
the terminal wires, the ratio of length to height must be of the
order of a hundred. An element height of 1m seems therefore ade-
quate. |
The outputs of the elements are combiued in hybrid trans-
formers (See Fig.1.4) which meens that the number of active ele-
ments per hean is resfricted to the integer powers of 2. Ve pro-
pose to divide the frequency range 3-56 MHZ into three bands; 32
elements (active sector=160°).are used from > to 6 MHz, 16 elemen-
ts (80°) from 6 to 18 1Mz and 8 elements (%0°) from 18 to 30 MHz.
These freguency bands were cobtained LY trial and error and are not
necessarily optimum.
In detail the characteristics of the »rorosed anténna
.system are:
radius of the occupied circle .eecececvsssesaees 150m
element léngth P Lo
n Neight eeveeeevineeesnecnensanecnancaeas I
n SPACING cevesescsassnsaccsnscssssnncsnnse 5
Number of elements 3-6 MHZ eececcccosveanoons 32

per beam 6=18 1MHZ weeveeneenvennnnns 16

co

nQ
lU"‘)O HHZ ceeeceescsacssncas
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jumber of hybrids per beall ccecscescocccscassase 19
fumber of delay lines per DeAl sececeecssscacsseae 7
Ground constant used dielectric constant c.... 15

in the calculations conductivity eee.e.se 0.01s/m

The radiation characteristics of this system were calcu-
lated on the digital computer for six values of the frequency: >,
6, 12, 18, 24,.and 30 iHz*. The program was divided into several
subroutines to calculate successively the following quantities:

(1) Characteristic impedance of the Beverage aérials; attenuation
and phase velocity of the current wave.

(2) Reflection coefficients for horizontal and vertical polari-
sations. |

(3) Field raaiated by an isolated Beveruge element taking into
account the field due to the vertical end wires and the at-
tenuation of the current wave.

(4) Field radiated by the array calculated by superposition of
the fields of the active elements after phase correction
(See expression 2).

(5) Directivity calcuvlated by integrating the results (L) over

a sphere. Power gain. Radiation patterns in the principal

%
The time required for these calculations is 8 minutes on the

IBM 7094 computer.



Table

v

Radiation Characteristics of the

Radial Travelling-Wave Antenna

Ferizountal Pattern

Vertical Pattern

3 aB points

Freq. Active Gain | Directivity| Beamwidth | S.l.ratio | Upper Lover
MHz sector dB dB deg. dB _deg. - deg.
3 . -2 13 29 14 59 9

160 |
5 2 16 19 16 39 7
6 4 18 22 17 39 7
12 80° v 19° 13 16 27 6
18 9 19 11 14 22 5
18 11 20 13 18 20 5
2k 40° 12 21 11 16 20 5
3C 13 22 9 15 18 5

*cal’
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planes.

(6) Beamwidth and side-lobe ratio for the patterns obtained in
(5). The program inciudes also a subroutine to plot the ra-
diation patternc shown in Fig. 1.13. The renmaining results

are condensed in Table IV.
An examination of these results shows that

() The radial travelling-wave antenna is capable of covering the
whole high-frequency vand with good side-lobe performance (side-
lobe ratio greater than 14 dB).

(b) The gain and directivity are comparable to those of a Beve-
rage antenna one diameter long (See Table II, ch.2) but its main
beam is narrower in the horizontal plape and broader in the vertical

plane. This is the advantage that it has over the arrangement of

diametral Beverage antennas mentioned in section 1.2.

In Tigs. 4.1k tu 4.16 the performance of the radial
travelling-vwave antenna is compared with that of the Lunebergzg leas
as given in ref.3. Figs.4.i4 and 4.15 show that the provosed sys-
tem exhibits slightly broader béams, but lower side-lobe level, than
the Luneberg lens antenna. The difference in side-lobe level is

significant at the lower frequencies (6 dB ai OMiz).
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The directivity and pover gain of the two systems are
plotfed in Fig. 4.16. The Luneberg lens has a higher directivity,
but the Qifference between the two systems is small (less than 2 dB).
The gain of the pfoposed.antenna is lower but this is of little
practical importance for the reasons discussed in section 3.5.1
i.e. because of the high éxternal noise level in the 3-30 KHz band.

Thus it appears that the proposed sjstem has a perfor-
mance conmparable tc the Luneberg lens antenna. However, its cons-
tructional simplicity is a considerable advantage over the lens

antenna.
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