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## ABSTRACT

The covarient formalism of Scadron et. al. is extended to cover processes involving virtual photons, and is used to discuss the $0(3,1) \otimes S U(2)$ decomposition into kinematic singularity free form-factors of hadron-virtual photon three and four-point functions. An S-matrix theory of inelastic hadronlepton electromagnetic scattering is employed to develop techniques whereby superconvergent sum-rules on such four-point functions may be derived.

Attention is focused on the virtual photoproduction off nucleons of non-strange pseudoscalar and vector mesons with isospin zero or unity. Charge-conjugation invarience of hadronvirtual photon interactions is assumed and eighty new sum-rules obtained. An alternative set of new sum-rules is derived on the assumption that such interactions are not in fact chargeconjugation invarient.

A finite width resonance approximation is used in an attempt to saturate the sum-rules for pion and $\boldsymbol{\eta}$ production. This yields a large number of predictions concerning the structure of the form-factors parameterising the electromagnetic excitation of the nucleon into the $\Delta(1236), N(1525), N(1550), N(1680)$, and $N(1688)$.

The sum-rules and predictions are valid for all non timelike values of the squared four-momentum of the virtual photon. The predictions are in good agreement with the experimental data in cases where a comparison has proved possible.
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## CHAPTER I

## INTRODUCTION

### 1.1 INTRODUCTORY REMARKS AND A SKETCH OF THE MATERIAL PRESENTED IN THIS THESIS.

We are concerned in this thesis with the application of superconvergent sum-rules to the study of the formfactors parameterising the dynamics of certain electromagnetic interactions involving hadrons.

More specifically we are interested in the formfactors into which one decomposes matrix elements of the electromagnetic current taken between an initial nucleon and a final nucleon ${ }^{(1)}$ or isobar. (2) In section 1.2 we remind the reader of the definition and importance of electromatic form-factors, taking those of the nucleon as examples.

The derivation of supe rconvergent sum-rules for elements of the T-matrix taken between two initial and two final hadrons is now a wellknown technique for obtaining relations between hadronic coupling constants, (3)-(7) and is reviewed in section 1.3. By replacing one of the hadrons by a real photon, several authors have successfully extended the range of application of this technique. (8) They deduce relations between hadronic electromagnetic form-factors evaluated at zero squared photon four-momentum.

It is attractive to try to generalise the formalism further by taking the photon off the mass-shell. The relations obtained will then hold for some range of non-zero values of the argument of the form-factors involved. In section 1.4 we discuss this motivation further and pose the
obvious question : Is such a generalisation possible, and if so, is it valid? On the basis of a few plausible assumptions this question is answered in the affirmative in Chapter 3.

Chapter 2 falls naturally into two distinct parts. Part I reviews the covarient "spinology" formalism advocated by Scadron, (9),(10) employing Dirac-Rarita-Schwinger wavefunctions ${ }^{(11)}$ and contracted propogators, and the covarient Reggeisation technique of Scadron and Jones.(12) Although this formalism was originally developed in Lorentz-space, it is a trivial matter to extend it to Lorentz $\otimes \mathrm{SU}(2)$ space. We give details of this extension. Our discussion of kinematical singularities is a little more detailed than that appearing in the various papers of the authors cited. In Chapter 2 Part II we generalise the covarient formalism to enable it to be used for the analysis of three and four-point vertices involving virtual photons. We derive $0(3,1) \otimes S U(2)$ covarient form-factor decompositions for a wide range of virtual photonic three-point functions involving pairs of baryons or mesons, and again indicate clearly how one ensures that the form-factors are free from kinematical singularities. The contracted propogation formalism allows one to obtain generalised Rosenbluth formulae (1), (2) for unpolarised lowest order electron-hadron scattering crosssections in a particularly simple and fully covarient manner. We give an example of such a calculation.

Our virtual photon formalism is designed to reduce to one valid for real photons on taking the appropriate limit. This latter is parallel in spirit to the real photon approach of Scadron and Jones. ( 13 ) Consequently the work of these authors in this direction is not reviewed.

As mentioned above, Chapter 3 is concerned with the
validity of our generalised superconvergence programme. Section 3.1 discusses our assumptions concerming Regge behaviour in virtual photonic four-point functions. Section 3.2 investigates the extent to which one can deduce the analytic structure of such functions from general s-matrix theoretical postulates about non-perturbative two leptonthree hadron scattering processes. It uses a generalisation of Dresden and Chou's S-matrix theory of quantum electrodynamics. (14)

The formalism thus developed is used in Chapter 4 to derive superconvergent sum-rules for all possible interactions of the form: real or virtual photon + nucleon $\longrightarrow$ nucleon + meson, in which the meson is pseudoscalar or vector, has zero strangeness, isospin zero or one, and C-parity plus or minus one. Half of the combinations of these quantum numbers are hypothetical to date, (15) but the corresponding sum-rules are included for completeness since their derivation Involves little or no extra work. We also Indicate the modifications necessary to these sum-rules if virtual photonhadron interactions are not in fact charge-conjugation invarient.

Finally, in Chapter 5, we attempt to saturate our sumrules for the virtual photoproduction of the $\eta$-meson and the pion, using the resonance approximation discussed in section 1.3. Fe do not find it necessary to treat the resonances as stable particles, and are able to make a crude correction for their finite decay widths.

An important feature of our technique is that the number of sum-rules for a given four-point function is generally greater in the virtual photonic case than in the real photon limit. However, our formalism is so designed that provided
the form-factors are analytic at zero argument, the predictions of these additional sum-rules remain valid and non-trivial in this limit. That is, by treating the real photon as the on-shell limit of a virtual particle we are able to derive real photonic predictions which cannot be obtained by methods (8) which treat the photon as real from the outset. Thus for example, our investigations double the number of available sum-rules for pion photoproduction.

With the increased number of sum-rules at our disposal We are able to attempt more ambitious saturations than hitherto possible. In the case of the $\eta$ sum-rules only one clearly established resonance is likely to contribute, (15) but we have a wide range of possibilities in the pion case. (15) We accordingly attempt several different approaches to the saturation of these latter sum-rules. The most complicated of these involves the nucleon Born-term and four pion-nucleon resonances.

We make some attempt to compare our predictions with phenomenological fits to the experimental data. The agreement is generally good, sometimes excellent, and in a few cases spectacular.

Kinematical definitions and relations, useful equivalence theorems, computations of coupling constants for strong deeays of baryonic resonances, and some fits to photoproduction data are relegated to a series of nine appendices.

Finally, we ask the $r$ eader to bear in mind the following notation. We do not distinguish between equalities and identities; the symbol $\equiv$ is always to be read: "is defined to be". The symbol $\cong$ means: "is equivalent to, in virtue
of the subsidiary conditions on the wave-functions with which it is contracted". The symbols ( $m-n$ ) or ( $A m-n$ ) following an equation denote the $n$th equation of section $m$ or appendix $m$ respectively. Sections are numbered decimally, the most significant digit being the chapter number.

### 1.2 THE MEANING AND IMPORTANCE OF THE ELECTROMAGNETIC FORM-FACTORS OF THE HADRONS.

In the study of the electromagnetic interactions of hadrons, a central role is played by matrix elements of hadron electromagnetic current operators. The formalism allowing one to parameterise the dynamic behaviour of such quantities in terms of sets of Lorentz scalar functions of scalar arguments is fully described in the second part of Chapter 2. But as an introduction we review here one of the simplest and best know examples, the electromagnetic formfactors of the nucleon. (1)

One is concerned with the matrix element $\langle K \wedge| j_{\alpha}(0)|p \lambda\rangle$ of the proton (neutron) electromagnetic current operator, $j_{\alpha}(x)$, taken between an initial proton (neutron) state with momentum $p$, helicity $\lambda$, and a final proton (neutron) state with momentum $K$ and helicity $\Lambda$. This will be contracted with an external electromagnetic field source, or, via a virtual photon propagator, with another electromagnetic current. The interaction is assumed to be translationally invarient and consequently one is only interested in the evaluation of the matrix element at the origin of the spacetime coordinates.

If the nucleon behaved as a point spin one-half Dirac particle carrying bare charge $e_{0}$, one could write by analogy with the unrenormalised quantum electrodynamics of electrons:

$$
\begin{equation*}
\langle K \wedge| j_{\alpha}(0)|p \lambda\rangle=e_{0} \bar{u}^{\wedge}(K) \gamma_{\alpha} u^{\lambda}(p) \tag{1.2-1}
\end{equation*}
$$

Unfortunately this simple realisation fails completely the test of comparison with experiment, even if one tries to take proper account of radiative corrections. It is certainly not true that the neutron is unable to take part in
the electromagnetic interaction, indeed its magnetic moment is one of the most accurately established constants in elementary particle physics. The representation fails equally miserably when applied to protons. It cannot account for the anomalous magnetic moment of this particle, and leads to incorrect predictions for elastic electron-proton scattering and for proton Compton scattering.

The reason for this failure is not hard to see. The realisation 1.2-1 ignores the fact that the nucleon is a strongly interacting particle, and neglects the possibility of its possessing a finite spatial structure. The bare nucleon will be surrounded by a cloud of virtual pions, (and possibly other virtual particles). The virtual photon may interact with these as well as with the bare nucleon, thus modifying the electromagnetic interaction. Whether or not the bare nucleon is endowed with a spatial structure further modifying this interaction is an open question, but the virtual pion cloud will certainly cause the physical nucleon to behave as a structured particle.

There exist an infinity of Feynman graphs corresponding to strong interaction corrections to equation $1.2-1$, and no method of summing these is known. So instead one adopts a. different approach which at once takes account of all possible corrections to this equation.

In analogy with the previous equation one first factors out the helicity dependence of the matrix element, defining a "vertex function", $V_{\alpha}$, by:

$$
\langle K \wedge| j_{\alpha}(0)|\phi \lambda\rangle=\bar{u}^{\wedge}(k) v_{\alpha} u^{\lambda}(p) .
$$

This a completely general Lorentz-group theoretic operation, the nucleon spinors corresponding to matrix elements of relativistic bocsts.

The vertex function will be a $4 \times 4$ matrix in the space of four-component spinors. In addition it is required to satisfy certain constraints imposed by the assumed Lorentz, $P, C$, and T-invariences of the electromagnetic interaction and the fact that $j_{\alpha}$ is an hermitian operator. A particular consequence of these is the requirement that $v_{\alpha}$ should have the same Lorentz transformation properties as $j_{\alpha}$, that is, it should be a Lorentz proper vector. Furthemore, the interaction is required to be gauge-invarient (current conserving) when the photon involved is real (virtual). The vertex function must therefore vanish on contraction with $q_{\alpha}$, the momentum of the photon.

The next step is to expand $V_{\alpha}$ in terms of a set of linearly independent basis functions, (called "kinematic covarients"), satisfying these same constraints. They must remain Iinearly independent when sandwiched between the nucleon spinors, and those that do will be said to be "linearly inequivalent". The fact that the nucleon spinors satisfy the Dirac equation turns out to imply that no more then two kinematic covarientis satisfying the required constraints can be linearly inequivalent. This result can be shown to be related to the spins and intrinsic parities of the particles involved. The expansion coefficients are called "electromagnetic form-factors". Being Lorentz scalars they can only depend on scalar variables. Since the nucleons are on-shell, only one linearly independent scalar variable can be constructed from the available momenta: it is convenient and conventional to choose to work with $q^{2}$, the squared four-momentum of the photon.

Our expansion of the vertex function will be the most general compatible with the various kinematical constraints
and the electrodynamical one of current-conservation. The remaining dynamics is contained entirely in the fonctional dependence on $q^{2}$ of the two form-factors, and a study of the dynamics is reduced to a study of this dependence. It is clearly desirable that the form-factors should not be subject to any spurious kinematical dependence, that is, they should be "kinematic singularity free".

As the reader will no doubt be aware, the two conventional decompositions of the nucleon electromagnetic vertex function are:

$$
\begin{align*}
& v_{\alpha}=\left[F_{1}\left(q^{2}\right) \gamma_{\alpha}+\frac{i}{2 m} F_{2}\left(q^{2}\right) \sigma_{\alpha \beta} q_{\beta}\right] \\
& v_{\alpha}=\frac{2 m}{p^{\prime 2}}\left[G_{e}\left(q^{2}\right) p_{\alpha}^{\prime}+G_{m}\left(q^{2}\right) \frac{1}{2 m} \varepsilon_{\alpha}\left(p^{\prime} q \gamma\right) \gamma_{5}\right] \tag{1,2-4}
\end{align*}
$$

The momentum $P^{\prime}$ is defined by:

$$
\begin{equation*}
p^{\prime} \equiv p+K \tag{1,2-5}
\end{equation*}
$$

and $m$ is the nucleon mass. At this point we better mention that our conventions regarding the metric tensor, scalar products, Dirac matrices, sp in one-half wave-functions, and contracted Levi-Cevita tensors are to be found in Appendices 1, 2 and 3.

The form-factors are related as follows:

$$
\begin{align*}
& G_{e}=F_{1}+q^{2} F_{2} / 4 m^{2}  \tag{1.2-6}\\
& G_{m}=F_{1}+F_{2}
\end{align*}
$$

and are assumed to carry superscripts $p$ or $n$ according as we are dealing with the proton or the neutron. As a consequence of the hermiticity of the current operator, they can be shom to be purely real.

As mentioned above, we are now treating the nucleons as structured particles. The values of the form-factors at vanishing $q^{2}$ may be related to this structure in the following manner.

One compares the predictions of equations 1.2-1 and 3 for nucleon scattering by an external field. Working in a special frame, the Breit frame, in which:

$$
\begin{equation*}
\not \underline{f}=-K \tag{1,2-8}
\end{equation*}
$$

and taking the static limit (vanishing q) at the conclusion of the two calculations, one is able to makethe identifications:

$$
\begin{align*}
& G_{e}(0)=e,  \tag{1.2-9}\\
& G_{m}(0)=2 m \mu .
\end{align*}
$$

where $e$ and $\mu$ are respectively the physically observed charge and magnetic moment of the appropriate nucleon. Defining the anomalous moment $\mu_{a}$ in an obvious way by:

$$
\begin{equation*}
\mu=\frac{e}{2 m}+\mu_{a}, \tag{1.2-11,12}
\end{equation*}
$$

one then deduces:

$$
\begin{equation*}
F_{1}(0)=e \quad, \quad F_{2}(0)=2 m \mu_{a} \tag{1,2-13,14}
\end{equation*}
$$

$F_{1}\left(q^{2}\right), F_{2}\left(q^{2}\right), G_{e}\left(q^{2}\right)$ and $G_{m}\left(q^{2}\right)$ are accordingly called the charge, moment, electric, and magnetic form-factors of the nucleon.

The various derivatives of $F_{1}\left(F_{2}\right)$ evaluated at zero $q^{2}$ may be similarly related to the Fourier transforms of the various moments of the spatial charge (magnetisation) distributions of the physical nucleon. In particular, the first derivatives are related to the mean-square radii of the corresponding distributions. It should be stressed, however, that the form factors are not to be interpreted as Fourier transforms of the spatial charge and moment distributions, rather, the former quantities at zero argument are related to the latter in one special frame.

The above discussion applies for kinematical reasons only
to non time-like photons. In the time-like case, that is, virtual photoproduction of nucleon-antinucleon pairs, one defines the vertex function in an analogous fashion:

$$
\begin{equation*}
\langle K \Lambda,-\bar{p} \bar{\lambda}| j_{\alpha}(0)|0\rangle=\bar{u}^{1}(K) v_{\alpha} v^{\bar{\lambda}}(-\bar{p}) . \tag{1.2-15}
\end{equation*}
$$

One may again adopt equations $1.2-3$ and 4 as suitable decompositions of this vertex function, and one then assumes that the form-factors for time-like $q^{2}$ may be obtained from those for non-time-like $q^{2}$ by analytic continuation. In other words, corresponding form-factors for the time-like and non-time-like interactions are assumed to be different sectors of the same analytic function.

It can be shown that the charge and moment form-factors are kinematic singularity free for all $q^{2}$. Hence equations 1.2-6 and 7 imply either that the electric and magnetic formfactors are non-independent at the pair-production threshold:

$$
\begin{equation*}
G_{e}\left(4 m^{2}\right)=G_{m}\left(4 m^{2}\right), \tag{1.2-16}
\end{equation*}
$$

or that $F_{1}$ and $F_{2}$ have a dynamical pole at this point. This question has been discussed in detail by Bergia and Brown, (16) and also by Barger and Carhart. (17) The conclusion is that 1.2-16 should indeed be taken as operative; (it is then a purely kinematical constraint).

The disadvantage of working with form-factors subject to such a constraint is generally considered outweighed by the fact that the lowest order unpolarised cross-section for elastic electron-nucleon scattering involves only the squares of $G_{e}$ and $G_{m}$, not the cross-term $G_{e} G_{m}$. Al though the charge and moment form-factors are free of kinematical singula ries and constraints, the above cross-section involves the three combinations: $F_{1}^{2}, F_{2}^{2}$, and $F, F_{2}$.

In their assessment of the experimental data on nucleon
form-factors, Chan et.al. conclude that for non-positive definite $q^{2}$ this data is best fitted by ignoring the threshold constraint $1.2-16$. For values of $-q^{2}$ up to about $5(\mathrm{GeV} / \mathrm{c})^{2}$ the data is then very well fitted by the "scaling laws":

$$
\begin{equation*}
G_{e}^{p}\left(q^{2}\right)=\frac{G_{m}^{p}\left(q^{2}\right)}{1+K^{p}}=\frac{G_{m}^{n}\left(q^{2}\right)}{K^{n}}=e\left(1-\frac{q^{2}}{0.71}\right)^{-2} . \tag{1.2-17}
\end{equation*}
$$

In these equations:

$$
\begin{align*}
& K^{p} \equiv \frac{2 m}{e} \mu_{a}^{p}=1.79276  \tag{1.2-18}\\
& K^{n} \equiv \frac{2 m}{e} \mu_{a}^{n}=-1.91315 \tag{1.2-19}
\end{align*}
$$

and the quantity 0.71 has units ( $G \mathrm{eV} / \mathrm{c})^{2}$. There is no objection to a pole in the form-factors at this latter value of $q^{2}$ since it lies outside the physical regions. However, the fact that the first equality of 1.2-17 violates $1.2-16$ indicates that this scaling law fails when continued unmodified to time-like $q^{2}$. Data on the neutron electric form-factor is relatively sparse, (18) but is available for space-like $q^{2}$ down to about $-4(\mathrm{GeV} / \mathrm{C})^{2}$. It is roughly consistent with the scaling law:

$$
\begin{equation*}
G_{e}^{n}\left(q^{3}\right)=\frac{q^{2}}{4 m^{2}} G_{m}^{n}\left(q^{2}\right), \tag{1.2-20}
\end{equation*}
$$

but the percentage experimental errors are very large. Note that 1.2-20 satisfies 1.2-16 when continued to time-like $q^{2}$.

To date the experimental data on electromagnetic pairproduction and annihilation is insufficient to allow anything useful to be said about the behaviour of the form-factors in the time-like region. (18)

We have so far dealt only with the $O(3,1)$ decomposition of matrix elements of the proton and neutron current operators, treating these as unrelated problems. They are connected by invoking SU(2) invarience and the assumption that the
photon, (whether real or virtual), behaves like the superposition of an isoscalar and the third component of an isovector. Matrix elements of a single nucleon current operator may then be decomposed in $0(3,1) \otimes \operatorname{su}(2)$ space. Conventionally this decomposition is simply obtained from the previous ones by writing:

$$
\begin{equation*}
F^{t^{\prime} t}\left(q^{2}\right)=\chi^{\prime} t^{\prime}\left[F^{5}\left(q^{2}\right)+F^{v}\left(q^{2}\right) \tau_{3}\right] \chi^{t}, \tag{1.2-21}
\end{equation*}
$$

Where $t\left(t^{\prime}\right)$ is the isospin projection of the initial (final) nucleon, and $X^{t}\left(X^{+t^{\prime}}\right)$ is its two-component spinor wavefunction in isospace, as discussed in section 2.12. Fstands for any one of $F_{1,2}, G_{e, m}$, and $F^{s}\left(F^{V}\right)$ is the corresponding isoscalar (isovector) form-factor of the nucleon. $F^{t^{\prime} t}\left(q^{2}\right)$ vanishes unless $t^{\prime}$ and $t$ are equal, in which $c$ ase:

$$
\begin{gather*}
F^{1 / 2,1 / 2}=F^{P}, \\
F^{-1 / 2,-1 / 2}=F^{n}, \tag{1.2-23}
\end{gather*}
$$

and it follows (from the explicit structure of the isospace wave-functions) that:

$$
\begin{align*}
& F^{s}=\frac{1}{2}\left(F^{p}+F^{n}\right),  \tag{1.2-24}\\
& F^{v}=\frac{1}{2}\left(F^{p}-F^{n}\right)
\end{align*}
$$

In the case of the nucleon form-factors the extension from $O(3,1)$ to $O(3,1) \otimes S U(2)$ is neither a simplification nor a complication from the point of view of pheonomenology, but it is an essential ingredient in any theoretical investigation of the dynamics.

To summarise, the nucleon form-factors are scalar functions which parameterise all corrections to the basic electromagnetic interaction of this particle whether they be radiative, strong, or due to a spatial structure of the bare nucleon.

At zero argument they are related to the effective structure of the physical nucleon.

More generally, any arbitary vertex may be expanded in terms of a set of linearly inequivalent kinematic basis covarients. The symmetries operative only constrain the expansion coefficients to be (coupling) constants for threepoint vertices connecting three on-shell particles. In all other cases they are allowed to be scalar functions, (formfactors). For three-point vertices connecting one or more offshell particles their arguments are the squared off-shell momenta. It is not true, as is sometimes stated, that formfactors are phenomenological variables put into fit the empirical data in a simple manner. In cases where they are kinematically allowed to be variable, they may only be taken as constant if one makes an extremely restrictive assumption about the dynamics of the interaction.

We had better point out that the form-factors corresponding to matrix elements of electromagnetic currents are only related to the static electric and magnetic multipole moments of the particles involved for matrix elements taken between identical initial and final single particles. This is simply due to the fact that in any other situation the static limit lies outside the physical region for scattering.

Thus in section 2.71 we shall see that a matrix element of the current taken between a pair of unequal mass spin onehalf hadrons may be decomposed into a pair of form-factors which are closely analogous to the charge and moment formfactors of the nucleon. The difference is that the "charge" form-factor now disappears in the real-photon limit. In view of the previous paragraph this is perfectly consistent with the possibility that the hadrons carry non-zero static

Finally we wish to menti on mother important difference between arbitrary three-point vertices and the special case reviewed in this section. We said earlier that the decomposition of the nucleon electromagnetic vertex-function had to be consistent with a constraint imposed by the assumed Tinvarience of the interaction. In fact this is not strictly true.

For general three-point vertices, (matrix elements of some interaction Lagrangian taken between three particles), the combined constraints of hermiticity of the Lagrangian and T-invarience (or PT-invarience, if this is applicable whilst $P$ and $T$ are separately violated) imply that the kinematic covarients may be chosen in such a way that the couplingconstants or form-factors are purely real. The same is true in the electromagnetic case, where one is usually concerned With matrix elements of the current operator, provided that the initial and final on-shell particles are not identical. In the identical particle situation, (as for example the nucleon case reviewed here), the reality condition follows directly from the hermiticity of the current operator and the $T$ or $P T$ constraints become redundant.

It has recently been suggested (19) that the electromagnetic interactions of the hadrons may violate $T$, (and therefore PT since $P$ is conserved), for non-vanishing $q^{2}$. This fact cannot be tested in the identical particle case, but will lead to complex form-factors if it obtains in the inelastic situation.

In this thesis we allow for both possibilities when deriving superconvergent sum-rules, but in order to obtain any useful predictions we find it necessary to assume T-invarience when attempting to saturate these.

### 1.3 ON-SHELL SUPERCONVERGENCE

Having obtained a set of form-factors for a vertex it remains to investigate their functional form. To date the methods at one's disposal fall broadly into three classes viz:

1) Dispersion relations on the form-factors,
2) Higher unitary symmetries,
3) Current algebra sum-rules.

Lack of space prevents us reviewing these here, instead we refer the reader to the literature.

On the basis of this thesis we propose adding a fourth candidate to the list, namely off-shell superconvergence. To obtain insight into how such a programme would give us the required information we first review on-shell superconvergen (3), (4)

For simplicity we defer the generalisation to processes involving non-zero spins andisospins to the next chapter, and assume here that all the particles involved have both these quantum numbers zero. We do not wish to imply however that any superconvergent sum-rules would actually be found in such a case, indeed it is well known that they would not. (3), (4) All the particles involved are hadrons, and the reaction is of the type $1+2 \rightarrow 3+4$, with momenta and masses $p_{i}$ and $m_{i}$ where $i=1,2,3,4$.

We define Mandelstam variables:

$$
S \equiv\left(p_{1}+p_{2}\right)^{2}, \quad t \equiv\left(p_{1}-p_{3}\right)^{2}, \quad u \equiv\left(p_{1}-p_{4}\right)^{2}
$$

So the channels are defined to be:

$$
\begin{array}{ll}
s: 1+2 \longrightarrow 3+4 \\
t: 1+\overline{3} \longrightarrow \overline{2}+4 \\
u: 1+\overline{4} \longrightarrow 3+\overline{2}
\end{array}
$$

and with:

$$
K \equiv \sum_{i=1}^{4} m_{i}^{2}
$$

we have:

$$
s+t+u=\mathcal{K} .
$$

Since all the particles are spinless and isospinless the T-matrix elements are given by a single scalar "invarient amplituãe", A:

$$
\mathrm{T}_{\mathrm{f}_{i}} \equiv\langle 43| \mathrm{T}|21\rangle \equiv \mathrm{A}(\mathrm{~s}, \mathrm{t}, \mathrm{u})=\mathrm{A}(\mathrm{~s}, \mathrm{t}) . \quad(1 \cdot 3-7)
$$

In the homogeneous stu-plane the $s, t$, and $u$ branches of the physical region are given by the inequality: (20)

$$
\varepsilon_{\mu}\left(p_{1} p_{2} p_{3}\right) \varepsilon_{\mu}\left(p_{1} p_{2} p_{3}\right) \leqslant 0
$$

which is a homogeneous cubic in s,t, and u. The notation of this equation is explained in Appendix 3. If one of the particles has a mass greater than the sum of the masses of the other three, then in addition to the above three physical regions, equation 1.3-8 will lead to a fourth physical region bounded by a closed loop lying inside the reference triangle. This corresponds to decay of the heaviest particle into the lighter three. Its boundary is just the boundary of the Dalitz decay plot.

As for the analytic properties of $\mathrm{A}(\mathrm{s}, \mathrm{t}, \mathrm{u})$, one assumes that it has no singularities other than Born-term poles and those cuts specifically required by unitarity and crossing. (21)

Thus $A(s, t, u)$ has a pole in $s$ whenever this variable is equal to the squared mass of a stable particle or bound state having the same conserved quantum numbers as the initial and final s-channel states.

The amplitude has a superposition of cuts in the s-plane running along the positive real axis from $S_{0}$ to infinity, and given by the s-channel unitarity relation together with hermitian analyticity:

$$
\begin{align*}
& \partial i s c_{s} T_{f i}(s, t) \equiv \lim _{\varepsilon \rightarrow 0^{+}}\left[T_{f i}(s+i \varepsilon, t)-T_{f i}(s-i \varepsilon, t)\right] \\
& =\lim _{\varepsilon \rightarrow 0^{+}}\left[T_{f_{i}}(s+i \varepsilon, t)-T_{i f}^{*}(s+i \varepsilon, t)\right] \\
& =-i \lim _{\varepsilon \rightarrow 0^{+}} \sum_{N} \delta^{4}\left(p_{N}-p_{i}\right) T_{f N}(s+i \varepsilon, t) T_{i N}^{*}(s+i \varepsilon, t) \\
& =-i \lim _{\varepsilon \rightarrow 0^{+}} \sum_{N} \delta^{4}\left(p_{N^{-}} p_{i}\right) T_{N f}^{*}(s+i \varepsilon, t) T_{N i}(s+i \varepsilon, t)
\end{align*}
$$

In this equation $N$ runs over all possible states containing more than one free stable particle and having the same conserved quantum numbers as the initial and final states;
$p_{N}$ is the total momentum of the $N^{\text {th }}$ such state, and $p_{i}$ is the total initial momentum. The infinite set of multiparticle states may be divided into subsets containing the same particles. The $n{ }^{\text {th }}$ such subset then gives rise to a cut running along the positive real axis from $S_{0}^{(n)}$ to infinity, where $s_{0}^{(n)}$ is the squared sum of the masses of the particles comprising that subset. Since all such cuts are superimposed, the effective branch-point (s-channel threshold) is given by:

$$
\begin{equation*}
S_{0}=\min _{n} S_{0}^{(n)} \tag{1.3-10}
\end{equation*}
$$

Note that the Iine $s=s_{0}$ may lie entirely outside the s-channel physical region.

Unitarity has actually given us an expression for $\lim _{\varepsilon \rightarrow 0^{+}}\left[T_{f i}(s+i \varepsilon, t)-T_{i f}^{*}(s+i \varepsilon, t)\right]$, and assuming that the process is CTP-invarient we have related this to [discs $T_{f i}(s, t)$ ]. The hermitian analyticity theorem of olive ${ }^{(22)}$ states that for a CTP-invarient reaction:

$$
\lim _{\varepsilon \rightarrow 0^{+}} T_{i f}^{*}(s \pm i \varepsilon, t)=\lim _{\varepsilon \rightarrow 0^{+}} T_{f_{i}}(s \mp i \varepsilon, t) . \quad(1.3-11)
$$

The poles and cuts of $A(s, t, u)$ in $t$ and $u$ are given by identical considerations in the respective channels.

Suppose then, that the amplitude $h a s$ poles in $s$ and $u$ at some $s_{j}$ and $u_{k}$ respectively, and $s$ and $u$ channel thresholds
at $s_{0}$ and $u_{0}$, (all $s_{j}, u_{k}, s_{0}$, and $u_{0}$ positive). Then treated as a function of $s$ and $t$, the amplitude will have in the s-plane: poles at $s_{j}$ and $s_{k}$, a right-hand cut from $s_{0}$ to infinity and a left-hand cut from $s_{0}^{\prime}$ to minus infinity, where:

$$
s_{k}=k-t-u_{k},
$$

and:

$$
\begin{equation*}
S_{0}^{\prime}=K-t-u_{0} \tag{1.3-13}
\end{equation*}
$$

Similarly in $t$ and $u$ the amplitude has not only those singularities coming from Born terms and unitarity in the channel under consideration, but also, (due to crossing), the singularities coming from that channel for which the total energy Mandelstam variable is being treated as the dependent variable.

Returning to the analytic structure of $A(s, t)$, one notes that the left and right hand cuts in $s$ do not overlap provided:

$$
t>t^{\prime \prime} \equiv K-s_{0}-u_{0}
$$

In nost practical cases $t^{\prime \prime}$ is a negative quantity.
Now suppose we know, for example from considerations of t-channel Regge behaviour, (3) Froissart bounds in s, (4) or the kinematical singularities of non-reduced helicity amplitudes, (4) that for:

$$
t^{\prime \prime \prime} \geqslant t>t^{\prime \prime}
$$

the amplitude has the asymptotic behaviour:

$$
|A(s, t)|_{|s| \rightarrow \infty}|s|^{-n-\varepsilon}
$$

where $n$ is a positive definite integer, and $\varepsilon$ is a real number such that:

$$
0<\varepsilon<1 \text {. }
$$

Then the amplitude is said to be superconvergent, and $s^{\beta} A(s, t)$ will satisfy a fixed-t unsubtracted dispersion relation for:

$$
\begin{equation*}
\beta=1,2, \ldots, n, \tag{1.3-18}
\end{equation*}
$$

and $t$ lying in the range indicated by 1.3-15. The lower bound to this range is needed to ensure that the left-and right-hand cuts do not overlap.

We may therefore write:

$$
\begin{align*}
& s^{\beta} A(s, t)=-i \int_{s_{0}}^{\infty} \frac{d s^{\prime} s^{\prime} \beta \partial_{i s c_{s}} A\left(s^{\prime}, t\right)}{s^{\prime}-s}-i \int_{-\infty}^{s_{0}^{\prime}} \frac{d s^{\prime} s^{\prime} \beta \partial i s c_{s} A\left(s^{\prime}, t\right)}{s^{\prime}-s} \\
& -\sum_{j} \frac{s_{j}^{\beta} B\left(s_{j}, t\right)}{s_{j}-s}-\sum_{k} \frac{s_{k}^{\beta} B\left(s_{k}, t\right)}{s_{k}-s},
\end{align*}
$$

where $B\left(s_{j}, t\right)$ and $B\left(s_{k}, t\right)$ denote the residues of $A(s, t)$ at the indicated poles. With the further proviso that $t$ be chosen in such a way that the amplitude remains finite at vanishing $s$, we may set $s$ equal to zero and obtain:

$$
\begin{align*}
& \quad \int_{s_{0}}^{\infty} d s^{\prime} s^{\prime m} \partial_{i s c_{s}} A\left(s^{\prime}, t\right)+\int_{-\infty}^{s_{0}^{\prime}} d s^{\prime} s^{\prime m} \partial_{i s c_{s}} A\left(s^{\prime}, t\right)-2 \pi i \sum_{j} s_{j}^{m} B\left(s_{j}, t\right) \\
& \quad-2 \pi i \sum_{k} s_{k}^{m} B\left(s_{k}, t\right)=0, \\
& \text { for: } m=0,1,2, \ldots,(n-1) .
\end{align*}
$$

For given $m$ this equation is called an $m^{\text {th }}$.-moment superconvergent sum-rule. Zeroth moment sum-rules are often simply called ordinary sum-rules.

The Born-term residues are given by perturbation theory, and continuing to neglect spin and isospin one has:

$$
\begin{align*}
& B\left(s_{j}, t\right)=g_{f j} g_{i i}, \\
& B\left(s_{k}, t\right)=-g_{f k} g_{k i} .
\end{align*}
$$

Here $g_{f j}$ and $g_{j i}$ are the respective coupling constants representing the interaction of the jth. s-channel stable
single-particle intermediate state with the s-channel final and initial states. The $g_{f k}$ and $g_{k i}$ are the corresponding quantities for the vertices of the $\mathcal{E} \mathrm{f}_{\mathrm{th}} \mathrm{u}-$ channel pole graph. The minus sign in equation $1.3-22$ arises when one expresses the denominators of the u-channel pole graphs in terms of $s$ and $t$.

Evaluation of the right- and left-hand discontinuity functions is of course much less straightforward, and a number of approximation procedures are possible. We shall. only discuss the resonance approximation as used in this thesis.

Here one makes use of the empirical fact that $T_{f_{N}}(s, t)$ and $T_{N i}(s, t)$ are only simultaneously relatively large when the value of $s$ is such that the particles comprising the state $N$ may resonate, that is, when $s$ is close to the squared mass of a resonance having the same conserved quantum numbers as this state. In this approximation the s-channel unitarity relation, (1.3-9), reads:

$$
\begin{equation*}
\operatorname{disc}_{s} A(s, t) \simeq-2 i \sum_{R} \frac{\theta\left(s-s_{0}^{(R)}\right) M_{R} \Gamma_{R}(s) g_{f R}(s) g_{R i}(s)}{\left(s-M_{R}^{2}\right)^{2}+M_{R}^{2} \Gamma_{R}^{2}(s)} \tag{1.3-23}
\end{equation*}
$$

where:

$$
\theta\left(s-s_{0}^{(R)}\right) \equiv\left\{\begin{array}{l}
1, s \geqslant s_{0}^{(R)},  \tag{1.3-24}\\
0, s<s_{0}^{(R)} .
\end{array}\right.
$$

Here $R$ denotes an allowed resonating state with mass distribution centered on $M_{R}$ and total width $\Gamma_{R}(s)$, whilst $g_{f_{R}}(s)$ and $g_{R i}(s)$ are the scalar form-factors representing the interaction of this resonance with the final and initial s-channel states. The quantity $S_{0}^{(R)}$ is the branch point of $A(s, t)$ in $s$ due to those particles mose effect one is trying to approximate with the resonance $R$.

The above equation assumes that all form-factors are real and satisfy:

$$
g_{f R}(s)=g_{R f}(s), \quad g_{i R}(s)=g_{R i}(s)
$$

This will be the case if all interactions involved are timereversal invarient and describable in terms of (hermitian) interaction-Lagrangians. Similar considerations apply to the coupling-constants arising in the Born-term residues.

Form-factors rather than coupling-constants are required in equation 1.3-23 to take account of the mass distribution of each resonance. In the limit as the widih of each resonance tends to zero, these form-factors become coupling-constants:

$$
\begin{align*}
& g_{f R}(s) \longrightarrow \Gamma_{R} \longrightarrow 0 \\
& g_{R}\left(M_{R}^{2}\right),
\end{align*}
$$

Equation 1.3-23 may also be derived from an isobaric model of the scattering amplitude. Again assuming hermitian analyticity and time-reversal invarience one has:

$$
A(s \pm i \varepsilon, t)=A^{*}(s \mp i \varepsilon, t),
$$

so:

$$
\operatorname{\partial isc}_{s} A(s, t)=\lim _{\varepsilon \rightarrow 0^{+}} 2 i \operatorname{Im} A(s+i \varepsilon, t)
$$

The isobaric model asserts that above the s-channel threshold:

$$
A(s, t) \simeq \sum_{R} \frac{\theta\left(s-s_{0}^{(R)}\right) g_{f_{R}}(s) g_{R i}(s)}{s-M_{R}^{2}+i M_{R} \Gamma_{R}(s)}, \quad(1.3-30)
$$

Which in view of the previous equation again reproduces 1.3-23.
At relatively low energies, where the resonant peaks in the cross-section are known empirically to be large compared with the non-resonant background, equation $1.3-23$ should be a reasonable approximation to the truth. As the energy is increased one knows that it becomes progressively more difficult to distinguish between resonances and background, whilst for very large values of $s$ the discontinuity function should
be computable from considerations of t-channel Regge behaviour. Indeed, this Regge behaviour is normally used to derive equation $1.3-16$, and any approximation to the discontinuity function should certainly satisfy:

$$
\begin{align*}
& \quad \max _{ \pm}|A(s \pm i \varepsilon, t)|-\min _{ \pm}|A(s \pm i \varepsilon, t)| \leqslant\left|\partial i s c_{s} A(s, t)\right| \\
& \quad \leqslant|A(s+i \varepsilon, t)|+|A(s-i \varepsilon, t)|  \tag{1.3-31}\\
& \text { for all st. }
\end{align*}
$$

In practice one normally makes a further approximation before using $1.3-23$ to evaluate the first term on the lefthand side of 1.3-20. In order that this integral may be computed in closed form oneneglects the smdependence of the $\Gamma_{R}(s), g_{f R}(s)$ and $g_{R i}(s)$, replacing these by $\Gamma_{R}, g_{f R}, g_{R i}$ defined to be $\Gamma_{R}\left(M_{R}^{2}\right), g_{f_{R}}\left(M_{R}^{2}\right)$ and $g_{R i}\left(M_{R}^{2}\right)$, respectively. Unfortunately the approximation is now certainly inconsistent with equations $1.3-16$ and 31 except in cases where $n$ is equal to unity. This is reflected in the fact that the intergrail one is trying to evaluate diverges at its upper limit for non-vanishing $m$.

In order to properly improve the approximation so as to achieve consistency with equations $1.3-16$ and 31 , and the elimination of divergence difficulties, one ought to keep the s-dependence of the widths and coupling constants whilst adding background and possibly Regge terms to the right-hand side of 1.3-23. If the duality hypothesis is to be believed, then Regge terms will notbe required. The resonances and background terms will conspire to reproduce exactly the required high energy Rage behaviour. This in itself will yield constraint equations on the unknowns involved. Alternatively, one might use the resonance-plus-background approximation only for $s$ less than some value corresponding to the upper bound of the
"resonance region". For larger values of $s$ the discontinuity function would then be computed from Regge behaviour. Again, the requirementthat the transition from resonance to Regge behaviour be smooth would yield constraint equations. The validity of this latter approximation procedure would not depend on the truth or otherwise of the duality hypothesis. On the other hand, such sophisticated approximation procedures would certainly introduce large numbers of additional unknowns into the sum-rules greatly reducing their potential predictive power. Accordingly, it is customary to circumvent the divergence difficulties by somewhat cruder means, which do not involve the introduction of background or Regge tems.

One uses equation $1.3-23$ to evaluate the required integral, but neglects all $s^{\prime}$ dependence except that occuring in the resonant denominators. Elsewhere $s^{\prime}$ is replaced by the relevant $M_{R}^{2}$. That is, one writes:

$$
\begin{align*}
& \int_{s_{0}}^{\infty} d s^{\prime} s^{\prime m} \operatorname{disc}_{s} A\left(s^{\prime}, t\right) \simeq-2 i \sum_{R} \int_{s_{0}^{(R)}}^{\infty} \frac{d s^{\prime} s^{\prime m} M_{R} \Gamma_{R}\left(s^{\prime}\right) g_{f R}(s) g_{R} i(s)}{\left(s^{\prime}-M_{R}^{2}\right)^{2}+M_{R}^{2} \Gamma_{R}^{2}\left(s^{\prime}\right)} \\
& \quad \simeq-2 i \sum_{R} M_{R}^{2 m+1} \Gamma_{R} \int_{s_{0}^{(R)}}^{\infty} \frac{d s^{\prime} g_{f R} g_{R i}}{\left(s^{\prime}-M_{R}^{2}\right)^{2}+M_{R}^{2} \Gamma_{R}^{2}} \\
& \quad=-2 i \sum_{R} M_{R}^{2 m}\left\{\frac{\pi}{2}+\tan ^{-1}\left(\frac{M_{R}^{2}-s_{0}^{(R)}}{M_{R} \Gamma_{R}}\right)\right] g_{f_{R}} g_{R} \tag{1.3-32}
\end{align*}
$$

If one lets all $\Gamma_{R}$ tend to zero, $1.3-32$ yields:

$$
\int_{s_{0}}^{\infty} d s^{\prime} s^{\prime m} \partial i s c_{s} A\left(s^{\prime}, t\right) \xrightarrow[\Gamma_{R} \rightarrow 0]{ }-2 \pi i \sum_{R} M_{R}^{2 m} g_{f_{R}} g_{R i}
$$

$$
(1 \cdot 3-33)
$$

This corresponds to the much more drastic (and unnecessary) approximation in which the cut is replaced by a superposition of Borm-like poles, or equivalently, is simulated by a supersuperposition of $\delta$-functions.

Thus the approximation of equation $1 \cdot 3-32$ is at worst an improvement on the pole approximation. In as far as it removes from the sum-rules divergences which would be incomepatible with their known existence, it is perhaps an improvement on the resonance approximation as well. The point here is that one is now attempting to approximate the integrals which actually appear in the sum-rules, rather than the discontinuity functions themselves.

The integral over theleft-hand cut may be similarly approximated, and labelling the u-channel resonances by $R^{\prime}$ one has:

$$
\int_{-\infty}^{-s_{0}^{\prime}} d s^{\prime} s^{\prime m} \partial i s c_{s} A\left(s^{\prime}, t\right)=-\int_{u_{0}}^{\infty} d u^{\prime}\left(\kappa-t-u^{\prime}\right)^{m} \partial i s c_{\mu} A\left(u^{\prime}, t\right)
$$

$$
\begin{aligned}
& \approx 2 i \sum_{R^{\prime}} \int_{u_{0}^{\left(R^{\prime}\right)}}^{\infty} \frac{d u^{\prime}\left(K-t-u^{\prime}\right)^{m} M_{R^{\prime}} \Gamma_{R^{\prime}}\left(u^{\prime}\right) g_{f R^{\prime}}\left(u^{\prime}\right) g_{R^{\prime} i}\left(u^{\prime}\right)}{\left(u_{R^{\prime}}^{\prime}\right)^{2}+M_{R^{\prime}}^{2} \Gamma_{R^{\prime}}^{2}\left(u^{\prime}\right)} \\
& \simeq 2 i \sum_{R^{\prime}}\left(K-t-M_{R^{\prime}}^{2}\right)^{m}\left\{\frac{\pi}{2}+\tan ^{-1}\left(\frac{M_{R^{\prime}}^{2}-u_{0}^{\left(R^{\prime}\right)}}{M_{R^{\prime}} \Gamma_{R^{\prime}}}\right)\right\} g_{f R^{\prime}} g_{R^{\prime} i},
\end{aligned}
$$

where $\Gamma_{R^{\prime}}, g_{f R^{\prime}}$ and $g_{R^{\prime} i}$ again denote $\Gamma_{R^{\prime}}\left(M_{R^{\prime}}^{2}\right), g_{f R^{\prime}}\left(M_{R^{\prime}}^{2}\right)$ and $g_{R^{\prime} i}\left(M_{R^{\prime}}^{2}\right)$ respectively. The $m^{\text {th }}$ moment sum-rule (equation $1.3-20$ ) thus reads in this approximation:

$$
\begin{align*}
& \sum_{R} M_{R}^{2 m}\left\{\frac{\pi}{2}+\tan ^{-1}\left(\frac{M_{R}^{2}-s_{o}^{(R)}}{M_{R} \Gamma_{R}}\right)\right\} g_{f R} g_{R i}+\pi \sum_{j} M_{j}^{2 m} g_{f j} g_{j i} \\
& -\sum_{R^{\prime}}\left(k-t-M_{R^{\prime}}^{2}\right)^{m}\left\{\frac{\pi}{2}+\tan ^{-1}\left(\frac{M_{R}^{2}-u_{0}^{\left(R^{\prime}\right)}}{M_{R^{\prime}} \Gamma_{R^{\prime}}}\right)\right\} g_{f R^{\prime}} g_{R^{\prime} i} \\
& -\pi \sum_{k}\left(\kappa-t-M_{k}^{2}\right)^{m} g_{f k} g_{k i}=0 . \tag{1.3-35}
\end{align*}
$$

One is often concerned with sum-rules for processes known to exhibit $s \leftrightarrow u$ crossing symmetry, that is, one has:

$$
\begin{equation*}
A(s, t, u)=\xi A(u, t, s), \tag{1.3-36}
\end{equation*}
$$

where:

$$
\begin{equation*}
\xi= \pm 1 . \tag{1.3-37}
\end{equation*}
$$

In such cases it proves convenient to treat the amplitude as a function of $\nu$ and $t$, with $\nu$ defined by:

$$
\begin{equation*}
\nu \equiv \frac{1}{4}(s-u) \tag{1.3-38}
\end{equation*}
$$

The amplitude then satisfies:

$$
\begin{equation*}
A(\nu, t)=\xi A(-\nu, t) . \tag{1.3-39}
\end{equation*}
$$

In the $\mathcal{V}$-plane it has a right-hand cut due to s-channel unitarity manning along the real axis from $\nu_{0}$ to infinity, and poles due to the s-channel Bron-terms at some $\nu_{j}$. These points are given by:

$$
\begin{align*}
& \nu_{0}=\frac{1}{4}\left(2 s_{0}-k+t\right),  \tag{1.3-40}\\
& \nu_{j}=\frac{1}{4}\left(2 s_{j}-k+t\right) \tag{1.3-41}
\end{align*}
$$

In view of equation 1.3-39, the left-hand cut due to u-channel unitarity runs from minus $\nu_{0}$ to minus infinity, and the uchannel Born-term poles occur at the points: minus $\nu_{j}$. Moreover, in our previous notation one has:

$$
\begin{equation*}
{\partial i s c_{\nu}} A(\nu, t)=-\xi \partial i s c_{\nu} A(-\nu, t) \tag{1.3-42}
\end{equation*}
$$

$$
\begin{equation*}
B_{j}\left(\nu_{j}, t\right)=-\xi B_{j}\left(-\nu_{j}, t\right) \tag{1.3-43}
\end{equation*}
$$

Since $s_{0}$ and $u_{0}$ are now necessarily equal, equation 1.3-14 is again the condition to be satisfied if the two cuts are not to overlap.

The high $|\nu|$ behaviour of $A(\nu, t)$ may again be derived from (e.g.) considerations of t-channel Regge behaviour, and superconvergent sum-rules thereby deduced. In view of the previous discussion, an $m .^{\text {th }}$ moment such sum-rule will be trivially satisfied due to crossing symmetry for:
whilst for:

$$
\begin{align*}
& \xi=(-1)^{m},  \tag{1.3-44}\\
& \xi=-(-1)^{m} \tag{1.3-45}
\end{align*}
$$

it will reduce to:

$$
\int_{\nu_{0}}^{\infty} d \nu^{\prime} \nu^{\prime m} \partial i s c_{\nu} A\left(\nu^{\prime}, t\right)-2 \pi i \sum_{j} \nu_{j}^{m} B_{j}\left(\nu_{j}, t\right)=0
$$

This only involves the s-channel cut and poles, and in the approximation discussed above reads:

$$
\begin{align*}
& \sum_{R}\left(2 M_{R}^{2}-k+t\right)^{m}\left\{\frac{\pi}{2}+\tan ^{-1}\left(\frac{M_{R}^{2}-s_{o}^{(R)}}{M_{R} \Gamma_{R}}\right)\right\} g_{f R} g_{R i} \\
& +\pi \sum_{j}\left(2 M_{j}^{2}-1+t t\right)^{m} g_{f j} g_{j i}=0 .
\end{align*}
$$

The approximation procedure described above is often called attempted saturation. A sum-rule is said to be saturated if one has used sufficient resonances in its approximate evaluation that the predictions yielded are expected to be as accurate as is required. It is clearly impractical to attempt saturation with an infinite superposition of resonances, but unfortunately there exists no well defined prescription for determining how well a given finite superposition will saturate a particular sum-rule.

One simply has to make some sensible, but nevertheless largely arbitary choice of resonances. We return to this point again in a moment.

The complications introduced by the presence of nonVanishing spins and/or isospins are fully discussed in the next chapter. Each vertex may then involve several linearly independent couplings, so the $g_{f j} g_{j i}, g_{f k} g_{k i}, g_{f R} g_{R i}$ and $g_{f_{R}} g_{R^{\prime} i}$ appearing in equations $1.3-35$ and 47 are each replaced by a quantity which is linear in products of pairs of "final" and "initial" coupling-constants or form-factors. In addition, these quantities are homogeneous polynomials in Mandelstam variables. The degree of each such polynomial depends on the spins and isospins both of the external particles and of the relevant intermediate state. The variables $s$ and $u$ appearing in these polynomials are again replaced as appropriate by the squared mass of an intermediate state.

In most practical cases the left- and right-hand cuts in $s(o r \nu)$ do not overlap at zero $t$. In such cases one usually looks for sum-rules which are valid for vanishing $t$ since one can then separately equate to zero the coefficient of each power of $t$ appearing after attempted saturation. One may thereby obtain several relations from each sum-rule. Assuming that one is deducing the high energy asymptotic behaviour of the amplitudes from a consideration of t-channel Regge behaviour, working at zero $t$ has a further advantage. At this t-value there should be no manifestation of multi-Reggeon exchange with its attendant complication of non-linear effective trajectories. (23)

We see, then, that in this approximation superconvergent sum-rules lead to homogeneous linear equations relating products of pairs of "initial" and "final" Born-term coupling-constants to products of pairs of "coupling-constants"
corresponding to the interaction with the initial and final particles of the resonances utilised in the attempted saturation. The predictions of a sum-rule are therefore sensitive to this choice of resonances.

In deciding which resonances should be employed in an attempt to saturate a sum-rule one must be guided by experimental information (when available) regarding which resonances are actually observed in the process under consideration. In the absence of anything better, one normally assumes on the basis of general empirical experience that lighter resonances will dominate the sum-rule compared with heavier ones. Finally, one has to bear in mind the number of final equations resulting from a given saturation attempt, and the number of unknowns that these will involve. Too few equations for the number of unknowns, and the final predictions may not be very useful; too many equations, and these are likely to prove inconsistent.

In cases where such an inconsistent set of $f$ inal equations is obtained, it is often found that these reduce to a consistent set in some equal-mass limit. This is frequently the $u(6,6)$ mass limit, and the consistent set of equations then sometimes reproduces $u(6,6)$ symmetry predictions. (6) This. has been suggested as indicative of some close connection between superconvergence and higher unitary symmetries. To date, however, such a connection remains completely obscure. (7)

### 1.4 INTRODUCTION TO OFF-SHELL SUPERCONVERGENCE AND ITS MOTIVATION.

In the previous section we revieved the derivation and usefulness of superconvergent sum-rules for purely hadronic scattering processes involving two initial and two final particles.

The arguments may be extended without modification to processes in which only three of the particles are hadrons, the remaining particle being a (real) photon. Suppose for the sake of definiteness that particle 1 is the photon. Then the coupling-constants: $g_{j i}, g_{k i}, g_{R i}\left(s=M_{R}^{2}\right)$ and $g_{R^{\prime} i}\left(u=M_{R^{\prime}}^{2}\right)$ of the previous section will now become electromagnetic form-factors evaluated at zero argument:

$$
\begin{aligned}
g_{j i} & \longrightarrow f_{j i}\left(p_{1}^{2}=0\right) \\
g_{R i} \longrightarrow f_{k i}\left(p_{i}^{2}=0\right) & (1 \cdot 4-1) \\
g_{R i}\left(s=M_{R}^{2}\right) \rightarrow f_{R i}\left(s=M_{R}^{2}, p_{1}^{2}=0\right) & (1 \cdot 4-2) \\
g_{R^{\prime} i}\left(u=M_{R^{\prime}}^{2}\right) \rightarrow f_{R^{\prime} i}\left(u=M_{R^{\prime}}^{2}, p_{1}^{2}=0\right) & (1 \cdot 4-4)
\end{aligned}
$$

We have assumed that the three channels are again defined by equations $1.3-2,3,4$, so that the photon is never "crossed". When particle 1 is replaced by a photon, the number of conserved quantum numbers is reduced at the initial vertices, but remains unchanged at the final vertices, so the number of Born and resonance graphs to be considered is still usefully restricted.

The above programme is expected to yield useful relations between products of purely strong interaction couplingconstants and hadronic electromagnetic form-factors evaluated at zero argument. In particular, several authors, including the present one, have considered with some success
the derivation and approximate saturation of sum-rules for the wellknown pion photo-production process: photon + nucleon $\rightarrow$ nucleon + pion.

It rould be exceedingly useful if one could generalise the above theory in such a way as to obtain similar relations involving hadronic electromagnetic form-factors evaluated at non-zero values of their arguments. To do this one would have to be able to derive and approximately saturate superconvergent sum-rules, not for T-matrix elements, but rather for perturbation theoretic four-point vertex functions representing the coupling of a virtual photon to (for example) one initial and two final on-shell hadrons. If the computation was performed in a way which assumed that the other end of the photon propogator was coupled to an initial and a final onshell electron, for example, then the relations obtained would hold for all space-like arguments of the electromagnetic form-factors involved.

If particles 2 and 4 are nucleons, whilst particle 3 is a non-strange meson, then the form-factors involved are just those in which we are interested, corresponding to the interactions: virtual photon + nucleon $\rightarrow$ nucleon, and: virtual photon + nucleon $\rightarrow$ isobar. In additi on, as we shall see . later, the "amplitudes" involved are all either even or odd under "s $\leftrightarrow u$ crossing", which as discussed previously greatly simplifies the sum-rules. If the meson has zero spin, each final purely strong vertex involves only a single couplingconstant. In particular, if this particle is a pion the coupling-constants involved are symbolically: $g(N \rightarrow N \pi)$ which is known with fair accuracy, and some $g($ resonance $\longrightarrow N \pi)$, which are readily calculable in terms of the observed partial widths for decay of the resonances into $N \pi$.

In the case of other mesons, the strong-interaction coupling-constants involved are far less readily accessible experimentally, and it would be useful to look at these vertices as well to see if any predictions can be made.

Before proceeding blindly with such a programe however, one has to ask whether it is valid or even possible. As mentioned earlier, we return to this question in Chapter 3, where we conclude that with certain assumptions it appears to be both possible and valid.

In view of the nature of the photon involved, we call the technique "off-shell superconvergence".

## CHAPTER 2, PART I.

REVIEW OF THE COVARIENT FORMALISM OF SCADRON et. al.

### 2.1 RARITA-SCHWINGER WAVE-FUNCTIONS $2.11 \mathrm{O}(3,1)$ WAVE-FUNGTIONS. <br> (9)

Our basic spin one-half four component spinor wavefunctions and spin one four-vector wave functions are defined in Appendix 2. Rarita-Schwinger wave-functions (11) for particles with momentum $p$ and helicity $\Lambda$ may be generated from these as follows, where $J$ is an integer.

For an incoming particle or anti-particle with spin $J$ the wave-function is:

$$
\begin{equation*}
\varepsilon_{(\mu)^{\top}}^{\wedge}(p) \equiv \sum_{(\lambda)^{J}}\left\langle(\lambda)^{\top} \mid \tau \wedge\right\rangle\left[\varepsilon_{\mu}^{\lambda}(p)\right]^{\top}, \tag{2.11-1}
\end{equation*}
$$

and an outgoing particle or anti-particle of spin $J$ has the wave-function: $\varepsilon_{(\mu)^{\top}}^{\wedge *}(\rho)$.

The wave-function for an incoming particle of spin $J+\frac{1}{2}$ is:

$$
\begin{equation*}
u_{(\mu)^{\sigma}}^{\wedge}(p) \equiv \sum_{(\lambda)^{\sigma}, \sigma}\left\langle(\lambda)^{\top}, \sigma \mid J+1 / \lambda, \Lambda\right\rangle\left[\varepsilon_{\mu}^{\lambda}(p)\right]^{\top} u^{\sigma}(p) \tag{2.11-3}
\end{equation*}
$$

whilst for an outgoing anti-particle of spin $J+\frac{1}{2}$ the wave-functions is:

$$
\begin{equation*}
v_{(\mu)^{\sigma}}^{\Lambda}(p) \equiv \sum_{(\lambda)_{,}^{\sigma} \sigma}\left\langle(\lambda)_{, \sigma}^{\sigma} \mid J+1 / 2, \lambda\right\rangle\left[\varepsilon_{\mu}^{\lambda *}(p)\right]^{\top} v^{\sigma}(p) \tag{2.11-4}
\end{equation*}
$$

For an outgoing particle and an incoming antiparticle, both with spin $J+\frac{1}{2}$, the wave-functions are respectively:
and

$$
\begin{align*}
& \bar{u}_{(\mu)^{\top}}^{\wedge}(p) \equiv u_{(\mu)^{\top}}^{\wedge}(p) \gamma_{0},  \tag{2.11-5}\\
& \bar{v}_{(\mu)^{\top}}^{\wedge}(p) \equiv v_{(\mu)^{\top}}^{\wedge}(p) \gamma_{0} . \tag{2.11-6}
\end{align*}
$$

In these equations we use the shorthand notations:

$$
\begin{align*}
& (\mu)^{T} \equiv \mu_{1} \mu_{2} \ldots \mu_{T},  \tag{2.11-7}\\
& (\lambda)^{J} \equiv \lambda_{1}, \lambda_{2}, \ldots, \lambda_{\tau} \tag{2.11-8}
\end{align*}
$$

and:

$$
\begin{equation*}
\left[\varepsilon_{\mu}^{\lambda}(p)\right]^{J} \equiv \varepsilon_{\mu_{1}}^{\lambda_{1}}(p) \varepsilon_{\mu_{2}}^{\lambda_{2}}(p) \ldots \varepsilon_{\mu_{J}}^{\lambda_{J}}(p) \tag{2.11-9}
\end{equation*}
$$

The Clebsh-Gordan coefficients, ("parallel coupling coefficients" in this case), are given by:

$$
\left\langle(\lambda)^{J} \mid J, \Lambda\right\rangle=\left[2^{J-\pi}(J+\Lambda)!(J-\Lambda)!/(2 J)!\right]^{1 / 2} \delta_{\Lambda,} \sum_{i=1}^{J} \lambda_{i},(2.11-10)
$$

$\langle(\lambda), \sigma \mid J+1 / 2, \Lambda\rangle=\left[\frac{2^{J-\bar{\Lambda}}(J+1 / 2+\Lambda)!(J+1 / 2-\Lambda)!}{(2 J+1)!}\right]^{1 / 2} \delta_{\Lambda, \sigma+\sum_{i=1}^{J} \lambda_{i},}^{(2.11-11)}$
where:

$$
\begin{equation*}
\bar{\Lambda} \equiv \sum_{i=1}^{J}\left|\lambda_{i}\right| \tag{2.11-12}
\end{equation*}
$$

With the realisations of equations $2.11-1$ to 6 these wave-functions satisfy the Rarita-Schwinger subsidiary conditions, as required. We remind the reader that these are as follows. The wave-functions are traceless, symmetric tensors, and vanish on contraction with $p:$

$$
\begin{aligned}
& \phi_{\mu_{1} \ldots \mu \ldots \mu \ldots \mu_{J}(p)}^{\wedge}=0 \\
& \psi_{\mu_{1} \ldots \mu_{i} \ldots \mu_{j} \cdots \mu_{J}(p)}^{\wedge}=\psi_{\mu_{1} \cdots \mu_{j} \cdots \mu_{i} \cdots \mu_{J}(p)}^{n} \quad(2.11-13) \\
& \phi_{\mu} \psi_{\mu_{1} \cdots \mu \cdots \mu_{J}(p)}^{\wedge}=0
\end{aligned}
$$

In addition, the half-integer spin wave-functions vanish on contraction with $\gamma$ :

$$
\gamma_{\mu} \psi_{\mu_{1} \cdots \mu \cdots \mu_{J}}^{\wedge}(p)=0=\bar{\psi}_{\mu_{1}, \ldots \mu \ldots \mu_{J}}^{\wedge}(p) \gamma_{\mu}, \quad(2.11-16)
$$

and satisfy the Dirac equation:

$$
\begin{align*}
& (\not p-m) u_{(\mu)^{J}}^{\wedge}(p)=(\not \phi+m) v_{(\mu) J}^{\wedge}(p)= \\
= & \bar{u}_{(\mu)^{J}}^{\wedge}(p)(\not p-m)=\bar{v}_{(\mu)^{J}}^{\wedge}(p)(\phi+m)=0 \tag{2.11-17}
\end{align*}
$$

We should perhaps also mention that the wave-functions have been chosen in accordance with the phase conventions of Jacob and wick. (24) In detail one has the following useful relations:

$$
\begin{align*}
& u_{(\mu)^{\top}}^{-\wedge}(\mp p)= \pm(-1)^{\top} \xi_{\Lambda}^{\top+1 / 2} g^{\top}(\mu) \gamma_{0} u_{(\mu)^{\top}}^{\wedge}( \pm p) \quad \text { (2.11-18) } \\
& \varepsilon_{(\mu)^{\top}}^{-\wedge}(\mp p)=(-1)^{\top} \xi_{\Lambda}^{\top} g^{\top}(\mu) \varepsilon_{(\mu)^{\top}}^{\wedge}( \pm \neq)  \tag{2.11-19}\\
& \bar{u}_{(\mu)^{\top}}^{\wedge^{\top}}(\mp p)= \pm g^{\top}(\mu) T u_{(\mu)^{\top}}^{\wedge}( \pm p)  \tag{2.11-20}\\
& \varepsilon_{(\mu)^{\top}}^{\wedge *}(\mp \neq)=g^{\top}(\mu) \varepsilon_{(\mu)^{\top}}^{\wedge}( \pm \not p)  \tag{2.11-21}\\
& u_{(\mu)^{\top}}^{\wedge}(p)=C \bar{v}_{(\mu)^{\top}}^{\Lambda^{\top}}(p)=-i \gamma_{5}(-1)^{\top} \xi_{\Lambda}^{\top+1 / 2} v_{(\mu)^{\top}}^{-1}(p)  \tag{2.11-22}\\
& v_{(\mu)^{\top}}^{\Lambda}(p)=C \bar{u}_{(\mu)^{\top}}^{\Lambda^{\top}}(p)=i \gamma_{5}(-1)^{\top} \xi_{\Lambda}^{\top+1 / 2} u_{(\mu)^{\top}}^{-\wedge}(p)  \tag{2.11-23}\\
& \varepsilon_{(\mu)^{\top}}^{\wedge *}(\phi)=(-1)^{\top} \xi_{\Lambda}^{J} \varepsilon_{(\mu)^{J}}^{-\wedge}(p) . \tag{2.11-24}
\end{align*}
$$

In these equations we have used the following notations and definitions:
where:

$$
\begin{align*}
& \psi( \pm \neq) \equiv \psi\left(p_{0}, \pm q\right),  \tag{2.11-25}\\
& \xi_{\Lambda}^{s} \equiv(-1)^{s-\wedge},  \tag{2.11-26}\\
& g^{\top}(\mu) \equiv g\left(\mu_{1}\right) g\left(\mu_{2}\right) \ldots g\left(\mu_{J}\right),  \tag{2.11-27}\\
& g(\mu) \equiv\left\{\begin{array}{l}
1, \mu=0, \\
-1, \mu=1,2,3,
\end{array}\right.
\end{align*}
$$

the superscript ${ }^{T}$ denotes the transposition operation in four-component spinor space, and $C$ and $T$ are four-by-four matrices acting in this space.

Specifically, with our choice of Dirac matrix reallsation (Appendix 1), $C$ is the matrix such that:

$$
\begin{equation*}
C \gamma_{\mu} C^{-1}=-\gamma_{\mu}^{\top}=(-1)^{\mu} \gamma_{\mu} \tag{2.11-29}
\end{equation*}
$$

and therefore:

$$
\begin{equation*}
c \gamma_{5} c^{-1}=\gamma_{5}^{\top}=\gamma_{5} \tag{2.11-30}
\end{equation*}
$$

It has the properties:

$$
\begin{equation*}
C=C^{*}=-C^{\top}=-C^{\dagger}=-C^{-1}, \tag{2.11-31}
\end{equation*}
$$

and in cases where all three-momenta involved lie in the 13plane, may be realised by:

$$
C=\gamma_{5} \otimes \sigma_{2}=-i\left(\begin{array}{cc}
0 & \sigma_{2}  \tag{2.11-32}\\
\sigma_{2} & 0
\end{array}\right) .
$$

$T$ is the matrix defined by:

$$
\begin{equation*}
T \equiv i \gamma_{0} \gamma_{5} C^{-1} \tag{2.11-33}
\end{equation*}
$$

andhas the properties:

$$
\begin{align*}
& T=T^{*}=-T^{\top}=-T^{\top}=-T^{-1}  \tag{2.11-34}\\
& T \gamma_{\mu} T^{-1}=g(\mu) \gamma_{\mu}^{\top}  \tag{2.11-35}\\
& T \gamma_{S} T^{-1}=-\gamma_{5}^{T} \tag{2.11-35}
\end{align*}
$$

### 2.12 SU(2) HAVE-FUNCIIONS

These are closely, but not exactly, analogous to the Lorentz-space wave-functions of the previous section.

We take as our basic two-component spinor wave-functions for an incoming particle of isospin one-half, isospin projection:

$$
T= \pm 1 / 2,
$$

the quantities $\chi^{\top}$ realised by:

$$
\begin{equation*}
X^{1 / 2}=\binom{1}{0}, \quad X^{-1 / 2}=\binom{0}{1}, \tag{2-2}
\end{equation*}
$$

so that our isospin one-half normalisation is:

$$
\begin{equation*}
X^{T_{1} \dagger} X^{T_{2}}=\prod_{2} \delta_{T_{1}, T_{2}} \tag{2.12-3}
\end{equation*}
$$

Our basic three-vector wave-functions for incoming particles or anti-particles of isospin one, isospin projection:

$$
\begin{equation*}
T=0, \pm 1, \tag{2.12-4}
\end{equation*}
$$

are the quantities $\phi_{i}^{\top}, i=1,2,3$, realised by:

$$
\begin{equation*}
\phi^{0}=(0,0,1), \quad \phi^{ \pm 1}=\frac{-1}{\sqrt{2}}( \pm 1, i, 0), \tag{2.12-5}
\end{equation*}
$$

so the normalisation is in this case:

$$
\begin{equation*}
\phi_{i^{\prime}}^{T_{1} *} \phi_{i^{\prime}}^{T_{2}}=\delta_{T_{1}, T_{2}} . \tag{2.12-6}
\end{equation*}
$$

In direct analogy with the previous section we then construct arbitrary isospin wave-functions as follows, where I is a positive integer.

An incoming particle or antiparticle with isospin I and isospin projection (third component of isospin) $T$, has the wave-function:

$$
\begin{equation*}
\phi_{(i)^{\mathrm{I}}}^{\top}=\sum_{(t)^{\mathrm{I}}}\left\langle(t)^{\mathrm{I}} \mid I, T\right\rangle\left[\phi_{i}^{t}\right]^{\mathrm{I}}, \tag{2.12-7}
\end{equation*}
$$

whilst if the same particle or antiparticle is outgoing, the wave-function is:

For an incoming particle with isospin $I+\frac{1}{2}$, and isospin projection $T$, the wave-function is:

$$
\begin{equation*}
\chi_{(i)^{I}}^{\top}=\sum_{(t)^{I}, \tau}\left\langle(t)^{I}, \tau \mid I+1 / 2, T\right\rangle\left[\phi_{i}^{t}\right]^{I} \chi^{\tau} \tag{2.12-8}
\end{equation*}
$$

In view of the local isomorphism between su(2) and
$O(3)$, the parallel coupling coefficients of equations 2.12-7 and 8 are again given by equations 2.11-10 and 11.

The wave functions for on outgoing particle, outgoing antiparticle, and incoming antiparticle, each with isospin $I+\frac{1}{2}$ and isospin projection $T$, are $\chi_{(i)^{I}}^{\top \dagger}, \omega_{(i)^{I}}^{\top}$, and $\omega_{(i)^{I}}^{\top \dagger}$, respectively, where we again choose to define $\omega_{(i)^{I}}^{\top}$ via the Jacob and Fick ${ }^{(24)}$ phase convention:

$$
\begin{equation*}
\omega_{(i)^{I}}^{\top}=C \chi_{(i)^{I}}^{\top}=(-1)^{I} \xi_{T}^{I+1 / 2} \chi_{(i)^{I}}^{-\top} \tag{2.12-9}
\end{equation*}
$$

Here $\mathcal{C}$ is the two-by-two matrix acting in two-component spinor space and having the properties:

$$
\begin{align*}
& c \tau_{i} c^{-1}=-\widetilde{\tau}_{i}=(-1)^{i} \tau_{i}  \tag{2.12-10}\\
& c=c^{*}=-\widetilde{c}=-e^{t}=-e^{-1} \tag{2.12-11}
\end{align*}
$$

In these latter three sets of equations the tilde denotes the transposition operation in two-component spinor space, and the $\tau_{i}$, $i=1,2,3$, are the Pauli matrices acting in this space. A realisation of $\mathcal{C}$ is:

$$
\begin{equation*}
C=-i \tau_{2} \tag{2.12-12}
\end{equation*}
$$

C is the isospace analogue of the matrix $C$ in
Lorentz-space. In isospace, however, we do not have an analogue of the matrix $T$ of the previous section and the analogue of the remaining phase-convention relations are:

$$
\begin{align*}
& \tilde{X}_{(i)^{I}}^{\top} \dagger=g^{I}(i) X_{(i)^{I}}^{\top} \text {, }  \tag{2.12-13}\\
& \phi_{(i)^{I}}^{T *}=g^{I}(i) \phi_{(i)^{I}}^{\top} \text {, }  \tag{2.12-14}\\
& \chi_{(i)^{I}}^{\top}=C \tilde{\omega}_{(i)^{I}}^{T \dagger}=-(-1)^{I} \xi_{T}^{I+1 / 2} \chi_{(i)^{I}}^{-T},  \tag{2.12-15}\\
& \phi_{(i)^{I}}^{T *}=(-1)^{I} \xi_{T}^{I} \phi_{(i)^{I}}^{-T} \text {, }  \tag{2.12-16}\\
& g^{I}(i) \equiv g\left(i_{1}\right) g\left(i_{2}\right) \ldots g\left(i_{I}\right) \text {, }  \tag{2.12-17}\\
& g(i) \equiv-(-1)^{i} . \tag{2.12-18}
\end{align*}
$$

where:
and
These wave-functions satisfy the following RaritaSchwinger subsidiary conditions: they are symmetric, traceless, tensors (or tensor-spinors):

$$
\begin{gather*}
\phi_{i_{1} \ldots i_{j} \ldots i_{k} \ldots i_{I}}=\psi_{i_{1} \ldots i_{k} \ldots i_{j} \ldots i_{I}}^{\top},  \tag{2.12-19}\\
\psi_{i_{1}, \ldots i_{1} \ldots i_{I} \ldots i_{I}}=0, \tag{2.12-20}
\end{gather*}
$$

and for half-integer isospin vanish on contraction with the $\tau_{i}$ :

$$
\begin{equation*}
\tau_{i} \psi_{i_{1} \ldots i_{1}, i_{I}}^{\top}=0=\psi_{i_{1} \ldots i \ldots i_{I}}^{\top t} \tau_{i} \tag{2.12-21}
\end{equation*}
$$

These three equations are the analogues of $2.11-13,14$, and 16, respectively. There exist no analogues in isospace of equations 2.11-15 and 17.

### 2.2 PROPOGATOR NUMERATORS

2.21 O(3.1) PROPOGATOR NUMERATORS. (9)

The Lorentz space propogator for a particle of spin s, mass $m$, and momentum $K$, is the quantity:

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0^{+}} \frac{P_{(\mu)^{\top}(\nu)^{5}}^{s}(K)}{K^{2}-m^{2}+i \varepsilon} \tag{2.21-1}
\end{equation*}
$$

where:

$$
\begin{equation*}
p_{(\mu)^{\top}(\nu)^{\top}(K)}^{s}=\sum_{\Lambda} \psi_{(\mu)^{\top}}^{\wedge}(K) \bar{\phi}_{(\nu)^{\top}}^{\wedge}(K) \tag{2.21-2}
\end{equation*}
$$

Here $\psi_{(\mu)^{\top}}^{\wedge}(K)$ is the wave-function of the particle, $J$ is as usual the largest integer less than or equal to $s$, and $\bar{\psi}(K)$ is to be understood to stand for $\phi^{*}(K)$ if $s$ is integral. Computation of $\mathcal{P}_{(\mu)^{\top}(\nu)^{\top}}^{s}(K)$ is naturally very tedious for general $J$, but it turns out to be relatively simple to calculate instead the "fully contracted propogator" defined by:

$$
\begin{equation*}
p^{s}\left(p^{\prime}, p ; K\right) \equiv\left(p_{\mu}^{\prime}\right)^{\top} p_{(\mu)^{J}(\nu)^{\top}}^{s}(k)\left(p_{\nu}\right)^{\top} \tag{2.21-3}
\end{equation*}
$$

where $p$ ' and $p$ are respectively any momenta independent of $K$ arising at the vertices with which the $\mu$ and $\nu$ labels of the propogator are contracted.

Scadron derives the expressions:

$$
\begin{equation*}
\rho^{\top}\left(p^{\prime}, p ; K\right)=c_{J} \infty_{J}\left(-p^{\prime}(k) \cdot p(k)\right), \tag{2.21-4}
\end{equation*}
$$

and: $\rho^{J+1 / 2}\left(p^{\prime}, p ; K\right)=\frac{C_{J+1}}{J+1}\left[(K+m) \rho_{J+1}^{\prime}\left(-p^{\prime}(K) \cdot p(K)\right)\right.$

$$
\begin{equation*}
\left.-\not \not^{\prime}(K)(K-m) \not \not \neq(K) \mathcal{O}_{\tau}^{\prime}\left(-p^{\prime}(K) \cdot p(K)\right)\right] . \tag{2.21-5}
\end{equation*}
$$

In these two equations the symbols are defined as follows:

$$
\begin{equation*}
C_{J} \equiv 2^{\top}(J!)^{2} /(2 J)! \tag{2.21-5}
\end{equation*}
$$

and for any pair of four-vectors $a, b$ we define:

$$
\begin{equation*}
a_{\mu}(b) \equiv a_{\mu}-a \cdot b b_{\mu} / b^{2} \tag{2.21-7}
\end{equation*}
$$

so that:

$$
\begin{aligned}
& \text { that: } \\
& a(b) \cdot c(b)=a \cdot c(b)=a(b) \cdot c=a \cdot c-a \cdot b c \cdot b / b^{2} .
\end{aligned}
$$

The solid harmonic $W_{\mathcal{J}}$, ands various derivatives with respect to its argument are then given by:

$$
\begin{align*}
& P_{J}^{(n)}\left(-p^{\prime}(K) \cdot p(K)\right) \equiv(-1)^{J-n}\left[p^{\prime 2}(K) p^{2}(K)\right]^{\frac{1}{2}(J-n)} \times \\
\times & p_{J}^{(n)}\left\{p^{\prime}(K) \cdot p(K) /\left[p^{\prime 2}(K) p^{2}(K)\right]^{1 / 2}\right\} \tag{2.21-9}
\end{align*}
$$

We shall see in section 2.31 that in practice, having computed.a suitably fully contracted propogator, only a few of the initial and final labels need to be freed in order that one may obtain the propogator needed for a particular graph calculation. The required labels may be freed by employing an $0(3,1)$ generalisation of Zemach's $O$ (3) differential technique, and we refer the reader to the above cited paper of Scadron ${ }^{(9)}$ for details. This same paper lists all the partially contracted propogator numerators needed for this thesis.

Finally, we should perhaps mention that a considerable simplification occurs in the special case:

$$
\begin{equation*}
p^{\prime}=p \tag{2.21-10}
\end{equation*}
$$

The argument of the derivative of the Legendre polynomial appearing in equation 2.21-9 reduces to unity, and we therefore have: ${\underset{J}{J}}^{(n)}(\xi)=\frac{(J+n)!\xi^{J-n}}{(J-n)!n!2^{n}}$,

$$
(2.21-11)
$$

where:

$$
\begin{equation*}
\xi \equiv-p^{2}(K) \tag{2.21-12}
\end{equation*}
$$

This greatly simplifies the structure of partially or fully contracted "forward propogators", that is, propogators whose initial and final non-free Lorentz indices are all contracted with the sane momentum.

An extensive list of contracted forward propogators is also to be found in the paper of Scadron. (9)
2.22 SUP) PROPOGATOR NUMERATORS

In $S U(2)$ space there exists no analogue of the fourmomentum contraction property in Lorentz-space, but since we shall only be concerned with propagators for particles with isospin not greater than three-halves, the porpogator numerators are easily computed directly from the defining equation:

$$
\begin{equation*}
P_{(i)^{I}(j)^{I}}^{I \text { orIt/2}} \equiv \sum_{T} \psi_{(i)^{I}}^{\top} \psi_{(j)^{I}}^{\top \dagger} \tag{2.22-1}
\end{equation*}
$$

which is just the isospace analogue of equation 2.21-2. We find:

$$
\nabla^{0}=1, \quad \rho^{1 / 2}=\prod_{2}, \quad \nabla_{i j}^{\prime}=\delta_{i j}, \quad, \quad(2.22-2 \text { to 4) }
$$

and:

$$
\begin{equation*}
\rho_{i j}^{3 / 2}=\frac{1}{6}\left\{4 \delta_{i j} \Pi_{2}-\left[\tau_{i}, \tau_{j}\right]\right\} \tag{2.22-5}
\end{equation*}
$$

### 2.3 COUPLING-FUNCTIONS CONIECTING THREE MASSIVE PARTICLES. 2.31 O( 3.1 ) COUPLING FUNCTIONS

For the sake of argument we assume the interaction is of the type: $1+2 \rightarrow 3$, and let particles $1,2,3$ have momenta $q, p, K$ spins: $s_{1}, s_{2}, s_{3}$;helicities: $\lambda, \lambda^{\prime}, \Lambda$; normalities: $n_{1}, n_{2}, n_{3}$ respectively. As usual we define:

$$
J_{i} \equiv\left\{\begin{array}{l}
s_{i}, \text { particle } i \text { is a boson }, \\
s_{i}-1 / 2, \text { particle } i \text { is a fermion. } \quad(2.31-1)
\end{array}\right.
$$

The normality, $n$, of a particle is then defined to be $(-1)^{\top} \eta_{p}$ where $\eta_{p}$ is its intrinsic parity.

In order to derive a useful covarient momentum-space representation for the matrix elements of the interaction Lagrangian it is useful to invoke the Wigner-Eckart theorem and factor out the helicity dependence by writing:

$$
\langle K A| \mathcal{L}\left|p \lambda^{\prime}, q \lambda\right\rangle=\bar{\psi}_{(\nu)^{J_{3}}}^{\wedge}(K) C_{(\nu)^{J_{3}}(\mu)^{J_{2}}(\alpha)^{J_{1}}}\left(s_{3} ; S_{2}, s_{1}\right) \psi_{(\mu)^{J_{2}}}^{\lambda^{\prime}}(p) \psi_{\left(\alpha, J^{J_{1}}\right.}^{\lambda 1-2)},
$$

Here the $\psi^{\prime}$ 's are the Rarita-Schwinger wave-functions, (matrix elements of Lorentz boosts), of the three particles. $\bar{\psi}$ is to be understood as standing for $\phi^{*}$ if particle 3 is a boson. The quantity $\mathcal{C}_{\text {is called a "coupling function". It }}$ is independent of the helicities of the three particles, and has simple transformation properties, being a Lorentz $\left(J_{1}+J_{2}+J_{3}\right)$ th. rank tensor. For FFB vertices it is at the same time a $4 \times 4$ matrix in four-component spinor space. The matrix elements may be further decomposed by expanding the coupling function with respect to a set of linearly inequivalent basis tensors, (tensor-matrices in the FFB case), called "kinematic covarients". The expansion coefficients are called "coupling-constants". Specifically, one writes:

$$
\begin{equation*}
e_{(\nu)^{J_{3}}(\mu)^{J_{2}}(\alpha)^{J_{1}}}^{\left(s_{3} ; s_{2} s_{1}\right)}=\sum_{j=1}^{N} g_{j} \mathbb{K}_{(\nu)^{J_{3}}(\mu)^{J_{2}}(\alpha)^{J_{1}}}^{\left(s_{3} ; s_{1}, s_{1}\right.} \tag{2.31-3}
\end{equation*}
$$

where the $g_{j}$ are the coupling constants, and the $\mathcal{K}^{j}$ are the kinematic covarients. $N$ is just the number of linearly independent ways in wich the three particles may couple. It is given by elementary considerations of quantum number conservation, and is, of course, representation independent.

The kinematic covarients have the same general structure and Lorentz transformation properties as the coupling-function. The maximum constructable number of linearly inequivalent covarients for a given vertex is reduced as required from $4\left(J_{1}+J_{2}+J_{3}\right)$ to $N$ by "equivalence relations". That is, $\mathcal{K}^{j}$ which are linearly independent when standing alone may give rise to quantities which are no longer independent when they are contracted with, placed adjacent to, or sandwiched between the wave-functions of the three particles. This arises out of the Dirac-Rarita-Schwinger subsidiary conditions on these wave-functions.

The $g_{j}$ are Lorentz scalars. In view of momentum conservation and the fact that all particles are on-shell, all scalar products constructable from the momenta involved are constants. Hence there exist no scalar variables on which the $g_{j}$ can depend, and these too must be constants.

The number, $N$, of linearly independent couplings at a general 3-point vertex with all particles on-shell may be show to be given as follows.

Let $S_{I}$ and $S_{\text {III }}$ be respectively the lowest and highest spin involved, and let $S_{\text {II }}$ be the remaining spin. Then one has either:

$$
\begin{equation*}
S_{\text {I }}+S_{\text {II }} \leqslant S_{\text {III }} \tag{2.31-4}
\end{equation*}
$$

or:

$$
\begin{equation*}
S_{I}+S_{\text {III }}>S_{\text {III }}, \quad\left(S_{I}, S_{\text {III }} \leqslant S_{\text {III }}\right) \tag{2.31-5}
\end{equation*}
$$

In the latter case define:

$$
\begin{equation*}
S \equiv S_{I}+S_{\text {II }}-S_{\text {III }} \tag{2.31-6}
\end{equation*}
$$

Finally define: $n \equiv n_{1} n_{2} n_{3}$.
(This quantity is called the normality of the vertex, which is said to be normal or abnormal according as $n$ equals plus or minus one.)

Conservation of angular momentum then implies that for both FFB and BBB vertices:

$$
N=\left\{\begin{array}{l}
\left(2 s_{I}+1\right)\left(2 s_{\text {II }}+1\right) \\
\left(2 s_{I}+1\right)\left(2 s_{\text {II }}+1\right)-s(s+1), s_{I}+s_{\text {II }} \leqslant s_{\text {II }}>s_{\text {III }},
\end{array}\right.
$$

If the interaction is in addition space-reflection invarient, then conservation of parity further subdivides the vertices into normal and abnormal parity classes, and one has for FFB vertices:

$$
N= \begin{cases}\frac{1}{2}\left(2 S_{I}+1\right)\left(2 S_{\text {II }}+1\right)  \tag{2.31-9}\\ \frac{1}{2}\left[\left(2 S_{I}+1\right)\left(2 S_{I I}+1\right)-s(s+1)\right], S_{I}+S_{I I}>S_{\text {III }}\end{cases}
$$

whilst for $B B B$ vertices:

$$
N= \begin{cases}\frac{1}{2}\left[\left(2 S_{I}+1\right)\left(2 s_{\text {II }}+1\right)+n\right] & , S_{I}+s_{\text {II }} \leqslant s_{\text {III }},  \tag{2.31-10}\\ \frac{1}{2}\left[\left(2 S_{I}+1\right)\left(2 S_{\text {II }}+1\right)-s(s+1)+n\right], & s_{I}+s_{\text {II }}>S_{\text {III }} .\end{cases}
$$

Time-reversal invarience does not modify the number of couplings, but taken in conjunction with the postulated hermiticity of the interaction Lagrangian it does imply that in any particular representation of covarients may be chosen in a way which makes the coupling constants real.

Except in the special cases listed below, charge-conjugation invarience also leaves the number of couplings unchanged, merely relating the matrix elements of the interaction Legrangian for different processes. The special cases in which this invarience does modify the number of couplings are as follows.

Firstly, if particles $1,2,3$ are self-conjugate bosons With $C$-parities: $C_{1}, C_{2}, C_{3}$, then one has a selection mule. The interaction is allowed, i.e. $N$ is non-zero if and only if:

$$
\begin{equation*}
C_{1} C_{2} C_{3}=1 \tag{2.31-11}
\end{equation*}
$$

which is just a special case of Furry's theorem. In cases where this equation is satisfied, the number of couplings is unchanged.

Next, if particles 1 and 2 are pair-conjugate bosons, whilst 3 is again a self-conjugate boson, then for:

$$
\begin{equation*}
S_{1}\left(=S_{2}\right)=0 \tag{2.31-12}
\end{equation*}
$$

one finds the selection rule:

$$
\begin{equation*}
n_{c_{3}} \equiv c_{3}(-1)^{\sqrt{3}_{3}}=1 \tag{2.31-13}
\end{equation*}
$$

irrespective of whether or not the vertex is space-reflection invarient. But if parity is conserved one finds the additional selection rule:

$$
\begin{equation*}
n_{3}=1 \tag{2.31-14}
\end{equation*}
$$

For:

$$
\begin{equation*}
S_{1}\left(=S_{2}\right)>0 \tag{2.31-15}
\end{equation*}
$$

either value of $n_{c_{3}}$ (called the G-normality of particle 3 ) and $n_{3}$ is allowed, but irrespective of parity considerations, charge-conjugation invarience further subdivides the couplings into two classes, one for each $v$ alue of $C_{3}$.

Finally, if particle 1 is a fermion, 2 is the corresponding anti-fermion, and 3 is once more a self-conjugate boson one finds no selection rule on $C_{3}$ except in the special case Where: the fermions have spin one-half, parity is conserved, and the neutral boson is ( $P$ ) normal. In such a case it then has to be C-normal as well. For all other cases the couplings are again further divided into two classes corresponding to the two possible $C_{3}$ values.

The quantities at one's disposal for the construction of the kinematic covarients comprise the momenta: $p, q$, and $K$; the metric tensor: $g_{\pi \rho}$; the fourth rank Levi-Cevita tensor: $\mathcal{E}_{\pi \rho \sigma \tau}$, as defined and discussed in Appendix 3; and in the case of $F F B$ vertices, the sixteen Dirac matrices of Appendix 1 .

As mentioned previously, momentum conservation coupled with the existence of the Dirac-Rarita-Schwinger subsidiary conditions on the wave-functions of the particles severely restricts the range of possible linearly inequivalent covarients constructable for a given vertex.

As expected from the above discussion, invarience under the discrete transformations of space-reflection, timereversal, and charge-conjugation, further restricts this range, and we now briefly indicate how this comes about.

The effect on one particle states of the unitary operators $U_{T}, U_{T}$, and $U_{C}$ is:

$$
\begin{align*}
& U_{p}|p \lambda\rangle=\eta_{p} \xi_{\lambda}^{s}|-p,-\lambda\rangle  \tag{2.31-16}\\
& U_{T}|p \lambda\rangle=\eta_{T}(-1)^{2 s}\langle-p, \lambda|  \tag{2.31-17}\\
& U_{c}|p \lambda\rangle=\eta_{c}|\bar{p}, \bar{\lambda}\rangle \tag{2.31-18}
\end{align*}
$$

where $\eta_{p}, \eta_{T}$ and $\eta_{c}$ are the intrinsic $P, T$, and $C$ phases. $P, T$, and C-invariences of the Lagrangian:

$$
\begin{equation*}
u_{x}^{-1} \mathcal{L} u_{x}=\mathcal{L}, \tag{2.31-19}
\end{equation*}
$$

where $X$ denotes $P, T$, or $C$ as appropriate, then have the following implications.

P-invarience implies:

$$
\left.\langle K \Lambda| \mathcal{L}\left|p \lambda^{\prime}, q \lambda\right\rangle=\eta_{p} \xi^{s_{3}+s_{2}+s_{1}} \begin{array}{l}
1+\lambda^{\prime}+\lambda
\end{array}-1,-\Lambda|\mathcal{L}|-p,-\lambda^{\prime} ;-q,-\lambda\right\rangle, \quad \text { (2.31-20) }
$$

T-invarience implies:

$$
\begin{equation*}
\langle k \Lambda| \mathcal{L}\left|+\lambda^{\prime}, q \lambda\right\rangle=\eta_{\tau}\left\langle-\neq, \lambda^{\prime} ;-q, \lambda\right| \alpha|-k, \Lambda\rangle, \tag{2.31-21}
\end{equation*}
$$

andC-invarience implies:

$$
\begin{equation*}
\langle K \wedge| \mathcal{L}\left|p \lambda^{\prime}, q \lambda\right\rangle=\eta_{c}\langle\bar{K} \bar{\lambda}| \mathcal{L}\left|\bar{巾} \bar{\lambda}^{\prime}, \bar{q} \bar{\lambda}\right\rangle, \tag{2.31-22}
\end{equation*}
$$

where:

$$
\begin{equation*}
\eta x \equiv \eta x_{3}^{*} \eta x_{2} \eta x_{1} \tag{2.31-23}
\end{equation*}
$$

By means of the knowm phase relations satisfied by the wave-functions involved, (equations 2.11-18 to 24), one may readily convert the above equations into relations between
coupling functions. Specifically, one obtains for FFB vertices: for a P-invarient Lagrangian:

$$
\begin{equation*}
\succ_{\beta \alpha}(f, i)=n g(\beta) g(\alpha) \gamma_{0} \succ_{\beta \alpha}\left(P f, P_{i}\right) \gamma_{0}, \tag{2.31-24}
\end{equation*}
$$

for a T-invarient Legrangian:

$$
\varphi_{\beta \alpha}(f, i)=\eta_{T} g(\beta) g(\alpha) T^{-1} \sum_{\alpha \beta}^{\top}(T i, T f) T,
$$

and for a C-invarient Lagrangian:

$$
\begin{equation*}
\tau_{\beta \alpha}(f, i)=\eta_{c}(-c) \varepsilon_{\beta \alpha}^{\top}(c f, c i) c^{-1} \tag{2.3i-26}
\end{equation*}
$$

In these three equations $\beta$ denotes $(\nu)^{\sqrt{3}}, \alpha$ denotes $(\mu)^{J_{2}}(\alpha)^{\sigma_{1}}$, and we have defined:

$$
\begin{aligned}
& g(\beta) \equiv g^{J_{3}}(\nu) \\
& g(\alpha) \equiv g^{J_{2}}(\mu) g^{J_{1}}(\alpha)
\end{aligned}
$$

The "arguments" of the coupling-functions indicate the final and initial states involved, and the letters $P, T$, or $C$ in front of $f$ or i denote the corresponding space-reflected, time-reversed, or charge-conjugate states. In particular, remembering that the coupling-functions are helicity independent one has:
$\hat{e}_{\beta \alpha(f, i)} \hat{e}_{\beta \alpha}(T f, T i)=\hat{\nu}_{\beta \alpha}(P f, P i)=\hat{\vartheta}_{\beta \alpha}(f, i), \quad(2.31-29)$
where ined to be the quantity obtained from $\zeta_{\beta \alpha}(f, i)$ by reversing the signs of all 3-momenta appearing whilst leaving unchanged all other quantities, (including the coupling-constants).

The corresponding equations for $B B B$ vertices are obtained from those above, (and in all that follows), by omitting the matrices $\gamma_{0, T} T$, and $C$. In addition, the superscript indicating transposition becomes redundant, and the term ( $-C$ ) in equation 2.31-26 is meant to indicate that in the corresponding BBB equation an additional minus sign is introduced.

Equation 2.31-24 thus leads to a constraint on the covarients for P-invarient vertices:

$$
\begin{equation*}
\mathscr{K}_{\beta \alpha}^{j}(f, i)=n g(\beta) g(\alpha) \gamma_{0} \hat{K}_{\beta \alpha}^{j}(f, i) \gamma_{0}, \tag{2.31-30}
\end{equation*}
$$

where the circumflex again indicates the reversal of all 3-momenta appearing. In agreement with our previous discussion, this equation divides the covarients into "normal" and "abnormal" classes.

The equation for T-invarient Lagrangians, (2.31-35), relates the "forward" ( $i \rightarrow f$ ) and "reverse" ( $f \rightarrow i$ ) interactions. But these are already related by hermiticity of the Lagrangian, which converted to an equation on the coupling function reads:

$$
\begin{equation*}
\varphi_{\beta \alpha}(f, i)=\bar{\varphi}_{\alpha \beta}(i, f) \equiv \gamma_{0} \varphi_{\alpha \beta}^{\dagger}(i, f) \gamma_{0} . \tag{2.31-31}
\end{equation*}
$$

The coupling-constants for a time-reversal invarient interaction are therefore purely real if the covarients are chosen to satisfy:

$$
\begin{equation*}
\mathscr{X}_{\beta \alpha}^{j}(f, i)=\eta_{T} g(\beta) g(\alpha) T^{-1} \gamma_{0} \hat{X}_{\beta \alpha}^{* j}(f, i) \gamma_{0} T . \tag{2.31-32}
\end{equation*}
$$

Combining this equation with 2.31-30, one has a corresponding reality condition for interactions invarient under $P \mathrm{~T}$, (and therefore under C, assuming CPT-invarience), but not necessarily under $P$ and $T$ separately:

$$
\begin{equation*}
\mathcal{K}_{\beta \alpha}^{j}(f, i)=n \eta_{T} T^{-1} X_{\beta \alpha}^{* j}(f, i) T . \tag{2.31-32A}
\end{equation*}
$$

Note that in view of Lauder's theorem, (2.41-18), $n \eta_{T}$ is equal to $n_{c}$, the overall C-normality of the vertex.

Except in the three special cases mentioned earlier, equation 2.31-26 merely relates the coupling-constants for "charge-conjugate" vertices. If all three particles are self-conjugate bosons, one has:

$$
\begin{equation*}
\varphi_{\beta \alpha}(c f, c i)=\varphi_{\beta \alpha}(f, i), \tag{2.31-33}
\end{equation*}
$$

whilst in both the other special cases the coupling functions satisfy:

$$
\left.\zeta_{(\nu)^{J_{3}}(\mu)^{J_{2}}(\alpha)^{J_{1}}}\left(c f, c_{i}\right)=\left.\varphi_{(\nu)^{\sigma_{3}}(\alpha)^{\sigma_{1}}(\mu)^{J_{2}}}(f, i)\right|_{p \leftrightarrow q} \text {. } 2.31-34\right)
$$

Together, equations 2.31-26 and 33 or 34 as appropriate lead to constraints on the covarients which agree with our previous discussion.

In constructing a set of covarients for a given vertex it is necessary to invoke momentum conservation, the fact that all three particles are on-shell, the Dirac--RaritaSchwinger subsidiary conditions on the wave-functions, and the implications on the covarients of any discrete symmetries of the Lagrangian. In addition one of ten has to make use of the three basic relations of Appendix 3, (equations A3-2,3, and 4), and the various relations derivable from these by contraction with momenta and/or Dirac matrices. Finally, the Dirac algebra itself must always be borne in mind.

Using the above principles, it is easy to set up a collection of basic rules which if followed will lead one a considerable way towards a linearly inequivalent set of covarients for any given vertex. One simply constructs all possible covarients according to these rules. In very simple cases this yields just the required number; but in more complicated (i.e. higher spin) cases, the number of covarients thus constructed is too large and one then has to search for equivalence relations amongst them reducing their number to the correct value. These rules now follow. We define:

$$
\begin{equation*}
\Lambda \equiv \frac{1}{2}(p-q) \tag{2.31-35}
\end{equation*}
$$

and let $\alpha, \mu$, and $\nu$ denote any one of the Lorentz indices of the wave-functions of particles 1,2 , and 3 respectively. In addition, $\alpha^{\prime}, \mu^{\prime}$, and $\nu^{\prime}$ each denote any second index of these same respective wave-functions.

General rules for any vertex.
(i) Any pair of covarients are equivalent if they differ only by the interchange of a pair of indices referring to the
same wave-function.
(ii) If one of the spins is greater than the sum of the other two, then the covarients are given symbolically by:

$$
\mathcal{K}^{j}\left(s_{3}, s_{2}, s_{1}\right)=\left\{\begin{array}{l}
\left(\Lambda_{\alpha}\right)^{J_{1}-J_{2}-J_{3}} \mathcal{K}^{j}\left(s_{3}, s_{2}, s_{2}+s_{3}\right), s_{1}>s_{2}+s_{3}, \\
\left(\Lambda_{\mu}\right)^{J_{2}-J_{3}-J_{1}} \mathcal{K}^{j}\left(s_{3}, s_{3}+s_{1}, s_{1}\right), s_{2}>s_{3}+s_{1} \\
\left(\Lambda_{\nu}\right)^{J_{3}-J_{1}-J_{2}} \mathcal{K}^{\dot{j}\left(s_{1}+s_{2}, s_{2}, s_{1}\right), s_{3}>s_{1}+s_{2}} \text { (2.31-36)}
\end{array}\right.
$$

The covarients on the right hand side of this equation are those for a vertex which differs from the one under consideration only in that the highest spin is equal to the sum of the lower two spins of this original vertex.
(iii) The rules which follow deal separately with the covarients for parity-conserving normal and abnormal vertices. If parity is not conserved one is to use the covarients which would have been obtained had parity been conserved, together with those which would have arisen under the same circumstances had the vertex been of opposite normality. If the vertex is time-reversal invarient then each of these "opposite normality" covarients must be multiplied by an additional factor of $i$. For PT-invarient (and therefore T-violating) vertices, no such additional factors are required. All coupling-constants will then be real.
(iv) Covarients constructed according to the rules which follow lead to real coupling-constants for all T-invarient vertices except those involving an odd number of C-abnormal particles with observable C-parity, (for example the $A_{1}^{0}$ ). In these exceptional cases an additional factor of $i$ mus $t$ be included in each covarient if the coupling-constants are to be real.

This rule arises in the following way. One can prove that the covarients referred to satisfy equations 2.31-32 and 32A provided:

$$
\begin{equation*}
n \eta_{\tau}=1 \tag{2.31-37}
\end{equation*}
$$

This equation is satisfied, or one can consistently choose $\eta_{T}$ to satisfy it, for all individual particles except the special ones mentioned. For these latter oneknows from Luder's theorem that:

$$
\begin{equation*}
n \eta_{\tau}=-1 \tag{2.31-38}
\end{equation*}
$$

and the covarients therefore require an additional i factor.
Equation 2.31-37 still holds for all covarients in the case of P-violating PT-invarient vertices, but for P-violating T-invarient interactions it only holds for those covarients which satisfy 2.31-30. For the opposite normality covarients of rule iii, it has to be replaced in this latter case by 2.31-38, again leading to an additional factor of $i$.

Special rules for parity-conserving BBB vertices.
(v) The covarients for normal vertices are to be constructed from the momenta: $\Lambda_{\nu}, \Lambda_{\mu}, \Lambda_{\alpha}$; and the metric tensors: $g_{\nu \mu}, g_{\mu \alpha}, g_{\alpha \nu}$, (but not $g_{\nu \nu^{\prime}}, g_{\mu \mu^{\prime}}$, or $g_{\alpha \alpha^{\prime}}$ ).
( $v i$ ) For abnormal vertices the covarients are to be constructed as in rule $v$, but in addition each covarient is to include a single overall factor chosen from: $\varepsilon_{\nu \mu}(K \Lambda)$, $\varepsilon_{\mu \alpha}(K \Lambda), \varepsilon_{\alpha \nu}(K \Lambda), \varepsilon_{\nu \mu \alpha}(K)$, and $\varepsilon_{\nu \mu \alpha}(\Lambda)$; (but not for example: $\varepsilon_{\nu \mu}(K K), \varepsilon_{\alpha}(\Lambda K K), \varepsilon_{\alpha \alpha^{\prime}}(K \Lambda)$, or $\varepsilon_{\alpha \alpha^{\prime} \mu}(\Lambda)$ ). One is to bear in mind the following five equivalence relations:

$$
\begin{align*}
& 2 \Lambda_{\mu} \varepsilon_{\alpha \nu}(K \Lambda)+2 \Lambda_{\alpha} \varepsilon_{\nu \mu}(K \Lambda) \cong K \cdot\left[K \varepsilon_{\nu \mu \alpha}(\Lambda)-\Lambda \varepsilon_{\nu \mu \alpha}(K)\right] \\
& 2 \Lambda_{\nu} \varepsilon_{\mu \alpha}(K \Lambda) \cong(2 \Lambda-K) \cdot\left[K \varepsilon_{\nu \mu \alpha}(\Lambda)-\Lambda \varepsilon_{\nu \mu \alpha}(K)\right] \\
& \varepsilon_{\nu \mu}(K \Lambda) g_{\nu^{\prime} \alpha}-\varepsilon_{\nu \alpha}(K \Lambda) g_{\nu^{\prime} \mu} \cong-\varepsilon_{\nu \mu \alpha}(K) \Lambda_{\nu^{\prime}} \\
& \varepsilon_{\mu \nu}(K \Lambda) g_{\mu^{\prime} \alpha}-\varepsilon_{\mu \alpha}(K \Lambda) g_{\mu^{\prime} \nu} \cong\left[\varepsilon_{\nu \mu \alpha}(K-2 \Lambda)\right] \Lambda_{\mu^{\prime}}
\end{align*}
$$

$$
\begin{equation*}
\varepsilon_{\alpha \nu}(K \Lambda) g_{\sigma^{\prime} \mu}-\varepsilon_{\alpha \mu}(K \Lambda) g_{\alpha^{\prime} \nu} \cong \varepsilon_{\nu \mu \alpha}(2 \Lambda-K) \Lambda_{\alpha^{\prime}} . \tag{2.31-43}
\end{equation*}
$$

Special rules for parity conserving FFB vertices.
(vii) One is to construct the covarients for normal vertices following rule $v$, but in addition each is to include either an overall $4 \times 4$ unit matrix, or an overall factor $\mathcal{V}_{\rho}$ where $\rho$ is a single fixed index referring to the wave-function of the boson. No other Dirac matrices are to be used.
(viii) The covarients for abnormal vertices are to be constructed as though the vertex were normal, (i.e. rule vii is to be used). At the end of the calculation all covarients are to be either pre- or post-multiplied by $\gamma_{5}$.

The above eight rules assume that the number of independent couplings is not modified by C-invarience. If this is not the case, one simply uses the same rules and then drops those covarients which violate the appropriate constraint equations.

We have chosen for sakeof argument to work in terms of components of the momentum $\Lambda$, and contractions of the LeviCevita tensor with the momenta $\Lambda$ and $K$. The covarients may be written in terms of other momenta by means of the relations:

$$
\begin{array}{ll} 
& \Lambda_{\nu} \cong p_{\nu} \cong-q_{\nu}, \\
2 \Lambda_{\mu} \cong K_{\mu} \cong-q_{\mu}, \\
2 \Lambda_{\alpha} \cong K_{\alpha} \cong p_{\alpha} \\
K_{\nu} \cong p_{\mu} \cong q_{\alpha} \cong 0, \\
\varepsilon_{\sigma \tau}(K \Lambda)=\varepsilon_{\sigma \tau}(q p),
\end{array}
$$

An extensive list of coupling functions has been given by Scadron.

## $2.320(3.1) \otimes \operatorname{SU}(2)$ COUPLING FUNCTIONS.

In this section $T$ and $t$ denote respectively the total isospin and third component of isospin of a particle. As usual we define an integer I by:

$$
I \equiv\left\{\begin{array}{l}
T, T \text { integral, }  \tag{2.32-1}\\
T-\frac{1}{2}, T \text { half-integral. }
\end{array}\right.
$$

According as $T$ is integral or half-integral we call the particle an isoboson (b) or isofermion (f).

Given a set of $\operatorname{SU}(2)$ invarient three-point functions, each involving a different $t$ configuration of the same $\operatorname{SU}(2)$ multiplets, one has that the coupling constants: $g^{j}\left(T_{3} t_{3}, T_{2} t_{2}, T_{1} t_{1}\right)$ corresponding to the different configurations, are related by the Wigner-Eckart theorem to a set of t-independent coupling constants: $\mathrm{g}^{j}\left(T_{3}, T_{2}, T_{1}\right)$. Specifically:

$$
\begin{equation*}
g^{j}\left(T_{3} t_{3}, T_{2} t_{2}, T_{1} t_{1}\right)=C\left(T_{3} t_{3}, T_{2} t_{2}, T_{1} t_{1}\right) g^{j}\left(T_{3}, T_{2}, T_{1}\right) \tag{2.32-2}
\end{equation*}
$$

where the $C^{\prime} s$ are $S U(2)$ Clebsh-Gordan coefficients, and are independent of $j$. This latter superscript has the same meaning as in the previous section, labelling the linearly independent couplings in Lorentz space.

For the puposes of this thesis, it will prove convenient to determine the C's up to an overall normalisation factor by means of an isospin-decompositior in SU(2)-space analogous to the Lorentz-space spin-decomposition of the previous section. We therefore define a t-independent isospace covarient, $\mathcal{K}_{(k)^{I_{3}}(j)^{I_{2}(i)^{I_{1}}}}\left(T_{3}, T_{2}, T_{1}\right)$, by: $C\left(T_{3} t_{3}, T_{2} t_{2}, T_{1} t_{1}\right) \equiv \underset{\left((k)^{T_{3}}\right.}{T_{3} t_{(k)}^{t_{3}} \dagger} \underset{\underset{(j)}{T_{3}}(j)^{J_{2}}(i)^{T_{1}}}{\left(T_{1}, T_{1}\right)} \psi_{(j)^{I_{2}}}^{t_{2}} \psi_{(i)^{I_{1}}}^{t_{1}}$.
The $\psi$ 's/Rarita-Schwinger wave-functions in isospace, as discussed in section 2.12. The number of linearly inequivalent covarients resulting from the isospin decomposition of an

SU(2)-symmetric n-point function is just equal to the number of allowed values of total initial (equals total final) isospin. Thus an $\operatorname{SU}(2)$-symmetric three-point function always involves a single isospace covarient.

We shall abbreviate equation $2.32-3$ to:

$$
\begin{equation*}
C\left(T_{3} t_{3}, T_{2} t_{2}, T_{1} t_{1}\right)=\psi_{b}^{t_{3}^{\dagger}} K_{b, a_{2} a_{1}}\left(T_{3}, T_{2}, T_{1}\right) \psi_{a_{2}}^{t_{2}} \psi_{a_{1}}^{t_{1}} \tag{2.32-4}
\end{equation*}
$$

and the full spin $\otimes$ isospin decomposition in Lorentz $\otimes \operatorname{su}(2)$

$$
\begin{align*}
& \text { space then reads: } \\
& \left\langle K \Lambda T_{3} t_{3}\right| \mathcal{L}\left|p \lambda^{\prime} T_{2} t_{2}, q \lambda T_{1} t_{1}\right\rangle=\phi_{b}^{t_{3}+} \Psi_{\beta}^{\Lambda}(K) \varphi_{\beta, \alpha_{1} \alpha_{2}}^{b, a_{1} a_{2}}(f, i) \times \\
& \times \psi_{\alpha_{2}}^{\lambda^{\prime}}(p) \psi_{a_{2}}^{t_{2}} \psi_{\alpha_{1}}^{\lambda}(q) \psi_{a_{1}}^{t_{1}} \tag{2.32-5}
\end{align*}
$$

where:

$$
\begin{equation*}
\varphi_{\beta, \alpha_{1} \alpha_{2}}^{b, a_{1} a_{2}}(f, i) \equiv \bigcup_{\beta, \alpha, \alpha_{2}}(f, i) \mathcal{K}_{b, a_{1} a_{2}}\left(T_{3}, T_{2}, T\right) \tag{2.32-6}
\end{equation*}
$$

The implications of discrete symmetries of the Lagrangian on this coupling-function in Lorentz $\otimes \mathrm{SU}(2)$ space are as follows. We again give them for ffb-FFB vertice. The corresponding equations for the other possible configurations are given by leaving out the appropriate matrices.

Space-reflection leaves $\mathcal{K}_{b, a_{1} a_{2} \text { unchanged, and so for }}$ a P-invarient Lagrangian 2.31-24 just generalises to:

$$
\begin{equation*}
\succ_{\beta, \alpha}^{b, a}(f, i)=n g(\beta) g(\alpha) \gamma_{0} \hat{e}_{\beta, \alpha}^{b, a_{i}}(f, i) \gamma_{0}, \tag{2.32-7}
\end{equation*}
$$

splitting the spin part of the coupling function into normal and abnormal parity classes as previously.

Since time-reversal involves an interchange of initial and final states, the isospace covarient is affected by this operation, and 2.31-25 now becomes:

$$
\begin{equation*}
\varphi_{\beta, \alpha}^{b, a}(f, i)=\eta_{T} g(\beta) g(\alpha) g(b) g(a) T^{-1} \hat{己}_{\alpha, \beta}^{\tau_{a, b}}(i, f) T \tag{2.32-8}
\end{equation*}
$$

In this equation the tilde denotes transposition of the isospace part, and we have defined:

$$
\begin{align*}
& g(b) \equiv g^{I_{3}}(k)  \tag{2.32-9}\\
& g(a) \equiv g^{I_{2}}(j) g^{I_{1}}(i)
\end{align*}
$$

Hermiticity of the Lagrangian now implies

$$
\begin{equation*}
\varphi_{\beta \alpha}^{b a}(f, i)=\gamma_{0} \tilde{e}_{\alpha \beta}^{T *} a b(i, f) \chi_{0} \equiv \bar{\zeta}_{\alpha \beta \beta}^{a b}(i, f) \tag{2.32-11}
\end{equation*}
$$

Combining equetions 2.32-8 and 11, we see that the condition for real coupling-constants is still provided by equation 2.31-32 on the Lorentz-space covarients, provided that the isospace covarient is chosen to satisfy:

$$
\begin{equation*}
\mathcal{K}_{b a}(f, i)=g(b) g(a) \mathcal{X}_{b a}^{*}(f, i) \tag{2.32-12}
\end{equation*}
$$

As far as charge-conjugation is concerned; the calculations are most closely analogous to the treatment in Lorentz-space alone if one considers the implications of invarience of the Lagrangian under the combined operation, ("G-parity operation"), of charge-conjugation followed by a rotation through $\pi$ about the 2-axis in isospace. This operation transforms a member of an $\operatorname{SU}(2)$ multiplet into that member of the corresponding antimultiplet having the same third component of isospin. Denoting the intrinsic $G-p h a s e s$ of the three particles by $\eta_{G_{1,2,3}}$ one finds that 2.31-26 generalises to:

$$
\begin{equation*}
\mathcal{C}_{\beta \alpha}^{b a}(f, i)=\eta_{G_{3}}^{*} \eta_{G_{2}} \eta_{G_{1}}(-C)(-\circlearrowright) \widetilde{\mathscr{C}}_{\beta \alpha}^{\top}(G f, G i) \mathcal{C}^{-1} C^{-1} \tag{2.32-13}
\end{equation*}
$$

Of course, since the coupling-function is t-independent, $\succ_{\beta \alpha}^{\operatorname{loa}}(G f, G i)$ is just $C_{\beta \alpha}^{b a}(C f, C i)$.

Once again, this equation only constrains the covarients in special cases. These are obvious generalisations of those of the previous section. Further subdivision of the covarients into classes of opposite G-parity, and/or G-parity selection rules, arise if either all three multiplets are self-conjugate, or if multiplet 3 is self-conjugate whilst multiplets 1 and 2 are mutually pair-conjugate. A particular realisation of this latter case is needed later in this thesis, and we give the required results at the end of this section.

Bearing in mind the Rarita-Schwinger subsidiary conditions
on the isospace wave-functions, and the quantities available, one has the following rules for the construction of isospace covarients.
(i) General rule

Any two covarients are equivalent if they differ only by the interchange of a pair of indices to be contracted with the same wave-function.
(ii) Rule for bbb vertices.

The covarient is to be constructed from SU(2) metric tensors of the types: $\delta_{i j}, \delta_{j k}$, and $\delta_{k i}$, and $\operatorname{SU}(2)$ Levi-

(iii) Rulefor ffb vertices.

The covarient is to be constructed in the same manner as for bbb vertices, but in addition each covarient is to involve an overall $2 \mathbb{X} 2$ unit matrix, or a single overall Pauli matrix $\tau_{\ell}$ where $\ell$ is an isoboson label. In addition, one is to bear in mind the relations of Appendix 4.

Using these rules it is easy to deduce expressions for the isospin covarient of an arbitrary vertex. Irrespective of which particles are initial or final, denote their isospins by $T, T^{\prime}$, and $T^{\prime \prime}$, such that these satisfy:

$$
\begin{equation*}
T \leqslant T^{\prime} \leqslant T^{\prime \prime} \tag{2.32-14}
\end{equation*}
$$

Then if $T$ and $T$ are half-integral and:

$$
\begin{equation*}
T^{\prime \prime}=T+T^{\prime}, \tag{2.32-15}
\end{equation*}
$$

one finds that the covarient may be realised in an obvious notation by:

$$
\begin{equation*}
\mathcal{K}_{(i)^{I}\left(i^{\prime}\right)^{\prime}\left(i^{\prime \prime}\right)^{\prime \prime}\left(T, T^{\prime}, T^{\prime \prime}\right)=\left(\delta_{i i^{\prime \prime}}\right)^{I}\left(\delta_{i^{\prime} i^{\prime \prime}}\right)^{I^{\prime}} \tau_{i^{\prime \prime}} . . . . ~} \tag{2.32-16}
\end{equation*}
$$

In all other cases the covarient is realised by:

$$
\begin{aligned}
& \mathcal{K}_{(i)^{I}\left(i^{\prime}\right)^{I^{\prime}}\left(i^{\prime \prime}\right)^{\prime \prime}\left(T, T^{\prime}, T^{\prime \prime}\right)=\left(i \varepsilon_{i i^{\prime} i^{\prime \prime}}\right)^{\left(I+I^{\prime}+I^{\prime \prime}\right)}\left(\delta_{i i^{\prime \prime}}\right)^{\left(I^{\prime \prime}-I^{\prime}\right)_{x}}}^{\times\left(\delta_{i} i^{\prime \prime}\right)^{\left(I^{\prime \prime}-I\right)} \times\left\{\begin{array}{l}
1 \text { for bbb vertices, } \\
\prod_{2} \text { for ffb vertices. }
\end{array}\right.} .\left\{\begin{array}{l}
\text { f.3 }
\end{array}\right.
\end{aligned}
$$

The notation of these equations is just a generalisation of that used previously. To make it absolutely clear we give an example:

$$
\begin{equation*}
\mathcal{K}_{i(i)^{2}\left(i^{\prime \prime}\right)^{4}}(3 / 2,5 / 2,4)=\delta_{i i_{1}^{\prime \prime}} \delta_{i_{1}^{\prime} i_{2}^{\prime \prime}} \delta_{i_{2}^{\prime} i_{3}^{\prime \prime}} \tau_{i_{4}^{\prime \prime}} \tag{2.32-18}
\end{equation*}
$$

Covarients given by equations 2.32-16 and 17 automatically satisfy 2.32-12, and it was with this end in view that we included a factor $i^{\left(I+I^{\prime}-I^{\prime \prime}\right)}$ in the right-hand side of 2.32-17.

We have not previously seen these two equations in print, but they are so obvious that we feel sure they must be well known to most authors.

To conclude this section we consider an example in which equation $2 \cdot 32-13$ does lead to selection rules and constraints on the covarients. The vertex is purely strong and conserves $P, C$, and $T$. Multiplet 1 has spin one-half and half-integer isospin, multiplet 2 is the corresponding antimultiplet, and multiplet 3 has integer spin and isospin. From elementary considerations of conservation of observable quantum numbers, one deduces the selection rule:

$$
\begin{equation*}
G_{3}=(-1)^{J_{3}+I_{3}} \text { if } n_{3}=+1 \tag{2.32-19}
\end{equation*}
$$

If multiplet 3 is abnormal, either value of $G_{3}$ is allowed.
The coupling function must satisfy:

$$
\begin{equation*}
\sum_{\beta}^{b a_{2} a_{1}}(G f, G i)=\left.\sum_{\beta}^{b a_{1} a_{2}}(f, i)\right|_{p \leftrightarrow q} \tag{2.32-20}
\end{equation*}
$$

which on combination with 2.32-13 yields:

$$
\tau_{\beta}^{b a_{2} a_{1}}(f, i)=\left.G_{3} \eta_{G_{2}} \eta_{G}(-c)(-c) \tilde{\tau}_{\beta}^{\top} a_{1} a_{2}(f, i)\right|_{p \leftrightarrow q} ^{-1} C^{-1} \cdot(2.32-21)
$$

In all possible cases, isospin covarients given by equations 2.32-16 and 17 satisfy:

$$
(-c) \widetilde{X}_{b a_{1} a_{2}}(b \bar{f} f) c^{-1}=-(-1)^{I_{3}} X_{b a_{2} a_{1}}(b \bar{f} f), \quad(2.32-22)
$$

and the spin part of the coupling function is therefore subject

$$
\begin{align*}
& \text { to the constraint: } \\
& \sum_{\beta}(f, i)=\left.(-1)^{I_{3}} \eta_{G_{1}} \eta_{G_{2}} G_{3} \subset \sum_{\beta}^{T}(f, i)\right|_{p \leftrightarrow q} ^{-1} \tag{2.32-23}
\end{align*}
$$

Denoting normal and abnormal coupling functions by $\mathcal{C}$ and と-.. respectively, we have fron. Scadron's (9) paper that:

$$
\begin{aligned}
& \varphi_{(\nu)^{J}}^{+}(J, \overline{1}, 1 / 2)=\left(\Lambda_{\nu}\right)^{J-1}\left(g_{1} \Lambda_{\nu}+g_{2} \gamma_{\nu 1}\right),\left(n_{3}=1\right),(2.32-24) \\
& \varphi_{(\nu)^{J}}^{-}(J, \overline{1 / 2}, 1 / 2)=\left(\Lambda_{\nu}\right)^{\top-1}\left(g_{3} \Lambda_{\nu}+g_{4} \gamma_{\nu_{1}}\right) \gamma_{5},\left(n_{3}=-1\right) \cdot(2.32-25)
\end{aligned}
$$

Compatibility of equations 2.32-19, 23, and 24 implies that the intrinsic G-phases must in this case always satisfy:

$$
\begin{equation*}
\eta_{G_{1}} \eta_{G_{2}}=1 \tag{2.32-26}
\end{equation*}
$$

and we note that normal bosons with allowed G-parity couple to the fermion-antifermion system via both $g_{1}$ and $g_{2}$. Equations 2.32-23, 25, and 26 further imply that abnormal bosons with:

$$
\begin{equation*}
G_{3}=(-1)^{\sigma_{3}+I_{3}} \tag{2.32-27}
\end{equation*}
$$

couple only via $g_{3}$, whilst those with:

$$
G_{3}=-(-1)^{J_{3}+I_{3}}
$$

couple only via $\mathrm{g}_{4}$. The spin covarients in the abnormal boson case are thus divided into two further classes depending on the G-parity of the boson multiplet.
2.4 T-MATRIX EIEMENTS CONNECTING FOUR MASSIVE PARTICLES 2.41 O(3,1) M-FUNCTIONS. ${ }^{(10)}$

As is wellknown, one may decompose such T-matrix elements intc sets of scalar variables, (invarient amplitudes), embodying all the dynamies of the processes. The techniques involved are very similar to those employed in section 2.31 for the decomposition of on-shell three-point vertices into sets of coupling-constants. Consequently, we shall mainly concern ourselves in this section with emphasising the differences between these two techniques.

We shall restrict ourselves to a review of scattering processes involving two initial and two final hadrons with
channels defined by:

$$
\begin{align*}
& s: 1(q)+2(p) \rightarrow 3\left(q^{\prime}\right)+4\left(p^{\prime}\right), \\
& t: 1(q)+\overline{3}\left(-q^{\prime}\right) \rightarrow \overline{2}(-p)+4\left(p^{\prime}\right), \\
& u: 1(q)+\overline{4}\left(-p^{\prime}\right) \rightarrow 3\left(q^{\prime}\right)+\overline{2}(-p) .
\end{align*}
$$

Particles 1 and 3 will be bosons, whilst 2 and 4 are fermions. The equations we give are readily extended to the four boson case by substituting the relevant wave-functions, and dropping all $4 \times 4$ spinor-space matrices. Four fermion scattering has been treated in considerable detail by Kellet, ${ }^{(26)}$ and will not be reviewed here. The only additional complication
in that case is the need to define an ordering convention for the spinors involved, different conventions being related by Fiertz transformations.

As in section 2.31 one first factors out the helicity dependence of the T-matrix elements, defining "M-functions": $M_{\mu^{\prime} \nu^{\prime}, u}^{s, t}$ $\mu^{\prime} \nu^{\prime} \mu \nu$, having simple Lorentz transformation properties, by:
s-channel:
$\left\langle q^{\prime} \lambda_{1}^{\prime}, p^{\prime} \lambda_{2}^{\prime}\right| T\left|q \lambda_{1}, p \lambda_{2}\right\rangle \equiv \varepsilon_{\mu^{\prime}}^{* \lambda^{\prime}}\left(q^{\prime}\right) u_{\nu^{\prime}}^{\lambda_{2}^{\prime}}\left(p^{\prime}\right) M_{\mu^{\prime} \nu^{\prime} \mu \nu}^{s} \varepsilon_{\mu}^{\lambda_{1}(q)} u_{\nu}^{\lambda_{2}(q)}(2.41-4)$ t-channel:
$\left\langle\overline{\bar{\lambda}_{2}} \bar{p}^{\prime} \lambda_{2}^{\prime}\right| T\left|q \lambda_{1},-\bar{q} \cdot \bar{\lambda}_{1}^{\prime}\right\rangle \equiv \varepsilon_{\mu^{\prime}}^{\lambda_{1}^{\prime}}\left(-q^{\prime}\right) \bar{u}_{\nu^{\prime}}^{\lambda_{2}^{\prime}}\left(p^{\prime}\right) M_{\mu^{\prime} \nu^{\prime} \mu \nu}^{t} \varepsilon_{\mu}^{\lambda_{1}^{\prime}}(q) v_{\nu^{\prime}}^{\lambda_{2}}(-p)_{(2.41-5)}$ u-channel:
$\left\langle q^{\prime} \lambda_{1}^{\prime}-\overline{\bar{j}} \bar{\lambda}_{2}\right| T\left|q \lambda_{1},-\bar{\phi}^{\prime} \bar{\lambda}_{2}^{\prime}\right\rangle \equiv \varepsilon_{\mu^{\prime}}^{* \lambda^{\prime}}\left(q^{\prime}\right) \bar{v}_{\nu^{\prime}}^{\lambda_{2}^{\prime}}\left(-p^{\prime}\right) M_{\mu^{\prime} \nu^{\prime} \mu \nu}^{\mu} \varepsilon_{\mu}^{\lambda_{1}}(q) v_{\nu}^{\lambda_{2}}(-p)(2.41-6)$
In these equations particles: $1,2,3,4$ respectively have -spins: $J_{1}, J_{2}+\frac{1}{2} . J_{1}^{\prime}, J_{2}^{\prime}+\frac{1}{2}$, and helicities: $\lambda_{1}, \lambda_{2}, \lambda_{1}^{\prime}, \lambda_{2}^{\prime}$. We have introduced the shorthand notation:

$$
\mu \equiv(\mu)^{\sigma_{1}}, \nu \equiv(\nu)^{\sigma_{2}}, \mu^{\prime} \equiv\left(\mu^{\prime}\right)^{\sigma_{1}^{\prime}}, \nu^{\prime} \equiv\left(\nu^{\prime}\right)^{\sigma_{2}^{\prime}} .
$$

$$
(2.41-7,8,8,10)
$$

These three M-functions transform as Lcrentz tensor-multispinors, and are related by crossing. Although it has not been proved for arbitrary spin processes, one normally postulates the crossing rule:

$$
\begin{align*}
& \qquad M_{\mu_{4} \mu_{3} \mu_{2} \mu_{1}}\left(1\left(p_{1}\right)+2\left(p_{2}\right) \rightarrow 3\left(p_{3}\right)+4\left(p_{4}\right)\right)= \\
& =\xi_{s} M_{\mu_{4} \mu_{3} \mu_{2} \mu_{1}}\left(1\left(p_{1}\right)+\overline{4}\left(-p_{4}\right) \rightarrow 3\left(p_{3}\right)+\overline{2}\left(-p_{2}\right)\right), \\
& \text { where } \xi_{s}= \begin{cases}+1 \text { for BB and FB crossing, } \\
-1 \text { for FF crossing. }\end{cases} \tag{2.41-12}
\end{align*}
$$

Thus by explicitly introducing an additional factor of minus one into the right-hand side of equation 2.41-6, (but leaving it unchanged in the four boson case), we may use the same M-function in all three channels. As usual one expands this in terms of a set of linearly inequivalent basis tensors (kinematic covarients):

$$
\begin{equation*}
M_{\mu^{\prime} \nu^{\prime} \mu \nu}=\sum_{j=1}^{N} A_{j}(s, t) \mathcal{X}_{\mu^{\prime} \nu^{\prime} \mu \nu}^{j} \tag{2.41-13}
\end{equation*}
$$

The $\mathcal{K}^{j}$ are these kinematic covarients, and the $A_{j}$ are called "invarient amplitudes". In contrast to the vertex case, there are now two linearly independent scalar variables constructable from the momenta, and the $A_{j}$ are complex scaler functions of these. As we have indicated, one may conveniently choose to use any two of the three Mandelstam variables $s$, $t$, and $u$, as defined in section 1.3 .

The crossing rule thus states that after the introduction of relative minus signs between M-functions which differ by the crossing of a pair of fermions, the invarient amplitudes $A_{j}$ in the three channels are, (for fixed $j$ ), different physical sectors of the same function of the scalar variables. As in the spinless case, one then postulates that this function is analytic apart from Born-term poles and unitarity cuts.

Apart from certain exceptional cases in which their number is further reduced, the number, $N$, of linearly inequivalent covarients for processes involving particles with spins, $S_{1,2,3,4}$ is easily deduced to be given as follows. If parity is not conserved:

$$
N=\prod_{i=1}^{4}\left(2 s_{i}+1\right), \text { for all processes. } \quad(2.41-14)
$$

If parity is conserved:

$$
N=\frac{1}{2} \prod_{i=1}^{4}\left(2 s_{i}+1\right)+\left\{\begin{array}{l}
0, F B \rightarrow F B \text { and } F F \rightarrow F F, \\
\frac{1}{2} n, B B \rightarrow B B .
\end{array} \quad(2.41-15)\right.
$$

where $n$ is the normality of the process, that is, the product of the normalities of the four particles involved.

For a given process one can construct an infinity of covarients which will satisfy all constraints imposed by the various symmetries of the $T$-matrix, but only certain sets of $N$ of these will be linearly inequivalent. In performing the reduction to a linearly inequivalent set, it is possible to introduce into the final finite set of amplitudes poles which were not present in the original infinite set. One strictly makes the above analyticity postulate for this latter infinite set of amplitudes. Any additi onal poles then introduced are assumed to be spurious "kinematic singularities". If the amplitudes are to have only those singularities required by dynamics, one must be careful to perform the reduction to a linearly independent set in a way which leaves them "kinematic singula rity free", (henceforth abbreviated to K.S.F.). We return to this point at the end of this section.

The statements that the $T$-matrix is $P, T$, or C-invarient may be readily converted into constraints on the M-function. For $\mathrm{BF} \rightarrow \mathrm{BF}$ scattering one just obtains equations $2.31-24,25$, or 26 , as appropriate, with $\sum$ replaced by $M$, $\alpha$ now standing for $\mu \nu$, and $\beta$ for $\mu^{\prime} \nu^{\prime}$. In the $B B \rightarrow B B$ case the same equations apply, but with the $4 \times 4$ matrices removed.

The parity-conservation equation again tells one that the $M$-function is to be expanded in terms of a set of propertensors if the process is normal, and a set of pseudo-tensors, each containing one overall $\gamma_{5}$ or Levi-Cevita tensor, if it is abnormal.

In general, the $T$ and C-invarience equations fust relate
the M-functions for different processes. The amplitudes are not required to be real for $T$-invarient processes, since the T-matrix is not hermitian. However, for processes which are elastic in the s-channel: PT-invarience in the s-channel and C-invarience in the t-channel both impose the following constraint on the covarients:

$$
\begin{equation*}
\mathcal{X}_{\beta \alpha}^{j}\left(p^{\prime} q^{\prime}, p q\right)=\gamma_{0} T^{-1} \mathcal{X}_{\alpha \beta}^{j \top}\left(p q, p^{\prime} q^{\prime}\right) T \gamma_{0} \tag{2.41-16}
\end{equation*}
$$

This reduces the number of covarients to:

$$
N=\frac{1}{2}\left(2 s_{1}+1\right)\left(2 s_{2}+1\right)\left[\frac{1}{2}\left(2 s_{1}+1\right)\left(2 s_{2}+1\right)+1\right]+\left\{\begin{array}{l}
O, B F \rightarrow B F, F F \rightarrow F F \\
\frac{1}{4}, B B \rightarrow B B
\end{array}\right.
$$

$$
(2.41-17)
$$

In combination with the crossing rule, the above invarience principles reduce the number of covarients in certain further cases involving identical particles, and in other such cases relate the invarient amplitudes at different values of their arguments. We do not insist on the details here, as all cases are listed by Scadron and Jones. (10)

Even if the T-matrix violates $P, C$, and $T$ individually, one may still relate different processes by CTP-invarience or by considering the corssing of all four particles. Both principles relate the same pair of processes, and consistency of the two results requires that the three overall discrete transeormation phases satisfy:

$$
\begin{equation*}
\eta_{c} \eta_{T} \eta_{P}=1 \tag{2.41-18}
\end{equation*}
$$

The result is then:

$$
\begin{equation*}
M_{\beta \alpha}(f, i)=(-1)^{J_{1}+J_{2}+J_{3}+J_{4}} \gamma_{5} M_{\alpha \beta}(c i, c f) \gamma_{5} . \tag{2.41-19}
\end{equation*}
$$

Since 2.41-18 must hold irrespective of which four particles are considered, we have a proof of Luder's theorem.

The covarient formalism also provides one with a simple proof of Olive's hermition analyticity theorem ${ }^{(22)}$ for general CTP-invarient processes which are also invarient under $T$ (and therefore $C P$ ) and/or $C$ (and therefore PT). One then has
equation 1.3-11, together with:

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0^{+}} A_{j}(s \pm i \varepsilon, t)=\lim _{\varepsilon \rightarrow 0^{+}} A_{j}^{*}(s \mp i \varepsilon, t), \tag{2.41-20}
\end{equation*}
$$

so that:

$$
\partial_{i s c_{s}} A_{j}(s, t)=\lim _{\varepsilon \rightarrow 0^{+}} 2 i \operatorname{Im} A_{j}(s+i \varepsilon, t)
$$

But the essential point which comes out of the proof is that these equations only hold provided the covarients are chosen to satisfy:

$$
\begin{equation*}
\mathcal{K}_{\beta \alpha}^{j}(f, i)=\eta_{T} g(\beta) g(\alpha) T^{-1} \gamma_{0} \hat{\mathcal{K}}_{\beta \alpha}^{* j}(f, i) \gamma_{0} T, \tag{2.41-22}
\end{equation*}
$$

for T-invarient processes, and:

$$
\begin{equation*}
\mathcal{K}_{\beta^{\alpha}}^{j}(f, i)=n_{c} T^{-1} \mathcal{K}_{\beta \alpha}^{* j}(f, i) T, \tag{2.41-23}
\end{equation*}
$$

if the process is $C$ (i.e. PT)-invarient, $n_{c}$ (equal to $n \eta_{T}$ ) being its overall C-normality. These equations are called discontinuity conditions. In view of the close similarity between equations 2.31-32 and 2.41-22, and between equations 2. 31-32A and 2.41-23, one may adopt the same rules for the inclusion of overall factors of $i$ in the covarients as one did in section 2.31. The covarients will then satisfy either one or both of the discontinuity conditions as appropriate, and the various implied choices of charge-conjugation phase will be the same as those made in order to obtain real couplingconstants for three-particle vertices.

Provided the appropriate discontinuity conditions are. satisfied, the unitarity relation, 1.3-9, may be written in a form in which all terms involve the same external wavefunctions and the same set of kinematic covarients. Factoring out the former, and equating coefficients of the latter, one obtains:

$$
\partial i s c_{s} A_{j}(s, t)=-i \sum_{N} A_{j}^{N}(s, t) \delta^{4}\left(p_{N}-p_{i}\right)
$$

where the armplitudes $A_{j}^{N}$ are defined symbolically by:

$$
\begin{equation*}
M_{\beta \sigma}(f N) P_{\sigma \tau}(N) \bar{M}_{\alpha \zeta}(i N) \equiv \sum_{j=1}^{N} A_{j}^{N} \mathbb{K}_{\beta \alpha}^{j} . \tag{2.41-25}
\end{equation*}
$$

In this equation: $M_{\beta \sigma}(f N)$ and $M_{\alpha \tau}(i N)$ denote the $M$-functions corresponding to the $T$-matrix elemen is: $T_{f_{N}}(s, t)$ and $T_{i N}(s, t)$, $\rho_{\sigma \tau^{(N)}}$ denotes the set of on-shell propogator numerators forthe particles comprising state $N$, and as usual:

$$
\begin{equation*}
\bar{M}_{\alpha \tau}(i N) \equiv \gamma_{0} M_{\alpha \tau}^{\dagger}(i N) \gamma_{0} . \tag{2.41-26}
\end{equation*}
$$

When one is using the above equations in the resonance approximation of section 1.3, the M-functions of 2.41-25 are replaced by coupling-functions which are assumed to satisfy 2.31-31. That is, one assumes that the couplings of the resonances to the initial and final states may be approximately represented in terms of hermitian interaction Lagrangians. Equation 1.3-32, for example, then reads for arbitrary spin processes:
$\int_{s_{0}}^{\infty} d s^{\prime} s^{\prime}{ }^{m} \partial i s c_{s} A_{j}\left(s^{\prime}, t\right) \simeq-2 i \sum_{R} M_{R}^{2 m}\left\{\frac{\pi}{2}+\tan ^{-1}\left(\frac{M_{R}^{2}-s_{o}^{(R)}}{M_{R} \Gamma_{R}}\right)\right\} \begin{aligned} & A_{j}^{R}(t), \\ & (2.41-27)\end{aligned}$ where $A_{j}^{R}(t)$ is given by: $\left.\bigodot_{\beta \sigma}(f R) \mathscr{C}_{\sigma \tau}(R) C_{\tau \alpha}(R i)\right|_{S=+p_{k}} \sum_{j=1}^{N} A_{j}^{R}(t) X_{\beta \alpha}^{j}$, (2.41-28)
and $\mathcal{P}_{\sigma \tau}(R)$ now denotes: $P_{(\sigma)^{\sigma_{R}}(\tau)^{J_{R}}}^{s_{R} p_{R} j=1}(p+q)$, the on-shell propogator numerator for a spin $S^{\mathbb{R}}$ particle with mass $M_{R}$ and momentum $(p+q)$.

The covarients for a given process may again be constructed by fo llowing the rules of section 2.31 , provided that these rules are modified to take into account the fact that one is now dealing with four external particles. Let $\mu, \nu, \mu^{\prime}$ and $\nu^{\prime}$ denote any one of the Lorentz indices of the wave-functions of particles $1,2,3$, and 4 respectively. Also, let $\pi$ denote any one of these four indices, $\rho$ and one of the remaining three, and $\tau$ either of the final pair. Then for four-boson and for two-boson/two-fermion processes, the required modifications are as follows.

Rules i, iii, iv, and viii remain unchanged, except that
they now refer to M-functions, and viii is now the rule for abnormal two-boson/two-fermion processes. Rule ii is not applicable to M-functions.

Rule $v$ applies to normal four-boson processes. There are now six possible types of metric tensor to choose from, namely the various $g_{\pi} \rho$. It is now possible to construct three linearly independent momentum combinations from $p, q$, $p^{\prime}$, and $q^{\prime}$; denote these by $a, b$, and $c$. Any two of these will remain linearly inequivalent when contracted with the wave-functions, and we denote these by a and b. Thus as far as momenta are concerned, one now has the eight possible types: $\mathrm{a}_{\pi}$ and $\mathrm{b}_{\pi}$.

Rule vi now refers to abnomal four-boson processes. is unchanged except that one now has up to thirty-five possible types of overall Levi-Cevita tensor. These are: $\mathcal{E}_{\mu^{\prime} \nu^{\prime} \mu \nu}$; four each of the types: $\varepsilon_{\pi \rho \sigma}(a), \varepsilon_{\pi \rho \sigma}(b), \varepsilon_{\pi \rho \sigma}(c)$, and $\varepsilon_{\pi}(a b c)$; and six each of the types: $\varepsilon_{\pi \rho}(a b), \varepsilon_{\pi \rho}(b c)$, and $\varepsilon_{\pi \rho}(c a)$. The equivalence relations between the possible covarients constructable in this fashion are much more involved and numerous than those for the corresponding three-point vertices, but are readily obtained in any specific case by the application of the basic equations of Appendix 3.

Rule vii is applicable to two-boson/two-fermion processes.
It is unchanged except that the overall Dirac matrix factors to be included in the covarients are now to be chosen from the eight: $\pi_{4}, \phi, \gamma_{\mu_{1}}, \gamma_{\mu_{1}^{\prime}}, \gamma_{\mu_{1}} \phi, \gamma_{\mu_{1}^{\prime}} \phi, \gamma_{\mu_{1}^{\prime}} \gamma_{\mu_{1} \text { and }} \gamma_{\mu_{1}^{\prime}} \gamma_{\mu_{1}} \phi$. The momentum $d$ is to be any fixed lirear combination of the two boson momenta: $q$ and $q^{\prime}$.

Finally, a note about kinematic singularities. As mentioned above we adopt the viewpoint of Hearn (27) that if an M-function is expanded in terms of all possible covarients allowed by the symmetries of the T-matrix:

$$
\begin{equation*}
M=\sum_{j=1}^{m} A_{j} X^{j} \tag{2.41-29}
\end{equation*}
$$

where $m$ is very large, (indeed presumably infinite), then the corresponding $A_{j}$ will all be K.S.F.. This was phrased in more rigorous terms earlier. We argued that it is for this (hypothetical) set of amplitudes that one should postulate "dynamical analyticity", and kinematical singularities are then defined as any additional singularities introduced by the reduction to a linearly inequivalent set of $N$ covarients.

Suppose for the sake of argument that there exists an equivalence $r$ elation, (hereafter abbreviated to "E.R."), which reads:

$$
\begin{equation*}
\sum_{j=1}^{n} a_{j} \pi^{j} \cong 0, \tag{2.41-30}
\end{equation*}
$$

for some finite $n(<m)$. Each $a_{j}$ may be either a scalar constant, (i.e. a pure number or a function of the masses), or a scalar variable, (i.e. a function of the Mandelstam variables). Suppose for the further sake of argument that 2.41-30 is used to eliminate $\mathcal{K}^{1}$ from 2.41-29. Then this latter equation becomes:

$$
\begin{equation*}
M \cong \sum_{j=2}^{n} A_{j}^{\prime} \mathcal{K}^{j}+\sum_{j=n+1}^{m} A_{j} X^{j} \tag{2.41-31}
\end{equation*}
$$

where:

$$
\begin{equation*}
A_{j}^{\prime}=A_{j}-\left(a_{j} / a_{1}\right) A_{1} \tag{2.41-32}
\end{equation*}
$$

The M-function now involves one less amplitude, but the $A_{j}^{\prime}$ will only be K.S.F. if $a_{1}$ is a constant. Otherwise, each will have a kinematic pole at vanishing $a_{1}$; (except, of course, that it may happen for some particular $j$ that $a_{j}$ also vanishes at that point).

Let us define a "type 1 E.R." to be one in which all the $a_{j}$ are constants, and a "type 2 E.R." to be one in which at least one of the $a_{j}$ is a variable. We further define a pair of type 2 E.R.'s to be "equivalent" or "inequivalent" according as one can or cannot be transformed into the other by means only of type 1 E.R.'s.

Thus in the reduction from an infinite linearly equivalent to a finite linearly inequivalent set of covarients, the final set of amplitudes will all be K.S.F. provided that type 2 E.R.'s are used only to eliminate covarients which appear in them with constant coefficients. The use of type 1 E.R.'s is not subject to restriction, since these can hever introduce kinematic singularities.

It might seem that to obtain a set of K.S.F. amplitudes for a given process, one must eliminate an infinity of covarients by means of an infinity of E.R.'s., - a time consuming series of manipulations to say the least! Fortunately this is not the case. The crucial point is that the number of inequivalent type 2 E.R.'s constructable for any given process is finite, and in all practical cases rather small. Indeed, one needs quite a lot of spin before this number ceases to be zero.

The prescription for obtaining a K.S.F. set of amplitudes is therefore as follows. First construct a maximal set of inequivalent type' 2 E.R.'s for the process. (In practice this comes with experience, and is not as difficult as it sounds). Let $r$ be the number of E.R.'s in this set, whilst as usual $N$ is the required number of final covarients. If the set of E.R.'s contains more than (N $+r$ ) covarients, operate with type 1 E.R.'s until only $(\mathbb{N}+r)$ appear. Otherwise, obtain ( $N+r$ ) covarients by constructing additional ones which are linearly inequivalent both to one another and to those appearing in the E.R.'s. Since all the inequivalent type 2 E.R.'s for the process relate only some or all of these $(\mathrm{N}+\mathrm{r})$ covarients, these latter must be related to all other possible covarients only through type 1 E.R.'s. Thus the corresponding $(N+r)$ non-linearly-independent amplitudes
must all be K.S.F.. Finally, select $r$ of these covarients in such a way that each appears with a constant coefficient in a different E.R., and use each E.R. in turn to eliminate the respective covarient. Each of the final $N$ amplitudes must then also be K.S.F., as required.

Note that the existence, for a given process, of a type 2 E.R. in which all coefficients were variables, would be sufficient to guarantee that no K.S.F. spin-decomposition was possible. This vould in turn violate the usual assumption that the so-called "reduced helicity amplitudes" (28) for any process are K.S.F.. Happily, no examples of this pathological situation have yet been discovered.

## $2.42 \mathrm{O}(3.1) \otimes \mathrm{SU}(2) \mathrm{M}$-FUNGTIONS.

As in the case of three particle vertices, it is convenient to build $\operatorname{SU}(2)$ invarience into the spin-decomposition of the previous section by a further isospin-decomposition, writing (in shorthand notation):

$$
A_{j}\left(t_{1}^{\prime} t_{2}^{\prime}, t_{1} t_{2}\right)=\phi_{i_{1}^{\prime}}^{+t_{1}^{\prime}} \psi_{i_{2}^{\prime}}^{+t_{2}^{\prime}} \sum_{k=1}^{\mathscr{N}} A_{j}^{k} \mathcal{K}_{i_{1}^{\prime} i_{2}^{\prime} i_{1} i_{2}}^{k} \psi_{i_{1}}^{t_{1}} \psi_{i_{2}}^{t_{2}}
$$

Here the $\psi^{\prime}$ s are is ospace wave-functions, the $\mathcal{K}^{k}$ are "kinematic" covarients in isospace, the $A_{j}$ are invarient amplitudes in Lorentz-space alone, (now t-dependent), and the $A_{j}^{k}$ are t-independent invarient amplitudes in Lorentz $\otimes \operatorname{SU}(2)$ spsce. The number, $\mathcal{N}$, of linearly inequivalent isospace covarients is just equal to the total initial (equals to tal final) isospin.

The full $\operatorname{spin} \otimes$ isospin decomposition in the s-channel, for example, then reads: $\left\langle q^{\prime} \lambda_{1}^{\prime} t_{1}^{\prime}, \phi^{\prime} \lambda_{2}^{\prime} t_{2}^{\prime}\right| T\left|q \lambda_{1} t_{1}, \phi \lambda_{2} t_{2}\right\rangle=\varepsilon_{\mu^{\prime}}^{* \lambda_{1}^{\prime}}\left(q^{\prime}\right) \psi_{i_{1}^{\prime}}^{+t_{1}^{\prime}}$ $x \bar{u}_{\nu}^{\lambda_{2}^{\prime}}\left(p^{\prime}\right) \psi_{i_{2}^{\prime}}^{+t_{2}^{\prime}} M_{\mu^{\prime} \nu^{\prime} \mu \nu}^{i_{1}^{\prime} i_{2}^{\prime} i_{1} i_{2}} \varepsilon_{\mu}^{\lambda_{1}}(q) \psi_{i_{1}}^{t_{1}} u_{\nu}^{\lambda_{2}}(p) \psi_{i_{2}}^{t_{2}}$,

| where |
| :---: |
| $M_{\mu^{\prime} \nu^{\prime} \mu \nu}^{i_{2}^{\prime} i_{1} i_{2}}$ |$=\sum_{j=1}^{N} \sum_{k=1}^{\mathcal{N}} A_{j}^{k}(s, t) \mathcal{K}_{\mu^{\prime} \nu^{\prime} \mu \nu}^{j} \mathcal{K}_{i_{1} i_{2}^{\prime} i_{1} i_{2}}^{k}$.

The M-functions in the three channels are again related by the crossing rule, and equation 2.41-11 generalises in Lorentz $\otimes \operatorname{SU}(2)$ space to $: M_{\mu_{4} \mu_{3} \mu_{2} \mu_{1}}^{i_{4} i_{3} i_{2} i_{1}}\left(1\left(p_{1}\right)+2\left(p_{2}\right) \rightarrow 3\left(p_{3}\right)+4\left(p_{4}\right)\right)=$ $=\xi_{s} \xi_{T}(-1)^{I_{2}+I_{4}} M_{\mu_{4} \mu_{3} \mu_{2} \mu_{1}}^{i_{4} i_{3} i_{2} i_{1}}\left(1\left(p_{1}\right)+\overline{4}_{4}\left(-p_{4}\right) \rightarrow 3\left(p_{3}\right)+\overline{2}\left(-p_{2}\right)\right)$,
where $\xi_{T}= \begin{cases}+1 & \text { for } \mathrm{bb} \text { crossing, } \\ -1 & \text { for } b f \text { and if crossing. }\end{cases}$
This result follows on using 2.41-11 to generalise the standard crossing relation for spinless invarient amplitudes in $S U(2)$ space alone: ${ }^{(29)}$

$$
A\left(T_{1} t_{1}+T_{2} t_{2} \rightarrow T_{3} t_{3}+T_{4} t_{4}\right)=\xi_{24} A\left(T_{1} t_{1}+\bar{T}_{4} \bar{t}_{4} \rightarrow T_{3} t_{3}+T_{2} E_{2}\right),(2.42-6)
$$

$$
\xi_{24}^{\text {where: }}=(-1)^{t_{2}-t_{4}} \times \begin{cases}(-1)^{-T_{2}-T_{4}}, & \text { for } b b \text { and } f b \text { crossing } \\ (-1)^{T_{2}-T_{4}}, & \text { for ff crossing }\end{cases}
$$

One may choose to use the same $S U(2)$ covarients in each channel, in which case isospin crossing matrices do not arise, or one may choose to use different covarients in each channel. This latter choice requires the use of crossing matrices (29) to páss from onechannel to another, but enables one to decompose in terms of eigenamplitudes of total isospin ( $T$ ) in each channel. In a given channel one then writes:

$$
\begin{equation*}
A_{j}^{\prime}\left(t_{1}^{\prime} t_{2}^{\prime}, t_{1} t_{2}\right)=\psi_{i_{1}^{\prime}}^{+t_{1}^{\prime}} \psi_{i_{2}^{\prime}}^{+t_{2}^{\prime}} \sum_{T} A_{j}^{T} \mathcal{X}_{i_{1}^{\prime} i_{2}^{\prime} i_{1} i_{2}}^{r} \psi_{i_{1}}^{t_{1}} \psi_{i_{2}}^{t_{2}} \tag{2.42-8}
\end{equation*}
$$

Each $\mathcal{K}^{\top}$ is then the projection operator for total isospin
$T$ in that channel and must be normalised so that:

$$
\begin{equation*}
\left(x^{\top}\right)^{2}=x^{\top}, \quad \sum_{T} x^{\top}=1 \tag{2.42-9,10}
\end{equation*}
$$

The structure of such projection operators may be determined to within a normalisation constant by considering the isospace part of the pole graph corresponding to the reaction: $1+2 \rightarrow($ particle with isospin $T) \longrightarrow 3+4$. That is, one has: $\mathcal{K}_{i_{1}^{\prime} i_{2}^{\prime}, i_{1} i_{2}}^{\top}\left(T_{1}^{\prime} T_{2}^{\prime}, T_{1} T_{2}\right) \propto \mathcal{X}_{i_{1} i_{2}^{\prime}, i^{\prime}}\left(T_{1}^{\prime} T_{2}^{\prime}, T\right) \times$

$$
\begin{equation*}
\times P_{i, i}^{\top} \mathcal{K}_{i, i_{1} i_{2}}\left(T, T, T_{2}\right) \tag{2.42-11}
\end{equation*}
$$

The $A_{j}^{\top}$ for a given channel may be used as channelindependent amplitudes, but will not in general be eigenamplitudes of total isospin in the other two channels, nor will they necessarily represent the simplest or most useful choice from the channel-independence point of view. Nevertheless, the determination of a set of unnormalised $\mathcal{K}_{i_{1}^{\prime} i_{2}^{\prime} i_{1} i_{2} \text { in at }}^{\top}$ least one channel provides the best initial step in the construction of any set of $\mathscr{K}_{i_{1} i_{2}^{\prime} i_{1} i_{2}}^{f}$. Since the $\mathbb{K}^{\top}$ will automatically be lineraly inequivalent, one avoids in this way any need to manipulate equivalence relations.

Writing $M_{\beta, \alpha}^{b, a}$ for $M_{\mu^{\prime} \nu^{\prime}, \mu \nu}^{i_{1}^{\prime} i^{\prime}, i_{1} i_{2}}$, the implications on the $M$-function of $P, T$, and $G$-invarience are given by substituting $M_{\beta \alpha}^{b a}$ for $C_{\beta \alpha}^{b a}$ in equations 2.32-7, 8, and 13, respectively.

As usual, the P-invarience constraint on the Lorentz covarients is not affected by the extension of this equation to Lorentz $\otimes \mathrm{SU}(2)$ space.

Similarly, equations $2.41-22$ and 23 remain the respective discontinuity conditions for $T$ and PT-invarient processes, provided that the $\mathrm{SU}(2)$ covarients satisfy equation 2.32-12. Equations 2.41-24 and 25 then generalise to:

$$
\begin{align*}
& \quad \partial i s c_{s} A_{j}^{k}(s, t)=-i \sum_{N} A_{j}^{K N}(s, t) \delta \\
& \text { where the } A_{j}^{K N} \text { are defined by: } \tag{2.42-13}
\end{align*}
$$

$M_{\beta \sigma}^{b c}(f N) P_{\sigma \tau}(N) P_{c d}(N) \bar{M}_{\alpha \tau}^{a d} \equiv \sum_{j=1}^{N} \sum_{\kappa=1}^{\mathcal{N}} A_{j}^{\kappa N} \mathcal{K}_{\beta \alpha}^{j} \mathcal{K}_{b a}^{k}$.
One readily proves that the right-hand side of equation 2.42-11 satisfies equation $2.32-12$ for arbitrary $T_{1}, T_{2}, T_{1}^{\prime}$, $T_{2}$, and $T$. Hence, provided the isospin covarients are constructed by taking linear combinations with real coefficients of sets of $\mathcal{K}^{\top}$, these former will also satisfy 2.32-12.

In certain special cases, particularly those involving identical multiplets, $G$-invarience and crossing together
further constrain the covarients or relate the amplitudes at differen', values of their arguments.

One such special case will be needed later in this thesis. Multiplets 1 and 3 have integer spin and isospin, whilst 2 and 4 are identical multiplets having half-integer spin and isospin. The result is that if the covarients are chosen to satisfy:

$$
\begin{equation*}
\mathcal{K}_{\mu^{\prime} \nu^{\prime} \mu \nu}^{j}\left(q^{\prime} p^{\prime} q p\right)=\xi_{j} C \mathcal{K}_{\mu^{\prime} \nu \mu^{\prime}}^{j^{\top}}\left(q^{\prime},-p, q,-p^{\prime}\right) C^{-1} \tag{2.42-14}
\end{equation*}
$$

and: $\mathcal{K}_{i_{1}^{\prime} i_{2}^{\prime} i_{l} i_{2}}^{k}=\xi_{k} と \widetilde{K}_{i_{1}^{\prime} i_{2} i_{1} i_{2}^{\prime}}^{k} \mathcal{C}^{-1}$,
with

$$
\begin{equation*}
\xi_{j, k}= \pm 1 \tag{2.42-15}
\end{equation*}
$$

then the amplitudes will satisfy:

$$
\begin{equation*}
A_{j}^{k}(s, t, u)=G_{1} G_{3} \xi_{j} \xi_{k} A_{j}^{k}(u, t, s) \tag{2.42-17}
\end{equation*}
$$

### 2.5 THE COVARIENT REGGEISATION TECHNIQUE. (12)

It is well know that the high energy asymptotic behaviours of the amplitudes for a strong interaction scattering process are determined in a given channel by the contributions each receives from "intermediate" Regge poles in the appropriate crossed channel. Until recently one knew of no easy means by which covarient partial-wave expansions might be obtained. It was therefore customary to Reggeise the crossed channel centre of mass frame helicity amplitudes. (28)(30) These had then to be related to the direct channel amplitudes whose. asymptotic behaviours were required.

In the formalism under review in Part I of this chapter a covarient partial-wave expansion presents no difficulties and one is therefore able to Reggeise invarient amplitudes directly. The essential point is simply that in a given channel the Jth partial-wave of a given amplitude is proportional to the contribution that amplitude receives from a spin J (or J $+\frac{1}{2}$ ) on-shell one-particle intermediate state
in that channel. From the point of view of Reggeisation the constant of proportionality is not erplicitly required since it may be absorbed into the Regge couplings.

For the sake of argument, suppose one has a strong interaction two particle to two particle scattering process with kinematics and channels as defined in section 2.41, and one wishes to determine the high-s asymptotic behaviours of a set of K.S.F. invarient amplitudes for this process by covarient Reggeisation in the t-channel. We shall assume that this latter is a "boson channel". If this is not the case one simply replaces the spin J propogators in the argument following by the corresponding ones for spin $J+\frac{1}{2}$, and the $A_{j}^{\top n}$ become invarient eigenamplitudes for t-channel initial total angular momentum $J+\frac{1}{2}$.

Working for the moment in Lorentz space alone one has, then, an M-function $M_{N} \mu^{\prime} \nu^{\prime} \mu \nu$ with K.S.F. spin decomposition:

$$
\begin{equation*}
M_{\mu^{\prime} \nu^{\prime} \mu \nu}=\sum_{j=1}^{N^{\prime}} A_{j}(s, t) \mathcal{X}_{\mu^{\prime} \nu^{\prime} \mu \nu}^{j} \tag{2.5-1}
\end{equation*}
$$

Since the process is assumed to be P-invarient, one wishes to make a (covarient) "partial-wave" decomposition in the tchannel:

$$
\begin{equation*}
A_{j}(s, t)=\sum_{J=0}^{\infty} \sum_{n= \pm 1}(2 J+1) A_{j}^{J n}(s, t) \tag{2.5-2}
\end{equation*}
$$

where the "invarient eigenamplitude" $A_{j}^{\top}$. is that part of $A_{j}$ which corresponds to a t-channel initial state with total angular momentum $J$ and normality:

$$
\begin{equation*}
n \equiv(\text { total parity })(-1)^{J}= \pm 1 \tag{2.5-3}
\end{equation*}
$$

$A_{j}^{j n}{ }_{N}^{\text {is }}$ then given by:

$$
\begin{equation*}
\sum_{j=1}^{N} A_{j}^{T n}(s, t) \mathcal{X}_{\mu^{\prime} \nu^{\prime} \mu \nu}^{j}=C(J, n) M_{\mu^{\prime} \nu^{\prime} \mu \nu}^{J n}, \tag{2.5-4}
\end{equation*}
$$

where $C(J, n)$ is a proportionality constant which will remain undetermined. $M_{\mu^{\prime} \nu^{\prime} \mu \nu}^{J n}$ is the numerator of the pole graph for a t-channel on-shell single particle intermediate state with $s p$ in $J$ and normality $n$, and is given by:

$$
\begin{align*}
& M_{\mu^{\prime} \nu^{\prime} \mu \nu}^{\top n}=\varphi_{\nu^{\prime} \nu(\tau)^{\top}}^{n}\left(s_{4} \bar{s}_{2,} J\right) \rho_{(\tau)^{\top}(\sigma)^{\top}}^{\top}(\Delta) \succ_{(\sigma)^{\top} \mu^{\prime} \mu}^{n}\left(J, \bar{s}_{3} s_{1}\right),  \tag{2.5-5}\\
& \text { with: } \quad \Delta \equiv p^{\prime}-p=q-q^{\prime} .
\end{align*}
$$

The coupling functions depend on $n$, since this affects their normality. In view of the construction rules of section 2.31, the structure of these functions may be exhibited in the form:

$$
\begin{aligned}
& \varphi_{(\sigma)^{\top} \mu^{\prime} \mu}^{n}\left(J, \bar{S}_{3} s_{1}\right)=\sum_{r^{\prime}=0}^{\operatorname{Min}\left(\sigma_{,} \bar{S}_{3}+S_{1}\right)} \sum_{j^{\prime}=N^{\prime}\left(r^{\prime} 1\right)+1}^{N^{\prime}(r)} f_{j^{\prime}}^{\top n} K_{(\sigma)^{r^{\prime} \mu^{\prime} \mu}}^{j^{\prime} n}\left(-Q_{\sigma}\right)^{\top-r^{\prime}},(2.5-7) \\
& \varphi_{\nu^{\prime} \nu(\tau)}^{n}\left(s_{4} \bar{s}_{2}, J\right)=\sum_{r^{\prime \prime}=0}^{\operatorname{Min}\left(\tau, s_{4}+\bar{S}_{2}\right)} \sum_{j^{\prime \prime}=N^{\prime \prime}\left(r^{\prime \prime}-1\right)+1}^{N^{\prime \prime}\left(r^{\prime \prime}\right)} g_{j^{\prime \prime}}^{\top n} \mathcal{X}_{\nu \prime \nu(\tau)^{\prime \prime}}^{j^{\prime \prime} n}\left(P_{\tau}\right)^{J-r^{\prime \prime}} \cdot(2.5-8)
\end{aligned}
$$

In these equations:

$$
\begin{gather*}
P \equiv \frac{1}{2}\left(p+p^{\prime}\right), \quad Q \equiv \frac{1}{2}\left(q+q^{\prime}\right),  \tag{2.5-9,10}\\
N^{\prime}(-1) \equiv 0 \equiv N^{\prime \prime}(-1), \tag{2.5-11}
\end{gather*}
$$

and $N^{\prime}\left(r^{\prime}\right)$ and $N^{\prime \prime}\left(r^{\prime \prime}\right)$ are defined to be the respective number of independent couplings at the vertices: $S_{1}+\bar{S}_{3} \rightarrow r^{\prime}$ and $r^{\prime \prime} \rightarrow \bar{S}_{2}+S_{4}$, when the spin $r^{\prime}$ and $r^{\prime \prime}$ particles have normality $n$. The covarients $\mathcal{K}^{j^{\prime n}}$ and $\mathcal{X}^{j^{\prime \prime} n}$ are $J$-independent, and contain no factors of the type $Q_{\sigma}$ and $P_{\tau}$ respectively.

$$
M_{\mu^{\prime} \nu^{\prime} \mu \nu}^{\top n}=\sum_{r^{\prime}=0}^{\begin{array}{c}
\text { Equation } 2.5-5 \text { may thus } \\
M_{i n}\left(J, s_{3}+s_{1}\right)  \tag{2.5-12}\\
N^{\prime}\left(r^{\prime}\right)
\end{array} \sum_{N^{\prime}\left(r^{\prime}-1\right)+1}^{\operatorname{Min}\left(J, s_{4}+S_{2}\right)} N_{r^{\prime \prime}=0}^{N^{\prime \prime}\left(r^{\prime \prime}\right)} f_{j^{\prime \prime}\left(r^{\prime \prime-1}\right)+1}^{J^{\prime} n} g_{j^{\prime \prime}}^{\top n} x .}
$$

$\times \mathscr{X}_{\nu^{\prime} \nu(\tau)^{r^{\prime \prime}}}^{j^{\prime \prime} n} \nabla_{(\tau)^{r^{\prime \prime}}(\sigma)^{\prime \prime}}^{\sigma}(P,-Q ; \Delta) \mathcal{X}_{(\sigma)^{r^{\prime}} \mu^{\prime} \mu}^{j^{\prime} n}$.
Provided one specifies:

$$
\begin{equation*}
f_{j^{\prime}}^{\checkmark n}=0 \text { for all } j^{\prime}>N^{\prime}(J) \tag{2.5-13}
\end{equation*}
$$

and

$$
\begin{equation*}
g_{j^{\prime \prime}}^{\top n}=0 \quad \text { for all } j^{\prime \prime}>\mathbb{N}^{\prime \prime}(J) \tag{2.5-14}
\end{equation*}
$$

the upper $r^{\prime}$ and $r^{\prime \prime}$ summation limits, $\operatorname{Min}\left(J, \bar{S}_{3}+S_{1}\right)$ and $\operatorname{Min}\left(J, S_{4}+\bar{S}_{2}\right)$, in equation $2.5-12$ may be replaced by $\left(\bar{S}_{3}+S_{1}\right)$ and $\left(S_{4}+\bar{S}_{2}\right)$ respectively. The specifications $2.5-13$ and 14 just remove from this modified equation those terms which involve covarients and propogators contracted via more indices than the available intermediate spin allowes. After performing
$a 11$ indicated contractions, one may obtain terms which superficially appear to have poles at certain low integer values of J. However, on closer inspection one notices that such poles always have their origin in these same "nonsensical" contractions, and the terms in which they appear are eliminated by specifications 2.5-13 and 14.

The "tensorial structure" of 2.5-12 is now J-independent. This modified equation depends on J only through the couplingconstants and scalar functions of $J$ involving solid harmonics (or derivatives thereof) with argument $P(\Delta) \cdot Q(\Delta)$. Comparison of equations 2.5-4 and 12 (modified) thus yields expressions for the $A_{j}^{J n}$ valid, (in combination with $2.5-13$ and 14), for arbitrary non-negative definite integer J. Substitution of these expressions into equation 2.5-2 yields a covarient partial-wave expansion for each $A_{j}$.

The "angular factors" appearing in each such expansion are just Legendre polynomials and their derivatives. Using the orthogonality properties of such functions, these expansions may be inverted to give Froissart-Gribov expressions for the partial-wave amplitudes. After converting the summation in 2.5-2 to a contour integral one can therefore perform a Sommerfeld-Watson transform, picking up t-channel Regge pole contributions to $A_{j}(s, t)$ given by:

$x \frac{\pi \alpha_{n}^{\tau^{\prime}}(t)}{\sin \pi \alpha_{n}^{\tau}(t)} \sum_{r^{\prime}=0}^{\overline{s_{3}}+s_{1}} \sum_{j^{\prime}=N^{\prime}\left(r^{\prime}-1\right)+1}^{N^{\prime}\left(r^{\prime}\right)} \sum_{r^{\prime \prime}=0}^{\bar{S}_{2}+s_{4}} \sum_{j=N^{\prime \prime}\left(r^{\prime \prime}-1\right)+1}^{N^{\prime \prime}\left(r^{\prime \prime}\right)} f_{j}(n, \tau ; t) x$

$$
\begin{equation*}
\times g_{j \prime \prime}(n, \tau ; t) \mathcal{K}_{\nu^{\prime} \nu(\tau) r^{\prime \prime}}^{j^{\prime \prime} n} \hat{\rho}_{(\tau)^{r^{\prime \prime}}(\sigma)^{r \prime}}^{J \rightarrow \alpha_{n}^{\tau}(t)}(P, Q ; \Delta) \mathcal{K}_{(\sigma)^{r^{\prime}} \mu^{\prime} \mu}^{j^{\prime} n} \tag{2.5-15}
\end{equation*}
$$

In this equation: $A_{j}^{R}(s, t)$ is the total t-channel Regge contribution (neglecting isospin), to the amplitude $A_{j}(s, t)$;
and $\alpha_{n}^{\tau}(t)$ is the Regge trajectory with signature $\tau$ and normality $n$. $\hat{\nabla}_{(\tau))^{r^{\prime \prime}}(\sigma)^{r^{\prime}}}^{J \rightarrow \alpha_{n}^{\tau}(\tau)}$ is to be obtained from $\rho_{(\tau)^{r \prime \prime}(\sigma)^{r^{\prime}}}^{\top}$ by reversing the sign of the arguments of all Legendre polynomials (or derivatives) appearing, and after performing all contractions with the initial and final covarients one is to make the continuation: $J \longrightarrow \alpha_{n}^{\tau}(t)$. The "Regge couplingconstants" $f_{j^{\prime}}(n, \tau ; t)$ and $g_{j^{\prime \prime}}(n, \tau ; t)$ are to be obtained from the corresponding $f_{j^{\prime}}^{J n}$ and $g_{j^{\prime \prime \prime}}^{J n}$ by making this same continuation, after first absorbing a factor $\sqrt{C(J, n)}$ into each. They have "nonsense zeros" at those values of $t$ for which $\alpha{ }_{n}^{\tau}(t)$ is equal to an (integer) J value satisfying $2.5-13$ or 14 as appropriate. Notice from equation 2.5-15: firstly, the extremely simple way that parity is incorporated into the formalism; and secondly, that all Regge couplings involved are automatically factorised, that is, one only deals with products of pairs of "initial" and "final" Regge couplingconstants.

From 2.5-15 one obtains, then, an expression for each $A_{j}^{R}$ in terms of a linear combination of solid harmonic derivatives of the general form: $\hat{p}_{\alpha(t)-m}^{(n)}(P(\Delta) \cdot Q(\Delta))$. Each combination coefficient is the product of an "initial" Regge couplingconstant, a "final" Regge coupling-constant, and a polynomial in the masses and Mandelstam variables. The solid harmonic derivatives have detailed structure:

$$
\begin{align*}
& \hat{P}_{\alpha(t)-m}^{(n)}(P(\Delta) \cdot Q(\Delta))=\left[P^{2}(\Delta) Q^{2}(\Delta)\right]^{\frac{1}{2}(\alpha(t)-m-n)} \times \\
& x P_{\alpha(t)-m}^{(n)}\left[-P(\Delta) \cdot Q(\Delta) /\left(P^{2}(\Delta) Q^{2}(\Delta)\right)^{1 / 2}\right], \tag{2.5-16}
\end{align*}
$$

where:

$$
\begin{align*}
& P(\Delta) \cdot Q(\Delta)=\frac{1}{4}\left[s-u+\frac{1}{t}\left(m_{3}^{2}-m_{1}^{2}\right)\left(m_{4}^{2}-m_{2}^{2}\right)\right],  \tag{2.5-17}\\
& P^{2}(\Delta)=\frac{1}{4 t}\left[t-\left(m_{4}+m_{2}\right)^{2}\right]\left[t-\left(m_{4}-m_{2}\right)^{2}\right]  \tag{2.5-18}\\
& Q^{2}(\Delta)=\frac{1}{4 t}\left[t-\left(m_{3}+m_{1}\right)^{2}\right]\left[t-\left(m_{3}-m_{1}\right)^{2}\right] \tag{2.5-19}
\end{align*}
$$

The high s leading asymptotic behaviour of the $A_{j}$ can thus be picked out for any fixed $t$. Notice that the correct "threshold factors", $\left[P^{2}(\Delta) Q^{2}(\Delta)\right]^{\frac{1}{2}(\alpha(t)-m-n)}$, appear quite automatically.

The $1 / t$ terms in equations $2.5-17$ to 19 arise out of the t-channel boost prescription:

$$
\begin{equation*}
a \cdot \underline{b} \rightarrow-a(\Delta) \cdot b(\Delta)=-a \cdot b+\frac{a \cdot \Delta b \cdot \Delta}{\Delta^{2}}=-a \cdot b+\frac{a \cdot \Delta b \cdot \Delta}{t}, \tag{2.5-20}
\end{equation*}
$$

and lead to poles at zero $t$ in the expressions for the $A_{j}^{R}$ if:

$$
\begin{equation*}
m_{1} \neq m_{3} \text { and/or } m_{2} \neq m_{4} \tag{2.5-21}
\end{equation*}
$$

This is the so-called "unequal mass problem". (31) For processes with sufficiently high external spin the above mentioned polynomial coefficients may also have poles at vanishing t. These again have their origin in the boost prescription, and arise out of factors such as: $g_{\tau \sigma}(\Delta)$, $P_{\sigma}(\Delta), Q_{\sigma}(\Delta), P_{\tau}(\Delta), Q_{\tau}(\Delta)$, etc. in the partially contracted propogators. Here one has the "high spin problem". (31) Note the common origin of both types of problem in this formalism.

Both types of unwanted pole in $t$ can be simultaineously removed in any of three ways, viz:
i) The "fixed pole" somtion. (12)(32) Instead of continuing directly to zero $t$ by means of equation $2.5-15$, one uses this equation only down to the t-channel threshold. The continuation to zero $t$ is then performed by means of an unsubtracted fixed-s dispersion relation in which the contour remains at a safe distance from all singularities. The continued $A_{j}^{R}$ defined in this way remain finite below thresholà, especially at vanishing t. However, this prescription introduces into the amplitudes additional fixed (i.e. t-independent) poles in the J-plane, and its validity therefore relies on these being consistent with Mandelstam analyticity. (33)

Whether this is in fact the case would still seem to be an open question. (12)
ii) The "evasive" solution. (34) At zero t the Reggeon simulates a massless particle, and the initial and final vertices ought therefore to be internally gauge-invarient at this point. That is, at zero t the initial and final Regge couplings should vanish on contraction with $\Delta_{\sigma}$ and $\Delta_{\tau}$ respectively. The Regge coupling-constants corresponding to vertex covarients which fail to behave in this way should therefore be proportional to $t$. These t-factors then cancel the unwanted poles.
iii) The "conspiratorial" solution. (34) One associates with each trajectory leading to unwanted poles an additional "conspirator trajectory" having the same conserved quantum numbers. The corresponding couplings of this latter trajectory are related to those of the former, and in addition have just those singularities at zero $t$ which cause the total contribution to a given $A_{j}$ due to the two trajectories together to remain finite at that point.

Details of the fixed pole solution have been given by Scadron and Jones, ${ }^{(12)}$ and of evasive and conspiratorial solutions by Gault. (35) The essential result of the se detailed treatments is that whichever solution is adopted, the leading high-s asymptotic behaviour of each invarient amplitude remains the same after pole elimination as it was before this operation. Throughout the remainder of this thesis we shall therefore ignore all poles at integer $J$ and at zero $t$ arising during covarient Regeoisation.

So far we have neglected isospin and G-parity working in Lorentz-space alone and characterising the Regge trajectories by their normality and signature. If one is only concerned
with the Reggeisation of boson channels of zero strangeness processes, one may make the argument fully general by working in Lorentz $\otimes \operatorname{SU}(2)$ space and characterising the Regge trajectories in adaition by their isospin ( $T$ ), and $G-$ parity (G). The total Regge contribution, $A_{j}^{f e R}(s, t)$, to the Lorentz $\otimes \operatorname{SU}(2)$ invarient amplitude, $\quad A_{j}^{k}(s, t)$, is then given by modifying equation 2.5-15 as follows:
$\sum_{j=1}^{N} A_{j}^{R}(s, t) \mathcal{X}_{\mu^{\prime} \nu^{\prime} \mu \nu}^{j} \rightarrow \sum_{j=1}^{N} \sum_{k_{2}=1}^{\mathcal{N}} A_{j}^{\kappa R}(s, t) \mathcal{K}_{\mu^{\prime} \nu^{\prime} \mu \nu}^{j} \mathcal{K}_{i_{1}^{\prime} i_{2}^{\prime} i_{1} i_{2}}^{k}$,
$\sum_{n= \pm 1} \sum_{\tau= \pm 1} \rightarrow \sum_{n= \pm 1} \sum_{\tau= \pm 1} \sum_{G= \pm 1} \sum_{\text {Tallo wed }}$
$\alpha_{n}(t) \rightarrow \alpha_{n \tau}^{\tau}(t)$,
$f_{j^{\prime}}(n, \tau ; t) \rightarrow f_{j^{\prime}}(n, \tau, T, G ; t)$,
$g_{j^{\prime \prime}}(n, \tau ; t) \rightarrow g_{j \prime}(n, \tau ; T, G ; t)$,
(2.5-26)
and finally each term on the right-hand side is multiplied by the appropriate isospace pole graph factor:

$$
\begin{equation*}
X_{i_{2}^{\prime} i_{2} i^{\prime}}\left(T_{4} \overline{T_{2}}, T\right) p_{i^{\prime} i}^{\top} X_{i i_{1}^{\prime} i_{1}}\left(T, \overline{T_{3}} T_{1}\right) \tag{2.5-27}
\end{equation*}
$$

Some reduction in the range of the four-fold summation 2.5-23 will result if G-parity selection rules are operative at the initial and/or final vertices, and in adaition the spin covarients will depend on $T$ and $G$ if the vertices are subject to G-parity constraints.

## CHAPTER 2, PART II.

## $2.6 \mathrm{O}(3.1) \otimes \mathrm{SU}(2)$ DFCOMPOSITION OF VIRTUAL PHOTONIC THREE AND FOUR-POINT FUNCTIONS.

The fomalism revieved in Part I of this chapter was set up with purely hadronic processes in mind. With an eye tovards important classes of reaction such as hadron photo-production and Compton scattering, and vertices involving hadron electromagnetic form-factors at zero argument, it is useful to generalise this formalism to include the possibility of one or more of the particles being real photons. The essential additional ingredient is gauge-invarience, and a suitable generalisation has been given by Scadron and Jones. (13)

If one wishes to study the electromagnetic form-factors at non-zero argument, and the electroproduction of hadrons, it is necessary to go a stage further and include the possibility that the photons are virtual. In this second part of Chapter 2 we give a generalisation to three-and four-point "vertex-functions" involving a virtual photon, the remaining particles being on-shell hadrons. These are current-conserving generalisations of our previous coupling- and M-functions. They correspond to matrix-elements of the electromagnetic current operator taken betwen on-shell states containing a total of two and three hadrons respectively. We remind the reader that as a consequence of space-time translational invarience, it is only necessary to work with matrix elements of the current evaluated at the origin of the space-time coordinates.

Our treatment is equally applicable to real photons. That is, it is designed to reduce to a valid real photon formalism in the limit as the squared four-momentum of the virtual photon tends to zero. In this limit it parallels
the real photon approach of Scardon and Jones, which consequently will not be reviewed here.

In this present section we formulate sets of rules for the Lorentz $\otimes \operatorname{SU}(2)$ space decomposition into kinematic singularity free form-factors of three- and four-point hadron/ virtual photon vertices. In section 2.7 such decompositions are derived in Lorentz-space alone, (the extension to Lorentz $\otimes$ SU(2) space being relatively trivial), for all three-point vertices encountered later in this thesis. We relate those in which we are primarily interested to unpolarised crosssections. Decompositions of a number of four-point vertices are deduced in Chapter 4.

We are concerned, then, with matrix elements: $\langle f| j_{\alpha}(0)|i\rangle$ in which $|i\rangle$ and $|f\rangle$ are respectively initial and final on-shell hadron states. For the sake of argument we shall assume that $|i\rangle$ contains a single hadron. The state $|f\rangle$ will then contain either one or two hadrons.

In practice such a matrix element will always be contracted via a virtual photon propogator with a second matrix element of the current operator; so if $q$ is the virtual photon fourmomentum:

$$
\begin{equation*}
q \equiv p_{f}-p_{i}=p_{i^{\prime}}-p_{f^{\prime}} \tag{2.6-1}
\end{equation*}
$$

we are dealing with a quantity which looks like:

$$
\begin{equation*}
\lim _{\epsilon \rightarrow 0^{+}}\left\langle f^{\prime}\right| j_{\beta}(0)\left|i^{\prime}\right\rangle \frac{g_{\beta \alpha}}{q^{2}+i \epsilon}\langle f| j_{\alpha}(0)|i\rangle \tag{2.6-2}
\end{equation*}
$$

It happens in this thesis that the states $\left|i^{\prime}\right\rangle$ and $\left|f^{\prime}\right\rangle$ will contain respectively one initial and one final on-shell electron, but they can, of course, be quite general states. Current conservation implies that:

$$
\begin{equation*}
q_{\alpha}\left\langle f^{\prime}\right| j_{\alpha}(0)\left|i^{\prime}\right\rangle=0=q_{\alpha}\langle f| j_{\alpha}(0)|i\rangle . \tag{2.6-3}
\end{equation*}
$$

It will prove a useful shorthand notation to define a
"virtual photon wave-function" by:

$$
\begin{equation*}
\varepsilon_{\alpha}(q) \equiv \lim _{\epsilon \rightarrow 0^{+}}\left\langle f^{\prime}\right| j_{\beta}(0)\left|i^{\prime}\right\rangle \frac{g_{\beta \alpha}}{q^{2}+i \epsilon} \tag{2.6-4}
\end{equation*}
$$

and in virtue of $2 \cdot 6-3$ this satisfies:

$$
\begin{equation*}
q_{\alpha} \varepsilon_{\alpha}(q)=0 \tag{2.6-5}
\end{equation*}
$$

In the absence of $2.6-5, \varepsilon_{\alpha}(q)$ behaves like the wave-function for a superposition of a normal spin-one ( $J^{P}=1^{-}$) particle and a normal spin-zero ( $\mathrm{J}^{\mathrm{P}}=\mathrm{O}^{+}$) particle. In polarisation language and with $\lambda$ denoting helicity (dependent on the helicities of the particles comprising states $|i\rangle$ and $\left|f^{\prime}\right\rangle$ ):

$$
\left(\sigma^{P}, \lambda\right)=\left(1^{-}, \pm 1\right) \text { correspond to transversely polarised } \begin{align*}
& \text { virtual photons, } \tag{2.6-6}
\end{align*}
$$

$\left(J^{P}, \lambda\right)=\left(1^{-}, 0\right) \begin{aligned} & \text { corresponds to a longitudinally } \\ & \text { polarised virtual photon }\end{aligned}$
$\left(J^{P}, \lambda\right)=\left(O^{+}, 0\right)$ corresponds to a virtual photon

Equation 2. $6-5$ then tells us that not all types of polarised virtual photon can have independent physical effects. Specifically, the observable effects of longitudinally and "scalarly" polarised virtual photons are linearly related.

In a manner exactly analogous to that adopted in sections 2.31 and 2.41, we factor the helicity dependence out of the matrix element, defining a "vertex function", $V_{\nu \mu \alpha}(f, t)$ by (symbolically):

$$
\begin{equation*}
\langle f| j_{\alpha}(0)|i\rangle \equiv \bar{\psi}_{\nu}^{\lambda_{f}}(f) v_{\nu \mu \alpha}(f, i) \psi_{\mu}^{\lambda_{i}}(i) \tag{2.6-9}
\end{equation*}
$$

These three- and four-point vertex functions are off-shell generalisations of our previous coupling and $\mathbb{M}-$ functions, and $^{\text {a }}$ may be similarly expanded in terns of a set of linearly inequivalent Lorentz basis tensors or tensor-spinors (kinematic covarients):

$$
\begin{equation*}
v_{\nu \mu \alpha}(f, i)=\sum_{j=1}^{N} f_{j}\left(q^{2}, \ldots\right) \mathcal{K}_{\nu \mu \alpha}^{j}(f, i) . \tag{2.6-10}
\end{equation*}
$$

But in view of 2.6-3 the vertex function and covarients now are require to satisfy:

$$
\begin{equation*}
v_{\nu \mu \alpha}(f, i) q_{\alpha}=0=\mathcal{K}_{\nu \mu \alpha}^{j} q_{\alpha} \tag{2.6-11}
\end{equation*}
$$

The expansion coefficients, $f_{j}$ are now electromagnetic formfactors. They are scalar functions, (in general complex), of the scalar variables constructable from the momenta involved at the vertex. Since the photon is off-shell we now have a single such variable, $q^{2}$, for three-point vertices. In the case of four-point functions three linearly independent variables are now available, and we may conveniently choose to use $q^{2}$ and any two of the Mandelstam variables defined as though the photon were a real initial particle. If $m_{2,3,4}$ are the masses of the hadrons, these variables satisfy:

$$
\begin{equation*}
s+t+u-q_{1}^{2}=m_{2}^{2}+m_{3}^{2}+m_{4}^{2} \tag{2.6-12}
\end{equation*}
$$

Since the observable effects of the scalar and longitudinal polarisations of the virtual photon are linearly related, the number, $N$, of linearly independent form-factors is given by:

$$
\begin{equation*}
N=N\left(1^{-}\right) \tag{2.6-13}
\end{equation*}
$$

where $N\left(1^{-}\right)$is defined to be the number of linearly inequivalent covarients for an on-shell interaction: $i+\Gamma \rightarrow f$ subject to the same conservation laws.

From the $S U(2)$ point of view the virtual photon behaves like a superposition of an isoscalar and the third component of an isovector, these two components behaving in such a way that they individually conserve total isospin in hadronic electromagnetic interactions. Thus although we have so far worked only in Lorentz space, we may again usefully exploit $\operatorname{su}(2)$ invarience by extending the argument to Lorentz $Q \operatorname{SU}(2)$ space. We thus write symbolically:

$$
f_{j}\left(q_{,}^{2}, \ldots ; T_{f} t_{f}, T_{i} t_{i}\right)=\psi_{i^{\prime}}^{+t_{f}}(f) \sum_{k=1}^{N} f_{j}^{k}\left(q_{, \ldots, j}^{2} T_{f}, T_{i}\right) \mathcal{X}_{i^{\prime} i}^{k}\left(T_{f_{n}} T_{i}\right) \psi_{i}^{t_{i}}(i)_{(2.6-14)}
$$

We have (in general) two isospin covarients for three-point vertices. One corresponds to the coxplings to the isoscalar part of the photon, and the other to the couplings to the isovector part. In the four-point case, $\mathcal{N}_{\text {is }}$ equal to the number of is ospin covarients for the reaction: $i+0 \rightarrow f$, (isoscalar form-factors), plus the number for the reaction: $i+1 \rightarrow f$, (isovector form-factors). Here i,f,o and 1 refer of course to the isospins involved.

Our original virtual photon wave-function can of course be decomposed in this same fashion. The fact that the spin wave-functions corresponding to the states $\left|i^{\prime}\right\rangle$ and $\left|f^{\prime}\right\rangle$ satisfy the Jacob and Tick phase conventions, then ensures that the virtual photon wave-function satisfies these same phase conventions. For example, if $\left|i^{\prime}\right\rangle$ and $\left|f^{\prime}\right\rangle$ are both on-shell single-electron states with momenta $q_{1}, q_{2}$, and helicities $\lambda_{1}, \lambda_{2}$ respectively, we may define:

$$
\begin{align*}
& \varepsilon_{\alpha}^{0}(q) \equiv \varepsilon_{\alpha}^{1 / 2,-1 / 2}(q)=\varepsilon_{\alpha}^{-1 / 2,1 / 2}(q),  \tag{2.6-15}\\
& \varepsilon_{\alpha}^{ \pm 1}(q) \equiv \varepsilon_{\alpha}^{ \pm 1 / 2, \pm 1 / 2}(q), \tag{2.6-16}
\end{align*}
$$

where:

$$
\begin{equation*}
\varepsilon_{\alpha}^{\lambda_{1} \lambda_{2}(q) \equiv \frac{e}{q^{2}} \bar{u}^{\lambda_{2}}\left(q_{2}\right) \gamma_{\alpha} u^{\lambda_{1}}\left(q_{1}\right), ~ ;, ~} \tag{2.6-17}
\end{equation*}
$$

and:

$$
\begin{equation*}
q=q_{1}-q_{2} \tag{2.6-18}
\end{equation*}
$$

Working in the Breit frame, with the z-axis parallel to $q$, so that:

$$
\begin{equation*}
q=(0,0,0,|q|), \tag{2.6-19}
\end{equation*}
$$

we then easily deduce that:

$$
\begin{align*}
& \mathcal{E}_{\alpha}^{0}(q)=\varepsilon_{\alpha}^{0}\left(q_{0},-q\right)=\frac{2 e m_{e}}{q^{2}}(1,0,0,0)  \tag{2.6-20}\\
& \mathcal{E}_{\alpha}^{ \pm 1}(q)=\mathcal{E}_{\alpha}^{\mp 1}\left(q_{0},-q\right)=\frac{e|q|}{q^{2}}(0, \pm 1, i, 0) \tag{2.6-21}
\end{align*}
$$

Thus in the Breit frame these wave-functions do indeed satisfy the phase conventions $2.11-19,21$, and 24 as required.

Since the phase conventions are frame-independent for wavefunctions having the correct Jorentz transformation properties, they will automatically be satisfied in any general frame. Note that in the special frame above, the non-transverse polarisation of the virtual photon is purely scalar. This is a necessary consequence of equations $2.6-5$ and 19 , which together imply:

$$
\begin{equation*}
\varepsilon_{3}^{\lambda}=0 . \tag{2.6-22}
\end{equation*}
$$

The analytic structure of hadronic electromagnetic form-factors as functions of $q^{2}$ is not fully understood to date. To see what happens in the important real photon limit, (vanishing $q^{2}$ ), we now consider for a moment coupling and $M-$ functions corresponding to the same final states $|f\rangle$ as previously, but with initial states which in addition to the particles comprising the states $|i\rangle$ now contain a real photon with momentum q. These functions are then defined in Lorentz space by:

$$
\langle f|\left\{\begin{array}{l}
\mathcal{L}  \tag{2.6-23}\\
T
\end{array}\right\}|\gamma(q), i\rangle \equiv \bar{\phi}_{\nu}^{\lambda} f(f)\left\{\begin{array}{l}
C_{\nu \mu \alpha}(f, i) \\
M_{\nu \mu \alpha}(f, i)
\end{array}\right\} \phi_{\mu}^{\lambda i}(i) \varepsilon_{\alpha}^{\lambda}(q),
$$

and have the spin decompositions:

$$
\left\{\begin{array}{l}
\varepsilon_{\nu \mu \alpha}(f, i)  \tag{2.6-24}\\
M_{\nu \mu \alpha}\left(f_{j} i\right)
\end{array}\right\}=\sum_{j=1}^{N}\left\{\begin{array}{l}
g_{j} \\
A_{j}\left(s_{2} t\right)
\end{array}\right\} \mathcal{K}_{\nu \mu \alpha}^{j}\left(f_{,} i\right)
$$

The $g_{j}$ are now photon-hadron coupling-constants, and the $A_{j}(s, t)$ are invarient amplitudes for hadron photo-production processes. $\varepsilon_{\alpha}^{\lambda}(q)$ is now a real photon wave-function, and is required tosatisfy the Rarita-Schwinger subsidiary condition:

$$
\begin{equation*}
q_{\alpha} \varepsilon_{\alpha}^{\lambda}(q)=0 . \tag{2.6-25}
\end{equation*}
$$

We require the theory to be invarient under the gaugetransformation:

$$
\begin{equation*}
\varepsilon_{\alpha}^{\lambda}(q) \rightarrow \varepsilon_{\alpha}^{\prime \lambda}(q) \equiv \varepsilon_{\alpha}^{\lambda}(q)+\xi\left(q^{2}\right) q_{\alpha}, \tag{2.6-26}
\end{equation*}
$$

where $\xi$ is any scalar function of $q^{2}$ such that:

$$
\begin{equation*}
\lim _{q^{2} \rightarrow 0^{ \pm}} \xi\left(q^{2}\right) q^{2}=0 \tag{2.6-27}
\end{equation*}
$$

This requirement is necessary because since the real photon is an on-sholl massiess particle, $\varepsilon_{\alpha}^{/ \lambda}(q)$ is a perfectly valid real photon wave-function provided that the same is true of $\varepsilon_{\alpha}^{\lambda}(q)$. That is, $\varepsilon_{\alpha}^{\prime \lambda}(q)$ has the same Lorentz transformation properties as $\varepsilon_{\alpha}^{\lambda}(q)$, and also satisfies 2.6-17. As a consequence of this gauge-invarience requirement, the coupling functions, M-functions, and kinematic covarients are required to satisfy:

$$
\begin{equation*}
q_{\alpha} \mathcal{E}_{\nu \mu \alpha}(f, i)=q_{\alpha} \mathscr{X}_{\nu \mu \alpha}^{j}(f, i)=q_{\alpha} M_{\nu \mu \alpha}(f, i)=0 . \tag{2.6-28}
\end{equation*}
$$

As a further consequence of the masslessness of the real photon, equation $2.6-17$ reduces to a transversality condition. It says that the real photon can only be transversally polarised, or more precisely, that the observable effects of the longitudinal and scalar polarisations must exactly cancel one another. It is thus clear that in the real photon case the number, $N$, of linearly inequivalent spin covarients is given in our previous notation by:

$$
\begin{equation*}
N=N\left(1^{-}\right)-N\left(0^{+}\right) . \tag{2.6-29}
\end{equation*}
$$

Note that for space-reflection invarient interactions $\mathrm{N}\left(\mathrm{O}^{+}\right)$ is by no means always equal to $\frac{1}{3} \mathrm{~N}\left(1^{-}\right)$; indeed, $\mathrm{N}\left(1^{-}\right)$is often not even a multiple of three.

Since real and virtual photons have identical isospin. structure, we may again extend to Lorentz $\otimes S U(2)$ space by making the isospin decompositions:

$$
\left\{\begin{array}{l}
g_{j}\left(T_{f} t_{f}, T_{i} t_{i}\right) \\
A_{j}\left(s, t ; T_{f} t_{f}, T_{i} t_{i}\right)
\end{array}\right\}=\phi_{i^{\prime}}^{+t_{f}}(f) \sum_{k=1}^{N}\left\{\begin{array}{l}
g_{j}^{k}\left(T_{f}, T_{i}\right) \\
A_{j}^{k}\left(s, t_{;}, T_{f}, T_{i}\right)
\end{array}\right\} \mathcal{K}_{i^{\prime} i}^{k}\left(T_{f}, T_{i}\right) \psi_{i}^{t_{i}}(i){ }_{(2.6-30)}
$$

For given states $|i\rangle$ and $|f\rangle$, the is ospin covarients may be chosen to be the same as those employed in the corresponding virtual photonic case, (equation 2.6-14).

Returning to the virtual photon case, we thus see that in the real photon limit just $\left(N\left(1^{-}\right)-N\left(0^{+}\right)\right.$of our original
$\mathrm{N}\left(1^{-}\right)$spin covarients will reaming linearly inequivalent. In order to preserve linear independence of the couplings we must therefore arrange that just $N\left(0^{+}\right)$of our $N\left(1^{-}\right)$ covarients are proportional to $q^{2}$, and we must do this in a way that does not endow the corresponding form-factors with poles at vanishing $q^{2}$.

Now in corresponding real and virtual photon cases, (same states $|i\rangle$ and $|f\rangle$ ): the spin covarients have the same Lorentz transformation properties, vanish on contraction with $q_{\alpha}$, and in view of our previous discussion concerning the phaseconventions satisfied by the virtual photon wave-functions, are subject to the same constraints due to $P, C$, and $T$-invarience. In addition, they are contracted with the same hadron wavefunctions, and the real and virtual photon wave-functions both vanish on contraction with $q_{\alpha}$. Thus those virtual photonic spin covarients which remain finite at zero $q^{2}$ will constitute a valid set of covarients for the corresponding real photonic coupling- or M-function. One therefore assumes that the formfactors and coupling-constants or invarient-amplitudes coresponding to these covarients satisfy:
as appropriate.

$$
\begin{align*}
& \lim _{q^{2} \rightarrow 0} f_{j}\left(q^{2}\right)=g_{j},  \tag{2.6-31}\\
& \lim _{q^{2} \rightarrow 0} f_{j}\left(q^{2}, s, t\right)=A_{j}(s, t), \tag{2.6-32}
\end{align*}
$$

Having discussed the basic underlying theory, it remains to set up rules for the construction of spin and isospin covarients for a given vertex. We quickly deal first with the relatively simple problem of isospin covarient construction.

As discussed above, the isospin covarients corresponding to isoscalar form-factors will be any set suitable for the isospin decomposition of the coupling/M-function corresponding to the reaction: $T_{i}+O \rightarrow T_{f}$. That is:

$$
\mathcal{K}_{i^{\prime} i}^{k(s)}\left(T_{f} ; T_{i}\right)=\mathcal{K}_{i^{\prime} i}^{k_{i}}\left(T_{f} ; T_{i}, 0\right), k=1,2, \ldots, \mathcal{N}\left(T_{i}+0 \rightarrow T_{f}\right) .(2.6-33)
$$

The isovector covarients will be given by constructing a suitable set of covarients for the inospin decomposition of the reaction: $T_{i}+1 \rightarrow T_{f}$, and projecting out the couplings to the third component of the isospin one wave-function. Thus:


As a simple (and wellknow) example, we consider matrix elements of the current taken between initial and final single hadrons with isospin one-half. From equations 2.32-17 and 16 respectively, we have:

$$
\begin{equation*}
\mathscr{K}(1 / 2+0 \rightarrow 1 / 2)=\mathbb{K}_{2}, \tag{2.6-35A}
\end{equation*}
$$

and:

$$
\begin{equation*}
\mathcal{X}_{i^{\prime \prime}}(1 / 2+1 \rightarrow 1 / 2)=\tau_{i^{\prime \prime}} . \tag{2.6-35B}
\end{equation*}
$$

Hence if the spin decomposition of the vertex leads to formfactors $f_{j}\left(q^{2}\right)$, we have:

$$
\begin{equation*}
f_{j}\left(q^{2} ; t_{f}, t_{i}\right)=\chi^{+t_{f}}\left[f_{j}^{s}\left(q^{2}\right)+f_{j}^{v}\left(q^{2}\right) \tau_{3}\right] \chi^{t_{i}} \tag{2.6-36}
\end{equation*}
$$

As mentioned previously, it is unnecessary to modify the isospin decomposition when passing to the real photon limit.

We now turn to the more complicated problem of photonic spin decomposition, assuming parity conservation but neglecting for the moment complications due to C and T invarience. Let $j$ run over the range $1,2, \ldots, \infty$, and let $\mathcal{X}_{\nu \mu \alpha \text { be the }}^{j}$ infinity of valid (but not linearly inequivalent) covarients for the parity conserving purely on-shell hadronic reaction: $i+\mathcal{T}(q) \rightarrow f$. Let $\mathcal{K} \mathcal{J} \mu$ be the infinity of covarients for the similar reaction $i+o^{+}(q) \rightarrow f$. As usual, $\mu$ and $\nu$ are the sets of Lorentz indices for the wave-functions of the particles comprising states|i> and $|f\rangle$ respectively, and $\alpha$ is the index of the $1^{-}$wave-function. Of the $\mathcal{K}_{\nu \mu \alpha}^{j}$, just $N\left(1^{-}\right)$will be linearly inequivalent, and in virtue of the subsidiary condition on the $1^{-}$wave-function, none can have the structure:

$$
\begin{equation*}
\mathscr{K}_{\nu \mu \alpha}^{j}=\mathscr{X}_{\nu \mu}^{j} q_{\alpha} . \tag{2.6-37}
\end{equation*}
$$

Just $N\left(0^{+}\right)$of the $\mathcal{K}_{\nu \mu}^{j}$ will be linearly inequivalent, and thus we shall have $N\left(0^{+}\right)$linearly inequivalent covarients with structure:

$$
\begin{equation*}
\mathscr{X}_{\nu \mu \alpha}^{j}=\mathcal{K}_{\nu \mu}^{j} b_{\alpha} \tag{2.6-38}
\end{equation*}
$$

where $b$ is any momentum other than $q$ constructable from those available at the vertex.

The $\mathcal{K}_{\nu \mu \alpha}^{j}$ will satisfy all constraints required on covarients valid for spin decomposition of $\langle f| j_{\alpha}(0)|i\rangle$, except that not all of them will vanish on contraction with $q_{\alpha}$ and neither will the correct number vanish at zero $q^{2}$. Let us therefore partially follow Scadron and Jones, ${ }^{(13)}$ and define a "gauge projection operator" $\mathcal{G}_{\alpha^{\prime} \alpha}(b)_{\text {by }}$ :

$$
\begin{equation*}
g_{\alpha^{\prime} \alpha}(b) \equiv g_{\alpha^{\prime} \alpha}-\left(q_{\alpha^{\prime}} b \alpha / b \cdot q\right) \tag{2.6-39}
\end{equation*}
$$

where $b$ is now any momentum constructable from those available at the vertex. In contrast to Scadron and Jones, we do not exclude the possibility:

$$
\begin{equation*}
b=q . \tag{2.6-40}
\end{equation*}
$$

For any Lorentz tensor or tensor-spinor, $T_{\alpha}$, carping a four-vector index $\alpha$, we define:
so:

$$
\begin{gather*}
T_{\alpha}^{\prime}(b) \equiv T_{\alpha^{\prime}} l_{\alpha^{\prime} \alpha}(b)=T_{\alpha}-(T \cdot q / b \cdot q) b_{\alpha},  \tag{2.6-41}\\
T_{\alpha}^{\prime}(b) q_{\alpha}=0,  \tag{2.6-42}\\
b_{\alpha}^{\prime}(b)=0,  \tag{2.6-43}\\
T_{\alpha}^{\prime}(b)=T_{\alpha} \text { if } T_{\alpha} q_{\alpha}=0, \tag{2.6-44}
\end{gather*}
$$

and:

$$
\begin{equation*}
q_{\alpha}^{\prime}(b)=q_{\alpha}-\left(q^{2} / b \cdot q\right) b_{\alpha} \tag{2.6-45}
\end{equation*}
$$

Thus the infinity of covarients $\mathscr{K}_{\nu \mu \alpha}^{\prime j}(b)$ satisfy al I the constraints satisfied by the $\mathbb{K}_{\nu \mu \alpha}^{j}$, and in addition vanish on contraction with $q_{\alpha}$ for all $j$. From 2.6-44 we note that those $\mathscr{K}_{\nu \mu \alpha \text { which already vanish on contraction with } q_{\alpha}, ~}^{j}$ are left unchanged by the gauge projection operation. Provided $b \cdot q$ is non-vanishing, the number of linearly inequivalent
$\mathscr{K}_{\nu \mu \alpha}^{\prime j}(b)$ will be:

$$
\begin{equation*}
N(l) \text { for } b=q \text {, } \tag{2.6-46}
\end{equation*}
$$

$$
\begin{equation*}
\left[N(1-)-N\left(0^{+}\right)\right] \text {for } b \neq q \tag{2.6-47}
\end{equation*}
$$

in consequence of equation $2.6-43$ and the discussion preceeding equations $2,6-37$ and 38 . For any $b$ other than $q$, $a$ further infinity of suitable current conserving covarients is furnished by the set of $\mathcal{K}_{\nu \mu}^{j} q_{\alpha}^{\prime}(b) \cdot N\left(0^{+}\right)$of these will be linearly inequivalent for non-vanishing $b . q$, and from 2.6-4.5 we have:

$$
\begin{equation*}
\mathcal{K}_{\nu \mu}^{j} q_{\alpha}^{\prime}(b) \cong-\left(q^{2} / b \cdot q\right) \mathcal{K}_{\nu \mu}^{j} b_{\alpha} \xrightarrow[q^{2} \rightarrow 0]{ } 0 \tag{2.6-48}
\end{equation*}
$$

If we can construct a momentum $b$ such that $b . q$ is a function only of the hadron masses, the problem is therefore solved. The $\mathscr{K}_{\nu \mu \alpha}^{\prime j}(\mathrm{~b})$ and $\mathcal{X}_{\nu \mu}^{j} q_{\alpha}^{\prime}(\mathrm{b})$ will be non-singular and will satisfy the same respective equivalence relations as the corresponding $\mathscr{K}_{\nu \mu \alpha}^{j}$ and $\mathcal{K}_{\nu \mu}^{j}$. This latter statement follows on contracting the equivalence relations on the $\mathcal{X}_{\nu \mu \alpha^{\prime} \text { with }}^{j} \mathcal{C}_{\alpha^{\prime \alpha}}(b)$ and multiplying those on the $\mathcal{K}_{\nu \mu}^{j}$ by $q_{\alpha}^{\prime}(b)$. One postulates that the two-fold infinity of $\mathcal{K}_{\nu \mu \alpha}^{\prime j}(b)$ and $\mathcal{K}_{\nu \mu}^{j} q_{\alpha}^{\prime}(b)$ correspond to K.S.F. form-factors, this now being necessary even for three-point vertices where the form-factors now depend on $q^{2}$. If one thentakes a set of $N\left(1^{-}\right) \mathcal{K}_{\nu \mu \alpha}^{j}$ and $N\left(0^{+}\right) \mathscr{X}_{\nu \mu}^{j}$ corresponding to K.S.F. spin decompositions of the appropriate hadronic reactions, the corresponding $\mathcal{K}_{\nu \mu \alpha}^{j}(b)$ and $\mathcal{K}_{\nu \mu}^{j} q_{\alpha}^{\prime}(b)$ will furnish a K.S.F. spin decomposition of the matrix element $\langle f| j_{\alpha}(0)|i\rangle$. Since $b$ will necessarily be unequal to $q$, we shall have $\left[N(1-)-N\left(0^{+}\right)\right] \quad \mathcal{K}_{\nu \mu \alpha}^{\prime j}(b)$ (which remain finite at zero $q^{2}$ ), and $N\left(0^{+}\right) \mathscr{X}_{\nu \mu}^{j} q_{\alpha}^{\prime}(b)$ (which are equivalent to zero at vanishing $q^{2}$ ). Thus the necessary
number of covarients will automatically vanish when one passes to the real photon limit.

No suitable momentum $b$ can be constructed for four-point vertices. In the case of three-point vertices, however, there exists just one momentum whose scalar product with $q$ is independent of $q^{2}$, namely :

$$
\begin{equation*}
p^{\prime} \equiv p_{f}+p_{i} \tag{2.6-49}
\end{equation*}
$$

This satisfies:

$$
\begin{equation*}
p^{\prime} \cdot q=m_{f}^{2}-m_{i}^{2} \tag{2.6-50}
\end{equation*}
$$

so provided the initial and final masses are unequal, the problem is solved for three-point vertices by the choice:

$$
\begin{equation*}
b=P^{\prime} \tag{2.6-51}
\end{equation*}
$$

Even in this special case, the above choice will not lead to such a simple solution to the problem if one subsequently wishes to Reggeise or take off shell the initial and/or final hadron.

In all situations where b.q is a function of the scalar variables for all $b$ which are linear combinations of the available momenta, the $\mathcal{X}_{\nu \mu \alpha}^{\prime j}(b)$ and $\mathcal{X}_{\nu \mu}^{j} q_{\alpha}^{\prime}(b)$ are singular at vanishing b.q. It is therefore necessary to corstruct non-singular linear combinations of these covarients. Since we are starting with an infinity of singular covarients, there exist an infinity of different ways in which the singularities may be removed. It is thus possible to construct out of the $\mathcal{K}_{\nu \mu \alpha}^{/ j}(b)$ and $\mathcal{X}_{\nu \mu}^{j} q_{\alpha}^{\prime}(b)$ an infinite-fold infinity of non-singular covarients suitable for the spin decomposition of our matrix element. To this set of covarients will correspond an infinite-fold infinity of form-factors, and it is on these that we ought, if possible to make our requisite postulate concerning freedom from kinematic singularities. The particular elimination procedure we choose will lead to a one-fold infinity of non-singular covarients and form-
factors, and is thus equivalent to the elimination of all but these from the above infinite-fold infinity. We hope to be able to make a choice for which the equivalent reduction in numbers of form-factors does not endow those remaining with any additional singularities. Our inf'inity of singular covarients are subject to equivalence relations, and these will impose corresponding relations amongst the non-singular covarients. A simple criterion for achieving our aim is that irrespective of the values of the scalar variables, the nonsingular covarients we obtain should not be subject to any equivalence relations in addition to those specifically required by the relations amongst the $\mathcal{K}_{\nu \mu \alpha}^{(j)}(b)$ and $\mathcal{X}_{\nu \mu}^{j} q_{\alpha}^{\prime}(b)$. That is, for all values of the scalar variables just $N\left(1^{-}\right)$of our nonsingular covarients should be linearly inequivalent, and just $\mathrm{N}\left(\mathrm{O}^{+}\right)$of these should be proportional to $\mathrm{q}^{2}$.

If such a singulaxity elimination procedure proves possible, we can postulate that the infinite-fold infinity of form-factors was free of kinematic singularities. Should a suitable elimination prove non-existent, we shall have to choose one which introduces the least number of additional singularities, and then postulate free dom of kinematic singularities for the corresponding onefold infinity of form-factors. We shall then have to assume that the additional singularities introduced are electrodynamical in origin, being a necessary consequence of gauge-invarience and/or current-conservation.

Finally, it will be necessary to reduce our infinity of non-singular covarients to a linearly inequivalent set in a way which does not endow the final form-factors with any additional singularities. Whether or not it will be possible in practice to bypass this step by starting with a set of $\mathrm{N}^{-}\left(^{-}\right)$
$\mathscr{X}_{\nu \mu \alpha}^{j}$ and $N\left(O^{+}\right) \mathcal{X}_{\nu \mu}^{j}$ corresponding to K.S.F. spin decom-positions of the purely hadronic reactions: $i+1 \rightarrow f$ and: $i+0^{+} \rightarrow f$, will depend on the extent to which the equivalence relations between the infinity of $\mathcal{K}_{\nu \mu \alpha}^{\prime j}(b)$ and $\mathcal{K}_{\nu \mu}^{j} q_{\alpha}^{\prime}(b)$ are modified by the singularity removal operation.

In order to investigate these problems further, we first notice that since the infinity of $\mathcal{K}_{\nu \mu \alpha}^{j}$ and $\mathcal{K}_{\nu \mu}^{j}$ are necessarily finite, the $\mathcal{K}_{\nu \mu \alpha^{\prime}}^{j} q_{\alpha^{\prime}}$ and $\mathcal{K}_{\nu \mu}^{j}$ have no poles for any finite values of the scalar variables, although they may possess zeros. We also note that each of the $\mathcal{K}_{\nu \mu \alpha^{\prime}}^{j} q_{\alpha^{\prime}}$ must be a linear combination of the $\mathcal{K}_{\nu \mu}^{j}$. Just $N\left(0^{+}\right)$of these are linearly inequivalent, hence the $\mathcal{K}_{\nu \mu \alpha}^{\prime j}(b)$ and $\mathcal{X}_{\nu \mu}^{j} q_{\alpha}^{\prime}(b)$ involve just $\mathbb{N}\left(0^{+}\right)$linearly inequivalent terms with simple poles at vanishing $b . q$, and these latter terms possess no further singularities other than zeros. It will therefore always be possible to pick out from amongst the primed covarients $N\left(0^{+}\right)$covarients, which we now redenote simply by: $\mathscr{K}_{\nu \mu \alpha}^{(j}(b)$, $j=1,2, \ldots, N\left(0^{+}\right)$, having the structure:

$$
\begin{equation*}
\mathscr{K}_{\nu \mu \alpha}^{(j}(b)=\mathcal{K}_{\nu \mu \alpha}^{j}-a_{j} S_{\nu \mu \alpha}^{j}(b), \quad j=1,2, \ldots, N\left(0^{+}\right), \tag{2.6-52}
\end{equation*}
$$

where

$$
\begin{equation*}
S_{\nu \mu \alpha}^{j}(b)=T_{\nu \mu}^{j} b_{\alpha} / b \cdot q . \tag{2.6-53}
\end{equation*}
$$

In these equations the $a_{j}$ are scalar functions of the scalar variables, possibly possessing zeros, but having no poles, whilst the $T_{\nu \mu}^{j}$ are a set of linearly inequivalent tensors (or tensor-spinors) which are free of both poles and zeros in the scalar variables. We call the $S_{\nu \mu \alpha}^{j}(b)$ "singular-tails". (Scadron and Jones have a similar definition, but do not explicitly exhibit any overall scalar factor:) The remaining primed covarients must then have the structure:

$$
\left.\begin{array}{c}
\mathcal{K}_{\nu \mu \alpha}^{\prime i}(b)=\mathcal{K}_{\nu \mu \alpha}^{i}-\sum_{j=1}^{N(0+)} a_{i j} S_{\nu \mu \alpha}^{j}(b), \\
{[i-N(0+)]=1,2, \ldots, \infty,}
\end{array}\right\}(2.6-54)
$$

where again, the $a_{i j}$ are pole-free scalar variables, and some of the $\mathcal{X}_{\nu \mu \alpha( }^{\prime i}(b)$ will be of the form: $\mathcal{X}_{\nu \mu}^{i} q_{\alpha}^{\prime}(b)$.

We see immediately that it will be of no use simply to eliminate the singular tails by multiplying all primed covarients by b. $q$, since:
and:

$$
\begin{equation*}
b \cdot q \mathcal{K}_{\nu \mu \alpha}^{\prime j}(b) \underset{b \cdot q \rightarrow 0}{ }-a_{j} T_{\nu \mu}^{j} b_{\alpha} \tag{2.6-55}
\end{equation*}
$$

$$
\begin{equation*}
b \cdot q \mathcal{K}_{\nu \mu \alpha}^{\prime i}(b) \xrightarrow[b \cdot q \rightarrow 0]{ }-\sum_{j=1}^{N\left(0^{+}\right)} a_{i j} T_{\nu \mu}^{j} b_{\alpha}, \tag{2.6-56}
\end{equation*}
$$

so that only $N\left(\mathrm{O}^{+}\right)$of the resulting covarients will remain linearly inequivalent at vanishing be.

Instead we must choose $N\left(\mathrm{O}^{+}\right)$primed covarients, each involving a different linearly inequivalent singular tail, and by taking linear combinations use these to remove the singular tails from the remaining primed covarients. Each of the former covarients may then be safely multiplied by b. $q$ to remove its own tail. The reason for our above change in notation now becomes clear; we can always choose for this purpose the $N\left(\mathrm{O}^{+}\right)$ $\mathcal{H}_{\nu \mu \alpha}^{/ j}$ (b) , since any other choice just reduces to an alternafive choice of linearly inequivalent singular tails. We therefore define tail-free covarients by:

$$
\begin{aligned}
\tilde{K}_{\nu \mu \alpha}^{j} & \equiv b \cdot q \mathcal{K}_{\nu \mu \alpha}^{/ j}(b)=b \cdot q \mathcal{K}_{\nu \mu \alpha}^{j}-a_{j} T_{\nu \mu}^{j} b_{\alpha}, \\
\tilde{K}_{\nu \mu \alpha}^{i} & \left.\equiv\left\{\prod_{j \in\{j\}_{i}} a_{j}\right\}\left[\mathcal{K}_{\nu \mu \alpha}^{\prime i}(b)-\sum_{j \in\{j\}_{i}} \frac{a_{i j}}{a_{j}} \mathcal{K}_{\nu \mu \alpha}^{\prime j}(b)\right]\right\} \\
& \left.=\left\{\prod_{j \in\{j\}_{i}} a_{j}\right\}\left[\mathcal{K}_{\nu \mu \alpha}^{i}-\sum_{j \in\{j\}_{i}} \frac{a_{i j}}{a_{j}} \mathcal{K}_{\nu \mu \alpha}^{j}\right], 6-57\right)
\end{aligned}
$$

where $\{j\}_{i}$ is the set of $j$ values for which $a_{i j}$ is non-zero at least for one set of values of the scalar variables.

The $\mathcal{K}_{\nu \mu \alpha}^{j}$ and $\mathcal{K}_{\nu \mu \alpha}^{i}$ appearing in the "tildered"
covarients cannot involve $b_{\alpha}$ as a factor, since we have already seen that $b_{\alpha}^{\prime}(b)$ is zero. Sc if all $a_{j}$ are nonvanishing, just $N\left(1^{-}\right)$of the tildered covarients will be linearly inequivalent for non-vanishing $q^{2}$, irrespective of whether be or any of the $a_{i j}\left(j \in\{j\}_{i}\right)$ happen to be zero. Furthermore, in view of the structure of the primed covarients, just $\left[N\left(1^{-}\right)-N\left(0^{+}\right)\right]$of these tildered covarients will remain linearly inequivalent at zero $q^{2}$. However, if one of the $a_{j}$ vanishes, we have:

$$
\begin{equation*}
\lim _{a_{j} \rightarrow 0} \widetilde{\mathcal{X}}_{\nu \mu \alpha}^{j}=b \cdot q \mathcal{K}_{\nu \mu \alpha}^{j}, \tag{2.6-59}
\end{equation*}
$$

$\lim _{a_{j} \rightarrow 0} \mathcal{K}_{\nu \mu \alpha}^{i}=-\left\{\prod_{j \in\{j\}_{i}} a_{j}\right\} \frac{a_{i j}}{a_{j}} \mathcal{K}_{\nu \mu \alpha}^{j}, j \in\{j\}_{i}, \quad(2.6-60)$
all other $\ddot{X}$ remaining unaffected. Thus at zero $a_{j}$ we have an additional proportionality between all those tildered covarients whose definition involves the elimination of the singular tail $S_{\nu \mu \alpha}^{j}$ from a primed covarient. Note that the problem is purely one of an additional unwanted proportionality; al though it is not obvious at a first glance, the right-hand sides of equations 2.6-59 and 60 do in fact vanish on contraction with $q_{\alpha}$ at zero $a_{j}$. To see this one only has to notice that:

$$
\begin{equation*}
\tilde{\mathcal{H}}_{\nu \mu 0_{i}}^{j} q_{\alpha}=0 \tag{2.6-61}
\end{equation*}
$$

implies: $\quad \mathcal{K}_{\nu \mu \alpha}^{j} q_{\alpha}=a_{j} T_{\nu \mu} \quad$ or $\quad b \cdot q=0$,
so that:

$$
\begin{equation*}
b \cdot q \cdot \mathcal{K}_{\nu \mu \alpha}^{j} q_{\alpha} \xrightarrow[a_{j} \rightarrow 0]{ } 0 ; \tag{2.6-62}
\end{equation*}
$$

and:

$$
\begin{equation*}
\tilde{X}_{\nu \mu \alpha}^{i} q_{\alpha}=0 \tag{2.6-63}
\end{equation*}
$$

implies: $\left\{\prod_{j \in\{j\}_{i}} a_{j}\right\} \frac{a_{i j}}{a_{j}} \mathcal{K}_{\nu \mu \alpha}^{j} q_{\alpha}=$
$\left.=\left\{\prod_{j \in\{j\}_{i}} a_{j}\right\}\left[\mathcal{X}_{\nu \mu \alpha}^{i} q_{\alpha}-\sum_{\substack{k \in\{j\}_{i} \\ k \neq j}} \frac{a_{i k}}{a_{k}} \mathcal{X}_{\nu \mu \alpha}^{k} q_{\alpha}\right] \xrightarrow[\substack{a_{j} \longrightarrow 0 \\ j \in\{j\}_{i}}]{ } 0\right\}$

Our criterion for choosing a suitable singularity eleimination procedure is therefore that all the $a_{j}$ for the choice we make should be functions only of the masses. In certain cases, (which would appear to be restricted to four-point vertices), such a choice proves impossible. That is, there exists no b for which we can pick out $N\left(0^{+}\right) \quad \mathcal{K}^{\prime \prime}(b)$ having linearly inequivalent residues at vanishing $b . q$ which are free of kinematic zeros. In such cases we clearly have to choose an elimination for which the minimum possible number of $a_{j}$ are functions of the scalar variables.

We now turn to a dis cussion of the structure of equivalence relations (E.R.'S) on the tildered covarients. The E.R.'s on the unprimed covarients have the general structure:

$$
\begin{equation*}
\sum_{k} c_{k} \mathcal{X}_{\nu \mu \alpha}^{k} \cong 0, \tag{2.6-66}
\end{equation*}
$$

and, as mentioned in section 2.41, we call these type 1 or type 2 according as none or at least one of the $c_{k}$ are functions of the scalar variables. Operating on this E.R. with $\ell_{\alpha^{\prime} /}(b)$ yields:

$$
\begin{equation*}
\sum_{k} c_{k} \mathcal{X}_{\nu \mu \alpha}^{\prime k}(b) \cong 0, \tag{2.6-67}
\end{equation*}
$$

and subtraction of 2.6-66 from 2.6-67 then gives us an E.R. on the singular parts of the primed covarients:

$$
\begin{equation*}
\sum_{k} C_{f k}\left[\mathcal{K}_{\nu \mu \alpha}^{/ k}(b)-\mathcal{X}_{\nu \mu \alpha}^{k}\right] \cong 0 \tag{2.6-68}
\end{equation*}
$$

In our previous discussion of singularity elimination procedures we chose $N\left(\mathrm{O}^{+}\right)$primed covarients with linearly inequivalent singular tails, and then expressed the singular parts of all other primed covarients in terms of these tails. For a proper discussion of E.R.'s, the way in which these
latter expressions are arrived at is rather crucial, and leads to a further subdivision in the classification of E.R.'s. Wee can always choose the E.R.'s as typified by 2.6-66 so that, irrespective of whether they are of type 1 or 2, they fall into one of two further classes. For a given E.R., it may be that all the $\mathcal{K}^{\prime}$ appearing in the corresponding equation 2.6-67 have singularities which are already determined in terms of the $N\left(O^{+}\right) \quad S_{\gamma \mu \alpha}^{j}(b)$ by other equations. Such E.R.'s are in fact comparatively rare, and we call them type $1 B$ or $2 B$ as appropriate. A much more common situation is that all but one the $\mathcal{K}^{\prime}$ in $2.6-67$ have singularities already determined in terms of the $S_{\nu \mu \alpha}^{j}(b)$, whilst the singularity of the remaining $\mathscr{K}^{\prime}$ is similarly determined by no equation other than the corresponding 2.6-68. In this case we say that the equivalence relation is of type 1 A or 2A.

We first consider type 1 A and 2A E.R.'s. These have the general structure:

$$
\begin{equation*}
c \mathcal{K}_{\nu \mu \alpha}+\sum_{i \in\{i\}} c_{i} \mathcal{X}_{\nu \mu \alpha}^{i}+\sum_{j \in\{j\}} c_{j} \mathcal{K}_{\nu \mu \alpha}^{j} \cong 0, \tag{2.6-69}
\end{equation*}
$$

where $\{i\}$ denotes a set of i-values, and the $\mathcal{K}_{\nu \mu \alpha}^{i}$ are such that the singularities of the $\mathcal{X}_{\nu \mu \alpha}^{/ i}(b)$ are already known from equations of the form 2.6-54. The $\mathcal{K}_{\nu \mu \alpha}^{j}$ are such that the corresponding $\mathcal{K}_{\nu \mu \alpha}^{/ j}(b)$ are known to be given by equations 2.5-52, and $\{j\}$ is the set of $j$-values for which $G_{j}$ is nonzero. The singularities of $\mathcal{H}_{\nu \mu \alpha}^{\prime}(b)$ are supposed to be given by no equation other than 2.6-68 which in conjunction with 2.6-57 and 58 yields:

$$
\begin{equation*}
c\left(\mathcal{K}^{\prime}-\mathcal{K}\right) \cong \sum_{i \in\{i\}} \sum_{j \in\{j\}_{i}} c_{i} a_{i j} s^{j}+\sum_{j \in\{j\}} c_{j} a_{j} s^{j}, \tag{2.6-70}
\end{equation*}
$$

where we have suppressed the Lorentz indices and the argument
b of the gauge projection operator. The important point is that this is the only equation which tells us how to eliminate the singularity from $\mathcal{K}^{\prime}$ and hence define $\tilde{K}$. Following our previous elimination procedure, we the refore define:

$$
c \widetilde{K} \equiv\left\{\prod_{j \in[j]} a_{j}\right\}\left[c \mathcal{K}^{\prime}+\sum_{j \in\{j\}} c_{j} \mathcal{K}^{\prime j}+\sum_{i \in\{i\}} \sum_{j \in\{j\}_{i}} \frac{c_{i} a_{i j}}{a_{j}} \mathcal{K}^{\prime j}\right]{ }_{(2.6-71)}
$$

where [j] is the set of all j-values included in at least one of $\{j\}_{i}$ for $i \in\{i\}$. In view of $2.6-67$, this reduces to:

$$
\begin{equation*}
c \mathscr{K} \cong-\left\{\prod_{j \in[j]} a_{j}\right\} \sum_{i \in\{i\}} c_{i}\left[\mathcal{K}^{\prime i}-\sum_{j \in\{j\}_{i}} \frac{a_{i j}}{a_{j}} \mathcal{K}^{/ j}\right], \tag{2.6-72}
\end{equation*}
$$

so from 2.6-58, we have finally:

$$
\begin{equation*}
c \tilde{\mathcal{K}}+\sum_{i \in\{i\}} c_{i}\left\{\prod_{j \in[j]_{i}} a_{j}\right\} \widetilde{X}^{i} \cong 0 \tag{2.6-73}
\end{equation*}
$$

where for given $i,[j]_{i}$ is the set of all $j$-values conteined in $[j]$ but not in $\{j\}_{i}$.

We see that 2.6-73 involves only $\tilde{K}$ and the $\tilde{X}^{i}$. Provided $a_{j}$ is a function only of the masses for all $j \in[j]$, the structure of this E.R. as far as $\widetilde{\mathcal{K}}$ and the $\widetilde{\mathcal{K}}^{i}$ are concerned is essentially the same as that of 2.6-69. That is, if $\mathscr{K}$ or a given $\mathcal{K}^{i}$ can be eliminated by means of this latter equation, then $2.6-73$ may be used to eliminate $\tilde{\mathcal{K}}$ or the corresponding $\tilde{K}^{i}$. However, if $a_{j}$ is a function of the scalar variables for at least one element of $[j]_{i}$, then $\mathscr{K}^{i}$ can no longer be eliminaded without the introduction of kinematic singularities, even if $C_{i}$ is a constant. But the crucial point is that it will always be possible to eliminate $\tilde{K}$ for constant $c$, irrespective of whether any of the $a_{j}$ are variables.

To summarise, then, the important point about a type $A$ E.R. on unprimed covarients is that it leads to an E.R. on tildered covarients which itself defines one of these. The new E.R. may always be used to eliminate this latter covarient
without the introduction of kinematic singularities, provided that the original E.R. can be used to similarly eliminate the corresponding unprimed covarient.

Let us now turn to type B E.R.'s which in our previous notation have the general structure:

$$
\begin{equation*}
\sum_{i \in\{i\}} c_{i} \mathbb{K}^{i}+\sum_{j \in\{j\}} c_{j} \mathcal{K}^{j} \cong 0 . \tag{2.6-74}
\end{equation*}
$$

Operating with $\mathcal{H}(b)$ yields an equation, which we will denote by 2.6-74', in which the $\mathcal{K}^{i}$ and $\mathcal{K}^{j}$ of $2.6-74$ are replaced by $\mathcal{K}^{/ i}(b)$ and $\mathbb{K}^{1 j}(b)$. The structure of these latter covarients is already determined by other equations to be of the form 2.6-54 and 52, so the corresponding $\tilde{K}^{i}$ and $\tilde{K}^{j}$ are defined independently of 2.6-74' by equations 2.6-58 and 57. Inverting these latter equations and substituting $\widetilde{K}_{\text {for }} \mathcal{X}^{\prime}$ in 2.6-74' therefore yields:


This unfortunately involves the $a_{i j}$, which will frequently be variable even though all the $a_{j}$ may be constants. All is not lost however, since 2,6-68 now reads:

$$
\begin{equation*}
\sum_{i \in\{i\}} \sum_{j \in\{j\}_{i}} c_{i} a_{i j} S^{j}+\sum_{j \in\{j\}} c_{j} a_{j} S^{j} \cong 0 \tag{2.6-76}
\end{equation*}
$$

In order to separately equate to zero the coefficients of each $S^{j}$, we need to recast this relation in the form of an exact equality rather than an equivalence. The $S_{\nu \mu \alpha}^{j}(b)$ cannot vanish on contraction with the hadron wave-functions, but $q^{2} S_{\gamma \mu \alpha}^{j}(q)$ does vanish on contraction with the wave-function of the photon. Hence we may replace the equivalence by an equality if we replece the right-hand side by: $\delta_{b q} \sum_{j \in\langle j\rangle} q^{2} d_{j} s^{j}$ in which $d_{j}$ is a function of the scalar variables and/or masses, and $\langle j\rangle$ is defined to be the set of all j-values
contained in [j] and/or $\{j\}$. Equation 2.6-75 then reduces to:


where $\langle j\rangle_{i}$ is the set of all $j$-values contained in $\langle j\rangle$ but not in $\{j\}_{i}$.

Thus as in the case of type A E.R.'s, the structure of type B E.R.'s is considerably modified when these latter are converted into E.R.'s on tildered covarients. For b different from $q$, the $\tilde{K}^{i}$ in 2.6-77 can only be eliminated for constant $c_{i}$ if $a_{j}$ is a constant for all $j \in[j]_{i}$. If $b$ is equal to q , the same is true of the $\tilde{\mathcal{K}}^{i}$ in 2.6-78, except that we now require $a_{j}$ to be a constant for all $j \in\langle j\rangle_{i}$. Irrespective of whether $C_{j}$ vanishes, the $\tilde{\mathcal{K}}^{j}{ }_{\text {in }} 2.5-78 \mathrm{can}$ also be eliminated proviāed $d_{j}$ and $\frac{1}{a_{j}} \prod_{j \in\langle j\rangle} a_{j}$ are constants. We stress again that the differing properties of type $A$ and $B$ equivalence relations results from the fact that each of the former define one of the tildered covarients appearing in them, whereas in the case of the latter all such covarients appearing are defined independently.

We are now in a position to state the rules for the reduction of the tildered covarients to a linearly inequivalent set corresponding to kinematic singularity free form-factors. We define a pair of type $B$ E.R.'s to be inequivalent if one cannot be transformed into the other by means of type A E.R.'s only. One starts with a set of $N\left(1^{-}\right) \mathcal{K}_{\nu \mu \alpha}$ and $\mathbb{N}\left(0^{+}\right) \mathcal{K}_{\nu \mu}$ corresponding to K.S.F. decompositions of the purely hadronic reactions: $i+\uparrow \rightarrow f$ and $i+0^{+} \rightarrow f$. If one can find a momentum $b$ different from $q$ and choose a singularity
elimination procedure for which all $a_{j}$ are constants, then the $N\left(1^{-}\right)$tildered covarients obtained will correspond to a K.S.F. set of form-factors. Just $\left[\mathrm{N}\left(1^{-}\right)-N\left(\mathrm{O}^{+}\right)\right]$of these covarients will remain linearly inequivalent at vanishing $q^{2}$, so by taking linear combinations of the covarients in such a way that no aditional singularities are introduced, one can arrive at a final set of covarients, just $\mathbb{N}\left(0^{+}\right)$of which vanish at zero $q^{2}$. In deducing K.S.F. spin decompositions for the purely hadronic reactions, one must remember that the squared masses of the $1^{-}$and $0^{+}$particles are now variables (equal to $q^{2}$ ). This means that even in the case of threepoint vertices, these decompositions will now involve the use of type 2 equivalence theorems.

If the above procedure proves impossible, one follows the reduction rules of section 2.41 but the inequivalent type A and BE.R.'s (whether of type 1 or 2) now assume the respective roles of the type 1 and 2 E.R.'s of that section. That is, if there exist $r\left(1^{-}\right)$and $r\left(O^{+}\right)$inequivalent type $B$ E.R.'s for the respective reactions $i+1 \rightarrow f$ and $i+o^{+} \rightarrow f$, then one starts with $\left[\mathbb{N}\left(1^{-}\right)+\Gamma\left(1^{-}\right)\right]$covarients for the former reaction together with $\left(1-\delta_{b q}\right)\left[N\left(0^{+}\right)+r\left(0^{+}\right)\right]$covarients for the latter. The $\delta_{b q}$ symbol arises because equation 2.6-57 implies that all covarients for this latter reaction vanish on contraction with ${y_{\alpha} \alpha_{\alpha}}(q)$. The choice $b=q_{j}$ has another advantage. With this choice, just the $N\left(0^{+}\right) \widetilde{K}_{\nu \mu}^{j}$ will be equivalent to zero at vanishing $q^{2}$, and it will therefore be unnecessary to take further linear combinations of the tildered covarients after performing the reduction to a linearly inequivalent set. Of course, if this choice is made, care must be taken that the reduction does not eliminate any of the $\widetilde{\mathcal{X}}_{\nu \mu \alpha}^{j}$.

To conclude this section, we devote a few words to the
implications for the vertex functions of $P, T$, and $C-$ invariences, hemiticity, and crossing of the interaction Lagrangian.

Since the real and virtual photon wave-functions satisfy the Jacob and Wick phase conventions, these various implications are again given by the appropriate equations of sections 2.31, 32, 41, and 42, with the coupling and M-functions replaced by the corresponding three and four-point vertices. For a given four-point vertex one may define $s, t$, and $u$ channels in the same way as for M -functions. One has a direct channel as discussed above, and two further channels obtained from this by crossing the initial hadron with each of the final hadrons. In Chapter 3 we show that the vertex-function continues to satisfy the crossing rules 2.41-11 and 2.42-4. Thus the various implications for the $\mathbb{E}$-function of the crossing rules again apply equally to four-point vertex functions.

In particular, the P-invarience constraint on our tildered covarients reads:

$$
\begin{equation*}
\widetilde{\mathscr{K}}_{\nu \mu \alpha}(f, i)=n g(\nu) g(\mu) g(\alpha) \gamma_{0}{\underset{\sim}{\mathcal{K}}}_{\nu \mu \alpha}(f, i) \chi_{0} \tag{2.6-79}
\end{equation*}
$$

whilst the condition for real form-factors in the case of a T-invarient three-point interaction is:

$$
\begin{equation*}
\overrightarrow{\mathscr{K}}_{\nu \mu \alpha}(f, i)=\eta_{T} g(\nu) g(\mu) g(\alpha) T^{-1} \gamma_{0} \hat{\mathscr{K}}_{\nu \mu \alpha}^{*}(f, i) \gamma_{0} T . \tag{2.6-80}
\end{equation*}
$$

As usual, the circumflex accent denotes the sign reversal of all 3-momenta appearing. Since this operation leaves invarient the scalar products of pairs of 4 -momenta, these same equations must be satisfied by the primed covarients. How:

$$
\begin{align*}
& g(\alpha) \hat{\mathcal{K}}_{\nu \mu \alpha^{\prime}}\left(f, i+1^{-}\right) \hat{\mathscr{G}}_{\alpha^{\prime} \alpha}(b)= \\
& =g(\alpha) \hat{\mathcal{K}}_{\nu \mu \alpha}\left(f, i+\hat{1}^{\prime}\right)-g\left(\alpha^{\prime}\right) \hat{\mathcal{K}}_{\nu \mu \alpha^{\prime}} q_{\alpha^{\prime}} b_{\alpha} / b \cdot q,  \tag{2.6-81}\\
& g(\alpha) \hat{\mathcal{K}}_{\nu \mu}\left(f, i+0^{+}\right) \hat{q}_{\alpha}^{\prime}(b)=\hat{\mathcal{K}}_{\nu \mu}\left(f, i+0^{+}\right) q_{\alpha}(b), \tag{2.6-82}
\end{align*}
$$

and the photon has both normality and time-reversal phase equal to plus one. Hence 2.6-79 implies:

$$
\left\{\begin{array}{l}
\mathscr{K}_{\nu \mu \alpha}\left(f, i+1^{-}\right) \\
\mathcal{K}_{\nu \mu}\left(f, i+0^{+}\right)
\end{array}\right\}=n_{f} n_{i} g(\nu) g(\mu) \gamma_{0}\left\{\begin{array}{c}
g(\alpha) \hat{\mathcal{K}}_{\nu \mu \alpha}\left(f, i+1^{-}\right) \\
\hat{\mathcal{K}}_{\nu \mu}\left(f, i+0^{+}\right)
\end{array}\right\} \gamma_{0},
$$

whilst $2.6-80$ requires:

$$
\left\{\begin{array}{l}
\mathcal{K}_{\nu \mu \alpha}\left(f, i+1^{-}\right) \\
\mathcal{K}_{\nu \mu}\left(f, i+0^{+}\right)
\end{array}\right\}=\eta_{T_{f}} \eta_{T_{i}} g(\nu) g(\mu) T^{-1} \gamma_{0}\left\{\begin{array}{l}
g(\alpha) \hat{\mathcal{X}}_{\nu \mu \alpha}^{*}\left(f_{,} i+1^{-}\right) \\
\hat{\mathcal{K}}_{\nu \mu}^{*}\left(f, i+0^{+}\right)
\end{array}\right\}{\eta_{0} T_{(2.6-84)} .}
$$

The $1^{-}$and $0^{+}$particles are both normal, so equation $2.6-83$ is identical to 2.31-24. Equation 2.6-84 is identical to 2.31-32 provided we specify that the $1^{-}$and $0^{+}$particles are to be treated as though they both have time-reversal phase equal to plus one. This requires that they both be treated as C-normal particles, hence the $0^{+}$particle is to be considered as having opposite C-parity to that of the photon. The unprimed covarients are then to be constructed following the rules of sections 2.31 and 2.41 as appropriate.

The tildered covarients resulting from these unprimed covarients will then automatically satisfy the P-invarience constraint, 2.6-79. They will, in addition, carry just those overall i-factors needed to ensure purely real form-factors and satisfaction of the discontinuity condition in the respective cases of T-invarient three-point and four-point interactions. (We show in Chapter 3 that the discontinuity condition on fourpoint vertex functions is the same as that on M-functions, and we pointed out previously that this latter is formally the same as the reality condition for coupling functions.)

It is well knowm that the form-factors for matrix elements of the current taken between identical initial and final
single particles may be chosen to be purely real even for T-violating interactions. This arises out of the hermiticity of the current operator, and the reality condition reads:

$$
\begin{equation*}
\widetilde{\mathscr{K}}_{\nu \mu \alpha}\left(p_{f}, p_{i}\right)=\overline{\widetilde{K}}_{\mu \nu \alpha}\left(p_{i}, p_{f}\right), \tag{2.6-85}
\end{equation*}
$$

where the bar has its usual significance.
We shall need the generalisation to four-point vertex functions of equations 2.42-14 to 17. This is trivial; the isoscalar and isovector parts of the photon both have C-parity equal to minus one, and this corresponds to G-parity minus one (plus one) for the isoscalar (isovector) parts. Hence, assuming particle 1 is the photon, one simply replaces $G_{1}$ in equation 2.42-17 by minus one (plus one) for isoscalar (isovector) form-factors.

Finally, we wish to stress that although we have called quantities of the form $\mathcal{K} \cdot q q_{\alpha} / q^{2}$ singular tails, they are not really singular at all. In fact since $\underline{q}_{\alpha}$ vanishes on contraction with the photonic wave-function for all $q^{2}$, such terms are themselves equivalent to zero even at vanishing $q^{2}$. The purpose of eliminating such terms as though they are singular is simply to ensure that the correct number of covarients are proportional to $q^{2}$.

### 2.7 THE SPIN DECOMPOSITION OF SOME PHOTONIC THREP-POINT VERTICES.

In the following sections we derive Lorentz-space (spin) decompositions for the real and virtual photonic three-point vertices: $\left(\gamma, \frac{1}{2}, \frac{1}{2}\right)^{ \pm},\left(\gamma, \frac{1}{2}, J+\frac{1}{2}\right)^{ \pm},(\gamma, 0, J)^{ \pm}$, and $(\gamma, 1, J)^{ \pm}$. The symbol $\left(\gamma, S_{1}, S_{2}\right)^{n}$ denotes a vertex with overall normality coupling a real or virtual photon to an initial hadron with $\operatorname{spin} s_{1}$ and a final hadron with spin $s_{2}$. The various kinematic quantities involved will be denoted by the symbols
which are used when these vertices are encountered later in this thesis. The $\gamma F F$ vertices appear in Chapter 5, and the $\gamma \mathrm{BB}$ vertices in Chapter 4. A differing set of kinematic symbols will be used for these two types of vertex since they appear in one-particle intermediate state graphs corresponding respectively to the $s$ and $t$ channels of the same four-point function.

For $\gamma \mathrm{FF}$ vertices we define the momentum (mass) of the initial and final hadrons to be $p(m)$ and $K(M)$ respectively. The momentum of the photon is then:

$$
\begin{equation*}
q \equiv K-p \tag{2.7-1}
\end{equation*}
$$

and as usual we further define:

$$
\begin{equation*}
P^{\prime} \equiv K+p \tag{2.7-2}
\end{equation*}
$$

Further useful kinematic relations are then listed in Appendix 6.

The kinematic notation for $\gamma B B$ vertices is defined in terms of that above by the substitutions:

$$
p \rightarrow-K, K \rightarrow \Delta, m \rightarrow \mu, M \rightarrow M, P^{\prime} \rightarrow P^{\prime \prime},(2.7-3)
$$ So:

$$
\begin{equation*}
p^{\prime \prime}=\Delta-k, \tag{2.7-4}
\end{equation*}
$$

and in view of the kinematic relations of Appendix 5, which are still applicable here, the momentum of the photon, $(\Delta+K)$, is still equal to $q$.

The decompositions we derive are only strictly valid when both of the hadrons a re on the mass-shell. If one or both of these particles are taken off-shell, it is necessary to include additional "off-shell" couplings to take account of the relaxation of the appropriate Dirac-Rarita-Schwinger subsidiary conditions. Neglect of these terms in the offshell hadron case is equivalent to making the dynamical assumption that the "off-shell" form-factors vanish. On the other hand, when such vertices appear in the Born-terms for
four-point functions, only the "on-shell" couplings will actually contribute to the pole-like behaviour, the "off-shell" couplings in the numerator each incluaing as a factor the denominator of the Borm-term.

To a certain extent, then, it is useful to perform the spin decompositions in a way which whilst treating the hadrons as on-shell, does not rely for freedom of kinematical singularities on their masses being constant. This also renders the decompositions suitable for use in covarient Reggeisation calculations, where the Reggeon simulates a superposition of on-shell particles with variable mass.

## $2.71\left(\gamma, \frac{1}{2}, \frac{1}{2}\right)^{ \pm}$VERTICES

The $\gamma$-nucleon-nucleon vertex is well known and has been studied in great detail. (1) As mentioned in section 1.2, it decomposes in Lorentz-space into a pair of linearly independent couplings which may be chosen, for example, to be the "charge" and "moment" or "electric" and "magnetic" couplings as given by equations 1.2-3 and 4. These couplings remain independent in the real photon limit.

What is less generally know is the fact that this structure is a direct consequence of the fact that one is dealing with identical initial and final hadrons. The structure of the general $\left(\gamma, \frac{1}{2}, \frac{1}{2}\right)^{+}$vertex involving non-identical hadrons is necessarily quite different. Indeed, although one still has two linearly inequivalent couplings in the virtual photonic case, the covarients become proportional to one another in the real photon limit. This behaviour is in agreement with the "counting rules" of section 2.6 for numbers of Lorentz-space couplings, and the $\gamma$-nucleon-nucleon vertex must be considered as exceptional case.

We therefore consider first the unequal mass $\left(\gamma, \frac{1}{2}, \frac{1}{2}\right)^{+}$ vertex, and then show why and how the spin decomposition has
to be modified in the equal mass case. The ( $\left.\gamma, \frac{1}{2}, \frac{1}{2}\right)^{-}$ vertex, (where the masses are necessarily unequal) is treated at the same time.

From equation 2.31-9 we have:

$$
\begin{align*}
& N^{ \pm}\left(1, \frac{1}{2}, \frac{1}{2}\right)=2,  \tag{2.71-1}\\
& N^{ \pm}\left(O^{+}, \frac{1}{2}, \frac{1}{2}\right)=1, \tag{2.71-2}
\end{align*}
$$

so we expect in view of equations $2.6-13$ and 29 that:

$$
\begin{align*}
& N^{ \pm}\left(\gamma^{V}, \frac{1}{2}, \frac{1}{2}\right)=2,  \tag{2.71-3}\\
& N^{ \pm}\left(\gamma^{\pi}, \frac{1}{2}, \frac{1}{2}\right)=1 . \tag{2.71-4}
\end{align*}
$$

Here $\mathbb{N}^{+}\left(N^{-}\right)$is the number of couplings at the normal (abnormal) vertex indicated by the parentheses, and $\gamma^{\nu}\left(\gamma^{R}\right)$ denotes a virtual (real) photon.

From Scadron's paper ${ }^{(9)}$ we take the spin decompositions for on-shell hadronic vertices:

$$
\begin{align*}
& \mathcal{C}_{\alpha}^{ \pm}\left(1, \frac{1}{2}, \frac{1}{2}\right)=\left(g_{1} \gamma_{\alpha}+g_{2} P_{\alpha}^{\prime}\right) I^{ \pm},  \tag{2.71-5}\\
& \mathcal{C}^{ \pm}\left(O^{+}, \frac{1}{2}, \frac{1}{2}\right)=g_{3} I^{ \pm}, \tag{2.71-6}
\end{align*}
$$

where as usual: $I^{ \pm} \equiv\left\{\begin{array}{l}\mathbb{1}_{4} \\ \gamma_{5}\end{array}\right.$.
When the $1^{-}$and $0^{+}$particles are given variable squared mass, $q^{2}$, the $g_{1,2,3}$ become form-factors depending on this quantity but are K.S.F. This is because the only E.R.'s which can become type 2 in the variable mass case are those which relate covarients involving the contrac*ion of Levi-Cevita tensors with momenta, $\gamma$-matrices, and possibly one another, to the covarients: $\left(\gamma_{\alpha}, P_{\alpha}^{\prime}, \mathbb{1}_{4}\right) I^{ \pm}$. From dimensional considerations, the coefficient of the former covarients in such E.R.'s is always unity, and hence their elimination in favour of the latter covarients leads to K.S.F. form-factors. Similar arguments indicate that no type B E.R.'s are involved. Hence, we can go ahead and operate on the $\left(\gamma_{\alpha^{\prime}}, P_{\alpha^{\prime}}^{\prime}, q_{\alpha^{\prime}}\right) I^{ \pm}$with a gauge projection operator: $\mathcal{f}_{\alpha^{\prime} \alpha}(b)$. In this section alone we shall
make the most general choice:

$$
\begin{equation*}
b=a P^{\prime}+c q, \tag{2.71-8}
\end{equation*}
$$

where a and $c$ are functions of the hadron masses. This is to illustrate that the final result is really independent of the choice of $b$. We therefore have:

$$
\begin{align*}
\gamma_{\alpha}^{\prime}(b) I^{ \pm} & =\left[\gamma_{\alpha}-\frac{q\left(a P_{\alpha}^{\prime}+c q_{\alpha}\right)}{a P^{\prime} \cdot q+c q^{2}}\right] I^{ \pm},  \tag{2.71-9}\\
\left(P_{\alpha}^{\prime}\right)^{\prime}(b) I^{ \pm} & =\left[P_{\alpha}^{\prime}-\frac{P^{\prime} \cdot q^{\prime}\left(a P_{\alpha}^{\prime}+c q_{\alpha}\right)}{a P^{\prime} \cdot q+c q^{2}}\right] I^{ \pm},  \tag{2.71-10}\\
q_{\alpha}^{\prime}(b) I^{ \pm} & =\left[q_{\alpha}-\frac{q^{2}\left(a \cdot P_{\alpha}^{\prime}+c q_{\alpha}\right)}{a P^{\prime} \cdot q+c q^{2}}\right] I^{ \pm}, \tag{2.71-11}
\end{align*}
$$

Remembering that in virtue of the Dirac equation:

$$
\begin{equation*}
\phi I^{ \pm} \cong(M \mp m) I^{ \pm} \tag{2.71-12}
\end{equation*}
$$

and:

$$
\begin{equation*}
\left.q_{\alpha} \gamma_{\alpha}^{ \pm} \cong\left[(M \pm m) \gamma_{\alpha}-p_{\alpha}^{\prime}+q_{\alpha}\right]\right]^{ \pm} \tag{2.71-13}
\end{equation*}
$$

two possible K.S.F. tail elimination procedures are possible. We may choose to define either:
$\tilde{X}_{\alpha}^{1} I^{ \pm} \equiv\left[(M \pm m) \gamma_{\alpha}^{\prime}(b)-\left(p_{\alpha}^{\prime}\right)^{\prime}(b)\right] I^{ \pm} \cong\left(\phi \gamma_{\alpha}-q_{\alpha}\right) I^{ \pm}=i \sigma_{\alpha \beta} q_{\beta} I^{ \pm},(2.71-14)$ $\tilde{K}_{\alpha}^{2} I^{ \pm} \equiv\left[q^{2} \gamma_{\alpha}^{\prime}(b)-(M F m) q_{\alpha}^{\prime}(b)\right] I^{ \pm} \cong\left(q^{2} \gamma_{\alpha}-\alpha q_{\alpha}\right) I^{ \pm}$,
and: $\widetilde{\mathcal{K}}_{\alpha}^{3} I^{ \pm} \equiv b \gamma_{\alpha}^{\prime}(b) I^{ \pm}=\left[a\left(p^{\prime} \cdot q \gamma_{\alpha}-p_{\alpha}^{\prime} \phi\right)-c \widetilde{\mathcal{K}}_{\alpha}^{2}\right] I^{ \pm}$,
or:

$$
\widetilde{K}_{\alpha}^{1} I^{ \pm} \text {as defined by } 2.71-14
$$

$\tilde{X}_{\alpha}^{4} I^{ \pm} \equiv\left[q^{2}\left(p_{\alpha}^{\prime}\right)^{\prime}(b)-p^{\prime} \cdot q q_{\alpha}^{\prime}(b)\right] I^{ \pm=}=\left(q^{2} p_{\alpha}^{\prime}-p^{\prime} \cdot q^{q}\right) I^{ \pm}$,
and: $\tilde{X}_{\alpha}^{5} I^{ \pm} \equiv b\left(P_{\alpha}^{\prime}\right)^{\prime}(b) I^{ \pm}=c \tilde{K}_{\alpha}^{4} I^{ \pm}$.

Now it is easy to derive from $2.71-12$ and 13 the E.R.:

$$
\begin{equation*}
\left(p^{\prime} \circ q \gamma_{\alpha}-p_{\alpha}^{\prime} \phi\right) I^{ \pm} \cong(M \mp m) \widetilde{K}_{\alpha}^{1} I^{ \pm} \tag{2.71-19}
\end{equation*}
$$

so both elimination procedures lead to a pair of linearly inequivalent covarients, one of which is equivalent to zero at vanishing $q^{2}$, as required. Furthermore, we can similarly prove that:

$$
\begin{equation*}
\tilde{K}_{\alpha}^{4} I^{ \pm} \cong\left[(M \pm m) \tilde{\mathcal{K}}_{\alpha}^{2}-q^{2} \tilde{K}_{\alpha}^{1}\right] I^{ \pm} \tag{2.71-20}
\end{equation*}
$$

from which $\tilde{X}_{\alpha}^{4}$ may be eliminated in favour of $\tilde{K}_{\alpha}^{2}$. Thus both procedures lead to the same K.S.F. spin decomposition:

$$
v_{\alpha}^{ \pm}\left(\gamma_{,} \frac{1}{2}, \frac{1}{2}\right) \equiv\left[F_{1}\left(q^{2}\right)\left(q^{2} \gamma_{\alpha}-\phi q_{\alpha}\right)+F_{2}\left(q^{2}\right) i \sigma_{\alpha \beta} q_{\beta}\right] I^{ \pm} \cdot(2.71-21)
$$

Note that had we chosen:

$$
b=q,
$$

$$
(2.71-22)
$$

then we should have had just two primed covarients: $\gamma_{\alpha}^{\prime}(q)$ and $\left(p_{\alpha}^{\prime}\right)^{\prime}(q)$. only one elimination procedure would then have been possible, again leading to the covarients $\widetilde{\mathcal{K}}_{\alpha}^{1} I^{ \pm}$and $\widetilde{K}_{\alpha}^{2} I^{\ddagger}$. Had we chosen instead:

$$
\begin{equation*}
b=p^{\prime}, \tag{2.71-22A}
\end{equation*}
$$

then we should have again had two primed covarients:

$$
\begin{equation*}
\gamma_{\alpha}^{\prime}\left(p^{\prime}\right) I^{ \pm}=\left(\gamma_{\alpha}-\phi P_{\alpha}^{\prime} / p^{\prime} \cdot q\right) I^{ \pm}, \tag{2.74-23}
\end{equation*}
$$

and:

$$
\begin{equation*}
q_{\alpha}^{\prime}\left(p^{\prime}\right) I^{ \pm}=\left(q_{\alpha}-q^{2} p_{\alpha}^{\prime} / p^{\prime} \cdot q\right) I^{ \pm} \tag{2.71-24}
\end{equation*}
$$

These are already non-singular, and the second is equivalent to zero at vanishing $q^{2}$. They furnish a suitable set of covarients for the decomposition of the vertex, and in view of $2.71-19$ and 20 are equivalent to the pair appearing in 2.71-21. Finally we consider the covarient $\mathcal{E}_{\alpha}\left(p^{\prime} q \gamma\right) \gamma_{5} I^{ \pm}$which also vanishes on contraction with $q_{\alpha}$. Te have:

$$
\begin{equation*}
\varepsilon_{\alpha}\left(p^{\prime} q \gamma\right) \gamma_{5} I^{ \pm}=2 \varepsilon_{\alpha}(K \gamma p) \gamma_{5} I^{ \pm}, \tag{2.71-25}
\end{equation*}
$$

and on expanding the right-hand side of this by means of equation A3-29, we find:

$$
\begin{equation*}
\varepsilon_{\alpha}\left(P_{q}^{\prime} \gamma\right) \gamma_{5} I^{ \pm} \cong\left[\tilde{\mathscr{K}}_{\alpha}^{2}-(M \pm m) \widetilde{K}_{\alpha \alpha}^{1}\right] I^{ \pm} . \tag{2.71-26}
\end{equation*}
$$

Thus without introducing kinematical singularities into the form-factors, we may choose, if we so desire, to eliminate either $\tilde{X}_{\alpha}^{1}$ or $\tilde{X}_{\alpha}^{\prime 2}$ in favour of $\varepsilon_{\alpha}\left(p^{\prime} q \gamma\right) \gamma_{5}$.

We have so far assumed that the hadrons are non-identical. In the identical hadron case $F_{2}\left(q^{2}\right)$ remains K.S.F., but $F_{1}\left(q^{2}\right)$ as defined by 2.71-21 has a kinematic pole at zero $q^{2}$. This arises because we have tried to eliminate non-existent terms. Taking the equal mass limit of equations 2.71-9, 10, and 11 we have:

$$
\begin{align*}
& \lim _{M \rightarrow m} \gamma_{\alpha}^{\prime}(b)=\gamma_{\alpha} \\
& \lim _{M \rightarrow m}\left(p_{\alpha}^{\prime}\right)^{\prime}(b)=p_{\alpha}^{\prime},  \tag{2.71-28}\\
& \lim _{M \rightarrow m} q_{\alpha}^{\prime}(b)=-a P_{\alpha}^{\prime} / c \tag{2.71-29}
\end{align*}
$$

$$
(2.71-27)
$$

corresponding to the fact that in the identical hadron case, (where the vertex is necessarily normal), $\gamma_{\alpha}$ and $\mathcal{P}_{\alpha}^{\prime}$ both vanish on contraction with $q_{\alpha}$. Thus in this special case we still have two linearly inequivalent covarients, but these now remain inequivalent in the real photon limit.

Our equivalence relations read in the identical hadron case:

$$
\begin{align*}
& i \sigma_{\alpha \beta} q_{\beta} \cong 2 m \gamma_{\alpha}-p_{\alpha}^{\prime}  \tag{2.71-30}\\
& \varepsilon_{\alpha}\left(p^{\prime} q^{\gamma}\right) \gamma_{5} \cong 2 m p_{\alpha}^{\prime}-p^{2} \gamma_{\alpha} \tag{2.71-31}
\end{align*}
$$

Without introducing kinematic singularities into the formfactors we may choose to use any two of the four covarients appearing in these equations except the pairs $\left(\varepsilon_{\alpha}\left(p^{\prime} q \gamma\right) \gamma_{5}\right.$, $\left.i \sigma_{\alpha \beta} q_{\beta}\right)$ and $\left(\varepsilon_{\alpha}\left(p^{\prime} q \gamma\right) \gamma_{5}, p_{\alpha}^{\prime}\right)$. These latter correspond to pairs of form-factors with kinematic poles at vanishing $q^{2}$
and vanishing $p^{\prime 2}\left(=4 m^{2}-q^{2}\right)$ respectively.
It often proves convenient, particularly in connection with unpolarised cross-sections for lowest order elastic electron-nucleon scattering, to decompose the $\gamma$-nucleonnucleon vertex in terms of the covarients $\varepsilon_{\alpha}\left(p^{\prime} q \gamma\right) \gamma_{5}$ and $p_{\alpha}^{\prime}$. One may avoid poles in the form-factors by explicitly factoring out the singular term $1 / p^{/ 2}$. This then forces the form-factors to satisfy the "threshold constraint" that they be proportional to one another at vanishing $p^{/ 2}$, (the nucleon-antinucleon pair-production threshold).

In this way one arrives at equations 1.2-3 and 4.
$2.72\left(\gamma, \frac{1}{2}, J+\frac{1}{2}\right)^{ \pm}$VERTICES.
Assuming that $J$ is non-zero, we have in our previous notation:

$$
N^{ \pm}\left(1, \frac{1}{2}, J+\frac{1}{2}\right)=3, \quad N^{ \pm}\left(0^{+}, \frac{1}{2}, J+\frac{1}{2}\right)=1, \quad(2.72-1)
$$

so our general rules yield:

$$
\begin{equation*}
N^{ \pm}\left(\gamma^{\gamma}, \frac{1}{2}, J+\frac{1}{2}\right)=3 \quad, \quad N^{ \pm}\left(\gamma^{R}, \frac{1}{2}, J+\frac{1}{2}\right)=2 . \tag{2.72-2}
\end{equation*}
$$

We know experimentally that the hadron masses will be necessarily unequal, so we expect to find no exceptions to equations 2.72-2.

In this case we shall choose to operate with $y_{\alpha^{\prime} \alpha}(q)$. on a suitable set of covarients for the coupling function $\varphi_{(\mu)^{\top}, \alpha^{\prime}}^{ \pm}\left(1^{-}, \frac{1}{2}, J+\frac{1}{2}\right)$. Our final set of covarients will then remain free of kinematic singularities even when the hadrons are allowed to have variable squared mass.

We may conveniently choose: (9)

$$
\begin{equation*}
\left.\varphi_{(\mu))^{J}, \alpha}^{ \pm}\left(1, \frac{1}{2}, J+\frac{1}{2}\right)=\left(q_{\mu}\right)^{J-1}\left[\sum_{j=1}^{3} g_{j} \mathcal{K}_{\mu_{1} \alpha}^{j}\right]\right]^{ \pm}, \tag{2.72-3}
\end{equation*}
$$

where:

$$
\mathcal{K}_{\mu_{1} \alpha}^{1}=q_{\mu_{1}} \gamma_{\alpha}, \mathcal{X}_{\mu_{1} \alpha}^{2}=q_{\mu_{1}} p_{\alpha}, \mathcal{K}_{\mu_{1} \alpha}^{3}=g_{\mu_{1} \alpha \cdot(2.72-4)}
$$

Then:

$$
\begin{align*}
& \mathcal{K}_{\mu_{1} \alpha}^{/ 1}(q)=q_{\mu_{1}}\left(x_{\alpha}-q-q_{\alpha} / q^{2}\right)  \tag{2.72-5}\\
& \mathcal{K}_{\mu_{1, \alpha}}^{/ 2}(q)=q_{\mu_{1}}\left(p_{\alpha}-p \cdot q^{q_{\alpha}} / q^{2}\right)  \tag{2.72-6}\\
& \mathcal{K}_{\mu_{1} \alpha}^{/ 3}(q)=g_{\mu_{1} \alpha}-q_{\mu_{1}} q_{\alpha} / q^{2} \tag{2.72-7}
\end{align*}
$$

(Again, the $g_{j}$ are K.S.F. when we set the squared mass of the $1^{-}$hadron equal to $q^{2}$, and no type B E.R.'s are involved.)

Bearing in mind once again equation 2.71-12, we have just a single linearly inequivalent singular tail in agreement with the second of equations $2.72-1$, and we see that a suitable tail elimination is achieved by defining:

$$
\begin{align*}
& \tilde{X}_{\mu_{1} \alpha}^{1} I^{ \pm} \equiv\left[\mathcal{K}_{\mu_{1} \alpha}^{1 /}(q)-(M \mp m) \mathcal{X}_{\mu, \alpha}^{/ 3}(q)\right] I^{ \pm} \cong\left(q_{\mu_{1}} \gamma_{\alpha}-q-g_{\mu, \alpha}\right) I_{,(2.72-8)}^{ \pm} \\
& \tilde{X}_{\mu_{1} \alpha}^{2} \equiv \mathcal{K}_{\mu_{1} \alpha}^{/ 2}(q)-p \cdot q_{\mathcal{K}}^{\mu_{1, \alpha}}(q)=q_{\mu_{1}} p_{\alpha}-p \cdot q^{\prime} q_{\mu_{1} \alpha} \text {, }  \tag{2.72-9}\\
& \tilde{\mathcal{X}}_{\mu, \alpha}^{3} \equiv q^{2} \mathbb{X}_{\mu, \alpha}^{13}(q)=q^{2} g_{\mu, \alpha}-q_{\mu,} q_{\alpha} .  \tag{2.72-10}\\
& \text { Thus the decomposition: } \\
& V_{(\mu)^{J}, \alpha}^{ \pm}\left(\gamma, \frac{1}{2}, J+\frac{1}{2}\right)=\left(q_{\mu}\right)^{J-1}\left[G_{1}\left(q^{2}\right) \widetilde{\mathbb{K}}_{\mu, \alpha}^{1}\right. \\
& \left. \pm G_{2}\left(q^{2}\right) \tilde{\mathscr{K}}_{\mu_{1} \alpha}^{2} \pm G_{3}\left(q^{2}\right) \tilde{K}_{\mu_{1} \alpha}^{3}\right] I^{ \pm}  \tag{2.72-11}\\
& \text {Thus the decomposition: }
\end{align*}
$$

satisfies the counting rules $2.72-2$, and involves only K.S.F. form-factors. Without introducing kinematic singularities one could equally well replace $p$ by $p^{\prime}$ throughout.

The plus/minus signs in front of $G_{2}$ and $G_{3}$ have been introduced in order to simplify certain Feynman graphs involving this vertex and appearing in Chapter 5. They allow such graphs to be written in a form which is invarient under a change of nomality of the spin- $\left(J+\frac{1}{2}\right)$ particle, to the extent that no plus/minus signs are involved.

A decomposition alternative to that of $2.72-11$ is derived
in section 2.8 .
A further alternative is provided by the decomposition:

$$
\begin{align*}
& V_{(\mu)^{\top} \alpha}^{ \pm}\left(\gamma, \frac{1}{2}, J+\frac{1}{2}\right)=\left(q_{\mu}\right)^{J-1}\left[G_{\eta}\left(q^{2}\right) q_{\mu,} \gamma_{\alpha^{\prime}}\right. \\
& \left.\quad+G_{8}\left(q^{2}\right) g_{\mu_{1} \alpha^{\prime}}+G_{9}\left(q^{2}\right) q_{\mu_{1}} q_{\alpha^{\prime}}\right] g_{\alpha^{\prime} \alpha}\left(p^{\prime}\right) I^{ \pm} \tag{2.72-12}
\end{align*}
$$

This is only of use if the hadron masses are kept fixed and unequal, but it does have the advantage of remaining valid at zero $J$ where just $g_{\mu_{1} \alpha}^{\prime}\left(p^{\prime}\right)$ disappears. The covarient multiplying $G_{g}$ is equivalent to zero for vanishing $q^{2}$.

Spin decompositions equivalent to ours have been obtained for special cases by Gourdin and Salin, (36) and Mathews (37). Bjorken and Walecka (2) treat the general case, but are mainly concerned with the non-covarient approach based on helicity "amplitudes". They relate these to the covarient form-factors of the previous three authors and these latter are related to ours in Appendix 9.

### 2.73 THE NORMAL $(\gamma, 0, J)$ VERTEX.

Assuming that $J$ is non-zero we have:

$$
\begin{equation*}
N^{+}(1,0, J)=2, \quad N^{+}\left(0^{+}, 0, J\right)=1, \tag{2.73-1}
\end{equation*}
$$

so:

$$
\begin{equation*}
N^{+}\left(\gamma^{v}, 0, J\right)=2 \quad, \quad N^{+}\left(\gamma^{R}, 0, J\right)=1 \tag{2.73-2}
\end{equation*}
$$

We may conveniently choose: ${ }^{(9)}$
where:

$$
\begin{equation*}
\varphi_{(\mu)^{\bar{T}}, \alpha}^{+}(1,0, J) \equiv\left(-q_{\mu}\right)^{J-1} \sum_{j=1}^{2} g_{j} \pi_{\mu, \alpha}^{j} \tag{2.73-3}
\end{equation*}
$$

$$
\begin{equation*}
\mathscr{X}_{\mu_{1} \alpha}^{1}=q_{\mu_{1}} \Delta_{\alpha} \quad, \quad \mathcal{K}_{\mu_{1} \alpha}^{2}=g_{\mu_{1} \alpha} \tag{2.73-4}
\end{equation*}
$$

Once again, no problem due to kinematic singularities of the $g_{j}$ arise, and no type B E.R.'s are involved. To save repeating ourselves, we will state here and now that these same observations apply in the following two sections.

We therefore have:

$$
\begin{equation*}
\mathcal{X}_{\mu_{1} \alpha}^{\prime 1}(q)=q_{\mu_{1}}\left(\Delta_{\alpha}-\Delta \cdot q q_{\alpha} / q^{2}\right) \tag{2.73-5}
\end{equation*}
$$

and:

$$
\begin{equation*}
\mathcal{K}_{\mu_{1} \alpha}^{/ 2}(q)=g_{\mu_{1} \alpha}-q_{\mu_{1}} q_{\alpha} / q^{2} \tag{2.73-6}
\end{equation*}
$$

and on eliminating the singuler tail in the only suitable manner we obtain the K.S.F. decomposition:

$$
\begin{align*}
& v_{(\mu)^{\top} \alpha}^{+}\left(\gamma_{0}, J\right) \equiv\left(-q_{\mu}\right)^{\sigma-1}\left[f_{2}\left(q^{2}\right)\left(q_{\mu_{1}} \Delta_{\alpha}-\Delta \cdot q g_{\mu_{1} \alpha}\right)\right. \\
& \left.\quad+f_{3}\left(q^{2}\right)\left(q^{2} g_{\mu_{1} \alpha}-q_{\mu_{1}} q_{\omega}\right)\right] . \tag{2.73-7}
\end{align*}
$$

We have denoted the form-factors by the symbols which will be used when this vertex appears in Chapter 4. Again, $\Delta$ could equally well be replaced throughout by P".

For zero $J$ we only have the single primed covarient: $\mathscr{X}_{\alpha}^{/ 1}$ so eliminating its tail in the only way possible, that is, by multiplication by $q^{2}$, we obtain:

$$
\begin{equation*}
v_{\alpha}^{+}(\gamma, 0,0)=f_{4}\left(q^{2}\right)\left(q^{2} \Delta_{\alpha}-\Delta \cdot q q q_{\alpha}\right) . \tag{2.73-8}
\end{equation*}
$$

Alternatively, we can operate with $\int_{\alpha^{\prime}(\alpha}\left(p^{\prime \prime}\right)$ on the covarients: $\left(-q_{\mu}\right)^{J-1}\left(q_{\mu_{1}} p_{\alpha}^{\prime \prime}, g_{\mu_{1} \alpha}, q_{\mu_{1}} q_{\alpha^{\prime}}\right)$, the final covarient arising from $\mathcal{C}_{(\mu)^{+}}^{+}\left(0^{+}, 0, J\right) q_{\alpha}$. Provided the hadron masses are kept fixed and different, this yields the K.S.F. decomposition:

$$
\begin{align*}
v_{(\mu)^{\top} \alpha}^{+} & \left(\gamma_{,}, \sigma, J\right) \\
& =\left(-q_{\mu}\right)^{\top-1}\left[f_{5}\left(q^{2}\right) q_{\mu_{1}}\left(q_{\alpha}-q^{2} p_{\alpha}^{\prime \prime} / p^{\prime \prime} \cdot q\right)\right.  \tag{2.73-9}\\
& \left.+f_{6}\left(q^{2}\right)\left(g_{\mu_{1} \alpha}-q_{\mu_{1}} p_{\alpha}^{\prime \prime} / p^{\prime \prime} \cdot q\right)\right],
\end{align*}
$$

which automatically reduces in the zero-J case to:

$$
\begin{equation*}
v_{\alpha}^{+}(\gamma, 0,0)=f_{5}\left(q^{2}\right)\left(q_{\alpha}-q^{2} P_{\alpha}^{\prime \prime} / p^{\prime \prime} \cdot q\right) . \tag{2.73-10}
\end{equation*}
$$

Equations 2.73-8 and 10 agree with the counting rules:

$$
\begin{equation*}
N^{+}\left(\gamma^{\nu}, 0,0\right)=1 \quad, \quad N^{+}\left(\gamma^{R}, 0,0\right)=0, \tag{2.73-11}
\end{equation*}
$$

obtained from:

$$
\begin{equation*}
N^{+}(1,0,0)=1=N^{+}\left(0^{+}, 0,0\right) \tag{2.73-12}
\end{equation*}
$$

We thus have, apparently, the rather surprising situation that
the real photon cannot couple to a pair of spin-zero hadrons having different masses but the same normality. This is not indicative of a failure of the theory; rather, it should be interpreted as a statement that such a coupling cannot be described in gauge-invarient fashion with a K.S.F. formfactor. (Remember that it is only this requirement which leads to the second of equations 2.73-10, and only by trying to impose it have we forced the coupling to vanish.) The coupling can be restored in a gauge-invarient manner provided we are willing to postulate that the form-factor has a pole at zero $q^{2}$.

In the equal mass case we apparently have further problems due to the vanishing of $\mathrm{P}^{\prime \prime} . \mathrm{q}$. But for this very reason it will now prove sufficient to use the covarient $P_{\alpha}^{\prime \prime}$ (c.f. the $\gamma$-nucleon-nucleon vertex). Of course, if one of the hadrons is subsequently taken off-shell we lose both gauge-invarience and current-conservation. (This applies equally to the $\gamma$-nucleon vertex). However, it is wellknown that such problems can generally be overcome, at least for Born-terms involving a real photon, by requiring only that the sum of the Born-terms in all three channels be gauge-invarient.

### 2.74 THE ABNORMAL $(\gamma, 0, J)$ VERTEX.

In this case we have:

$$
\begin{align*}
& N(1,0, J)= \begin{cases}1, & J \geqslant 1, \\
0, & J=0,\end{cases}  \tag{2.74-1}\\
& N\left(0^{+}, 0, J\right)=0, \tag{2.74-2}
\end{align*}
$$

So:

$$
N\left(\tilde{\delta}^{\gamma}, O, J\right)=N(\gamma, O, J)=\left\{\begin{array}{l}
1, J \geqslant 1,  \tag{2.74-3}\\
0, J=0 .
\end{array}\right.
$$

The decomposition: (9)

$$
\begin{equation*}
e_{(\mu)^{J} \alpha}^{-}(\eta, 0, J)=\left(-q_{\mu}\right)^{\top-1} g \varepsilon_{\mu, \alpha}(\Delta q) \tag{2.74-4}
\end{equation*}
$$

already vanishes on contraction with $q_{\alpha}$ and so a suitable K.S.F. decomposition of the corresponding photonic vertex is just:

$$
\begin{equation*}
V_{(\mu)^{J} \alpha}^{-}\left(\gamma_{,}, J, J\right)=\left(-q_{\mu}\right)^{J-1} f_{1}\left(q^{2}\right) \varepsilon_{\mu, \alpha}(\Delta q) \tag{2.74-5}
\end{equation*}
$$

For zero $J$, no coupling is possible since no $\mu_{1}$ index is available, so equation $2.74-3$ is satisfied for all J.
2. 75 THE NORMAL $(Y, 1, J)$ VERTEX.

Here we have:

$$
N^{+}(1,1, J)= \begin{cases}5, & J \geqslant 2  \tag{2.75-1}\\ 4, & J=1\end{cases}
$$

and:

$$
\begin{equation*}
N^{+}\left(0^{+}, 1, J\right)=2, J \geqslant 1, \tag{2.75-2}
\end{equation*}
$$

from which it follows that:

$$
N^{+}\left(N^{v}, T, J\right)=\left\{\begin{array}{l}
5, J \geqslant 2  \tag{2.75-3}\\
4, J=1
\end{array}\right.
$$

and:

$$
N^{+}\left(\gamma^{n}, 1, J\right)= \begin{cases}3, & J \geqslant 2  \tag{2.75-4}\\ 2, J=1\end{cases}
$$

The counting-rules and spin decomposition for zero $J$ have al ready been given in section 2.73.

We are going to let $\alpha, \mu$ and $(\sigma)^{\top}$ be the Lorentz indices of the respective wave-functions of the photon, spin-1 hadron, and spin-J hadron, so we may choose:

$$
\begin{equation*}
\mathcal{C}_{(\sigma)^{\top} \mu \alpha}^{+}(1,1, J)=\left(-q_{\sigma}\right)^{j-2} \sum_{j=1}^{5} g_{j} \mathcal{K}_{\sigma_{1} \sigma_{2} \mu \alpha}^{j}, \tag{9}
\end{equation*}
$$

and:

$$
\begin{equation*}
\varphi_{(\sigma)^{\top} \mu}^{+}\left(0^{+}, 1, J\right)=\left(-q_{\sigma}\right)^{J-2} \sum_{j=\sigma}^{7} g_{j} \mathcal{K}_{\sigma_{1} \sigma_{2} \mu}^{j}, \tag{2.75-5}
\end{equation*}
$$

where:

$$
\begin{array}{ll}
\mathcal{K}^{4}=g_{\sigma_{1} \mu} g_{\sigma_{2} \alpha}, & \mathcal{K}^{2}=g_{\sigma_{1} \mu} q_{\sigma_{2}} \Delta_{\alpha}, \\
\mathcal{K}^{3}=g_{\sigma_{1} \alpha} q_{\sigma_{2}} q_{\mu}, & \mathcal{K}^{4}=g_{\mu \alpha} q_{\sigma_{1}} q_{\sigma_{2}},
\end{array}
$$

$$
\begin{gather*}
\mathcal{K}^{5}=q_{\sigma_{1}} q_{\sigma_{2}} q_{\mu} \Delta_{\sigma}, \quad X^{6}=g_{\sigma_{1}} q_{\sigma_{2}}, \\
X^{7}=q_{\sigma_{1}} q_{\sigma_{2}} q_{\mu} \tag{2.75-13}
\end{gather*}
$$

Thus:

$$
\begin{align*}
X^{\prime 1}(q) & =X^{1}-X^{6} q_{\alpha} / q^{2} \\
X^{/ 2}(q) & =X^{2}-\Delta \cdot q_{1} X^{6} q_{\alpha} / q^{2}  \tag{2.75-15}\\
X^{\prime 3}(q) & =X^{3}-X^{7} q_{\alpha} / q^{2}  \tag{2.75-i6}\\
X^{1 / 4}(q) & =X^{4}-X^{7} q_{\alpha} / q^{2}  \tag{2.75-17}\\
\text { and : } \quad X^{/ 5}(q) & =X^{5}-\Delta \cdot q^{\prime} X^{7} q_{\alpha} / q^{2}
\end{align*}
$$

For $J$ equal to unity, $\mathcal{K}^{1}$ and $\mathcal{K}^{/ 1}(q)$ no longer appear. Eliminating the two singular tails, we deduce the K.S.F. spin decompositions:

$$
\begin{aligned}
& V_{(\sigma)^{\top} \mu \alpha}^{+}(\gamma \mid J)=\left(-q_{\sigma}\right)^{T-2} \sum_{j=1}^{5} f_{j}\left(q^{2}\right) \mathcal{K}_{\sigma_{1} \sigma_{2} \mu \alpha,}^{j} J \geqslant 2, \quad \text { (2.75-19) } \\
& \quad V_{\sigma_{1} \mu \alpha}^{+}(\gamma 11)=\sum_{j=1,2,4,6} f_{j}\left(q^{2}\right) \tilde{K}_{\sigma_{1} \mu \alpha,}^{j},
\end{aligned}
$$

where:

$$
\begin{align*}
& \tilde{K}_{\sigma_{1} \sigma_{2} \mu \alpha}^{1}=\mathcal{K}^{/ 3}(q)-\mathcal{X}^{1 / 4}(q)=q_{\sigma_{2}}\left(g_{\sigma_{1} \alpha} q_{\mu}-g_{\mu \alpha} q_{\sigma_{1}}\right) \text {, } \\
& \text { (2.75-21) } \\
& \tilde{K}_{\sigma_{1} \sigma_{2} \mu \alpha}^{2}=\pi^{/ 5}(q)-\Delta \cdot q \pi^{\prime / 4}(q)=q_{\sigma_{1}} q_{\sigma_{2}}\left(q_{\mu} \Delta_{\alpha}-\Delta \cdot q g_{\mu \alpha}\right),(2.75-22) \\
& \tilde{K}_{\sigma_{1} \sigma_{2} \mu \alpha}^{3}=\mathcal{K}^{12}(q)-\Delta \cdot q \mathcal{K}^{/ 1}(q)=g_{\sigma_{1} \mu}\left(q_{\sigma_{2}} \Delta_{\alpha}-\Delta \cdot q g_{\sigma_{2} \alpha}\right),(2.75-23) \\
& \tilde{K}_{\sigma_{1} \sigma_{2} \mu \alpha}^{4}=q^{2} \mathcal{K}^{\prime 4}(q)=q_{\sigma_{1}} q_{\sigma_{2}}\left(q^{2} g_{\mu \alpha}-q_{\mu} q_{\alpha}\right) \text {, }  \tag{2.75-24}\\
& \tilde{\mathcal{K}}_{\sigma_{1} \sigma_{2} \mu \alpha}^{5}=q^{2} \chi^{\prime 1}(q)=g_{\sigma_{1} \mu}\left(q^{2} g_{\sigma_{2} \alpha}-q_{\sigma_{2}} q_{\alpha}\right) \text {, }  \tag{2.75-25}\\
& \begin{array}{c}
\tilde{K}_{\sigma_{1} \mu \alpha}^{1,2,4} q_{\sigma_{2}}=\tilde{K}_{\sigma_{3} \sigma_{2} \mu \alpha,}^{1,2,4}, ~
\end{array}  \tag{2.75-26}\\
& \tilde{X}_{\sigma_{1} \mu \alpha}^{6} q_{\sigma_{2}}=q^{2} \mathcal{K}^{12}(q), \quad(2.75-27)
\end{align*}
$$

and:
so that:

$$
\begin{equation*}
\tilde{X}_{\sigma_{1} \mu \alpha}^{6}=g_{\sigma_{1} \mu}\left(q^{2} \Delta_{\alpha}-\Delta \cdot q q_{\alpha}\right) \tag{2.75-28}
\end{equation*}
$$

No special problems arise for identical hadrons, equations $2.75-20,21,22,24,26$, and 28 still providing a perfectly valid decomposition in this case.

As usual, $\Delta_{\infty}$ may be replaced throughout by $P_{\alpha}^{\prime \prime}$, and having made this substitution in 2.75-8 and 11, one may choose for fixed unequal hadron masses to decompose instead in terms of the five covarients: $\mathscr{K}^{\prime 1}\left(p^{\prime \prime}\right), \mathbb{K}^{/ 3}\left(p^{\prime \prime}\right), \mathscr{X}^{1 / 4}\left(P^{\prime \prime}\right)$, $\mathcal{K}^{6} q_{\alpha}^{\prime}\left(p^{\prime \prime}\right)$, and $\mathcal{K}^{7} q_{\alpha}^{\prime}\left(p^{\prime \prime}\right)$. These final two covarients then vanish at zero $q^{2}, \mathcal{K}^{\prime \prime}\left(P^{\prime \prime}\right)$ does not appear to $J$ equal to unity or zero, and $\mathcal{K}^{\prime 3}\left(p^{\prime \prime}\right)$ and $\mathcal{K}^{6} q_{\alpha}^{\prime}\left(p^{\prime \prime}\right)$ disappear as well for zero J.

### 2.76 THE ABNORMAL $(\gamma, 1, J)$ VERTEX.

In this case we have:
and:

$$
N(1,1, J)=\left\{\begin{array}{l}
4, J \geqslant 2  \tag{2.76-1}\\
3, J=1
\end{array}\right.
$$

$$
\begin{equation*}
N^{-}\left(O^{+}, 1, J\right)=1, J \geqslant 1 \tag{2.76-2}
\end{equation*}
$$

so:

$$
\begin{align*}
& N\left(\gamma^{v}, 1, J\right)=\left\{\begin{array}{l}
4, J \geqslant 2, \\
3, J=1,
\end{array},\right.  \tag{2.76-3}\\
& N^{-}\left(\gamma^{R}, J, J\right)=\left\{\begin{array}{l}
3, J \geqslant 2, \\
2, J=1,
\end{array}\right. \tag{2.76-4}
\end{align*}
$$

The zero J case has already been treated in section 2.74.
We have some type $B$ equivalence theorems here. With
Lorentz indices defined as in section 2.75, and writing: (9)

$$
\begin{equation*}
e_{(\sigma)^{\top} \mu \alpha}^{-}(1,1, \sigma)=\left(-q_{\sigma}\right)^{\top-2} \sum_{\sigma_{1} \sigma_{2} \mu \alpha}^{-}(1,1,2) \tag{2.76-5}
\end{equation*}
$$

we have seven "obvious" covarients in terms of which $\varphi_{\sigma_{1} \sigma_{2} \mu \alpha}^{-}(1,1,2)$ can be decomposed, namely:

$$
\begin{array}{ll}
\tilde{K}^{1} \equiv \varepsilon_{\mu \alpha}(q \Delta) q_{\sigma_{1}} q_{\sigma_{2}}, & \tilde{K}^{2} \equiv \varepsilon_{\mu \alpha \sigma_{1}}(q) q_{\sigma_{2}},  \tag{2.76-5,7}\\
\mathscr{K}^{3} \equiv \varepsilon_{\mu \alpha \sigma_{1}}(\Delta) q_{\sigma_{2}}, & \tilde{K}^{4} \equiv \varepsilon_{\alpha \sigma_{1}}(q . \Delta) g_{\sigma_{2} \mu},
\end{array}
$$

$$
\tilde{X}^{5} \equiv \varepsilon_{\alpha \sigma_{1}}(q \Delta) q_{\sigma_{2}} q_{\mu} \quad, \quad \mathcal{K}^{6} \equiv \varepsilon_{\mu \sigma_{1}}(q \Delta) g_{\sigma_{2} \alpha} \quad, \quad(2.76-10,11)
$$

and

$$
\begin{equation*}
\mathcal{X}^{7} \equiv \varepsilon_{\mu \sigma_{1}}(q, \Delta) q_{\sigma_{2}} \Delta_{\alpha} \tag{2.76-12}
\end{equation*}
$$

The tildes denote those covarients which vanish on contraction with $q_{\alpha}$. Only certain sets of four of these seven covarients are linearly inequivalent, three type B E.R.'s being operative. Equation A3-11 yields:

$$
\begin{equation*}
\mathcal{K}^{3}+\mathcal{K}^{6} \cong \tilde{K}^{4} \tag{2.76-7}
\end{equation*}
$$

whilst from A3-12 we deduce:

$$
\begin{equation*}
q^{2} \mathcal{K}^{3} \cong \tilde{K}^{1}+\Delta \cdot q \widetilde{K}^{2}+\widetilde{K}^{5} \tag{2.76-8}
\end{equation*}
$$

and:

$$
\begin{equation*}
X^{7}+\Delta \cdot q \mathcal{K}^{3} \cong \Delta^{2} \tilde{K}^{2}+\tilde{K}^{5} \tag{2.76-9}
\end{equation*}
$$

The gauge projection operation yields:

$$
\begin{align*}
& x^{\prime 3}(q)=x^{3}+x^{8} q_{\alpha} / q^{2}  \tag{2.76-10}\\
& x^{16}(q)=x^{6}-x^{8} q_{\alpha} / q^{2}  \tag{2.76-11}\\
& x^{\prime 7}(q)=x^{7}-\Delta \cdot q^{\prime} x^{8} q_{\alpha} / q^{2} \tag{2.76-12}
\end{align*}
$$

where

$$
\begin{equation*}
\mathcal{K}^{8}=\varepsilon_{\mu \sigma_{1}}\left(q_{r} \Delta\right) q_{\sigma_{2}} \tag{2.76-13}
\end{equation*}
$$

The single singular tail may be eliminated in two possible ways. The most useful elimination is provided by:

$$
\begin{aligned}
& \tilde{X}^{3} \equiv q^{2} \mathcal{K}^{/ 3}(q)=\left[\varepsilon_{\mu \sigma_{1}}(q \Delta) q_{\alpha}-\varepsilon_{\mu \sigma_{1} \alpha}(\Delta) q^{2}\right] q_{\sigma_{2}}, \\
& \tilde{X}^{6} \equiv \mathcal{X}^{\prime 6}(q)+\mathcal{K}^{\prime 3}(q)=\varepsilon_{\mu \sigma_{1}}(q-\Delta) g_{\sigma_{2} \alpha}-\varepsilon_{\mu \sigma_{1} \alpha}(\Delta) q_{\sigma_{2}}, \quad(2.75-15) \\
& \tilde{X}^{7} \equiv \mathcal{K}^{17}(q)+\Delta \cdot q \mathcal{K}^{13}(q)=\left[\varepsilon_{\mu \sigma_{1}}(q \Delta) \Delta \Delta_{\alpha}-\Delta \cdot q \varepsilon_{\mu \sigma_{1} \alpha}(\Delta)\right] q_{\sigma_{3}(2.76-16)}
\end{aligned}
$$

and the three equivalence relations then read:

$$
\begin{gather*}
\tilde{X}^{4} \cong \widetilde{K}^{6},  \tag{2.76-17}\\
\widetilde{X}^{3} \cong \widetilde{X}^{1}+\Delta \cdot q \widetilde{X}^{2}+\widetilde{X}^{5} \tag{2.76-1.8}
\end{gather*}
$$

and:

$$
\begin{equation*}
\tilde{X}^{7} \cong \Delta^{2} \widetilde{X}^{2}+\tilde{X}^{5} \tag{2.76-19}
\end{equation*}
$$

We may eliminate $\tilde{\mathcal{X}}^{5}, \widetilde{\mathscr{X}}^{6}$, and $\widetilde{K}^{7}$ without the introduction of kinematic singularities, yielding the spin decomposition:

$$
\begin{equation*}
v_{(\sigma)^{\top} \mu \alpha}^{-}(\gamma, 1, J)=\left(-q_{\sigma}\right)^{\sigma-1} \sum_{j=1}^{4} F_{j}\left(q^{2}\right) \tilde{K}_{\sigma_{1} \sigma_{2} \mu \alpha}^{j} . \tag{2.76-20}
\end{equation*}
$$

This is a particularly useful expression in that it holds for all J (including zero), and remains valid both for variable and for equal masses. In agreement with our counting rules: $\tilde{X}^{3}$ vanishes for zero $q^{2}$ and disappears for zero $J, \tilde{K}^{2}$ also disappears for zero $J$, and $\widetilde{K}^{4}$ disappears for $J$ less than two. For zero J, $\tilde{K}^{1}$ is the same covarient as was derived in section 2.74.

### 2.8 COVARITMT DERTVATION, TH TERMS OT FORM-FACTORS, OF AN UNPOLARISED CROSS-SECTION INVOLV ING THE $\left(\gamma, \frac{1}{2}, J+\frac{1}{2}\right)$ VERTEX.

We consider here the unpolarised cross-section for the process: electron $+\operatorname{spin}-\frac{1}{2}$ hadron $\rightarrow$ electron $+\operatorname{spin}-\left(J+\frac{1}{2}\right)$ hadron, treated to lowest (i.e. second) quantum electrodynamical order, and in the approximation that the hadrons are treated as stable particles.

This problem has already been considered by a number of authors, ${ }^{(2)(38)(39)}$ but their methods tend to be somewhat awkward, involving various non-covarient operations and a certain mount of trial and error in order to arrive at an initial vertex decomposition which will lead to a final expression free of cross-terms between different form-factors.

We shall repeat the calculation making use of the contracted
forward propogators of section 2.2 together with equations A3-22 to 26. These allow us to compute the cross-section very simply and in a fully covarient manner. Moreover, we are able to deduce the required initial vertex decomposition.

The momenta (masses) of the initial electron, final electron, initial hadron, and final hadron are defined to be: $q_{1}\left(m_{e}\right), q_{2}\left(m_{e}\right), p(m)$, and $K(M)$ respectively. The momentum of the virtual photon is defined by:

$$
\begin{equation*}
q=K-p=q_{1}-q_{2} \tag{2.8-1}
\end{equation*}
$$

It is assumed that the reader knows how to calculate to second order the unpolarised cross-section ${ }^{(38)}$ given $\sum_{f} \sum_{i}\left|T^{(2)}\right|^{2}$, the squared modulus of the second-order T-matrix element averaged over initial helicities and summed over final
helicities. Thuswe shall only compute this latter quantity.
If $J_{\alpha}(x)$ and $j_{\alpha}(x)$ denote respectively the hadronic and electronic.electromagnetic current operators, we have in view of the hermiticity of these quantities:

$$
\begin{equation*}
\sum_{f} \sum_{i}\left|T^{(z)}\right|^{2}=\frac{1}{q^{4}} t_{\alpha \beta} T_{\alpha \beta}, \tag{2.8-2}
\end{equation*}
$$

where:

$$
\begin{equation*}
t_{\alpha \beta}=\sum_{f} \sum_{i}\left\langle q_{2}\right| j_{c 1}(0)\left|q_{1}\right\rangle\left\langle q_{1}\right| j_{\beta}(0)\left|q_{2}\right\rangle, \tag{2.8-3}
\end{equation*}
$$

and:

$$
\begin{equation*}
T_{\alpha \beta}=\sum_{f} \sum_{i}\langle K| J_{\alpha}(0)|p\rangle\langle p| J_{\beta}(0)|K\rangle \tag{2.8-4}
\end{equation*}
$$

We have:

$$
\begin{equation*}
\left\langle q_{2}\right| j_{\alpha}(0)\left|q_{1}\right\rangle=e \bar{u}\left(q_{2}\right) \gamma_{\alpha} u\left(q_{1}\right), \tag{2.8-5}
\end{equation*}
$$

and we define, (factoring out the electronic charge);

$$
\begin{equation*}
\langle K| V_{\alpha}(0)|\phi\rangle \equiv e \bar{U}_{(\mu)^{\top}}(K) V_{(\mu)^{\nabla} \alpha}^{ \pm} U(p) . \tag{2.8-6}
\end{equation*}
$$

The lower (upper) case u's are the electron (hadron) wavefunctions, and the plus/minus sign on $V_{(\mu)^{\top} \alpha}^{ \pm}$indicates the overall nomality of that vertex.

Hence:

$$
\begin{equation*}
t_{\alpha \beta}=\frac{1}{2} e^{2} \operatorname{tr}\left[\gamma_{\alpha}\left(\phi_{1}+m_{e}\right) \gamma_{\beta}\left(\phi_{2}+m_{e}\right)\right], \tag{2.8-7}
\end{equation*}
$$

and:

$$
\begin{equation*}
T_{\alpha \beta}=\frac{1}{2} e^{2} \operatorname{tr}\left[v_{(\mu)^{J \alpha}}^{ \pm}(\not \partial+m) \bar{v}_{(\nu)^{J} \beta}^{ \pm} \rho_{(\nu)^{J},(\mu)^{J}}^{J+1 / 2}(K)\right], \tag{2.8-8}
\end{equation*}
$$

where as usual:

$$
\begin{equation*}
\bar{v}_{(\nu)^{\top} \beta}^{ \pm} \equiv \gamma_{0} v_{(\nu)^{\top} \beta}^{ \pm} \gamma_{0} . \tag{2.8-9}
\end{equation*}
$$

So:

$$
\begin{equation*}
t_{\alpha \beta}=e^{2}\left[2\left(q_{1 \alpha} q_{2 \beta}+q_{2 \alpha} q_{1 \beta}\right)+q^{2} g_{\alpha \beta}\right], \tag{2.8-10}
\end{equation*}
$$

and since this tensor turns out to be symmetric, only the symmetric part of $T_{\alpha \beta}$ need be calculated. We note as a check that:

$$
\begin{equation*}
q_{\alpha} t_{\alpha \beta}=0=t_{\alpha \beta} q_{\beta} \tag{2.8-11}
\end{equation*}
$$

as required by current conservation.
Instead of calculating ${ }_{\alpha} \alpha \beta$ directly foom 2.8-8, it is convenient as an intermediate step to use a computational trick due to von Gehlen. (39) One performs a decomposition, into kinematic covarients and form-factors, of that part of $T_{\alpha \beta}$ which is symmetric and, (in view of $2.8-11$ ), contains no overall factors of $q_{\alpha}$ or $q_{\beta}$. In this case two form-factors will be involved, and these can depend only on $q^{2}$. The simplest pair of kinematic covarients are $g_{\alpha \beta}$ an ${ }^{\alpha} p_{\alpha} p_{\beta}$, but we wish to satisfy the current-conservation equation:

$$
\begin{equation*}
q_{\alpha} T_{\alpha \beta}=0=T_{\alpha \beta} q_{\beta} \tag{2.8-12}
\end{equation*}
$$

so in the spirit of our previous discussions we write:

$$
\begin{align*}
& T_{\alpha \beta}^{\text {SYM. }} / e^{2} \equiv g_{\alpha \alpha^{\prime}}(q)\left[T_{1}\left(q^{2}\right) g_{\alpha^{\prime} \beta^{\prime}}+T_{2}\left(q^{2}\right) p_{\alpha^{\prime}} p_{\beta^{\prime}}\right] g_{\beta^{\prime} \beta}(q)  \tag{}\\
& =T_{1}\left(q^{2}\right)\left(g_{\alpha \beta^{\prime}}-\frac{q_{\alpha} q_{\beta}}{q^{2}}\right)+T_{2}\left(q^{2}\right)\left(p_{\alpha}-\frac{p \cdot q q_{\alpha}}{q^{2}}\right)\left(p_{\beta^{\prime}}-\frac{p \cdot q^{q_{\beta}}}{q^{2}}\right)_{(2.8} \tag{2,8-13}
\end{align*}
$$

This is only an intermediate step in the calculation, and we shall not need to make any postulates about the analytic
structure of the $T_{1,2}\left(q^{2}\right)$; it will not therefore be necessary to eliminate the singular tails from 2.8-13. The gaugeprojection operators in the first equality of $2.8-13$ only become important when we relate the form-factors of the hadronic vertex to the $T_{1,2}\left(q^{2}\right)$. As far as relating these latter to the cross-section is concerned, we have from 2.8-11 that:

$$
\begin{equation*}
g_{\alpha^{\prime} \alpha}(q) t_{\alpha \beta^{\prime}} g_{\beta \beta^{\prime}}(q)=t_{\alpha^{\prime} \beta^{\prime}}, \tag{2.8-14}
\end{equation*}
$$

so we deduce immediately that:

$$
\begin{align*}
\sum_{f} \sum_{i}\left|T^{(2)}\right|^{2} & =4\left(e^{4} / q^{4}\right)\left[\left(q_{1} \cdot q_{2}+q^{2}\right) T_{1}\left(q^{2}\right)\right. \\
& \left.+\left(p \cdot q_{1} p \cdot q_{2}+\frac{1}{4} m^{2} q^{2}\right) T_{2}\left(q^{2}\right)\right] \tag{2.8-15}
\end{align*}
$$

Note this well known ${ }^{(2)}$ result that the dynamics of the lowest order unpolerised cross-section is parameterised entirely by two scalar functions of $q^{2}$. These will be linear combinations of the three (in general complex) form-fectors parameterising the dynamics of the hadronic vertex. Thus only a limited amount of information about these latter form-factors is available from a study of this particular class of cross-sections.

The power of the von Gehlen trick now becomes clear: we only have to calculate any two independent components of the tensor $T{ }_{T}^{\text {SYM }} \beta_{\text {, We shall choose to kep the calculation }}$ covarient by computing $p_{\alpha} T_{\alpha \beta}^{S Y M} p_{\beta}$ and $g_{\alpha \beta} T_{\alpha \beta}^{S Y M}$. Relating these quantities to $T_{1}$ and $T_{2}$ by means of the second equality of 2.8-13 we have:

$$
\begin{equation*}
T_{1}=\frac{1}{2 \zeta}\left(p_{\alpha} T_{\alpha \beta}^{S Y M} p_{\beta}+\zeta g_{\alpha \beta} T_{\alpha \beta}^{S Y M}\right), \tag{2.8-16}
\end{equation*}
$$

and:

$$
\begin{equation*}
T_{2}=\frac{1}{2 \zeta^{2}}\left(3 p_{\alpha} T_{\alpha \beta}^{S Y M} p_{\beta}+\zeta g_{\alpha \beta} T_{\alpha \beta}^{S V M}\right), \tag{2.8-17}
\end{equation*}
$$

where:

$$
\begin{equation*}
\zeta \equiv-p^{2}(q) . \tag{2.8-18}
\end{equation*}
$$

From 2.8-8 it follows that:

$$
p_{\alpha} T_{\alpha \beta}^{S Y M} p_{\beta}=\frac{1}{2} \operatorname{tr}\left[p_{\alpha} v_{(\mu)^{J \alpha}}^{ \pm}(p+n i) p_{\beta} \bar{v}_{(\nu)^{J}}^{ \pm} \rho_{(\nu)^{J},(\mu)^{J}}^{J+1 / 2}(K)\right],(2.8-19)
$$

and:
$g_{\alpha \beta} T_{\alpha \beta}^{S Y M}=\frac{1}{2} \operatorname{tr}\left[v_{(\mu)^{\top} \alpha}^{ \pm}(\nmid+m) \vec{v}_{(\nu)^{\top} \alpha}^{ \pm} \sigma_{(\nu)^{J},}^{J+1 / 2}(\mu)^{J}(k)\right]$. (2.8-20)
Using these equations to compute $p_{\alpha} T_{\alpha \beta}^{S Y M} p_{\beta}$ and $g_{\alpha \beta} T_{\alpha \beta}^{S Y M}$ in terms of the $G_{1,2,3}\left(q^{2}\right)$ of section 2.72, then yields the unpolarised cross-section in terms of these form-factors. One soon sees, however, that the expression is going to invove cross terms of the form $G_{i}^{*} G_{j}$ between the various pairs of different form-factors. In order to obtain an expression involving only the squared moduli of form-factors, we must look for a more suitable decomposition of the hadronic vertex. Consider the covarients: $\left(q_{\mu}\right)^{J-1} \varepsilon_{\mu} \sigma(p q) \varepsilon_{\sigma \alpha}(p q) I^{ \pm}\left(q_{\mu}\right)^{\top} \varepsilon_{\alpha}(p q \gamma) r_{S} I$ and $\left(q_{\mu}\right)^{\tau-1} \varepsilon_{\mu_{1} \alpha}(p q) \gamma_{5} I^{\ddagger}$. These are linearly inequivalent, vanish on contraction with $q_{\alpha}$, and have the correct parity behaviour. In addition they all vanish on contraction with $p_{\alpha}$, and will not therefore contribute to $p_{\alpha} T_{\alpha \beta}^{s Y M} p \beta$. They will give rise to cross-terms in $g_{\alpha \beta} T_{\alpha \beta}^{Y M}$ between their own respective form-factors, but not between these and a. form-factor corresponding to any additional covarient involving a factor of the form: $\left(a p_{\alpha}+c q_{\alpha}\right)$. This latter covarient should be linearly equivalent to a combination of the former three; should vanish on contraction with $q_{\alpha} ;$ should have the required parity behaviour; and to satisfy the counting-rules, should be equivalent to zero at vanishing $q^{2}$. A suitable covarient is furnished in: $\left(q_{\mu}\right)^{\top}\left(p \cdot q q_{\alpha}-q^{2} p_{\alpha}\right) I^{ \pm}$. We can thus usefully choose to use this covarient and any two of the previous three. Since we shall ultimately wish to relate the covarients we pick to those appearing in equation 2.72-11, we
shall choose to leave out: $\left(q_{\mu}\right)^{J-1} \varepsilon_{\mu_{1} \alpha}(p q) \gamma_{5} I^{ \pm}$. of the above four covarients, this one has the most complicated expansion, (equation A3-27), in terms of those of 2.72-11. In order to eliminate the remaining cross-terms, we shall multiply $\left(q_{\mu}\right)^{J} \varepsilon_{\alpha}\left(p q^{\gamma}\right) \gamma_{5} I^{ \pm}$and $\left(q_{\mu}\right)^{J-1} \varepsilon_{\mu_{1} \sigma}(p q) \varepsilon_{\sigma \alpha}(p q) I^{ \pm}$ by an as yet undetermined pair of linear combinations of the same pair of form-factors. Thus we wite:

$$
\begin{gather*}
v_{(\mu)^{\top} \alpha}^{ \pm} \equiv\left(q_{\mu}\right)^{J-1}\left[G_{4}\left(q^{2}\right) \tilde{\mathscr{X}}_{\mu_{1 \alpha}}^{4}+\left(a G_{5}\left(q^{2}\right)+b G_{6}\left(q^{2}\right)\right) \tilde{X}_{\mu, \alpha}^{5}\right. \\
 \tag{2.8-21}\\
\left.+\left(c G_{5}\left(q^{2}\right)+d G_{6}\left(q^{2}\right)\right) \tilde{X}_{\mu, \alpha}^{6}\right] I^{ \pm}
\end{gather*}
$$

where:

$$
\begin{align*}
& \tilde{K}_{\mu_{1} \alpha}^{4}=q_{\mu_{1}}\left(p \cdot q q_{\alpha}-q^{2} p_{\alpha}\right)  \tag{2.8-22}\\
& \tilde{X}_{\mu, \alpha}^{5}=\varepsilon_{\mu_{1} \sigma}(p q) \varepsilon_{\sigma \alpha}(p q)  \tag{2.8-23}\\
& \tilde{K}_{\mu_{1} \alpha}^{6}=q_{\mu_{1}} \varepsilon_{\alpha}(p q \gamma) \gamma_{5} \tag{2.8-24}
\end{align*}
$$

and $a, b, c, d$ are scalar constants, (which may be complex), to be determined so that cross-terms between $G_{5}$ and $G_{6}$ vanish.

We then have:

$$
\begin{align*}
& \bar{V}_{(\nu)^{v} \beta}^{ \pm}=\left(q_{\nu}\right)^{J-1} I^{ \pm}\left[G_{4}^{*} \tilde{\mathcal{K}}_{\nu_{1} \beta}^{4}+\left(a^{*} G_{5}^{*}+b^{*} G_{6}^{*}\right) \widetilde{\mathcal{K}}_{\nu_{1} \beta}^{5}\right. \\
& \left.\quad+\left(c^{*} G_{5}^{*}+d^{*} G_{6}^{*}\right) q_{\nu_{1}} \gamma_{5} \varepsilon_{\beta}(p q \gamma)\right] \tag{2.8-25}
\end{align*}
$$

so:

$$
p_{\alpha} T_{\alpha \beta}^{S Y M} p_{\beta}=\frac{1}{2} \zeta^{/ 2}\left|G_{4}\right|^{2} \operatorname{tr}\left[(\nmid \pm m) p^{J+1 / 2}(q, q ; K)\right],(2.8-26)
$$

and:

$$
g_{\alpha \beta} T_{\alpha \beta}^{S Y M}=\frac{1}{2} \operatorname{tr}\left[-q^{2} \zeta^{\prime}\left|G_{4}\right|^{2}(\nmid \pm m) p^{J-1 / 2}(q, q ; K)\right.
$$

$$
+\left|a G_{5}+b G_{6}\right|^{2} \varepsilon_{\mu_{1} \sigma}(p q) \varepsilon_{\sigma \alpha}(p q) \varepsilon_{\nu_{1} \tau}(p q) \varepsilon_{\tau \alpha}(p q)(p+m) p_{\nu_{1} ; \mu_{1}}^{J+1 / 2}(q, q ; k)
$$

$$
+\left(a G_{5}+b G_{6}\right)\left(c^{*} G_{5}+d G_{6}^{*}\right) \varepsilon_{\mu_{1} \sigma}(p q) \varepsilon_{\sigma \alpha}(p q)(p+m) \gamma_{5} \varepsilon_{\alpha}(p q \gamma) x
$$

$$
x p_{; \mu_{1}}^{\top+1 / 2}(q, q ; K)+\left(c G_{5}+d G_{6}\right)\left(a^{*} G_{5}^{*}+b^{*} G_{6}^{*}\right) \varepsilon_{\alpha}(p q \gamma) \gamma_{5}(\not p \pm m) x
$$

$$
x \mathcal{E}_{\nu_{1} \tau}(p q) \varepsilon_{\tau \alpha}(p q) \rho_{\nu_{1} ;}^{J+1 / 2}(q, q ; K)+\left|c G_{5}+d G_{6}\right|^{2} \varepsilon_{\alpha}(p q \gamma) x
$$

$$
\left.x(\not p \neq m) \varepsilon_{\alpha}(p q \gamma) p^{T+1 / 2}(q, q ; K)\right]
$$

where:

$$
\begin{align*}
\zeta^{\prime} & \equiv q^{2} \zeta=-q^{2} p^{2}(q) \\
& =\frac{1}{4}\left[q^{2}-(M+m)^{2}\right]\left[q^{2}-(M-m)^{2}\right] \tag{2.8-28}
\end{align*}
$$

Now all freed indices in the partially contracted forward propogators are contracted with quantities of the forms: $\varepsilon_{\mu_{1}}(p q)$ and $\varepsilon_{\nu_{1}} \cdot(p q)$. Thus we can immediately drop from these propogators $a^{2} 1$ terms involving at least one of the factors: $p_{\mu_{1}}, q_{\mu_{1}}, K_{\mu_{1}}, p_{\nu_{1}}, q_{\nu_{1}}$ and $K_{\nu_{1}}$. For our purposes we then have from Scadron's paper:

$$
\begin{align*}
& p^{J+1 / 2}(q, q ; K) \cong C_{J+1} \xi^{\top}(K+M) \text {, }  \tag{2.8-29}\\
& p_{; \mu_{1}}^{J+1 / 2}(q, q ; K) \cong-\frac{1}{2} c_{T+1} \xi^{J-1} q(K)(K-M) \gamma_{\mu_{1}},  \tag{2.8-30}\\
& \sigma_{\nu_{1} ;}^{J+1 / 2}(q, q ; K) \cong-\frac{1}{2} C_{J+1} \xi_{7}^{J-1} \gamma_{\nu_{1}}(K-M) q(K), \quad \text { (2.8-31) } \\
& \text { and: } p_{\nu_{1} ; \mu_{1}}^{J+1 / 2}(q, q ; K) \cong-\frac{1}{2 \pi} C_{J+1} \xi_{j}^{T-1}\left[(J+2) g_{\nu_{1} \mu_{1}}(K K+M)\right. \\
& \left.+\gamma_{\nu_{1}}(1 X-M) \gamma_{\mu_{1}}\right] \text {, } \tag{2.8-32}
\end{align*}
$$

where

$$
\begin{equation*}
\xi \equiv-q^{2}(K)=\zeta^{\prime} / M^{2} \tag{2.8-33}
\end{equation*}
$$

Next, we deduce from equations A3-22, 24, 25 , and 26 that:

$$
\begin{align*}
& \varepsilon_{\alpha}(p q \gamma) \varepsilon_{\sigma}(p q \gamma)=2 \zeta^{\prime}  \tag{2.8-34}\\
& \varepsilon_{\alpha \sigma}(p q) \varepsilon_{\alpha}(p q \gamma) \gamma_{5} \varepsilon_{\sigma}(p q \gamma)=2 \zeta^{\prime}(\not p q-p \cdot q), \\
& \varepsilon_{\mu \sigma}(p q) \varepsilon_{\sigma \alpha}(p q) \varepsilon_{\alpha \tau}(p q) \varepsilon_{\tau \mu}(p q)=2 \zeta^{12}, \tag{2.8-36}
\end{align*}
$$

and:

$$
\begin{equation*}
\varepsilon_{\tau \alpha}(p q) \varepsilon_{\alpha \sigma}(p q) \varepsilon_{\tau}(p q \gamma) \varepsilon_{\sigma}(p q \gamma)=-2 \zeta^{12} \tag{2.8-37}
\end{equation*}
$$

Finally we notice that $\varepsilon_{0}(p q \gamma)$ anti-commutes with $\forall \gamma$ and $\phi$ and therefore with $K$.

Computation of the traces in 2.8-26 and 27 is now trivial, and we find:

$$
\begin{equation*}
p_{\alpha} T_{\alpha \beta}^{S Y M} p_{\beta}=\frac{C_{J+1}}{N^{2 J}} \zeta^{\prime J+2}\left[(N+m)^{2}-q^{2}\right]\left|G_{4}\right|^{2} \tag{2.8-38}
\end{equation*}
$$

whilst the condition that $g_{\alpha \beta} T_{\alpha \beta}^{S Y M}$ be free of cross-terms between $G_{5}$ and $G_{6}$ turns out to be:

$$
\begin{equation*}
M a=-2 c, b=o, d \text { arbitrary. } \tag{2.8-39}
\end{equation*}
$$

In 2.8-38 we have replaced $M$ by a new variable, $N$, defined by:

$$
\begin{equation*}
\mathrm{N}=\mathrm{n} \mathrm{M}, \tag{2.8-40}
\end{equation*}
$$

where $n$ is the normality of the hadronic vertex. This removes a plus/minus sign from this equation, and also from 2.8-43, 44, 45, 49, 50, and 51. The simplest expression for $g_{\alpha \beta} T_{\alpha \beta}^{\text {SYM }}$ results from the choice:

- $a=-2 \sqrt{\frac{J}{J+2}}, b=0, c=M \sqrt{\frac{T}{J+2}}, d=M . \quad(2.8-41)$

We choose to introduce an overall plus/minus sign into the definition of the vertex, again in order to remove similar signs from subsequent equations. We then have:

$$
\begin{aligned}
& V_{(\mu)^{J} \alpha}^{ \pm} \equiv \pm\left(q_{\mu}\right)^{\top-1}\left[G_{4}\left(q^{2}\right) \widetilde{\mathcal{X}}_{\mu, \alpha}^{4}\right. \\
& \left.+\sqrt{\frac{J}{J+2}} G_{5}\left(q^{2}\right)\left(M \tilde{\mathcal{K}}_{\mu, \alpha}^{6}-2 \widetilde{\mathscr{K}}_{\mu, \alpha}^{5}\right)+M G_{6}\left(q_{2}^{2}\right) \tilde{\mathcal{K}}_{\mu, \alpha}^{6}\right] I^{ \pm}, \quad(2.8-42)
\end{aligned}
$$

and:

$$
\begin{gather*}
g_{\alpha \beta} T_{\alpha \beta}^{S Y M}=\frac{-C_{V+1}}{N^{2 \sigma}} \zeta^{/ \tau+1}\left[(N+m)^{2}-q^{2}\right]\left[q^{2}\left|G_{4}\right|^{2}\right. \\
\left.+2 N^{2}\left(\left|G_{5}\right|^{2}+\left|G_{6}\right|^{2}\right)\right] . \tag{2.8-43}
\end{gather*}
$$

Equations 2.8-16, 17, 38, and 43 together yield:

$$
\begin{equation*}
T_{1}=\frac{-C_{J+1}}{N^{2(J-1)}} \zeta^{/ T+1}\left[(N+m)^{2}-q^{2}\right]\left(\left|G_{\Gamma}\right|^{2}+\left|G_{6}\right|^{2}\right) \tag{2.8-44}
\end{equation*}
$$

and:

$$
\begin{equation*}
T_{2}=\frac{C_{J+1}}{N^{2 \top}} \zeta^{\prime} q^{2}\left[(N+m)^{2}-q^{2}\right]\left[q^{2}\left|G_{4}\right|^{2}-N^{2}\left(\left|G_{5}\right|^{2}+\left|G_{6}\right|^{2}\right)\right], \tag{2.8-45}
\end{equation*}
$$

which in conjunction with 2.8-15 express $\sum_{f} \sum_{i}\left|T^{(2)}\right|^{2}$ in terms of the linearly independent combinations of form-factors: $q^{2}\left|G_{4}\right|^{2} \quad$ and $\left(\left|G_{5}\right|^{2}+\left|G_{6}\right|^{2}\right)$.

It remains to determine $G_{4}, 5,6$ in terms of the $G_{1}, 2,3$
of section 2.72. We immediately have:

$$
\begin{equation*}
\tilde{K}^{4}=-q^{2} \tilde{K}^{2}-\frac{1}{2}\left(M^{2}-m^{2}-q^{2}\right) \tilde{K}^{3} \tag{2.8-46}
\end{equation*}
$$

From A3-18:

$$
\begin{equation*}
\tilde{K}^{5}=\frac{1}{2}\left(M^{2}-m^{2}+q^{2}\right) \tilde{K}^{2}+\frac{1}{2}\left(M^{2}+m^{2}-q^{2}\right) \tilde{K}^{3} \tag{2.8-47}
\end{equation*}
$$

Equation A3-29 and the Dirac equation together yield:

$$
\begin{equation*}
\tilde{X}^{6} I^{ \pm} \cong\left\{\frac{1}{2}\left[q^{2}-(M \pm m)^{2}\right] \widetilde{K}^{1}+(M \pm m) \widetilde{X}^{2} \mp m \tilde{K}^{3}\right\} I^{ \pm} . \tag{2.8-48}
\end{equation*}
$$

Thus:

$$
\begin{align*}
& 2 \zeta^{\prime} G_{4}=2 N G_{1}+\left(N^{2}+m^{2}-q^{2}\right) G_{2}-\left(N^{2}-m^{2}+q^{2}\right) G_{3},  \tag{2.8-49}\\
& 4 \zeta \sqrt{\frac{J}{J+2}} G_{5}=-2(N-m) G_{1}-\left(N^{2}-m^{2}-q^{2}\right) G_{2}+2 q^{2} G_{3},  \tag{2.8-50}\\
& 4 N \zeta^{\prime} G_{6}=2\left[q^{2}+m(N-m)\right] G_{1}+N\left(N^{2}-m^{2}-q^{2}\right) G_{2}-2 N q^{2} G_{3},
\end{align*}
$$

and irrespective of the normality of the hadronic vertex, the $G_{4,5,6}$ each have kinematic poles at:

$$
\begin{equation*}
q^{2}=(M+m)^{2} \tag{2.8-52}
\end{equation*}
$$

and at:

$$
\begin{equation*}
q^{2}=(M-m)^{2} \tag{2.8-53}
\end{equation*}
$$

As usual one may substitute threshold constraints for these poles by explicitly exhibiting a double-pole factor $1 / \zeta^{\prime}$ on the right-hand side of the definition 2.8-42.

## CHAPTER 3

OFF-SHELL SUPERCONVERGBNT SUM-RULES AND THE IR SATURATION.

### 3.1 INTRODUCTION AFD BASIC ASSUMPTIONS: DERIVATION OF SUM-RULES.

The superconvergence programme reviewed in section 1.3 was only applicable to scattering processes involving two initial and two final on-shell hadrons and/or real photons. We saw in section 1.4 that it would be useful to try to extend such a programme to four-point functions, (as discussed in section 2.6), involving three on-shell hadrons and a virtual photon. In this chapter we discuss the additional assumptions needed to make such an extension possible.

Although our arguments will be obviously much more general, we restrict for the sake of definiteness to the fourpoint function corresponding to the "interaction": virtual photon + baryon $\rightarrow$ baryon + meson. Such a four-point function will arise when we treat to lowest quantum electrodynamical order the process: lepton + baryon $\rightarrow$ identical lepton + baryon + meson.

Following section 2.6 we define the $s, t$, and $u$ channels of the four-point function, and then perform a decomposition into invarient amplitudes or, more strictly, three-variable form-factors. Let us assume for the moment that these continue to satisfy the crossing rules $2.41-11$ and 2.42-4. We then postulate that the high sub-energy, (i.e. s), asymptotic behaviour of these amplitudes is determined by exchanged, (i.e. t-channel intermediate), Regge trajectories. We further postulate that the only trajectories which appear are those wich would have been involved had the photon been real.

Let us be a little more specific. The process: lepton + "anti"-meson $\rightarrow$ lepton + baryon + antibaryon is treated to
second quantum eletrodynanical order, and we perform a partial-wave expansion in terms of the relative total angular momentum between the baryon and the anti-baryon. We keep fixed the difference between this quantity and the total angular momentum of the three final particles. A SommerfeláWatson transformation is perfomed, and the contour is expanded in the usual way. Our assumption is then that the only additional singularities picied up are those which would have been encountered had the photon been on-shell. In the language of the covaricnt formalism this corresponds to the calculation of t-chanmel graphs of the form: virtual photon + "anti"-meson $\rightarrow$ strong interaction Reggeon $\longrightarrow$ baryon + anti-baryon. The process as a whole may well involve additional Regge trajectories of purely electrodynamical origin, but it is assumed that these will only manifest themselves in a partial-wave decomposition in terms of that angular momentum which we have held constant.

To justify this we argue that the invarient amplitudes for the four-point function are each the product of an overall. "scale factor" and a function of the three "Mandelstam" variables. The former represents the coupling of the electromagnetic lepton current to the bare hadrons, whilst the latter describes the strong and radiative corrections to this coupling. The strong interaction corrections presumably dominate over the radiative ones so it is not unreasonable to assume that the highsub-energy asymptotic behaviour of these functions, and therefore of the invarient amplitudes themselves, is determined by some characteristic behaviour of the strong interaction, namely the existence of the strong interaction Regge poles. It is hard to see how any purely electrodynamical Regge trajectories can be involved without these continuing to
manifest themselves when we extrapolate to the real photon limit.

Having postulated a method whereby we can determine the high sub-energy asymptotic behaviour of the amplitudes, we have to see whether the statement that an amplitude superconverges can be converted into a userul sum-rule. This requires that we know the analytic structure of the amplitude as a function of the sub-energy, and have a prescription for computing, at least approximately, the discontinuity across its cuts. If our previous postulate is to be meaningful we must also be sure that the amplitudes indeed satisfy the same s,t,u crossing relations as would be operative were the photon on-shell.

There are two ways of proceeding. Following Chew et. al. (40) we may say that since $s, t$, and $q^{2}$ are independent variables, the s,t,u crossing rules and analytic structure should remain unchanged when we take the zero $q^{2}$ limit. They are therefore the same whether the photon is real or virtual, apart from slight kinematic modifications in the latter case due to the sum of $s, t$, and $u$ being linearly dependent on the variable $q^{2}$. In particular, the cuts are to be calculated by extrapolation to non-vanishing $q^{2}$ of those unitarity relations which hold when the photon is on-shell. Essentially, this is just a statement that the strong-interaction does not distinguish between real and virtual photons. Our off-shell superconver--gence programme is then to be carried out in direct analogy with the corresponding on-shell programme for a real photon.

Alternatively, we may try to apply general S-matrix theory arguments to the overall five-particle scattering process treated non-perturbatively. We first postulate that
there exists for this process a unitary S-operator and a corresponding T-operator defined in the usual way. Matrix elements of this latter operator may certainly be decomposed into invarient amplitudes and kinematic covarients since this is a purely kinematic and group-theoretic operation. These invarient amplitudes are then postulated.

1) to satisfy the obvious generalisations of the crossing rules for four-particle T-matrix elements and
2) to be analytic functions of the renormalised electronic charge at the point where that quantity vanishes. The assumptions of the previous paragraph may then be deduced as a consequence of these three postulates and a comparison with the field-theoretic perturbation expansion. This is demonstrated in the following section.

### 3.2 THE ANALYTIC STRUCTURE OF VIRTUAI-PHOTONIC FOUR-POINT FUNCTIOIS: SATURATION OF SUA-RULES.

In this section we are motivated by some ideas of Dresden and Chou (14) conceming an S-matrix theory of quantum electrodynamics, but we shall apply them to reactions between arbitrary numbers of initial and final particles which involve both electromagnetic and strong interactions. We shall be concerned with electromagnetic interactions between leptons and hadrons which are modified by the strong interactions of
these latter particles. We postulate that even though such reactions are primarily electromagnetic, they may be described by the relevant matrix elements, $S_{f i}$, of a unitary operator $S$, in the same way that one describes purely strong interactions. A T-matrix may then be defined in the usual way by:

$$
\begin{equation*}
S_{f i} \equiv \delta_{f i}-i \delta^{4}\left(p_{f}-p_{i}\right) T_{f i}, \tag{3.2-1}
\end{equation*}
$$

where $p_{\dot{f}}$ and $p_{i}$ are respectively the total final and total initial momenta, and we further postulate that $T_{f i}$ may be expanded in a power series in $e$, the magnitude of the renormalised electronic charge:

$$
\begin{equation*}
T_{f i}=\sum_{n=0}^{\infty} e^{n} T_{f i}^{(n)}, \tag{3.2-2}
\end{equation*}
$$

and is therefore analytic in e in a region surrounding the point where e vanishes. As usual we factor out the helicity dependence of $T_{\text {fi }}$ by defining an H function (Lorentz tensorspinor) by:

$$
\begin{equation*}
T_{f i} \equiv \bar{\phi}(f): M: \phi(i), \tag{3.2-3}
\end{equation*}
$$

and decompose $M$ into invarient amplitudes, $A_{i}$, depending on suitably defined generalised liandelstem variables, accoraing to:

$$
\begin{equation*}
M \equiv \sum_{i} A_{i} K^{i} \tag{3.2-4}
\end{equation*}
$$

In these equations $\bar{\Phi}(f)$ and $\phi(i)$ stand symbolically for the Rarita-Schwinger wave-functions of the initial and final particles, colons denote contraction over (suppressed) Lorentz indices, and the $\mathcal{K}^{i}$ are kinematic basis covarients having the same Lorentz transformation properties as $M$. Since $\mathbb{T}_{f i}$ and $T_{f i}^{(n)}$ involve the same external particles we then have:

$$
\begin{equation*}
T_{f i}^{(n)}=\bar{\phi}(f): M^{(n)}: \psi(i), \tag{3.2-5}
\end{equation*}
$$

and:

$$
\begin{equation*}
M^{(n)}=\sum_{i} A_{i}^{(n)} \mathcal{K}^{i}, \tag{3.2-6}
\end{equation*}
$$

where:

$$
\begin{equation*}
M=\sum_{n=0}^{\infty} e^{n} M^{(n)}, \tag{3.2-7}
\end{equation*}
$$

and:

$$
\begin{equation*}
A_{i}=\sum_{n=0}^{\infty} e^{n} A_{i}^{(n)} \tag{3.2-8}
\end{equation*}
$$

Equations 3.2-2; 7, and 8 differ from the corresponding ones in Dresden end Chou's theory in that due to the presence of
strong as well as electromagnetic interactions, we no longer have that $\mathrm{T}_{\mathrm{f}_{i}}{ }^{(0)}, M^{(0)}$, and $A_{i}{ }^{(0)}$ necessarily vanish. This turns out to be crucial to our argument.

In view of the postulated unitarity of $S$ we have:

$$
\begin{align*}
2 \operatorname{Im} T_{f i} & =-\sum_{N} \delta^{4}\left(P_{i}-p_{N}\right) T_{f N} T_{i N}^{*} \\
& =-\sum_{N} f^{4}\left(p_{i}-P_{N}\right) T_{N f}^{*} T_{N i}, \tag{3.2-9}
\end{align*}
$$

where $p_{N}$ denotes the total momentum of the "intermediate state" labelled by $N$. After expanding both sides of this equation by means of $3.2-2$, our postulate of analyticity in e at zero e enables us to equate coefficients of $e^{n}$ obtaining:

$$
\begin{align*}
2 \operatorname{Im} T_{f i}^{(n)} & =-\sum_{N} \sum_{n=0}^{n} \delta 4\left(p_{i}-\phi_{N}\right) T_{f N}^{(m)} T_{i N}^{(n-m) *} \\
& =-\sum_{N} \sum_{m=0}^{n} \delta 4\left(p_{i}-p_{N}\right) T_{N f}^{(m) ; i} T_{N i}^{(n-m)} \tag{3.2-10}
\end{align*}
$$

By further postulating that $\mathbb{T}_{f i}$ is hermitian analytic:

$$
\begin{equation*}
T_{f i}^{ \pm *}(V)=T_{i f}^{F}(V), \tag{3.2-11}
\end{equation*}
$$

where:

$$
T_{f i}^{ \pm}(V) \equiv \lim _{\epsilon \rightarrow 0^{+}} T_{f_{i}}(V \pm i \in, W),
$$

$V$ denotes the total energy Mandelstam variable, and $W$ denotes the remaining linearly independent Mandelstam variables, we similarly obtain:

$$
\begin{equation*}
T_{f i}^{(n) \pm *}(v)=T_{i f}^{(n) \mp}(v) \tag{3.2-13}
\end{equation*}
$$

Defining:

$$
\begin{equation*}
\operatorname{disc}_{v} T_{f i}(v) \equiv T_{f i}^{+}(v)-T_{f i}^{-}(v), \tag{3.2-14}
\end{equation*}
$$

equations 3.2-9 and 10 respectively may then be written:

$$
\begin{equation*}
\operatorname{disc}_{v} T_{f i}(v)=-i \sum_{N} \delta_{0}^{4}\left(p_{i}-p_{N}\right) T_{f_{N}}^{F}(v) T_{N i}^{F}(v), \tag{3.2-15}
\end{equation*}
$$

and:

$$
\begin{equation*}
\operatorname{disc}_{V} T_{f i}^{(n)}(V)=-i \sum_{N} \sum_{m=0}^{n} \hat{\delta}^{4}\left(p_{i}-p_{N}\right) T_{f_{N}}^{(m) \pm}(V) T_{N i}^{(n-m) F}(v) \tag{3.2-16}
\end{equation*}
$$

Next, if $p_{1}, \ldots, p_{f}, \cdots, p_{r}$ denote the momenta of the initial particles, and $q_{1}, \ldots, q_{l}, \ldots, q_{s}$ are the momenta of the final particles, we postulate the crossing relation:
$M\left(q_{1}, \ldots, q_{l}, \ldots, q_{s} ; p_{1}, \ldots, p_{k}, \ldots, p_{r}\right)=$
$=\xi M\left(q_{1}, \ldots,-\bar{p}_{k, \ldots,}, q_{s} ; p_{1}, \ldots,-\bar{q}_{l}, \ldots, p_{r}\right),(3.2-17)$
where: $\xi= \begin{cases}+1 \text { for } B B \text { and } F B \text { crossing, } \\ -1 \text { for } F F \text { crossing. }\end{cases}$
We then obtain from 3.2-7:

$$
\begin{align*}
& M^{(n)}\left(q_{1}, \ldots, q_{l}, \ldots, q_{s} ; p_{1}, \ldots, p_{l}, \ldots, p_{r}\right)= \\
& \quad=\Sigma, M^{(n)}\left(q_{1, \ldots,}-\bar{p}_{r_{2}}, \ldots, q_{s} ; p_{1}, \ldots,-\bar{q}_{l}, \ldots, p_{r}\right) \tag{3.2-19}
\end{align*}
$$

Thus if our initial postulates are correct, we now have unitarity, hermitian analyticity, and crossing relations on our $T_{f \dot{i}}^{(n)}$, and these are exact to all orders in e.

Finally we connect with field theoretic perturbation theory of the electromagnetic interaction, by assuming that $e^{n} T_{f i}^{(r)}$ may be partially computed, using our arbitrary spin Feynman rules, by taking the sum of all topologically different graphs involving $\frac{1}{2}(n-j)$ virtual-photon propagators, where $j$ is the number of external (real) photons. These graphs are to be such that they connect the external particle lines by means only of: virtual-photon propogators, virtual-lepton propogators, lepton-photon-lepton vertices, many hadron vertices, and many hadron-many photon vertices. Each vertex is to carry one power of e for each real or virtual photon coupled to it. This is a fairly natural assumption since we have made a series expansion of $T_{f i}$ in powers of $e$, but are continuing to treat its strong interaction structure non-perturbatively.

We further assume that $e^{\pi} T_{f i}^{(n)}$ has a (Born-term) pole at $V=m^{2}$ if any of the hadronic or hadronic-photonic vertices
involved in its computation can be subdivided into a pair of vertices comected only by an on-shell, stable, singleparticle intermediate state with mass $m$ and squared fourmomentum $V$. Here, $V$ is again any one of the Mandelstam variables involved.

We now specialise to the process in which we are interested, namely: electron $\left(q_{1}, m_{e}\right)+$ nucleon $(p, m) \rightarrow \operatorname{electron}\left(q_{2}, m_{e}\right)+$ nucleon $\left(p^{\prime}, m\right)+\operatorname{meson}(k, \mu)$, where the first and second quantities in the parentheses following each particle are respectively the momentum and mass of that particle. Let the set $\left\{p_{1}, p_{2}, p_{3}, p_{4}, p_{5}\right\}$ be any permutation of the set $\left\{q_{1}, p,-q_{2},-p^{\prime},-k\right\}$. Then since the external particles are on shell we cen construct ten variable scalar products, namely:

$$
\begin{equation*}
P_{i} \cdot P_{j}=P_{j} \cdot P_{i} ; \quad i \neq j ; \quad i, j=1,2,3,4,5 . \tag{3.2-20}
\end{equation*}
$$

Thus we have ten Mandelstam variables:

$$
\begin{equation*}
s_{j i}=s_{i j} \equiv\left(p_{i}+p_{j}\right)^{2}, i \neq j, \tag{3.2-21}
\end{equation*}
$$

and therefore expect that the crossing relation (3.2-17) should relate the $N$-function for our basic process to nine other processes. This indeed turns out to be the case, since we may define the following ten channels and corresponding total energy Mandelstam variables.

| Channel | Mandelstam variable |
| :---: | :---: |
| 1) $\mathrm{eN} \rightarrow \mathrm{ENM}$ | S. $\quad \mathrm{s}$ (p+ $\left.q_{1}\right)^{2}$ |
| 2) $\quad \mathrm{e} \mathrm{E} \rightarrow$ TNM | $\underline{q}^{2} \equiv\left(q_{1}-q_{2}\right)^{2}$ |
| 3) $\mathrm{eN} \rightarrow \mathrm{e}$ 霝 | $U \quad \equiv\left(q-p^{\prime}\right)^{2}$ |
| 4) $\mathrm{e}_{\text {M }} \rightarrow$ en | $T \quad \equiv\left(q_{y}-k\right)^{2}$ |
| 5) $\mathrm{EN} \rightarrow \mathrm{ENM}$ | $u^{\prime} \equiv\left(p-a_{2}\right)^{2}$ |
| 6) $\mathrm{NTN} \rightarrow$ e $\mathrm{en}^{\text {N }}$ | $t \quad \equiv\left(p-p^{\prime}\right)^{2}$ |


| 7） | $\mathrm{RiN} \rightarrow$ ene | u | $\equiv$ | $(p-k)^{2}$ |
| :---: | :---: | :---: | :---: | :---: |
| 8） | ETN $\rightarrow$ EMa | t | 三 | $\left(p^{\prime}+q_{2}\right)^{2}$ |
| 9） | 㸺 $\rightarrow$ een | s | ミ | $\left(p^{\prime}+k\right)^{2}$ |
| 10） | $\overline{\mathrm{M}} \mathrm{M} \rightarrow$ ENit | s＇ | $\equiv$ | $\left(\underline{a}_{2}+k\right)^{2}$ ． |

Channel（1）is our basic reaction，（2）to（7）are obtained by crossing a single pair of particles，and（8）to（10）by crossing two paixs of particles．

Only correctly chosen sets of five Mandelstam variables are linearly independent，since momentum conservation states：

$$
\begin{equation*}
p_{1}+p_{2}+p_{3}+p_{4}=-p_{5} \tag{3.2-23}
\end{equation*}
$$

This allows us to express each of the $S_{15}, S_{25}, S_{35}$ ，and $S_{45}$ in terms of the $s_{12}, s_{13}, s_{14}, s_{23}, s_{24}$ ，and $s_{34}$ ．But these latter six variables are related according to：

$$
\begin{equation*}
\mathrm{S}_{12}+\mathrm{S}_{13}+\mathrm{S}_{14}+\mathrm{S}_{23}+\mathrm{S}_{24}+\mathrm{S}_{34}=2\left(m_{1}^{2}+m_{2}^{2}+m_{3}^{2}+m_{4}^{2}\right)+m_{5}^{2}, \tag{3.2-24}
\end{equation*}
$$

so only any five of them are linearly independent．Equation 3．2－24 is obtained by taking the scalar product of each side of 3．2－23 with itself．On subtracting $p_{4}$ from both sides of 3．2－23 and again squaring the result we obtain a second useful constraint equation：

$$
\begin{equation*}
s_{12}+s_{23}+s_{31}=s_{45}+\left(m_{1}^{2}+m_{2}^{2}+m_{3}^{2}\right) . \tag{3.2-25}
\end{equation*}
$$

In particular，from 3．2－24 we mey derive：

$$
\begin{equation*}
S+T+U+S+t+u=4 m^{2}+2 \mu^{2}+3 m_{e}^{2}, \tag{3.2-26}
\end{equation*}
$$

$$
\begin{equation*}
S^{\prime}+q^{2}+u^{\prime}+\pi+t+t^{\prime}=4 m^{2}+\mu^{2}+4 m_{e}^{2} \tag{3.2-27}
\end{equation*}
$$

and：

$$
\begin{equation*}
S+q^{2}+u^{\prime}+\mathrm{T}+u+S^{\prime}=3 m^{2}+2 \mu^{2}+4 m_{e}^{2} \tag{3.2-28}
\end{equation*}
$$

whilst 3.2-25 yields amongst other things:

$$
\begin{equation*}
s+t+u=q^{2}+2 m^{2}+\mu^{2}, \tag{3.2-29}
\end{equation*}
$$

and:

$$
\begin{equation*}
S+q^{2}+u^{\prime}=s+m^{2}+2 m e_{e}^{2} \tag{3.2-30}
\end{equation*}
$$

Thus for instance ve may choose as our five linearly independent handelstam variables any one of the sets: $\{S, t, u, T, U\}$, $\left\{S, t, q^{2}, u, u^{\prime}\right\}$, and $\left\{S, u, q^{2}, T, u^{\prime}\right\}$. The discontinuity of a given amplitude in $s$ when any two of $t, u, q^{2}$ are held constant is then related to the corresponding discontinuity in S by:

$$
\begin{align*}
& \operatorname{disc}_{s} A(s, t, u, T, U)=-\operatorname{disc}_{S} A\left(S_{9}, t, u, T, U\right)  \tag{3.2-31}\\
& \operatorname{disc}_{s} A\left(s, t, q^{2}, U, u^{\prime}\right)=\operatorname{disc}_{S^{\prime}} A\left(S, t, q^{2}, U, u^{\prime}\right)  \tag{3.2-32}\\
& \operatorname{disc}_{s} A\left(s, u, q^{2}, T, u^{\prime}\right)=\operatorname{disc}_{S^{\prime}} A\left(S_{,}, u, q^{2} T, u^{\prime}\right) \tag{3.2-33}
\end{align*}
$$

The discontinuities in $t$ and $u$ are similarly determined once one knows the corresponding ones in $T$ and $U$.

The $S, T$, and $U$-channels of our overall process are shown graphically in figures $3.2-1 a, b$, and $c$. In figures $3.2-2 a, b$, and $c$ we show the only possible graphs contributing to the corresponding $\mathrm{e}^{2} \mathrm{~T}_{\mathrm{T}}(2)$ for each of these three channels.

Suppressing the Lorentz indices of the hadronic wavefunctions, we have:

$$
\begin{align*}
& e^{2} M^{(2)}\left(q_{2}, p^{\prime}, k ; q_{1}, p\right)=\frac{v_{\alpha}\left(q_{2}, q_{;} ; q_{1}\right)}{q^{2}+i \varepsilon} M_{\alpha}\left(p^{\prime}, k ; p, q\right),  \tag{3.2-34}\\
& e^{2} M^{(2)}\left(q_{2}, p^{\prime}-\bar{p} ; q_{1}-\bar{k}\right)=\frac{v_{\alpha}\left(q_{2}, q ; q_{1}\right)}{q^{2}+i \varepsilon} M_{\alpha}\left(p^{\prime},-\bar{p} ;-\bar{k}, q\right),  \tag{3.2-35}\\
& e^{2} M^{(2)}\left(q_{2},-\bar{p}, k_{;} ; q_{1} ; \bar{p}^{\prime}\right)=\frac{v_{\alpha}\left(q_{2}, q ; q_{1}\right)}{q^{2}+i \varepsilon} M_{\alpha}\left(-\bar{p},\left(\varepsilon ;-\bar{p}^{\prime}, q\right),\right. \tag{3.2-36}
\end{align*}
$$




Figure 3.2-1b
T-channel of $T$


Figure 3.2-2c
$U-\operatorname{ch} 2 n 2 e 1$ of $e^{2}(2)$
where $v_{\alpha}$ and the $M_{\alpha}$ are the respective vertex functions for the leptonic and hadronic vertices. These equations are subject to the spinor ordering convention that in each channel $v_{\alpha}$ is to be sandwiched between the lepton spinors and $M_{\alpha}$ between the baryon sininors.

The vertex functions $v_{\alpha}$ and $M_{\alpha}$ can only depend respectively on $q^{2}$ and on any three of $s, t, u$, and $q^{2}$, so we note that the $M^{(2)}$ depend on only three linearly independent Mandelstam variables. The dependence of the overall $\begin{aligned} & \text {-function on a }\end{aligned}$ further pair of variables only arises from terms of higher order in e.

Equations $3.2-18,19,34,35$, and 36 together imply that:

$$
\begin{equation*}
M_{\alpha}\left(p^{\prime}, k ; p, q\right)=M_{\alpha}(p,-\bar{p} ;-\bar{k}, q)=-M_{\alpha}\left(-\bar{p}, k ;-\bar{p}^{\prime}, q\right) . \tag{3.2-37}
\end{equation*}
$$

Thus the $M_{\alpha}$ satisfy the same crossing rule as would obtain were the virtual photon propogator replaced by a real photon wave-function. We may therefore perform a channel independent spin decomposition:

$$
\begin{equation*}
M_{\alpha}=\sum_{j} A_{j}\left(s, t, q^{2}\right) \widetilde{K}_{\alpha}^{j}, \tag{3.2-38}
\end{equation*}
$$

as detailed in section 2.6, and conclude that the $S, T, U$ channels of $e^{2} M^{(2)}$ are given by taking the $s, t, u$ physical. sectors of the $A_{j}$.

Let us now specialise to the case in which we are interested where both the baryons are nucleons.

The Born-term poles of the three $e^{2} M^{(2)}$ are shown in figures $3.2-3 a, b$, and $c$. These endow the $A_{j}$ with poles at:

$$
\begin{equation*}
s=m^{2}, t=\mu^{2}, u=m^{2}, \tag{3.2-39}
\end{equation*}
$$



Figure $3.2-3 a$
Born-tern pole at
$s=m^{2}$ in $e^{2} T(2)$


Fizure 3.2-3b
$\frac{\text { Born-term pole at }}{t \equiv \mu^{2} \text { in } e^{2}(2)}$


Figure 3.2-4
A disallowed contribution to $e^{2} \mathrm{TN}^{2}(\mathrm{~S}) \mathrm{T}_{\mathrm{Ni}}^{(2) F^{2}}(\mathrm{~s})$.


Figure 3.2-5: Granhical realisation of equation 3.2-40.
as would have been the case had the photon been real.
Turning finally to the unitarity relations, we have on applying 3.2-16 in the S-channel:

$$
\begin{align*}
& \operatorname{disc}_{S} T_{f i}^{(2)}(S)=-i \sum_{N} f_{0}^{4}\left(p_{i}-P_{N}\right)\left[T_{f_{N}}^{(0) *}(S) T_{N i}^{(2) F}(S)\right. \\
& \left.+T_{f_{N}}^{(1) *}(S) T_{N i}^{(1)}(S)+T_{f N}^{(2) *}(S) T_{N i}^{(0) \mp}(S)\right] . \tag{3.2-40}
\end{align*}
$$

In partially computing the right-hand side of this equation we have to observe the following constraints. Firstly, $\mathrm{T}_{\mathrm{fi}}^{(2)}$ vanishes by definition inless $q_{1}$ and $q_{2}$ are unequal. Secondly, the "intermediate states" cannot involve any virtual particles. Thirdly, since we are assuming the absence of weak interactions, hadrons and leptons can only be coupled via virtual photon propogators. Finally, we must everywhere satisfy the momentummess inequality:

$$
\left(\sum_{j} p_{j}\right)^{2}\left\{\begin{array}{l}
=\left(\sum_{j} m_{j}\right)^{2}, \text { all } \underline{p}_{j} \text { equal }, \\
>\left(\sum_{j} m_{j}\right)^{2}, \text { otherwise }
\end{array}\right.
$$

These constraints serve to limit the right-hand side of 3.2-40 to graphs with the structure shown in figure 3.2-5, all of which arise from the term $T_{f_{N}}^{(0) \neq}(S) T_{N i}^{(2) F}(S)$. In this figure the symbol: $\Rightarrow$ denotes a multiparticle "intermediate statell with baryon number one and lepton number zero.

Denoting by: $\Rightarrow$, a similar intermediate state with baryon number zero, we show in figure 3.2-4 another graph apparently having the general structure: $T_{f_{N}}^{(0) \pm}(S) T_{N i}^{(z)} \mp(S)$. If. our final meson is a pion 3.2-41 implies that the state is also a pion in which case $T_{f N}^{(0)}\left(S^{\prime}\right)$ involves no interaction and vanishes. In cases where the final meson is a resonance, $\nrightarrow=$ could certainly be any multiparticle state into which it is observed to decey and $3.2-41$ would then be satisfied. Homever, if the resonance decays electromagnetically into this state the right-hand vertex must implicitly involve a
virtual photon propogator. The graph then contirbutes to $T_{f_{N}}^{(2) \pm}(S) T_{N i}^{(2) T}(S)$, not to $T_{f N}^{(0) \pm}\left(S^{\prime}\right) T_{N i}^{(2) F}\left(S^{\prime}\right)$. If the resonance is observed to possess any strong decay modes it is doubtful if we are justified in treating it as an external particle. We can only do so if we neglect the existence of its strong decay products. The state $\underset{\sim}{*}$ can then only be the final resonance treated as a stable particle and the graph is eliminated as in the pion case.

After factoring out the external wave-functions, the leptonic vertex function, and the virtual photon propogator, the equation represented graphically by iigure 3.2-5 reads:

$$
\begin{aligned}
& \operatorname{disc}_{S} M_{\alpha}\left(p+q \rightarrow p^{\prime}+\varepsilon_{;} ; S, t, q^{2}\right)=-i \lim _{\epsilon \rightarrow 0^{+}} \sum_{N} \delta^{4}\left(p_{i}-p_{N}\right) x \\
& x M_{\sigma}\left(p_{N} \rightarrow p^{\prime}+R_{g} S^{\prime} \pm i \in, t, q^{2}\right) \tilde{F}_{\sigma}(N) M_{\tau N}\left(p+q \rightarrow \beta_{N} ; S F i \in, t, q^{2}\right)_{,(3.2-42)}
\end{aligned}
$$ where $\hat{\sigma}_{\sigma}(N)$ denotes the set of propogator numerators for the particles comprising the Nth. state $\Rightarrow$. Adopting the spin decomposition:

$$
\begin{equation*}
M_{\alpha}\left(p+q \rightarrow p^{\prime}+R ; S, t, q^{2}\right) \equiv \sum_{j} A_{j}\left(S, t, q^{2}\right) \mathscr{K}_{\alpha}^{j}, \tag{3.2-43}
\end{equation*}
$$

we may similerly write:

$$
\begin{align*}
& \lim _{\epsilon \rightarrow 0^{+}} M_{\sigma}\left(p_{N} \rightarrow p^{\prime}+f_{c} ; S \pm i \epsilon, E, q^{2}\right) \mathcal{V}_{\sigma \tau}(N) M_{\tau \alpha}\left(p+q \rightarrow p_{N} ;\right. \\
& \left.S \mp i \epsilon, t, q^{2}\right) \equiv \sum_{j} A_{j}^{N}\left(S^{ \pm}, t, q^{2}\right) \widetilde{K}_{\alpha}^{j} \tag{3.2-44}
\end{align*}
$$

In view of 3.2-32, equations $3.2-42,43$, and 44 together yiela:

$$
\operatorname{disc}_{s} A_{j}\left(s, t, q^{2}\right)=-i \sum_{N} \delta^{4}\left(p_{i}-p_{N}\right) A_{j}^{N}\left(s^{*}, t, q^{2}\right) .
$$

This is precisely the unitarity relation which would have been obtained had the photon been real, except that it now applics in addition to those $A_{j}$ whose corresponding $\tilde{K}_{\alpha}^{j}$ vanish at zero $q^{2}$. Similar considerations apply to the discontinuifies
of the $A_{j}$ in $t$ and $u$ determined by application of 3.2-16 to $\mathrm{T}_{\mathrm{f} i}^{(2)}$ in the T and U channels.

The discontinuity condition, guaranteeing the hermitian (rather than anti-hermitian) analyticity of $\mathrm{T}_{\mathrm{fi}}^{(2)}$ for T invarient processes, continues to be given by $2.41-23$ which reads in this context:

$$
\begin{equation*}
v_{\alpha} \tilde{\mathscr{H}}_{\mu \alpha}^{j}=\eta_{T} g(\mu) g(\alpha) T^{-1} \gamma_{0} \hat{v}_{\alpha} \hat{\mathscr{H}}_{\mu \alpha}^{* j} \gamma_{0} T, \tag{3.2-46}
\end{equation*}
$$

where $\mu$ denotes the Lorentz indices of the meson wave-function. For the obvious choices:

$$
\begin{equation*}
v_{\alpha}=\gamma_{\alpha}, \tag{3.2-47}
\end{equation*}
$$

and:

$$
\begin{equation*}
v_{\alpha}=\left[\gamma_{\alpha} F_{1}\left(q^{2}\right)+\frac{i}{2 m_{e}} \sigma_{\alpha \beta} q_{\beta} F_{2}\left(q^{2}\right)\right] \tag{3.2-48}
\end{equation*}
$$

this reduces to:

$$
\begin{equation*}
\widetilde{\mathscr{K}}_{\mu \alpha}^{j}=\eta_{T} g(\mu) g(\alpha) T^{-1} \gamma_{0} \hat{\mathbb{K}}_{\mu k}^{*} \gamma_{0} T, \tag{3.2-49}
\end{equation*}
$$

where $\eta_{T}$ is now the product of the time-reversal phases of the virtual photon and the three hadrons. Again this is the same equation as that obtaining in the corresponding real photon case.

To sumarise, the results of this section coupled with the Reggeisation assumption of the previous one indicate that we may derive and saturate superconvergent sum-rules for our virtual photonic four-point functions by utilising exactly the same techniques as would be employed were the photon real.

## CHAPTER 4

DERTVATION OF SUPERCOINERGENT SUM RULES FOR THE PHOTO-AND HISOIROPRODUCTTON OF MON-STRANGE MESONS OFH NUCLEONS.

In this chapter we utilise the formalism and results of Chapters 2 and 3 to derive superconvergent sum-rules for the four-point function corresponding to the process: real or virtual photon + nucleon $\rightarrow$ non-strange meson + nucleon. We consider the eight cases in which the meson has all possible combinations of the quantum numbers: $\left(J^{p} ; I ; C_{n}\right)=\left(0^{-}\right.$or $1^{-} ; 0$ or $1 ;+1$ or -1$)$. $(4-1)$

The kinematical definitions and relations we shall use throughout this and the final chapter are listed in Appendix 5.

Throughout the remainder of this thesis we shall often be dealing simultaneously with both three-point and four-point vertex functions. For the sake of clarity we shall henceforth use the term "M-function" when referring to these latter, and will speak of decomposing them into "invarient amplitudes". The use of the terms "vertex-function" and "form-factor" will be restricted to three-point functions.

### 4.1 SPIN DECOMPOSITTONS.

4.11 SPIN DECOMPOSITION FOR THE PRODUCTION OF PSEUDOSCALAR MESONS.

The vertex is abnormal overall, and we write the mifunction as $M_{\alpha}$ where $\alpha$ is the Lorentz index of the real or virtual photon wave-function.

We have:

$$
N^{-}\left(1+\frac{1}{2} \rightarrow \frac{1}{2}+0\right)=6, \quad N^{-}\left(0^{+}+\frac{1}{2} \rightarrow \frac{1}{2}+0\right)=2,(4.11-1)
$$

so:

$$
N^{-}\left(\gamma^{\gamma}+\frac{1}{2} \rightarrow \frac{1}{2}+0\right)=6 \quad, \quad N^{-}\left(\gamma^{R}+\frac{1}{2} \rightarrow \frac{1}{2}+0\right)=4 .(4.11-2)
$$

We therefore require a K.S.F. spin decomposition:

$$
M_{\alpha}=\sum_{i=1}^{6} A_{i}\left(\nu, t, q^{2}\right) \widetilde{X}_{\alpha}^{i}
$$

in which the $\tilde{K}_{\alpha}^{i}$ vanish on contraction with $q_{\alpha}$, and just $\tilde{K}_{\alpha}^{5}$ and $\tilde{K}_{\alpha}^{6}$ are proportional to $q^{2}$. The vertex is $s \leftrightarrow u$ crossing symmetric and the $\tilde{\mathcal{K}}_{\alpha}^{i}$ are therefore required to satisfy 2.42-14. This will ensure that each $A_{i}$ is an even or odd function of $\%$.

Since we are going to work with the gauge projection operator. $\mathcal{G}_{\alpha / \alpha}(q)$, we require as a starting point a suitable set of covarients corresponding to the coupling function: $\mathcal{C}_{\alpha}^{-}\left(1^{-}+\frac{1}{2} \rightarrow \frac{1}{2}+0\right)$. No type $B$ equivalence theorems are involved, and a suitable choice of initial covarients is furnished ${ }^{(10)}$ in the set: $\left(\left[\gamma_{\alpha}, \phi\right], P_{\alpha}, \Delta_{\alpha}, \gamma_{\alpha}, P_{\alpha} q_{-}, \Delta_{\alpha} \phi_{1}\right) \gamma_{5}$.

Several other possible choices are available, and the reasons for prefering this particular one are as follows. To exploit $s \leftrightarrow u$ crossing symmetry we require that the initial covarients be even or odd under the substitutions:

$$
\begin{equation*}
-p \leftrightarrow p^{\prime}, \quad q \leftrightarrow q, \quad k \longleftrightarrow k . \tag{4.11-4}
\end{equation*}
$$

This dictates that we choose as our linearly inequivalent "indexed" momenta: $P_{\alpha}$ and either $\Delta_{\alpha}$ or $Q_{\alpha}$, (these latter two being respectively equivalent to $-k_{\alpha}$ and $+\frac{1}{2} k_{\alpha}$ ). (Ie choose $P_{\alpha}$ and $\Delta_{\alpha}$ since $\Delta$ will be the momentum of the t-channel Reggeons. We choose $q$ to be oursingle "slashed" momentum in order to exploit the useful equivalence relation:

$$
\left\{x_{\alpha}, q\right\} \cong 0
$$

The covarient: $\left[\gamma_{\alpha}, d\right] \gamma_{5}$ already vanishes on contraction with $a_{\alpha}$, and from the remaining five covarients we obtain:

$$
\begin{array}{ll}
\left.p_{\alpha}^{\prime}(q)=p_{\alpha}-2\right) q_{\alpha} / q^{2} & , \quad \Delta_{\alpha}^{\prime}(q)=\Delta_{\alpha}-\Delta q q_{\alpha} / q^{2}, \\
\gamma_{\alpha}^{\prime}(q)=\gamma_{\alpha}-q q_{\alpha} / q^{2}, & p_{\alpha}^{\prime}(q) q=p_{\alpha} q-\nu q q_{\alpha} / q^{2},
\end{array}
$$

and:

$$
\Delta_{\alpha}^{\prime}(q) q=\Delta_{\alpha} q-\Delta \cdot q \cdot q q q_{\alpha} / q^{2} .
$$

Two singular-tails: $q_{\alpha} / q^{2}$ and $\alpha_{\alpha} q_{\alpha} / q^{2}$ are involved in agreement with the second of equations 4.1イ-4. Elimination of the second or these need not introduce any singularities, but elimination of the first will necessarily introduce electrodynamical poles into two of the amplitudes at the vanishing of either $\nu$ or $\Delta \cdot q$. We shall choose the following elimination:

$$
\begin{aligned}
& \tilde{X}_{\alpha}^{1} \equiv\left[\gamma_{\alpha}, q\right] \gamma_{5}, \\
& \tilde{K}_{\alpha}^{2} \equiv\left[\Delta^{\prime} q p_{\alpha}^{\prime}(q)-\nu \Delta_{\alpha}^{\prime}(q)\right] \gamma_{5}=\left(\Delta \cdot q-p_{\alpha}-\nu \Delta_{\alpha}\right) \gamma_{5}, \\
& \tilde{K}_{\alpha}^{3} \equiv\left[\Delta_{\alpha}^{\prime}(q) q-\Delta \cdot q \gamma_{\alpha}^{\prime}(q)\right] \gamma_{5}=\left(\Delta_{\alpha} q-\Delta \cdot q \gamma_{\alpha}\right) \gamma_{5}, \\
& \tilde{X}_{\alpha}^{4} \equiv\left[p_{\alpha}^{\prime}(q) q-\nu \gamma_{\alpha}^{\prime}(q)\right] \gamma_{5}=\left(p_{\alpha} q-\nu \gamma_{\alpha}\right) \gamma_{5}, \\
& \tilde{K}_{\alpha}^{5} \equiv q^{2} \Delta_{\alpha}^{\prime}(q) \gamma_{5}=\left(q^{2} \Delta_{\alpha}-\Delta \cdot q q_{\alpha}\right) \gamma_{5}, \\
& \tilde{K}_{\alpha}^{6} \equiv q^{2} \gamma_{\alpha}^{\prime}(q) \gamma_{5}=\left(q \gamma_{\alpha}^{2}-q q_{\alpha}\right) \gamma_{5} .
\end{aligned}
$$

$$
(4 \cdot 11-11 \text { to } 16)
$$

The covarients $\tilde{K}_{\alpha}^{5}$ and $\tilde{K}_{\alpha}^{6}$ are equivalent to zero at vanishing $q^{2}$ as required, and the amplitudes $A_{2}$ and $A_{5}$ have electrodynamical poles at vanishing $\Delta \cdot q$.

Equivalent sets of covarients for this vertex have already been given by a variety of authors (40) using slightly different techniques.

The spin decomposition for scalar meson production is given simply by dropping the $\gamma_{5}$ 's, but this we shall not require.
4.12 SPIN DECOMPOSITION FOR THE PRODUCTION OF VECTOR MESONS.

This vertex is normal overall and we denote the M function by $M \mu x$ where $\alpha$ again refers to the photon and $\mu$ is the Lorentz index of the vector meson wave-function.

In this case we have:

$$
N^{+}\left(1+\frac{1}{2} \rightarrow \frac{1}{2}+1\right)=18 \quad, \quad N^{+}\left(0^{+}+\frac{1}{2} \rightarrow \frac{1}{2}+1\right)=6, \quad(4 \cdot 12-1)
$$

so:

$$
N^{+}\left(\gamma^{v}+\frac{1}{2} \rightarrow \frac{1}{2}+1\right)=18, N^{+}\left(\gamma^{2}+\frac{1}{2} \rightarrow \frac{1}{2}+1\right)=12,(4.12-2)
$$

and we write:

$$
M_{\mu \alpha} \equiv \sum_{i=1}^{18} A_{i}\left(\nu, t, q^{2}\right) \widetilde{\mathcal{K}}_{\mu \alpha}^{i}
$$

The $\tilde{\mathcal{X}}_{\text {pos are }}^{i}$ again to vanish on contraction with $q_{\alpha}$ and just $\tilde{\mathscr{N}}_{\mu \alpha}^{13}$ to $\tilde{\mathcal{N}}_{\mu \alpha}^{18}$ are to be proportional to $q^{2}$. In order to exploit $s \leftrightarrow u$ crossing symmetry we again require that the $\widetilde{X}_{\mu \text { er }}^{i}$ satisfy equation $2.42-14$.

We are going to determine the $\widetilde{\mathscr{K}}_{\mu \times}^{i}$ by operation with $\mathcal{F}_{\alpha_{\alpha}}(q)$ on a suitable set of covarients for the coupling function: $\varphi_{\mu \alpha}^{+}\left(1^{-}+\frac{1}{2} \rightarrow \frac{1}{2}+1\right)$. Two inequivalent type $B$ E.R.'s are involved. To see this we notice that the infinity of possible $\widetilde{\mathscr{K}}_{\mu \propto}$ fall into three classes. Firstly we have the infinity of "factorised" covarients: $\mathscr{K}_{\mu} \tilde{K}_{\alpha}$, where $\mathscr{K}_{\mu}$ and $\widetilde{K}_{\alpha}$ are any of the infinity of covarients suitable for the spin decomposition of the functions $\varphi_{\mu}^{+}\left(0+\frac{1}{2} \rightarrow \frac{1}{2}+1\right)$ and $V_{\alpha}^{+}\left(\gamma+\frac{1}{2} \rightarrow \frac{1}{2}+0\right)$ respectively. Using only type A E.R.'s these can all be expressed in terms of eighteen "obvious" covarients suitable for decomposition of $v_{\mu \alpha}^{+}\left(\gamma+\frac{1}{2} \rightarrow \frac{1}{2}+1\right)$, for example the $(p, q, \gamma)_{\mu} \tilde{K}_{\alpha}^{1, \ldots, 6}$ where the $\tilde{\mathcal{K}}_{\alpha}^{1, \ldots, \gamma_{\sigma}}$ are the final covarients of the previous section. Secondly we have the infinity of $\left(q_{\mu} \mathcal{X}_{\alpha}-\mathcal{X} \cdot q g_{\mu \alpha}\right)$, where $\mathscr{X}_{\alpha}$ is any covarient suitable for the decomposition of $\mathcal{C}_{\alpha}^{+}\left(1^{-}+\frac{1}{2} \rightarrow \frac{1}{2}+0\right)$. These are related by type A E.R.'s so that only any six are linearly independent. For example one has the six covarients obtained by choosing for the $\mathscr{H}_{\alpha}$ the set: $(p, \Delta, \gamma) \alpha\left(\mathbb{N}_{4}, \phi_{r}\right)$. As in the previous section there are then just two linearly independent $\mathscr{K} \cdot q$, one involving an overall unit matrix and the other an overall of Thus by taking linear comoinations of these six covarients we may eliminate the metric tensor from all but
two of them. The four which are free of metric tensors may then be expressed in terms of the $(P, q, \gamma) \mu \widetilde{X}_{\alpha}^{1, \ldots, 6}$ using only type A E.R.'s. We then have twenty covarients, the previous eighteen and for example: $\left(q_{\mu} \Delta_{\alpha}-\Delta-q_{\mu} g_{\mu}\right)$ and $\left(q_{\mu} \gamma_{\alpha}-q^{\prime} g_{\mu \alpha}\right)$. Thirdly we have an infinity of covarients involving terms of the type: $\varepsilon_{\mu \alpha}(.)_{5}$. These are related to the previous twenty covarients by means of equivalence relations derived from the equations of Appendix 3. All such E.R.'s are of type A, and the "Levi-Cevita" covarients may always be eliminated in favour of the former twenty without the introduction of kinematic singularities. Finally, the two covarients involving $g_{\mu \alpha} \mathbb{1}_{4}$ and $g_{\mu \alpha} \notin$ can only be related to the $(p, q, \gamma)_{\mu_{0}} \tilde{X}_{\alpha}^{1, ., g}$ through a pair or inequivalent type $B$ E.R.'s derived from equations $A 7-6$ and 7.

We are required, then, to take as our starting point twenty covarients suitable for the decomposition of $\sum_{\mu \alpha}^{+}\left(1^{-}+\frac{1}{2} \rightarrow \frac{1}{2}+1\right)$ and related only through the above pair of equations. An obvious choice is the set: $[(P, \Delta, \gamma) \mu(P$, $\left.\Delta, \gamma)_{\alpha}, g_{\mu \alpha}\right]\left(\mathbb{1}_{4}, \phi\right)$, but we shall choose:

$$
\begin{aligned}
& \mathcal{K}^{1} \equiv P P \\
& X^{2} \equiv q p \\
& x^{11} \equiv P P A \\
& K^{3} \equiv P \Delta \\
& x^{4} \equiv q \Delta \\
& \mathcal{X}^{12} \equiv q P q \\
& \mathcal{X}^{13} \equiv P \triangle \phi \\
& x^{14} \equiv q \Delta q \\
& X^{5} \equiv p \gamma \\
& x^{15} \equiv p[\gamma, \phi] \\
& \mathcal{X}^{16} \equiv[\gamma, d] P \\
& \mathcal{X}^{17}=q[\gamma, \phi] \\
& \mathcal{K}^{8} \equiv \gamma \Delta \\
& x^{9} \equiv g \\
& \mathcal{X}^{18} \equiv[\gamma, \phi] \Delta \\
& X^{19} \equiv 94 \\
& x^{10}=[\gamma, \gamma] \\
& \mathcal{K}^{20} \equiv[\gamma \phi \gamma] \text {, }
\end{aligned}
$$

where we have adopted the shor thand notation of appendix 7 with in addition:

$$
K^{\prime} \equiv \mathbb{K}_{\mu \alpha} \quad, \quad 9 \equiv g_{\mu \alpha} .(4 \cdot 12-24,25)
$$

We have chosen to use $[\gamma, \gamma]$ and $[\gamma \notin \gamma]$ rather than $\gamma \gamma$ and $\gamma \gamma$ \& since only the former two covarients satisfy the s $\leftrightarrow u$ crossing relation 2.42-14. The choices $q_{\mu}$ and $[\gamma, \phi]_{\mu}$ rather than $\Delta \mu$ and $\gamma_{\mu} \dot{q}$ are then dictated by the requirement that for simplicity the gauge projection operation should lead to just six linearly inequivalent singular tails. As in the previous section we choose $[\gamma, \phi]_{\alpha}$ rather than $\gamma_{\alpha} \phi$ since the former already vanishes on contraction with $q_{\alpha}$.

The gauge projection operation yields:

$$
\begin{align*}
& \mathcal{K}^{\prime \prime}(q)=p p-\nu S^{2} \\
& \mathcal{X}^{111}(q)=p p q-\nu S^{5} \\
& X^{\prime 2}(q)=q P-\nu s^{3} \quad X^{\prime 12}(q)=q P q-\nu S^{6} \\
& \mathcal{X}^{\prime 3}(q)=p \Delta-\Delta \cdot q S^{2} \quad X^{\prime 13}(q)=p \Delta q-\Delta \cdot q S^{5} \\
& \mathcal{X}^{1 / 4}(q)=q \Delta-\Delta \cdot q S^{3} \quad \mathcal{K}^{14}(q)=q \Delta q-\Delta \cdot q S^{6} \\
& \mathcal{X}^{15}(q)=p \tilde{\eta}-S^{5} \quad \mathcal{K}^{\prime 15}(q)=p[\gamma, q] \\
& \mathcal{X}^{1 /}(q)=\gamma p-\nu s^{4} \quad \mathcal{K}^{1 / 6}(q)=[\gamma, q] p-\nu s^{1} \\
& \mathcal{X}^{\prime 7}(q)=q \gamma-s^{6} \quad X^{\prime 17}(q)=q[\gamma, \phi] \\
& \mathcal{X}^{\prime 8}(q)=\gamma \Delta-\Delta \cdot q S^{4} \quad \mathcal{K}^{/ 18}(q)=[\gamma, q] \Delta-\Delta \cdot q, S^{1} \\
& \mathcal{K}^{\prime g}(q)=g-s^{3} \quad \mathcal{K}^{\prime 19}(q)=9 q-s^{6} \\
& \mathcal{X}^{190}(q)=[\gamma, \gamma]-s^{1} \quad \mathcal{K}^{\prime 20}(q)=[\gamma q, \gamma],
\end{align*}
$$

where the singular tails are given by:

$$
\begin{array}{ll}
S^{1}=[\gamma, q] q / q^{2} & S^{4}=\gamma q / q^{2} \\
S^{2}=p q / q^{2} & S^{5}=p q q / q^{2} \\
S^{3}=q q / q^{2} & S^{6}=q q q / q^{2} .
\end{array}
$$

Eliminating these in the usual manner so as to introduce the least number of electrodynamical poles, we obtain:

$$
\begin{aligned}
& \tilde{K}^{1} \equiv \Delta \cdot q \tilde{K}^{1 /}-\nu \mathcal{K}^{13}=\Delta \cdot q p p-\nu p \Delta \\
& \tilde{K}^{2} \equiv \mathcal{K}^{12}-\nu \mathcal{K}^{19}=q p-2 g \\
& \tilde{X}^{3} \equiv \mathcal{K}^{14}-\Delta \cdot q \mathcal{X}^{19}=q \Delta-\Delta \cdot q \cdot g \\
& \tilde{X}^{4} \equiv \mathcal{K}^{16}-\nu \tilde{K}^{10}=[\gamma, q] P-\nu[\gamma, \gamma] \\
& \tilde{K}^{5} \equiv \mathcal{K}^{/ 11}-\nu \mathcal{K}^{15}=P P q^{2}-\nu P \gamma \\
& \tilde{K}^{6} \equiv \mathcal{K}^{1 / 3}-\Delta \cdot q \mathcal{K}^{15}=p \Delta q-\Delta \cdot q p \gamma \\
& \tilde{K}^{7} \equiv \mathcal{K}^{/ 7}-x^{/ 19}=q \gamma-9 \phi \\
& \tilde{K}^{8} \equiv \Delta \cdot q \mathcal{K}^{/ 6}-\nu \mathcal{K}^{/ 8}=\Delta \cdot q \gamma p-\nu \gamma \Delta \\
& \widetilde{K}^{9} \equiv \mathcal{K}^{/ 18}-\Delta \cdot q \mathcal{K}^{/ 10}=[\gamma, q] \Delta-\Delta \cdot q[\gamma, \gamma] \\
& \tilde{\mathcal{X}}^{10} \equiv \tilde{x}^{1 / 15}=P[0,9] \\
& \tilde{X}^{11} \equiv x^{177} \quad=q[\gamma, 97] \\
& \tilde{X}^{12} \equiv \mathcal{K}^{120} \quad=[\gamma \phi \gamma] \\
& \tilde{X}^{13} \equiv q^{2} x^{1 / 3} \quad=q^{2} p \Delta-\Delta \cdot q p q \\
& \tilde{X}^{14}=q^{2} x^{19} \quad=q^{2} g-q q \\
& \tilde{x}^{15} \equiv q^{2} x^{/ 8} \quad=q^{2 \gamma} \gamma-\Delta \cdot q \gamma q \\
& \tilde{\mathcal{K}}^{16} \equiv q^{2} \mathcal{K}^{1 /} \quad=q^{2} p \gamma-p q q \\
& \tilde{x}^{17} \equiv q^{2} x^{119} \quad=q^{2} g q^{1}-q q q \\
& \tilde{K}^{18} \equiv q^{2} \pi^{10}=q^{2}[\gamma, \gamma]-[\gamma, q] q \\
& \tilde{K}^{19} \equiv \mathcal{K}^{1 / 12}-\nu \mathcal{K}^{19}=q p q-\nu g \phi \\
& \tilde{K}^{20} \equiv x^{1 / 4}-\Delta \cdot q x^{/ 19}=q \Delta q-\Delta \cdot q g q
\end{aligned}
$$

In terms of the covarients of equations $4.12-4$ to 23 equation $A 7-6$ reads: $\quad \Delta \cdot q \mathcal{K}^{5}-\Delta \cdot q \mathcal{K}^{6}-\nu \mathcal{K}^{7}+\nu \mathcal{K}^{8}$
$+m \nu \mathfrak{K}^{10}+x^{12}-x^{13}+m \mathfrak{K}^{15}-m x^{16}+\left(m^{2}-\frac{t}{4}\right) \mathfrak{K}^{20} \cong 0,(4.12-72)$ whilst A7-7 states:

$$
\begin{align*}
& \left(q^{2}-\Delta \cdot q\right) \mathcal{K}^{2}-q^{2} \mathcal{K}^{3}+\nu \mathcal{K}^{4}+m\left(\Delta \cdot q-q^{2}\right) \mathcal{K}^{7}+m q^{2} \mathcal{K}^{8} \\
& +\frac{1}{4}\left[4 \cdot \nu^{2}-(\Delta \cdot q)^{2}+q^{2} t\right] \mathcal{K}^{10}-m \mathcal{K}^{14}+\nu \mathcal{K}^{15}-\nu \mathcal{K}^{16} \\
& +\frac{1}{4}(t-\Delta \cdot q) \mathcal{K}^{17}+\frac{1}{4} \Delta \cdot q \mathcal{K}^{18}+m \nu \mathcal{K}^{20} \cong 0 .
\end{align*}
$$

Operating on these two equations with $\mathcal{Y}_{\alpha^{\prime}}(q)$ yields a pair of equations which we will denote by 4.12-72 and 4.12-73' in which each $\mathcal{K}^{i}$ is replaced by $\mathcal{X}^{\prime i}(q)$. As a check we verify that equations $\left[\left(4.12-72^{\prime}\right)-(4.12-72)\right]$ and $\left[\left(4.12-73^{\prime}\right)-(4.12-73)\right]$ are indeed satisfied in the sense that they each reduce to the trivial result: zero equivalent to zero. Inverting equations $4.12-52$ to 71 and substituting the results into $4.12-72^{\prime}$ and 4.12-73', we obtain from 4.12-72':

$$
\begin{equation*}
m \tilde{K}^{4}+\tilde{K}^{6}+\nu \tilde{K}^{7}+\tilde{K}^{8}-m \tilde{X}^{10}+\left(\frac{t}{4}-m^{2}\right) \tilde{X}^{12}-\tilde{X}^{19} \cong 0 \tag{4.12-74}
\end{equation*}
$$

whilst $4.12-73^{\prime}$ yields: $\left(\Delta \cdot q-q^{2}\right) \tilde{X}^{2}-\nu \tilde{X}^{3}+\nu \tilde{X}^{4}$

$$
\begin{aligned}
& +m\left(q^{2}-\Delta \cdot q\right) \tilde{X}^{7}-\frac{1}{4} \Delta \cdot q \tilde{X}^{9}-\nu \tilde{X}^{10}+\frac{1}{4}(\Delta \cdot q-t) \widetilde{X}^{11}-m \nu \tilde{K}^{12} \\
& +\widetilde{K}^{13}-1 \tilde{X}^{14}-m \tilde{X}^{15}+m \tilde{\mathfrak{K}}^{17}-\frac{t}{4} \tilde{X}^{18}+m \tilde{\mathcal{K}}^{20} \cong 0 \text {. (4.12-75) }
\end{aligned}
$$

Thus without introducing kinematic singularities into the amplitudes we can eliminate any one of $\mathcal{K}^{4}, 6,8,10,19$, using 4.12-74, and any one of $\mathcal{K}^{13,15,17,20}$ by means of 4.12-75. We do not wish to eliminate any of the six covarients proportional to $q^{2}$, nor any of those which by virtue of the tail elimination procedure correspond to arplitudes necessarily endowed with electrodynmical poles. Such a
latter step would introduce these poles into more final
amplitudes than the minimum number required to have them. The covarients $\tilde{K}^{13}, 14,15,16,17,18$ vanish at zero $q^{2}$, and $\tilde{X}^{1,8,13,15}$ correspond to amplitudes having electrodynamical poles at vanishing $\Delta \cdot q$.

We therefore choose to eliminate $\tilde{K}^{19}$ and $\tilde{K}^{20}$. Our final spin decomposition is then given by equation 4.12-3 with the eighteen $\tilde{K}_{\mu \alpha}^{i}$ defined by equations $4.12-52$ to 69 . The amplitudes $A_{1,8,13,15}$ are subject to the above mentioned poles.

Scadron and Jones ${ }^{(13)}$ have also obtained twelve covarients for the process: real photon + nucleon $\rightarrow$ nucleon + vector meson. They use a similar technique but apply their gauge projection operator to twelve covarients for the elastic (!) reaction: vector meson + nucleon $\rightarrow$ nucleon + vector meson. This method seems to us to be rather hard to justify, and we prefer our own approach.
4.13 S $\rightarrow \mathrm{U}$ CROSSING SYMMETRY OF THE SPIN DECOMPOSITIONS.

For the covarients of the previous two sections, equation 2.42-14 reduces to:

$$
\begin{aligned}
& \tilde{X}_{\mu \alpha}^{i}\left(P, \Delta, q, \nu, t, q^{2},\{\gamma\} \gamma_{5}\right) \\
&=\xi_{i} \widetilde{K}_{\mu \alpha}^{i}\left(-P, \Delta, q,-\nu, t, q^{2}, \gamma,\{-\gamma\}^{\text {rev }}\right),(4 \cdot 13-1)
\end{aligned}
$$

where $\{\gamma\}$ denotes any product of " $\gamma_{\nu}$ 's ", and $\{-\gamma\}^{\text {rev }}$ denotes the same product with each $\gamma_{\mathcal{\nu}}$ multiplied by minus unity, and the order of $\gamma_{\nu}^{\prime}$ 's reversed. For the covarients of section 4.11 we then have:

$$
\xi_{i}= \begin{cases}+1, & i=3,5,6 \\ -1, & i=1,2,4,\end{cases}
$$

whilst for the covarients of section 4.12:

$$
\xi_{i}=\left\{\begin{array}{l}
+1, i=1,3,4,6,8,10,12,14,16,  \tag{4.13-3}\\
-1, i=2,5,7,9,11,13,15,17,18 .
\end{array}\right.
$$

### 4.2 ISOSPIN DECOMPOSITIONS AND AILIED TOPICS

Following the methods outlined in sections 2.42 and 2.6 we first use the isospin M-functions corresponding to t-channel pole diagrams to construct to vithin normalisation constants the covarients (projection operators) corresponding to eigenvalues of t-chennel total isospin. We then invoke equation 2.42-15 to pick out those linear combinations of these projection operators which when adopted as chennel independent isospin covarients will lead to $0(3,1) \geqslant \mathrm{SU}(2)$ amplitudes which are even or odd under $s \leftrightarrow u$ crossing.

We could equally well start by constructing the s or $u$ channel isospin projection operators, but we work in the t-channel because our covarient Reggeisation calculations will require us to know which combinations of invarient amplitudes correspond to eigenvalues of t-channel total isospin and third component of total isospin.
4.21 PRODUCTION OF ISOSCALAR MESOMS.

We have in the t-channel:

$$
\begin{align*}
& \mathcal{K}^{0, S}\left(\frac{1}{2} \frac{1}{2}, \overline{O \gamma}\right) \propto \mathcal{K}\left(\frac{1}{2} \frac{1}{2}, 0\right) \mathcal{N}^{0} \mathcal{K}^{s}(0,0 \gamma) \text {, } \\
& (4.21-1) \\
& \mathcal{K}^{1, V}\left(\frac{1}{2} \frac{1}{2}, \overline{O \gamma}\right) \propto \mathcal{X}_{k}\left(\frac{1}{2} \frac{1}{2}, 1\right){P_{k l}^{1}}_{\mathcal{K}_{\ell}^{V}}^{(1,0 \gamma)} . \tag{4.21-2}
\end{align*}
$$

From section 2.22:

$$
p^{0}=1, \quad \rho_{k l}^{1}=\delta_{k l},
$$

and from sections 2.32 and 2.6:

$$
\mathcal{K}\left(\frac{1}{2} \frac{1}{2}, 0\right)=\prod_{2}, \quad \mathcal{K}_{k}\left(\frac{1}{2}-\frac{1}{2}, 1\right)=\tau_{R}, \quad(4.21-5,6)
$$

$$
\begin{align*}
& \mathcal{K}^{s}(0,0 \gamma)=\mathcal{K}(0,00)=1,  \tag{4.21-7}\\
& \mathcal{K}_{l}^{v}(1,0 \gamma)=\mathcal{K}_{\ell m}(1,01) \delta_{m 3}=\delta_{l 3} .
\end{align*}
$$

So:

$$
\mathcal{X}^{0,5}\left(\frac{1}{2}, \frac{\pi}{2}, \bar{O} \gamma\right) \propto 1_{2}
$$

and:

$$
\begin{equation*}
\mathcal{X}^{1, V}\left(\frac{1}{2} \frac{\bar{T}}{2}, \bar{O} \gamma\right) \infty \tau_{3} \tag{4.21-10}
\end{equation*}
$$

Note that in equations $4.21-1$ to 10 , superscripts 0 and 1 denote the values of t-channel total isospin, whilst $s$ and $v$ denote respectively is oscalar and isovector transitions. The covarients $\Lambda_{2}$ and $\tau_{3}$ both satisfy $2.42-15$, so it is unnecessary to take linearacombinations and we adopt as our channel independent decompositions in Lorentz © SU(2) space:

$$
\begin{equation*}
M_{\alpha} \equiv \sum_{i=1}^{6}\left(A_{i}^{s} \pi_{2}+A_{i}^{v} \tau_{3}\right) \tilde{Z}_{\alpha}^{i} \tag{4.21-11}
\end{equation*}
$$

or:

$$
\begin{equation*}
M_{\mu \alpha} \equiv \sum_{i=1}^{18}\left(A_{i}^{s} \pi_{2}+A_{i}^{v} \tau_{3}\right) \tilde{X}_{\mu k}^{i} \tag{4.21-12}
\end{equation*}
$$

as appropriate. The isospace " $\xi$-factors" of $2.42-15$
are then given by:

$$
\xi_{s}=+1 \quad, \quad \xi_{v}=-1 \quad \text { (4.21-13,14) }
$$

It is important to realise that isospin crossing matrices do not "mix" isoscalar and isovector amplitudes. That is, amplitudes which are isoscalar (isovector) in a given channel are also isoscalar (isovector) in all other channels. Hence our notation for the amplitudes. For the same reason, 4.21-13, 14 may be usefully written:

$$
\begin{equation*}
\eta_{G_{\gamma s}} \xi_{s}=\eta_{G_{\gamma v}} \xi_{v}=-1 \tag{4.21-15,16}
\end{equation*}
$$

Finally, we note from 4.21-9 and 10 that when we Reggeise, the $A_{i}^{S}$ will only get contributions from trajectories with: $I=0$, whilst the $A_{i}^{V}$ will only get contributions from trajectories with: $I=1, I_{3}=0$.

### 4.22 PRODUGTION OF ISOVECTOR MESONS.

With the notation of the previous section, we now have in the t-channel:

$$
\begin{aligned}
& \mathcal{K}_{j}^{0, V}\left(\frac{1}{2} \frac{1}{2}, \overline{1} \gamma\right) \propto \mathbb{K}\left(\frac{1}{2} \frac{1}{2}, 0\right) \rho^{0} \mathcal{K}_{j}^{v}(0,1 \gamma),(4.22-1) \\
& \mathcal{K}_{j}^{1, S}\left(\frac{1}{2} \frac{1}{2}, \overline{1} \gamma\right) \infty \mathcal{K}_{f}\left(\frac{1}{2} \frac{1}{2}, 1\right) \mathcal{F}_{\mathfrak{R}}^{1} \mathcal{K}_{\ell j}^{s}(1,1 \gamma),(4.22-2)
\end{aligned}
$$

and:

$$
\mathcal{K}_{j}^{i, \vee}\left(\frac{1}{2} \frac{\overline{1}}{2}, \overline{1} \gamma\right) \infty \mathcal{K}_{k}\left(\frac{1}{2} \frac{1}{2}, 1\right) p_{k l}^{1} \mathcal{K}_{k j}^{V}(1,1 \gamma)
$$

In addition to equations $4 \cdot 21-3$ to 8 we now need:

$$
\begin{align*}
& \mathcal{K}_{l j}^{s}(1,1 \gamma)=\mathcal{K}_{l j}(1,10)=\delta_{l j}, \\
& \mathcal{K}_{l j}^{v}(1,1 \gamma)=\mathcal{K}_{l j m}(1,11) \delta_{m 3}=i \varepsilon_{l j 3} . \\
& \mathcal{K}_{j}^{0, v}\left(\frac{1}{2} \frac{1}{2}, \overline{1} \gamma\right) \propto \delta_{j 3}, \\
& \mathcal{K}_{j}^{1, s}\left(\frac{1}{2} \frac{1}{2}, \overline{1} \gamma\right) \propto_{l} \tau_{j},
\end{align*}
$$

So:
and:

$$
x_{j}^{1, v}\left(\frac{1}{2} \frac{\pi}{2}, \overline{T \gamma}\right) \propto \frac{1}{2}\left[\tau_{j}, \tau_{3}\right]
$$

Again it is unnecessary to take linear combinations of these three covarients since each one already satisfies 2.42-15, so we write in Lorentz $Q \operatorname{SU}(2)$ space:

$$
M_{\alpha}^{j} \equiv \sum_{i=1}^{6}\left(A_{i}^{0} \tau_{j}+A_{i}^{+} \delta_{j 3}+A_{i}^{-} \frac{1}{2}\left[\tau_{j}, \tau_{3}\right]\right) \widetilde{K}_{\alpha}^{i}
$$

for production of pseudoscalar mesons, and:

$$
\begin{equation*}
M_{\mu \alpha}^{j} \equiv \sum_{i=1}^{18}\left(A_{i}^{0} \tau_{j}+A_{i}^{+} \delta_{j 3}+A_{i}^{-1}\left[\tau_{j}, \tau_{3}\right]\right) \tilde{K}_{\mu \alpha}^{i} \tag{4.22-10}
\end{equation*}
$$

for vector meson production.
The $\dot{\xi}$ factors of equation $2.42-15$ are then given by :

$$
\eta_{\mathcal{F}_{s}} \xi_{0}=1=\eta_{G_{\gamma}} \xi_{+}, \quad \eta_{G_{\gamma}} \xi_{-}=-1 \quad . \quad(4.22-11,12,13)
$$

From equations $4.22-6,7,8$ we see that when we Reggeise, trajectories with $I=0,(1)$ will only contribute to $A^{+}$, ( $A^{0}$ and $A^{-}$). Furthermore, on inserting the appropriate isospace wave functions we find:

$$
\begin{align*}
& A_{i}\left(M^{0} \gamma \rightarrow p \bar{p}\right)=-\left(A_{i}^{0}+A_{i}^{+}\right), \\
& A_{i}\left(M^{0} \gamma \rightarrow n \bar{n}\right)=-\left(A_{i}^{0}-A_{i}^{+}\right),  \tag{4.22-15}\\
& A_{i}\left(M^{-} \gamma \rightarrow n \bar{p}\right)=-\sqrt{2}\left(A_{i}^{0}+A_{i}^{-}\right),  \tag{4.22-16}\\
& A_{i}\left(M^{+} \gamma \rightarrow p \bar{n}\right)=-\sqrt{2}\left(A_{i}^{0}-A_{i}^{-}\right), \tag{4.22-17}
\end{align*}
$$

where n denotes the meson. Equations 4.22-14 and 15 each correspond to linear combinations of states with $I^{t}=0$ and states with $I^{t}=1, I_{3}^{t}=0$; whilst equations 4.22-16 and 17 have $I^{t}=1$, and $I_{3}^{t}=-1$ and +1 respectively. In more detail, $4.22-14$ and 15 read:

$$
\begin{align*}
& A_{i}\left(M^{0} \gamma \rightarrow \rho \bar{p}\right)=-\left\{\begin{array}{l}
A_{i}^{+}, I^{t}=0, \\
A_{i}^{0}, I^{t}=1,
\end{array}\right.  \tag{4.22-18}\\
& A_{i}\left(M^{0} \gamma \rightarrow n \bar{n}\right)=-\left\{\begin{array}{l}
-A_{i}^{+}, I^{t}=0, \\
A_{i}^{0}, I^{t}=1
\end{array}\right.
\end{align*}
$$

So the above rule is more precisely stated: $A^{+}$gets contributions only from trajectories with $I=0 ; A^{-0}$ gets contributions only from trajectories with $I=1$ and $I_{3} \neq 0$; and $A^{\circ}$ gets contributions only from trajectories with $I=1$, but any value of. $I_{3}$ is allowed. However, if conservation of C-parity at the photonic vertex disalloves a particular isovector trajectory from coupling when $I_{3}^{t}=0$, then this trajectory does not contribute to $A^{0}$ even for $I_{3}^{t} \neq 0$, contributing in this case only to $A^{-}$.
(Rule 4.22-20)
The detailed mechanism by which the latter part of this rule comes about is easily seen if one ignores spin and denotes by $A_{R}^{O}(1)$ and $A_{R}^{-}(1)$ the contributions to $A^{0}$ and $A^{-}$respectively of a given isovector trajectory. One then has in isospace:

$$
A_{R}^{0}(1) \tau_{j}+A_{R}^{-}(1) \frac{1}{2}\left[\tau_{j}, \tau_{3}\right]=\varphi_{k}\left(\frac{1}{2} \frac{1}{2}, 1\right) \rho_{k l}^{1} \varphi_{l j}(1,1 \gamma), \quad\left(4.22-2_{i}^{1}\right)
$$

where: $\zeta_{k}\left(\frac{1}{2} \frac{1}{2}, 1\right)=g_{R}\left(\frac{1}{2} \frac{1}{2}, 1\right) \mathcal{K}_{k}\left(\frac{1}{2} \frac{1}{2}, 1\right)$,

$$
\mathcal{E}_{l j}(1,1 \gamma)=g_{R}^{s}(1,1 \gamma) \mathcal{K}_{l j}^{s}(1,1 \gamma)+g_{R}^{v}(1,1 \gamma) \mathcal{X}_{l j}^{v}(1,1 \gamma), \quad(4.22-23)
$$

and $g_{R}, g_{R}^{S}, g_{R}^{V}$ denote (factorised) Regee couplings. Now $\chi^{\dagger}(N) \underline{\tau} \cdot \underline{\phi}(M) \omega(\bar{N})$ is non-vanishing for all SU(2)-alloved configurations of isospin-projection, but $\mathcal{X}^{\dagger}(N)\left[\underline{\tau} . \underline{\phi}(M), \tau_{3}\right] \omega(\bar{N})$ is non-vanishing only for allowed configurations with $I_{3}^{t} \neq 0$, so:

$$
\begin{align*}
& A_{R}^{0}(1)=g_{R}\left(\frac{1}{2} \frac{1}{2}, 1\right) g_{R}^{S}(1, \mid \gamma), \text { any } I_{3}^{t}  \tag{4.22-24}\\
& A_{R}^{-}(1)=g_{R}\left(\frac{1}{2} \frac{1}{2}, 1\right) g_{R}^{V}(1, \mid \gamma), I_{3}^{t} \neq 0 . \tag{4.22-25}
\end{align*}
$$

Hence the statement that C-parity conservation at the photonic vertex forbias the trajectory from coupling when $I_{3}^{t}=0$ is equivalent to saying:

$$
\begin{equation*}
g_{R}^{S}(1,1 \gamma)=0, \text { for } I_{3}^{t}=0 \tag{4.22-25}
\end{equation*}
$$

But $g_{R}^{S}(1,17)$ is independent of isospin-projection as is equation $4.22-24$, so $4 \cdot 22-26$ forces $A_{R}^{0}(1)$ to vanish even for $I_{3}^{t} \neq 0$. However, conservation of C-parity does not reouire: $g_{R}^{V}(1,1 \gamma)=0$, and so for $I_{3}^{t} \neq 0$ the trajectory is still able to contribute to $\mathrm{A}^{-}$.

### 4.3 M -FUNCTIONS FOR COVARTUNT REGGRISATION AND FURTHER REGGEON SELECTION RULES.

We write the matrix element of the e.m. current-operator corresponding to the t-channel process: (real or virtual photon, monentum: $q)+\left(\right.$ meson, $\int^{P}=\left(J^{P}\right)_{N}$, momentum: $\left.-k\right) \rightarrow$ (on-shell particle, spin: $J$, normality: $\pm 1$, momentum: $\Delta$ ) $\longrightarrow$ (nucleon, momentum: $p^{\prime}$ ) + (anti-nucleon, momentum: - $p$ ), as:

$$
\left\langle p^{\prime}-\bar{\xi}\right| J_{\alpha}^{J(0)}|-\bar{\kappa}\rangle \equiv \begin{cases}\bar{u}\left(p^{\prime}\right) M_{\alpha}^{J . t} v(-p) & \left(J^{p}\right)_{M}=0^{-},  \tag{4,3-1,2}\\ \bar{u}\left(p^{\prime}\right) M_{\mu \alpha}^{J \pm} v(-p) \varepsilon_{\mu}(-\beta), & \left(J^{P}\right)_{M}=1^{-},\end{cases}
$$

where:


Note that we are decomposing the matrix-el cment in spin-space only, and that we shall hereafter refer to the intermediate particle as a Reggeon, even though we have yet to continue to complex J.

The coupling function $e_{(\nu)^{5}}^{ \pm}\left(\frac{1}{2} \frac{1}{2} \mathrm{~J}\right)$ was given in section 2.32, (equations 2.32-24 and 25), but in terms of a different set of momenta coupling at the vertex. In terms of the momenta involved here, these two equations read:

$$
\begin{align*}
& \varphi_{(\nu)^{J}}^{+}\left(\frac{1}{2} \frac{1}{2} J\right)=\left(P_{\nu}\right)^{J-1}\left(g_{1} P_{\nu}+g_{2} \gamma_{\nu}\right) \\
& \varphi_{(\nu)^{J}}^{-}\left(\frac{1}{2} \frac{1}{2} J\right)=\left(P_{\nu}\right)^{J-1}\left(g_{3} P_{\nu}+g_{4} \gamma_{\nu_{1}}\right) \gamma_{5}
\end{align*}
$$

In section 2.32 we saw that nomal trajectories only couple to the nucleon-antinucleon system if they have:

$$
G=(-1)^{J+I}
$$

Either sign of $G$ is allowed for abnomal trajectories, but they only couple via $g_{3}$ or $g_{4}$ according as they have:

$$
G=(-1)^{J}+I \quad \text { or } \quad G=-(-1)^{J}+I
$$

For non-vanishing $I_{3}^{t}$ no $C$ or $G$ parity selection rules are operative at the photonic vertex, but for zero $I_{3}^{t}$ we have the selection rule:

$$
C_{n \text { Reggeon }}=C_{\gamma} C_{n \text { meson }}=-C_{n \text { Meson. }} \quad(4.3-9)
$$

No "splitting" of the couplings takes place at this vertex for any $I_{3}^{t}$.
The combined implications of equations $4.3-7,8,9$ and rules 4.21-17, 20 of the previous section are summarised in table 4.3-II.

In table 4.3-I we list the quantum numbers and zero-t values of the well established trajeetories. All trajectories having sets of quantum numbers other than those appearing in table 4.3-I are indicated in table 4.3-II as "not knom". They
are assumed to have negative definite $\alpha(0)$ since if this were not so they would by now be well established.

Having deauced table 4.3-II we are in a position to complete the covarient Reggeisation calculations by working in Lorentz-space alone.

Table 4.3-III combines the results of tables 4.3-I and II. It lists, for trajectories coupling via $\varepsilon_{1}, 2, \varepsilon_{3}$, and $\varepsilon_{4}$, the least rapid asymptotic fall-off that trajectory can contribute to a given amplitude if the latter is to satisfy an ordinary (i.e. zeroth moment) sum-rule at vanishing t. At the present time there exists some doubt as to whether C-parity is ever conserved in virtual photonic interactions involving hadrons. (19) For completeness we therefore list these minimum fall-off requirements for both of the cases: C-parity conserved and C-parity violated at the photonic vertex.

In table 4.3-IV we combine the results of equations: 2. 42-14 to $17,4.13-2,3: 4.21-15,16 ; 4.22-11$ to 13; and 1.3-44 to 46 , and list those Lorentz $Q \operatorname{SU}(2)$-space amplitudes which will give rise to non-trivial sum-rules if suficiently superconvergent. This table is only applicable if the fourpoint functions are charge-conjugation invarient. If this is not the case, all superconvergent amplitudes result in nontrivial sum-rules.

TABLE 4.3-I THE KNOWN REGGE-TRAJECTORTES.

| $n_{R}$ | TRAJ. | $C_{R}$ | $P_{R}$ | $I_{R}$ | $C_{R}$ | $G_{R}$ | $\alpha_{R}(0)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $P, P^{\prime}$ | + | + | 0 | + | + | 1.00 |
| + | $\rho$ | - | - | $I$ | - | + | 0.57 |
|  | $\omega_{2} \phi$ | - | - | 0 | - | - | 0.52 |
|  | $A_{2}$ | + | + | 1 | + | - | 0.40 |
| - | $A_{1}$ | - | + | 1 | + | - | $0<\alpha_{R}(0)<1$ |
|  | $\pi$ | + | - | $I$ | + | - | $\alpha_{R}(0)<0$ |

TABLE 4.3-II: REGGE-TRAJECTORIES CONTRIBUTTNG TO ZACH ISOSPIN AHEITUDE VIA FHE VARIOUS REGGEOIGUCLEOI--AMIIUCIEOIT COUEIITGS.

*Allowed by C-parity selection rule at jR vertex. tallowed by G-parity selection mule at RHiN vertex. jnaicates disallowed,

N indicates "none known".
 COTRRTBUTIOTG DUE TO THE TOUR TYPES OF OOUPITNG TO GIVE RISETO A SUPERCONVERGQT AMPITUDS AT $t=0$.


Entry $N$ indicates that contribution must fall off as least as fast as $\nu^{\alpha(0)-N}$ when $|\nu| \rightarrow \infty$.

TABLE 4.3 -IV: AMPLITUDES GIVING RISE TO NOI-TRIVIAT SUM-RUTSS SUTETCTETLX SUPRROMVGRGMT.

$\{A\}_{t}$ indicates the set of $A_{i}$ for which the $\xi_{i}$ factor of equations $4.13-2$ and 3 is equal to $\pm 1$.

### 4.4 LORENTZ SPACE COVARTENT REGGEISATION CALCULATION FOR PRODUCTION OF PGEUDOSCALAR MESONS.

The relevant $H^{H}$-function, $M_{\alpha}^{J^{ \pm}}$is defined by equation 4.3-3, with the coupling-functions $\left.\varphi_{(\nu)^{J}\left(\frac{1}{2}\right.}^{ \pm} \frac{1}{2} \mathrm{~J}\right)$ given by equations 4.3-5 and 6, and involving two coupling constants each: $g_{1,2}$ for $\mathcal{C}^{+}$and $g_{3,4}$ for $\mathcal{C}^{-}$. The vertex function $V_{(\sigma)^{\top} \alpha}^{-}(J 0 \gamma)$ is given by equation $2.74-5$ and involves a single form-factor $f_{1}\left(q^{2}\right)$. $V_{(\sigma) J_{\alpha}}^{\dagger}(J \circ \gamma)$ is given by equation $2.73-7$ and involves two form-factors $f_{2,3}\left(q^{2}\right)$, the covarient corresponding to $f_{3}\left(q^{2}\right)$ being proportional to $q^{2}$. Thus in agreement with our counting rules for this process: $M_{\alpha}^{J+}$ and $M_{\alpha}^{J-}$ together involve six factorised couplings: $g_{1} f_{1}, g_{2} f_{1}, g_{3} f_{2}, g_{4} f_{2}, g_{3} f_{3}$, and $g_{4} f_{3}$, of which just the final two correspond to covarients which are proportional to $q^{2}$. Each of these coupling constants and form-factors should strictly carry an index $J$, so that on Reggeisation, $(J \rightarrow \alpha(t))$, it will gain a dependence on $t$. It is convenient to define:

$$
M_{\alpha}^{J+} \equiv\left(g_{1} M_{11 \alpha}^{J+}+g_{2} M_{21 \alpha}^{J+}\right) f_{1}\left(q^{2}\right),
$$

$$
M_{\alpha}^{J-} \equiv\left(g_{3} M_{32 \alpha}^{J-}+g_{4} M_{42 \alpha}^{J-}\right) f_{2}\left(q^{2}\right)
$$

$$
+\left(g_{3} M_{33 \alpha}^{J-}+g_{4} M_{43 \alpha}^{J-}\right) f_{3}\left(q^{2}\right)
$$

We then have:

$$
\begin{align*}
& M_{11 \alpha}^{J+}=p_{; \sigma}^{J} \varepsilon_{\sigma \alpha}(\Delta q), \\
& M_{21 \alpha}^{J+}=\gamma_{\nu} p_{\nu ; \sigma}^{J} \varepsilon_{\sigma \alpha}(\Delta q), \\
& M_{32 \alpha}^{J-}=-\left(p^{\top} \Delta_{\alpha}+\Delta \cdot q p_{; \alpha}^{J}\right) \gamma_{5}, \\
& M_{33 \alpha}^{J-}=\left(q^{2} p_{; \alpha}^{J}+p^{J} q_{\alpha}\right) \gamma_{5} \cong q^{2} p_{; \alpha}^{J} \gamma_{5},
\end{align*}
$$

$$
\begin{align*}
& M_{42 \alpha}^{J-}=-\left(\gamma_{\nu} \rho_{\nu ;}^{J} \Delta_{\alpha}+\Delta \cdot q_{\nu} \gamma_{\nu} p_{\nu ; \alpha}^{J}\right) \gamma_{5} \\
& M_{43 a}^{J-}=\left(q^{2} \gamma_{2} \rho_{\nu ; \alpha}^{J}+\gamma_{\nu} \rho_{\nu ;}^{J} q_{\alpha}\right) \gamma_{5} \cong q^{2} \gamma_{\nu} \gamma_{\nu ; \alpha}^{J} \gamma_{5}
\end{align*}
$$

where the argument of each partially contracted propagator numerator is: $(P,-q ; \Delta)$.

We take these propagators from Scadron's paper, (9) but in view of the following facts, their structure is in each case equivalent to a considerably simplified form.

In view of equations A5-54, 55, and 47:

$$
\begin{aligned}
& P(\Delta) \cong p \\
& \text { and } \quad P^{2}(\Delta) \cong p^{2}=m^{2}-\frac{1}{4} t, q(\Delta)
\end{aligned}
$$

in all propagators.
$\mathcal{Q}_{; \sigma}^{J}$ and $\mathcal{P}_{\nu ; \sigma}^{J}$ are both contracted with $\varepsilon_{\sigma \alpha}(\Delta q)$, so:

$$
\begin{align*}
& \Delta_{\sigma} \cong 0, \quad q_{\sigma}(\Delta) \cong 0, \\
& q_{\sigma} \cong 0 \text {, and } \quad g_{\nu \sigma}(\Delta) \cong g_{\nu \sigma} . \quad(4 \cdot 4-12,13,14,15)
\end{align*}
$$

As usual we have: $\quad q_{\alpha} \cong 0$.
Finally, in view of the Dirac equation on the nucleon and antinucleon spinors and the fact that the 2 index is always contracted with $\gamma_{\nu}$ in the case of $\gamma_{\nu ; \sigma}^{\top}$ and $\gamma_{\nu} \gamma_{5}$ in the case of $\mathcal{P}_{\nu ;}^{\top}$ and $\mathcal{O}_{\nu ; \alpha}^{\top}$, we have:

$$
\begin{align*}
& P_{\nu}(\Delta) \cong \begin{cases}m \text { in } \rho_{\nu ; \sigma,}^{J}, & (4.4-17) \\
O \text { in } \rho_{\nu ;}^{J} \text { and } \mathcal{O}_{\nu ; \alpha,}^{J}, & (4.4-18)\end{cases}  \tag{4.4-17}\\
& q_{\nu}(\Delta) \cong \begin{cases}\phi \text { in } \rho_{\nu}^{J}, \sigma, & (4.4-19) \\
\alpha-\frac{2 m \Delta \cdot q}{t} \text { in } \rho_{\nu ;}^{J} \text { and } \rho_{\nu ; \alpha,}^{J}, & (4.4-20)\end{cases}
\end{align*}
$$

and:

$$
\begin{equation*}
g_{\alpha_{\alpha}^{\prime}}(\Delta) \cong \gamma_{\alpha^{2}}-\frac{2 m \Delta \cdot q}{t} \text { in } \mathcal{P}_{\nu ; \alpha}^{J} \tag{4.4-21}
\end{equation*}
$$

Thus the propogator numerators are given by:

$$
\begin{aligned}
& \rho^{\top}=c_{J} \rho_{\top}, \quad \nabla_{j \sigma}^{\top} \cong \frac{-c_{J}}{J} P_{\sigma} \rho_{J}, \\
& (4,4-22,23) \\
& \gamma_{\nu} \rho_{\nu ; \sigma}^{\top} \cong \frac{-c_{J}}{J^{2}}\left[\gamma_{\sigma} \rho_{J}^{\prime}+P_{\sigma} \not q^{\prime} \rho_{J}^{\prime \prime}-m q^{2}(\Delta) P_{\sigma} \sigma_{J-1}^{\prime \prime}\right] \text {, (4.4-24) } \\
& \rho_{; \alpha}^{\nabla} \cong \frac{-C_{T}}{J}\left(P_{\alpha} \rho_{J}^{\prime}+\frac{1}{E} P^{2} \Delta \cdot q \Delta_{\alpha} \rho_{J-1}^{\prime}\right) \text {, } \\
& \text { (4.4-25) } \\
& \gamma_{\nu}{P_{\nu}}_{V}^{\top} \gamma_{5} \cong \frac{C_{J}}{T}\left(q_{-}-\frac{2}{t} m \Delta \cdot q\right) p_{J}^{\prime} \gamma_{5} \text {, }
\end{aligned}
$$

$$
\begin{align*}
& \left.+\frac{1}{t} p^{2} \Delta \cdot q\left(\frac{2}{t} m \Delta \cdot q-q\right) \Delta_{\alpha} p_{\pi-1}^{\prime \prime}\right] \gamma_{5} .
\end{align*}
$$

The argument of all solid hamonic derivatives in the above equations is $P(\Delta) \cdot q(\Delta)$. When we make the continuation $J \rightarrow \alpha(t)$ a term ${\underset{\sigma}{J}}_{(n)}^{w i l l}$ therefore have leading asymptotic behaviour $\nu^{\alpha(\xi)-n}$. As we mentioned in section 2.5 , this leading asymptotic behaviour is not affected as far as the dominant contributions to the amplitudes are concerned by any mechanism invoked to remove the poles at zero $t$.

After substitution of the above expressions into equations $4.4-3$ to 8 , it remains to relate the nine covarients: $(\hat{X}, P, \Delta)_{\alpha}\left(\mathbb{1}_{4}\right.$, $q) \gamma_{5},\left(\mathbb{H}_{4}, q\right) \varepsilon_{\alpha}(p \Delta q)$ and $\varepsilon_{\alpha}(\gamma \Delta q)$ to our $\operatorname{six} \widetilde{\mathscr{K}}_{\alpha}^{i}$ and two singuler tails. This is achieved for the first six covarients by inversion of equations 4.11-11 to 16. We expand the final three covarients in terms of the initial six by means of equations $A 3-29$ and 30 , and the Dirac equation. On converting these expansions into expansions in terms of the $\tilde{\mathcal{K}}_{\alpha}^{i}$ and singular tails we obtain:

$$
\begin{aligned}
& \varepsilon_{\alpha}(\gamma \Delta q) \cong m \tilde{K}_{\alpha}^{1}-2 \widetilde{K}_{\alpha}^{4}, \\
& \varepsilon_{\alpha}(p \Delta q) \cong-p^{2} \widetilde{K}_{\alpha}^{1}-\widetilde{K}_{\alpha}^{2}+2 m \widetilde{K}_{\alpha}^{4}, \\
& q \varepsilon_{\alpha}(p \Delta q) \cong-m \nu \widetilde{K}_{\alpha}^{1}-\frac{1}{2} \Delta \cdot q \widetilde{K}_{\alpha}^{3}+2 \nu \widetilde{K}_{\alpha}^{4}+m \widetilde{K}_{\alpha}^{5}-\frac{t}{2} \widetilde{K}_{\alpha}^{6}
\end{aligned}
$$

We note as a check that these three equations involve no singular-tails or terms in $\not{K} \underset{\alpha}{5,6} / q^{2}$, in agreement with the fact that $\varepsilon_{\alpha}(\gamma \Delta q)$ and $\varepsilon_{\alpha}(p \Delta q)$ vanish on contraction with $q_{\alpha}$. This same check is available when we similarly expand the $M_{j k o}^{J J}$, and as a further check we have that the only allowed singularities will be $1 / t$ poles due to Reggeisation and $1 / \Delta \cdot q$ electrodynamic poles. The fomer may occur in the coefficients of all covarients, the latter only in the coefficients of $\widetilde{X}_{\infty}^{2}$ and $\tilde{F}_{0,}^{5}$. To effect the necessary cancellation of all unwanted singularities it is necessary to invoke the recurrence relations on the solid harmonic derivatives.

The two linearly independent recurrence relations on the Legendre polynomials read:

$$
z P_{J}^{(n+1)}(z)-(J-n) P_{J}^{(n)}(z)=P_{j-1}^{(n+1)}(\eta)
$$

and:

$$
P_{J+1}^{(n+1)}(z)-P_{J-1}^{(n+1)}(z)=(2 J+1) P_{J}^{(n)}(z)
$$

so:
and:

$$
\begin{gather*}
P(\Delta) \cdot q(\Delta) ण_{J}^{(n+1)}[p(\Delta) \cdot q(\Delta)]-(J-n) p_{J}^{(n)}[p(\Delta) \cdot q(\Delta)]= \\
=P^{2}(\Delta) q^{2}(\Delta) \sigma_{J-1}^{(n+1)}[p(\Delta) \cdot q(\Delta)], \tag{4.4-33}
\end{gather*}
$$

$$
\begin{gather*}
p_{J+1}^{(n+1)}[p(\Delta) \cdot q(\Delta)]-p^{2}(\Delta) q^{2}(\Delta) p_{J-1}^{(n+1)}[p(\Delta) \cdot q(\Delta)]= \\
=(2 \nabla+1) p_{J}^{(n)}[p(\Delta) \cdot q(\Delta)]
\end{gather*}
$$

After some use of these recurrence relations we finally obtain:

$$
\begin{align*}
& M_{11 \alpha}^{J+}=-\frac{C_{J}}{J} \sigma_{\sigma}^{\prime}\left[P^{2} \widetilde{\mathcal{K}}_{\alpha}^{1}+\widetilde{X}_{\alpha}^{2}-2 m \widetilde{X}_{\alpha}^{4}\right] \text {, } \\
& M_{216}^{J+}=\frac{C_{T}}{J^{2}}\left[m\left(\rho_{T}^{\prime}-\nu p_{T}^{\prime \prime}+p^{2} q^{2}(\Delta) Q_{J-1}^{\prime \prime}\right) \widetilde{X}_{\alpha}^{1}+m q^{2}(\Delta) p_{J-1}^{\prime \prime} \widetilde{X}_{\alpha}^{2}\right. \\
& \left.\left.-2\left(\rho_{\tau}^{\prime}+2\right) \rho_{\sigma}^{\prime \prime}+m^{2} q^{2}(\Delta) \rho_{\sigma-1}^{\prime \prime}\right) \tilde{X}_{\alpha}^{4}-p_{\tau}^{\prime \prime}\left(\frac{1 q}{2} \tilde{X}_{\alpha}^{3}-m \tilde{X}_{\alpha}^{5}+\frac{t}{2} \tilde{\mathcal{X}}_{\alpha}^{6}\right)\right]_{,}(4.4-36) \\
& M_{32 \alpha}^{T}=\frac{C_{J}}{T}\left[\rho_{T}^{1} \tilde{K}_{\alpha}^{2}+P^{2} \rho_{T-1}^{\prime} \tilde{X}_{\alpha}^{5}\right] \text {, } \\
& M_{33 \pi}^{J-}=\frac{-C_{J}}{J \Delta q}\left[q q_{T} p_{\alpha}^{2}+\left(T p_{\sigma}+p^{2} q^{2} p_{\sigma-1}^{\prime}\right) \tilde{X}_{\alpha}^{5 q}\right] \text {, } \tag{4.4-38}
\end{align*}
$$

$$
\begin{align*}
& M_{+2 \alpha}^{J-}=\frac{-C_{J}}{J^{2}}\left[\Delta \cdot q \rho_{J}^{\prime \prime}\left(\frac{2 m}{E} \widetilde{\mathbb{X}}_{\alpha}^{2}-\tilde{K}_{\alpha}^{4}\right)+\left(\rho_{\sigma}^{\prime}+2\right) \rho_{\sigma}^{\prime \prime}-P_{q}^{2} 2 \rho_{\sigma-1}^{\prime \prime}\right) \tilde{K}_{\alpha}^{3} \\
& \left.+P^{2} \Delta \cdot q P_{\sigma-1}^{\prime \prime}\left(\frac{2 m}{E} \widetilde{\mathbb{K}}_{\alpha}^{5}-\widetilde{\tilde{Z}}_{\alpha}^{6}\right)\right],  \tag{4.4-39}\\
& M_{43 *}^{\nabla-}=\frac{C_{\Xi}}{J^{2}}\left[q^{2} \rho_{J}^{\prime \prime}\left(\frac{2 m}{t} \tilde{K}_{\alpha}^{2}-\widetilde{K}_{\alpha}^{4}\right)-\frac{1}{t} p^{2} q^{2} \Delta \cdot q \rho_{\Im-1}^{\prime \prime} \tilde{K}_{\alpha}^{3}\right. \\
& \left.+\left(J \rho_{\sigma}^{\prime}+P_{q}^{2} \sigma_{\sigma-1}^{\prime \prime}\right)\left(\frac{2 m}{t} \tilde{x}_{\alpha}^{5}-\tilde{\pi}_{\alpha}^{6}\right)\right] \text {. }
\end{align*}
$$

In table 4.4-I we pick out the dominant asymptotic contribution each invarient amplitude receives from trajectories counling via each of the six $g_{j} f_{k}$. An entry $N$ in the $A_{i}$ th. row and $g_{j} f_{k}$ th. column indicates that after the continuation $J \rightarrow \alpha(t)$ the coefficient of $g_{j}(t) \delta_{f}\left(q_{r}^{2}, t\right) \tilde{\mathcal{K}}_{0}^{i}$ has leading high $|\nu|$ asymptatic behaviour: $2^{\alpha_{j n}(t)-N}$, where $\alpha_{j f}(t)$ is the leading trajectory which is allowed by the selection rules to contribute via that coupling. A dot indjcates that the amplitude receives no contribution via the particular coupling.

If several amplitudes receive the same leading asymptotic behaviour via a given coupling, it is often possible by taking linear combinations of these to construct a new amplituade with improved beheviour. We find in view of table 4.3-III that only one such combination is superconvergent and we list this in table 4.4-I as well. It is denoted by $A_{7}$ and defined by:

$$
A_{7} \equiv 2\left(2 A_{1}+m A_{4}\right)+t A_{2} .
$$

It has an electrodynamical pole at vanishing $\Delta \cdot q$.
Picking out the dominant contribution each amplitude receives via the three pairs of couplings $\left(g_{1,2}\right) f_{1}, g_{3}\left(f_{2,3}\right)$, and $\varepsilon_{4}\left(f_{2,3}\right)$, we deduce from tables 4.3 -III and IV that we have no first or higher moment sum-rules. But provided C-parity is conserved at the photonic vertex for vanishing $I_{3}{ }^{t}$, we have the following non-triviel ordinary (i.e. zeroth
monent) sum-rules. They are valia for all $q^{2}$ and all nonpositive definite $t$, and $\left(J^{P}, I, C_{n}\right)$ denotes the quantum numbers of the final meson.
$\underline{\left(J^{P}, I, C_{n}\right)_{M}=\left(O^{-}, 0,+\right)} \quad\left[\eta(549), \eta^{\prime}(958), E(1420)\right]$
Ordinary sum-rules on the four amplitudes:
$A_{3}^{S, V}, \quad A_{6}^{S, V}$.
(List 4.4-42)
$\underline{\left(J^{P}, I, C_{n}\right)_{M}=\left(0^{-}, 0,-\right)} \quad$ (No known examoles)
Ordinary sum-rules on the two amplitudes:
$A_{7}^{S, V}$
(List 4.4-43)
$\left(J^{\mathrm{P}}, I, \mathrm{C}_{\mathrm{n}}\right)_{\mathrm{M}}=\left(0^{-}, 1,+\right)$
Ordinary sum-rules on the five amplitudes:
$A_{3}^{0, t}, A_{6}^{0, t}, A_{7}^{-}$.
(List 4.4-44)
$\underline{\left(J^{P}, I, C_{n}\right)_{M}=\left(0^{-}, 1,-\right)}$
(Ho known examples)

Ordinary sum rules on the two amplitudes:
$\mathrm{A}_{7}^{\mathrm{O}}, \mathrm{+}$.
(List 4.4.-45)

If interactions between virtual photons ana hadrons are not in fact charge-conjugate invarient then only $A_{7}$ is superconvergent for non-zero $q^{2}$. But $\leftrightarrow \leftrightarrow u$ crossing symmetry will no longer force the amplitudes to be even or odd functions of $\nu$, so we then have the following sum-rules valid for non-vanishing $q^{2}$ and non-positive definite $t$.
$\left(J^{P}, I\right)_{M}=\left(0^{-}, 0\right)$
$\left(\eta, \eta^{\prime}, E\right)$

Ordinary sum-rules on the two amplitudes:
$A_{7}^{S, V}$.
(List 4.4-46)
$\left(J^{P}, I\right)_{M}=\left(0^{-}, 1\right)$

Ordinary sum-rules on the three amplitudes:
$A_{7}^{o,+,}$.
(List 4.4-47)

The sum-rules for pion photoproduction have already been obtained via rather different methods by a variety of authors. Pande has obtained the sum-rule on $A_{3}^{\circ}$; Choudhury and Nussinov, and Altarelli and Colocci, those on $A_{3}^{0}$ and $A_{3}^{+}$; Halpern, the one on $A_{7}^{-}$; and Musto and Nicodemi, all three.

Subject to charge-conjugation invarience at the virtual photonic vertex we have show that these sum-rules remain valid for non-vanishing $q^{2}$. We stress that this does not follow merely from the asaumption that electro-production Reggeises in the same manner as photo-production. The amplitudes could easily have been given poorer asymptotic behaviour in the electroproduction case due to additional contributions proportional to $q^{2}$. In particular, such contributions might have come via the couplings $\left(g_{3}, g_{4}\right) f_{3}$, since all terms of the form $\left(g_{3}, g_{4}\right) f_{3} \tilde{K}_{\alpha}^{1, \ldots,,^{4}}$ must appear with coefficients proportional to $q^{2}$.

We have also deduced two further sum-rules on the amplitudes $A_{6}^{0}$ and $A_{6}^{+}$. These appear only in electroproduction. Since $\mathscr{K}_{\alpha}^{6}$ is proportional to $q^{2}$ itis not necessary, (as is sometimes erroneously supposed), for these two amplitudes to vanish at zero $q^{2}$. So on saturating these two sum-rules and
then continuing to zero $q^{2}$ ，we shall obtain additional relations between fom－factors evaluated at zero argument． These relations cannot be obtained by the purely on－shell methods of the above cited authors．

TABTE $4.4-I$


| $\begin{aligned} & \text { 胃 } \\ & \stackrel{1}{日} \\ & -1 \\ & \text { 曷 } \end{aligned}$ | $\begin{aligned} & \text { g } \\ & \text { 易 } \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & \hline \end{aligned}$ | COUPLING INDEX jk，i．e．，CON－ TRTBUTION DUE TO：$g_{j}(t)_{T_{K}}\left(q^{2}, t\right)$ ． |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 11 | 21 | 32 | 33 | 42 | 43 |
| $\mathrm{A}_{1}$ | － | 1 | 1 | － | － | － | － |
| $\mathrm{A}_{2}$ | － | 1 | 3 | 1 | 1 | 2 | 2 |
| $\mathrm{A}_{3}$ | $+$ | － | 2 | － | － | 1 | 3 |
| $\mathrm{A}_{4}$ | － | 1 | 1 | － | － | 2 | 2 |
| $\mathrm{A}_{5}$ | ＋ | － | 2 | 2 | 0 | 3 | 1 |
| $A_{6}$ | ＋ | － | 2 | － | － | 3 | 1 |
| $\mathrm{A}_{7}$ | － | － | － | 1 | 1 | 2 | 2 |

### 4.5 LORENTZ-SDACE COVARTETT REGGETSATIOF CAIOULATION FOR PRODUCTION OF VECTOR MESOISS.

This calculation is carried out in direct analogy with
 defined by equation 4.3-4, and we use the decomposition of equations $2.75-19,21,22,23,24$, and 25 for the vertex function $V_{(\sigma) 于 \mu \mu}^{+}(J 1 \gamma)$.

For the vertex function $V_{(\sigma) \sigma^{-} / K M}^{-}(J \gamma \gamma)$ we shall. use the decomposition:

$$
\begin{aligned}
& v_{(\sigma)^{J} \mu \alpha}(J 1 \gamma)=\left[f_{6}\left(q^{2}\right) \varepsilon_{\mu \sigma_{1}^{\prime}}(q \Delta)\left(\Delta_{\alpha} q_{\sigma_{2}}-\Delta \cdot q g_{\sigma_{2} \alpha}\right)\right. \\
& +f_{7}\left(q^{2}\right) \varepsilon_{\alpha \sigma_{1}}(q-\Delta) q_{\mu_{2}} q_{\sigma_{2}}+f_{8}\left(q^{2}\right) \varepsilon_{\alpha \sigma_{1}}(q \Delta) g_{\sigma_{2} \mu} \\
& \left.+f_{g}\left(q^{2}\right) \varepsilon_{\mu \sigma_{1}^{\prime}}(q-\Delta)\left(q^{2} g_{\alpha \sigma_{2}}-q_{\sigma_{2}} q_{\alpha}\right)\right]\left(-q_{\sigma_{0}}\right)^{T-2}
\end{aligned}
$$

This differs from the decomposition 2.76-20 derived in section 2.76 , but has the advantage that:

$$
q_{\sigma_{1}} \cong 0, \Delta_{\sigma_{1}} \cong 0, \quad q_{\sigma_{1}}(\Delta) \cong 0, \text { and } g \cdot \sigma_{1}(\Delta) \cong g_{\cdot \sigma_{1}^{\prime}(4.5-2 \text { to } 5)}
$$

in all propogator numerators contracted with the vertex.
The form-factors of 4.5-1 are related to those of 2.75-20 by :

$$
\begin{align*}
& f_{6}=\frac{1}{t}\left(F_{2}-\Delta \cdot q F_{1}\right), \\
& f_{7}=\left(\frac{\Delta \cdot q}{t}-1\right) F_{1}-\frac{1}{t} F_{2},  \tag{4.5-7}\\
& f_{8}=\left[q^{2}-\frac{(\Delta \cdot q)^{2}}{t}\right] F_{1}+\frac{\Delta \cdot q}{t} F_{2}+q^{2} F_{3}+F_{4},  \tag{4.5-8}\\
& f_{9}=-\left(F_{1}+F_{3}\right) \tag{4.5-9}
\end{align*}
$$

Thus the $f_{6,7,8}$ are subject to kinematic poles at zero $t$. But since the $f_{6,7,8,9}$ are free of kinematic singularities in $\nu$, our results for the dominant asymptotic contribution to each amplitude from a given abnomal trajectory will be unaffected by our working with $f_{6}, \ldots, 9$ rather than $F_{1, \ldots, 4}$.

Again, with a suffix $J$ implied on each of the $g_{1}$ to 4 and $f_{1}$ to 9 , we define:

$$
\begin{align*}
& M_{\mu \alpha}^{T+} \equiv \sum_{j=1}^{2} \sum_{f=1}^{5} M_{j k \mu \alpha}^{J+} g_{j} f_{k}, \\
& M_{\mu \alpha}^{\top-} \equiv \sum_{j=3}^{4} \sum_{k=6}^{9} M_{j k \mu \alpha}^{J-} g_{j} f_{k} . \tag{4.5-11}
\end{align*}
$$

Then:

$$
\begin{align*}
& M_{11 \mu \alpha}^{\top+}=p^{\top} g_{\mu \alpha}+p_{; \alpha}^{\top} q_{\mu}, \\
& M_{12 \mu \alpha}^{J+}=\beta^{\top}\left(q_{\mu} \Delta_{\mu}-\Delta \cdot q^{g_{\mu \alpha}}\right), \\
& M_{13 \mu \alpha}^{\top+}=-\left(\rho_{; \mu}^{\top} \Delta_{\alpha}+\Delta \cdot q \rho_{j \mu \alpha}^{\top}\right), \\
& M_{14 \mu \alpha}^{\nabla+}=\beta^{T}\left(q^{2} g_{\mu \alpha}-q_{\mu} q_{\omega}\right), \\
& M_{15 \mu \alpha}^{\top+}=q^{2} \sigma_{j \mu \alpha}^{J}+p_{; \mu}^{\top} q_{\alpha}, \\
& M_{21 \mu \alpha}^{\top-1}=\hat{\sigma}_{\nu}\left(\rho_{\nu}^{\top} g_{\mu \alpha}+\sigma_{\nu ; \alpha}^{J} q_{\mu}\right), \\
& M_{22 \mu \alpha}^{J+}=\gamma_{\nu} \sigma_{\nu}^{J} ;\left(q_{\mu} \Delta_{\alpha}-\Delta \cdot q g_{\mu \alpha}\right), \\
& M_{23 \mu \alpha}^{\top+}=-\gamma_{\nu}\left(\rho_{\nu ; \mu}^{\top} \Delta_{\alpha}+\Delta \cdot q \cdot \rho_{\nu ; \mu \alpha}^{\nabla}\right), \\
& M_{24 \mu \alpha}^{J \div}=\gamma_{\nu} P_{\nu ;}^{J}\left(q^{2}-g_{\mu \alpha}-q_{\mu} q_{\alpha}\right), \\
& M_{25 \mu \alpha}^{\nabla+}=\gamma_{\nu}\left(q^{2} \rho_{\nu ; \mu \alpha}^{\top}+o_{\nu ; \mu}^{J} q_{\alpha}\right), \\
& M_{36 \mu \alpha}^{J-}=-\left(\rho_{; \sigma_{1}^{J}}^{J} \Delta_{\alpha}+\Delta \cdot q \emptyset_{; \sigma_{1} \alpha}^{J}\right) \varepsilon_{\mu \sigma_{1}}(q-\Delta) \gamma_{5}, \quad(4.5-22) \\
& M_{37 \mu \alpha}^{J-}=-q_{\mu \mu} \sigma_{; \sigma_{1}}^{J} \varepsilon_{\alpha \sigma_{1}}(q-\Delta) \gamma_{5}, \\
& \text { (4.5-20) } \\
& (4 \cdot 5-21) \\
& \text { (4.5-22) }
\end{align*}
$$

$$
\begin{aligned}
& M_{38 \mu \alpha}^{J-}=\rho_{; \sigma_{1}^{\prime} \mu}^{J} \varepsilon_{\alpha \sigma_{1}}(q \Delta) \gamma_{5}, \\
& \text { (4.5-24) } \\
& M_{3 q \mu \alpha}^{J-}=\left(q^{2} p_{; \sigma_{1} \alpha}^{T}+o_{j \sigma_{1}}^{J} q_{\alpha}\right) \varepsilon_{\mu 0_{1}}(q-\Delta) \gamma_{5} \text {, } \\
& \text { (4.5-25) }
\end{aligned}
$$

$$
\begin{align*}
& M_{47 \mu \alpha}^{\nabla-}=-q_{\mu} \gamma_{\nu} \sigma_{\nu ; \sigma_{1}}^{\nabla} \varepsilon_{\alpha \sigma_{1}}(q \Delta) \gamma_{5}, \\
& M_{4, s \mu c \alpha}^{\top+}=\gamma_{\nu}, p_{2 ; \sigma_{1} \mu}^{J} \varepsilon_{\alpha \sigma_{1}}(q \Delta) \gamma_{5}, \\
& M_{2+q \mu \alpha}^{T-}=\gamma_{2}\left(q^{2} p_{\nu ; \sigma_{1} \alpha}^{\top}+\sigma_{\nu ; \sigma_{1}}^{\top} q_{\alpha}\right) \varepsilon_{\mu-\sigma_{1}}(q-\Delta) \gamma_{5} . \tag{4.5-29}
\end{align*}
$$

The propogators are again equivalent in view of simplifying relations to considerably less complicated forms than those (9) listed by Scadron for the general case.

We have already noted the simplifying relations of equations 4.5-2 to 5, and in addition equations 4.4-9, 10, 11 , and 16 are again operative. As the analogues of equations $4 \cdot 4-17$ to 21 we now have:

$$
\begin{align*}
& P_{\nu}(\Delta) \cong m \text {, and } q_{\nu}(\Delta) \cong \neq q \\
& \text { in } \mathbb{O}_{\nu ;}^{\top}, \mathbb{P}_{\nu ; \alpha}^{\top} \text {, and } \mathbb{O}_{\nu ; \mu}^{\top}, \quad(4.5-30,31) \\
& p_{\nu}(\Delta) \cong 0 \text {, and } q_{\nu}(\Delta) \cong q-\frac{2 m \Delta \cdot q}{t} \\
& \text { in } \nabla_{\nu ; \sigma_{1}}^{\top}, P_{\nu} ; \sigma_{1} \alpha, \text { and } P_{2}^{J} ; \sigma_{1} \mu, \tag{4.5-32,33}
\end{align*}
$$

and:
for $\rho \equiv \alpha$ or $\mu$.
Thus the propogators are given by:

$$
\begin{aligned}
& \infty^{\top}=c_{T} P_{J}, \quad \gamma_{\nu} p_{\nu}^{V} \cong \frac{c_{J}}{J}\left(q_{V} \nabla_{J}^{\prime}-m q^{2}(\Lambda) p_{J-1}^{\prime}\right), \\
& \text { (4.5-36) } \\
& \text { (4.5-37) }
\end{aligned}
$$

$$
\begin{align*}
& Q_{; \rho}^{\top} \cong \frac{-C_{J}}{J}\left(P_{\rho} \rho_{J}^{\prime}-P^{2} q_{\rho}(\Delta) P_{T-1}^{\prime}\right),  \tag{4.5-38}\\
& \gamma_{\nu} \rho_{\nu ; \rho}^{\top} \cong \frac{-c_{J}}{J^{2}}\left[\eta_{\rho} q_{J}^{\prime}-(2 J+1) m q_{p}(\Delta) \rho_{\sigma-1}^{\prime}+\left(m q_{p}(\Delta)+p_{p} \phi_{1}\right) \rho_{\sigma}^{\prime \prime}\right. \\
& \left.-\left(m q^{2}(\Delta) p_{p}+p^{2} q_{p}(\Delta) q_{1}\right) p_{q-1}^{\prime \prime}\right] \text {, }  \tag{4.5-39}\\
& \mathcal{O}_{; \mu \alpha}^{\top} \cong \frac{C_{J}}{T(J-1)}\left[P_{\mu} P_{\alpha} P_{J}^{\prime \prime}-P^{2} g_{\mu \alpha}(\Delta)\right)_{J-1}^{\prime}-P^{2}\left(P_{\mu} q_{\alpha}(\Delta)\right. \\
& \left.\left.+q_{\mu}(\Delta) P_{c s}\right) p_{\nabla-1}^{\prime \prime}+p^{4} q_{\mu}(\Delta) q_{c s}(\Delta) p_{\tau-2}^{\prime \prime}\right] \text {, } \tag{4.5-40}
\end{align*}
$$

$$
\begin{aligned}
& +\left[(2 T+1) m\left(p_{\mu} q_{\alpha}(\Delta)+q_{\mu}(\Delta) P_{\alpha}\right)+p^{2}\left(q_{\mu} q_{\alpha}(\Delta)+q_{\mu}(\Delta) \gamma_{\alpha}+g_{\mu \mu}(\Delta)(s)\right] \rho^{\prime \prime}-1\right.
\end{aligned}
$$

$$
\begin{align*}
& +\left[m q^{2}(\Delta) P_{\mu} P_{\alpha}+P^{2}\left(P_{\mu} q_{r_{\alpha}}(\Delta) q_{2}+q_{r_{\mu}}\left(\Delta P_{\alpha_{\alpha}} q+m q_{\mu}(\Delta) q_{r_{\alpha}}(\Delta)\right] Q_{T-1}^{\prime \prime \prime}\right.\right. \\
& \left.-p^{4} q_{\mu}(\Delta) q_{\sigma}(\Delta) q_{1}, p_{T-2}^{\prime \prime \prime}\right\},
\end{align*}
$$

$$
\begin{align*}
& \rho_{; \sigma_{1} \rho}^{J} \cong \frac{C_{F}}{T(F-1)}\left(P_{\sigma_{1}} P_{\rho} \sigma_{F}^{\prime \prime}-P^{2} g_{\sigma_{1} \rho} P_{F-1}^{\prime}-P^{2} P_{\sigma_{1}} q_{\rho}(A) P_{F-1}^{\prime \prime}\right) \text {, }
\end{align*}
$$

$$
\begin{align*}
& \left.-P_{\sigma_{1}} P_{\rho} \hat{Q} P_{\tau}^{\prime \prime \prime}+P^{2} P_{0,1} q_{p}(\Delta) \hat{q} \hat{Q}_{\Im-1}^{\prime \prime \prime}\right] \gamma_{5} . \tag{4.5-45}
\end{align*}
$$

In these relations: $p$ again stands for $\mu$ or $c$, and we have. defined:

$$
\hat{q} \equiv \hat{q}-2 m \Delta \cdot q / t \quad, \quad \hat{\gamma}_{p} \equiv \gamma_{p}-2 m \Delta \rho / t \cdot(4.5-46,47)
$$

The reader is also reminded that:

$$
\begin{array}{ll}
q_{\mu}(\Delta) \cong q_{\mu}(1-\Delta \cdot q / t), & q_{\alpha}(\Delta) \cong-\Delta \cdot q \Delta \alpha / t,(4 \cdot 5-48,49) \\
g_{\mu \alpha}(\Delta) \cong g_{\mu \alpha}-q_{\mu} \Delta_{\alpha} / t, & q^{2}(\Delta)=q^{2}-(\Delta \cdot q)^{2} / t .
\end{array}
$$

The expressions $4.5-36$ to 45 for the propogators are substituted into equations $4.5-12$ to 19 , and it is then necessary to express the thirty-six covarients: $\left[\left(p_{,} q_{g} \gamma\right)_{\mu}(P, \Delta, \gamma)_{o r}\right.$, $\left.g_{\mu 0}\right]\left(\pi_{4}, q\right)$ and $:\left\{\left[(P, q)_{\mu} \varepsilon_{\alpha}(P q \Delta)_{g} \varepsilon_{\mu}\left(P_{q} \Delta\right)(P, \Delta)_{\alpha}, \varepsilon_{\mu \alpha}(q \Delta)\right]\left(\mathbb{R}_{\psi}, \phi\right)_{,}\right.$ $\gamma_{\mu} \varepsilon_{\alpha}\left(P_{q} \Delta\right), \varepsilon_{\mu}\left(P_{q} \Delta\right) \gamma_{\alpha},\left(P_{g} q_{\mu} \varepsilon_{\alpha}\left(\gamma_{q} \Delta\right), \varepsilon_{\mu}(\gamma q \Delta)\left(P_{p} \Delta\right)_{\alpha}\right\} \gamma_{\sigma}$ in terms of the eighteen $\tilde{\mathcal{X}}_{\mu \text { к }}^{i}$ and six singular tails. Inversion of equations $4.12-52$ to 71 yields the required relations for eichteen of the first twenty covarients, and since the remaining two of them are related to the others through equations $4.12-72$ and 73 they too can be similarly expanded. Rxpansion of the final siyteen covarients is achicved by relating them to the initial twenty through equations $\mathrm{A} 3-27,29$, and 30. As a check on the calculation one uses the fact that covarients involving $\varepsilon_{\alpha}(p q \Delta), \varepsilon_{\alpha}(\gamma q \Delta)$, and $\varepsilon_{\mu \alpha}(q \Delta)$ vanish on contraction with $q_{\alpha}$. Their expansions cannot the refore involve any singular tails.

Finally, one obtains expansions for each of the eighteen $M_{(1,3)(1, \ldots, 5) \mu i}^{\mathrm{J}+}$ and $M_{(3,4)(6, \ldots ; 9) \mu \alpha}^{\top-}$ in terms of the eighteen $\widetilde{\mathcal{K}}_{\mu \mathbb{K}}^{i}$. Again, the fact that all unvanted singularities must cancel serves as a check on the calculations. To effect such a cancellation of singularities it is necessary to make extensive use of the recurrence relations $4.4-33$ and 34 .

We do not propose to give here the vector meson analogues of equations $4.4-28$ to 30 and 35 to 40 . Not only do we have fifty-four such equations, but many of these are extremely lengthy and complicated. Instead we merely give the analogue of table 4.4-I.

In tables $4.5-I$ and II respectively we list the leading asymptotic contributions to the amplitudes from normal and abnormal trajectories. The notation is the same as that employed in table 4.4-I. We again list those linear
combinations of amplitudes which have better asymptotic behaviour than the individual amplitudes involved, and which will, in view of table 4.3-III, give rise to superconvergent sum-rules. These linear combinations are defined as follows:

$$
\begin{align*}
& A_{19} \equiv A_{4}+A_{10}, \\
& A_{20} \equiv m A_{4}-\frac{t}{4} A_{6}+A_{12}, \\
& A_{21}=A_{6}-A_{13} \\
& A_{22} \equiv \Delta \cdot q\left(A_{6}-A_{9}\right)-q^{2} A_{16}, \\
& A_{23} \equiv t A_{9}-\Delta \cdot q A_{18}, \\
& A_{24}=A_{9}+A_{11}-A_{18} \tag{4.5-57}
\end{align*}
$$

Remembering that $A_{1}, 8,13$, and 15 , have electrodynamical poles at vanishing $\Delta \cdot q$, we see that $A_{21}$ is subject to a similar pole.

Picking out the dominant contribution to each amplitude due to each of the three sets of couplings: $\left(g_{1,2}\right)\left(f_{1}, \ldots, 5\right)$ $g_{3}\left(f_{6, \ldots, 9}\right)$, and $g_{4}\left(f_{6, \ldots, 9}\right)$, we find in view of tables 4.3-III and IV the following non-trivial sum-rules. They are valid for non-positive definite $t$, all $q^{2}$, and are subject to C-parity being conserved at the photonic vertex for vanishing $I_{3}{ }^{t}$ 。
$\left(\mathrm{J}^{\mathrm{P}}, I, \mathrm{C}_{\mathrm{n}}\right)_{\mathrm{M}}=\left(1^{-}, 0,+\right)$
(No known examples)
Ordinary sum rules on the twelve amplitudes:
$A_{1}^{S, V}, A_{6}^{S}, V, A_{16}^{S, V}, A_{19}^{S, V}, A_{20}^{S, V}, A_{21}^{S}, V$,
and first moment sum rules on the two amplitudes:
$\mathrm{A}_{5}^{\mathrm{S}}, \mathrm{V}$
(List 4.5-58)
$\left(J^{P}, I, C_{n}\right)_{n}=\left(1^{-}, 0,-\right) \quad(\omega, \phi)$
Ordinary sum-rules on the six amplitudes:
$A_{5}^{S, V}, \quad A_{23}^{S, V}, \quad A_{24}^{S, V}$
and first moment sum-rules on the two amplitudes:
$A_{19}^{\mathrm{S}, \mathrm{V}}$.
(List 4.5-59)
$\underline{\left(J^{P}, I, C_{n}\right)_{M}=\left(1^{-}, 1,+\right)}$
(No known examples)

Ordinary sum-rules on the fifteen amplitudes:
$A_{1}^{0},+, A_{5}^{-}, A_{6}^{0},+, A_{16}^{0,+}, A_{19}^{0},+, A_{20}^{0,+}, A_{21}^{0}+, A_{23}^{-}, A_{24}^{-}$,
and first moment sum-rules on the three amplitudes:
$\mathrm{A}_{5}^{\mathrm{O}}, \mathrm{+}, \mathrm{~A}_{19}^{-}$.
(List 4.5-60)
$\left(J^{P}, I, C_{n}\right)_{M}=\left(1^{-}, 1,-\right)$
Ordinary sum mules on the nine amplitudes:
$A_{1}^{-}, A_{5}^{0,+}, A_{19}^{-}, A_{22}^{-}, A_{23}^{0,+}, A_{24}^{0}$,
and first moment sum-rules on the two amplitudes:
$A_{19}^{0,}$.
(Iist 4.5-61)

If interactions between virtual photons and hadrons are not in fact charge-conjugate invarient, the number of superconvergent amplitudes is again somewhat reduced. But the amplitudes are no longer forced to be even or odd under $s \longleftrightarrow u$ crossing, so the sum-rules for electroproduction are then as follows. They are again validfor all non-positive definite t.
$\underline{\left(J^{P}, I\right)_{M}=\left(1^{-}, 0\right)}$
$(\omega, \phi)$
Ordinary sum-rules on the ten amplitudes:
$A_{1}, A_{5}^{S}, V, A_{19}^{S}, V, A_{22}^{S, V}, A_{23}^{S, V}, A_{24}^{S}, V$,
and first moment sum-rules on the two amplitudes:
$A_{19}^{S,}$.
(List 4.5-62)
$\underline{\left(J^{P}, I\right)_{M}=\left(1^{-}, 1\right)}$
Ordinary sum-rules on the sixteen amplitudes:
$A_{1}^{0,-}, A_{5}^{0,+,-}, A_{19}^{0,+,-}, A_{22}^{0,-}, A_{23}^{0,+,-}, A_{24}^{0,+,}$
and first moment sum-rules on the three amplitudes: $A_{19}^{0,+}{ }^{-}$.
(List 4.5-63)

TABIT 4.5-I
COMTRIBUTIONS TO THE AMEIITUDES FOR PRODUCPION OF VECTOR MESONS DUE TO HORIAL TPAJECTORTES COUPLTIG VIA: $\left(E_{1,2}\right)\left(f_{1,2}, 3,4,5\right)$.

|  |  | COUPLIIGG INDEX $j k$, i.e., COINTRIBUTION DUE TO: $g_{j}(t) \mathrm{r}_{\mathrm{K}}\left(\underline{q}^{2}, t\right)$; |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 11 | 12 | 13 | 14 | 15 | 21 | 22 | 23 | 24 | 25 |
| $\mathrm{A}_{1}$ | + | - | - | 2 | - | 2 | - | - | 4 |  | 4 |
| $\mathrm{A}_{2}$ | - | 1 | - | 3 | - | 3 | 3 | 1 | 3 | - | 3 |
| $\mathrm{A}_{3}$ | + | 2 | 0 | 2 | - | 2 | 2 | 0 | 2 | - | 2 |
| $\mathrm{A}_{4}$ | + | - | - | - | - | - | 2 | 0 | 2 | - | 2 |
| $\mathrm{A}_{5}$ | - | - | - | - | - | - | - | - | 3 | - | 3 |
| $\mathrm{A}_{6}$ | $+$ | - | - | - | - | - | 2 | - | 2 | - | 4 |
| $\mathrm{A}_{7}$ | - | - | - | - | - | - | 1 | 1 | 3 | - | 3 |
| ${ }^{\text {A }} 8$ | + | - | - | - | - | - | 2 | - | 2 | - | 2 |
| $A_{9}$ | - | - | - | - | - | - | 3 | J. | 3 | - | 3 |
| ${ }^{\text {A }} 10$ | $+$ | - | - | - | - | - | 2 | 0 | 2 | - | 2 |
| ${ }^{\text {A }} 11$ | - | - | - | - | - | - | 3 | 1 | 3 | - | 3 |
| $\mathrm{A}_{12}$ | $+$ | . | - | - | - | - | 2 | 0 | 2 | - | 2 |
| ${ }^{A_{13}}$ | - | - | - | 3 | - | 1 | 3 | 1 | 3 | - | 3 |
| ${ }^{\text {A }} 14$ | + | 2 | - | 3 | 0 | 2 | 2 | 0 | 2 | 2 | 2 |
| $\mathrm{A}_{15}$ | - | - | - | - | - | - | 3 | 1 | 3 | - | 1. |
| $\mathrm{A}_{16}$ | + | - | - | - | - | - | - | - | 4 | - | 2 |
| $\mathrm{A}_{17}$ | - | - | - | - | - | - | 3 | 1 | 3 | 1 | 3 |
| $\mathrm{A}_{18}$ | - | - | - | - | - | - | 3 | 1 | 3 | - | 3 |
| ${ }^{1} 19$ | + | - | - | - | - | - | - | - | - | - | - |
| $\mathrm{A}_{20}$ | $+$ | - | - | - | - | - | - | - | 2 | - | 2 |
| $\mathrm{A}_{21}$ | + | - | - |  | - | - | - | - | 2 | - | 2 |
| $\mathrm{H}_{22}$ | + | - | - | - | - | - | - | - | 2 | - | 2 |
| $\mathrm{A}_{2}$ | - | - | - | - | - | - | 3 | - | 3 | - | 3 |
| ${ }^{2}$ | - | . | - | . | - | - | 3 | - | 3 |  | 3 |

TABIE 4．5－II
CONTRIBUTIOMS TO THE ABPLITUDES FOR PRODUCTION OF VBCTOR HESCTS DUE TO ABYORHAL TTAJECTORIES COUPLING VIA：$\left(g_{3,4}\right)\left(f_{6}, 7,8,2\right)$ ．

| $\begin{aligned} & \text { 胃 } \\ & \text { 昌 } \\ & \text { 邑 } \\ & \text { en } \end{aligned}$ |  | COUPIAING TINDEX $j k$ ，i．e．，CONTRIBUMION DUE TO：$g_{j}(t) \hat{I}_{k}\left(\sigma^{2}, t\right)$ ． |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 36 | 37 | 38 | 39 | 46 | 47 | 48 | 49 |
| $\mathrm{A}_{1}$ | ＋ | 2 | － | 2 | 2 | 3 | － | 3 | 3 |
| $\mathrm{A}_{2}$ | － | 1 | 1 | 3 | 1 | 2 | 2 | 2 | 2 |
| $\mathrm{A}_{3}$ ． | ＋ | － | － | － | － | 1 | 1 | 1 | 1 |
| $\mathrm{A}_{4}$ | $+$ | 0 | 0 | 2 | 2 | 1 | 1 | 1 | 1 |
| $\mathrm{A}_{5}$ | － | － | － | － | － | 2 | － | 2 | 2 |
| $\mathrm{A}_{6}$ | ＋ | 2 | － | 2 | 2 | 1 | 1 | 3 | 3 |
| $\mathrm{A}_{7}$ | － | 1 | 1 | 2 | 1 | 0 | 2 | 2 | 2 |
| $A_{8}$ | $+$ | － | － | － | － | 1 | 1 | 3 | 1 |
| ${ }^{A_{9}}$ | － | 1 | 1 | 3 | 3 | 2 | 2 | 2 | 2 |
| $\mathrm{A}_{10}$ | ＋ | 0 | 0 | 2 | 2 | 1 | 1 | 1 | 1 |
| $\mathrm{A}_{11}$ | － | 1 | 1 | 3 | 3 | 2 | 2 | 2 | 2 |
| $\mathrm{A}_{12}$ | ＋ | 0 | 0 | 2 | 2 | 1 | 1 | 1 | 1 |
| $\mathrm{A}_{13}$ | － | 1 | 1 | 3 | 1 | 2 | 2 | 2 | 2 |
| $\mathrm{A}_{14}$ | ＋ | 0 | 0 | ${ }^{2}$ | 0 | I | 1 | 1 | 1 |
| $\mathrm{A}_{15}$ | － | 1 | 1 | 3 | 1 | 2 | 2 | 2 | 0 |
| $\mathrm{A}_{16}$ | $+$ | － | － | ． | － | 3 | － | 3 | 1 |
| $\mathrm{A}_{17}$ | － | 1 | 1 | 3 | $\geq$ | 2 | 2 | 2 | 2 |
| ${ }^{A_{1} 8}$ | － | 1 | 1 | 3 | 1 | 2 | 2 | 2 | 2 |
| ${ }^{\text {A }} 19$ | ＋ | 2 | － | 2 | 2 | － | － | － | － |
| $\mathrm{A}_{20}$ | $+$ | 2 | － | 2 | 2 | 1 | － | 3 | 3 |
| $\mathrm{A}_{21}$ | ＋ | 2 | － | 2 | 2 | 3 | － | 3 | 1 |
| $\mathrm{A}_{22}$ | $+$ | 2 | ． | 2 | 2 | 3 | － | 3 | 3 |
| $A_{23}$ | － | 1 | － |  | － | － | － | 3 | － |
| $\mathrm{A}_{24}$ | － | 1 | 1 | 3 | 1 | － | － | 3 | 3 |

## CHAETER 5

APPROXITATE SATURATIOIT OF TFE SUM-RULES FOR REAI AND VIRTUAL PHOTONIC PRODUCTION OF PSEUDOSCATAR MESONS.

### 5.1 INTRODUGTORY REMARKS

### 5.11 THE BASIC SATYRATION FORMIILA.

Let $\Omega$ stand for either of the superscripts $s$ and $v$ if the meson is isoscalar, and for any one of the superscripts $0,+$, and -, if the meson is isovector. Then in the approximation of equation $1.3-47$ as modified by the spin considerations of cquations 2.41-27 and 28, a non-trivial mth. moment sumrule on the amplitude $A_{i}\left(\nu, t, q^{2}\right)$ reads:

$$
\begin{align*}
& \sum_{R}\left(2 M_{R}^{2}-2 m^{2}-\mu^{2}-q^{2}+t\right)^{i}\left[\frac{\pi}{2}+\tan ^{-1}\left(\frac{M_{R}^{2}-S_{o}^{(k)}}{M_{R} \Gamma_{R}}\right)\right] A_{i}^{\Omega R}\left(t, q^{2}\right) \\
& \\
& +\pi\left(t-\mu^{2}-q^{2}\right)^{m} A_{i}^{\Omega \pi}\left(t, q^{2}\right)=0,
\end{align*}
$$

where $R$ denotes an s-channel resonance, and $B$ indicates the s-channel (nucleon) Born-term residue. Fith $N$ and $M$ denoting respectively a nucleon and the meson, the $A_{i}^{\Omega}$ and $A_{i}^{\Omega B}$ are defined for isoscalar mesons by:

$$
\begin{equation*}
\left.\sum_{i}\left(A_{i}^{s R} M_{2}+A_{i}^{v R} \tau_{3}\right) \widetilde{X}_{\alpha}^{i} \equiv M_{\alpha \alpha}(\gamma+N \rightarrow R \rightarrow N+M)\right|_{S=M_{R}^{2}} \tag{5.11-2}
\end{equation*}
$$

$$
\begin{equation*}
\left.\sum_{i}\left(A_{i}^{S B} \pi_{2}+A_{i}^{\sqrt{B}} \tau_{3}\right) \widetilde{X}_{\alpha}^{i} \equiv M_{\alpha}(\gamma+N \rightarrow N \rightarrow N+M)\right|_{S=m^{2}} \tag{5.11-3}
\end{equation*}
$$

and for isovector mesons by:

$$
\left.\sum_{i}\left(A_{i}^{o R} \tau_{j}+A_{i}^{+R} \delta_{j 3}+\frac{1}{2} A_{i}^{-R}\left[\tau_{j}, \tau_{3}\right]\right) \widetilde{X}_{\alpha}^{i} \equiv M_{\alpha}^{j}(\gamma+N \rightarrow R \rightarrow N+M)\right|_{(5.11-4)}, M_{R}^{2}
$$

$$
\left.\sum_{i}\left(A_{i}^{\circ B} \tau_{j}+A_{i}^{+B} \delta_{j 3}+\frac{1}{2} A_{i}^{-B}\left[\tau_{j}, \tau_{3}\right]\right) \widetilde{X}_{\alpha}^{i} \equiv M_{\alpha}^{i}(\gamma+N \rightarrow N \rightarrow N+M)\right|_{(5.11-5)}=m^{2}
$$

The $N_{\alpha}$ and $M_{\alpha}^{j}$ are the numerators of the pole graphs for the processes indicated in parentheses, and the intermediate states are to be treated as single stable particles.

### 5.15 MAPLOATIOIS OF THE ISOSPIN STRUCTURE OF THE S-CHANEE POTMGRAPH IUUGRATORS.

The s-channel pole graph numerator for a single stable intermediate particle of $\operatorname{spin}\left(J+\frac{1}{2}\right)$ and nomality $\pm 1$, has the general Lorentz-space structure:

$$
\begin{align*}
& \left.M_{\alpha}^{\top}\right|_{0(3,1)} \equiv \sum_{i} A_{i}^{\top}\left(t, q^{2}\right) \widetilde{X}_{\alpha<}^{i}= \\
& =\mathcal{C}^{7}\left(0 \frac{1}{2}, J+\frac{1}{2}\right): \rho^{T+1 / 2}(K) \cdot v_{\alpha}^{5}\left(J+\frac{1}{2}, \frac{1}{2}, \gamma\right) \tag{5.12-1}
\end{align*}
$$

where the right-hand side of the second equality is to be cvaluated at $s$ equal to the squared mass of the intermediate particle.

The full Lorentz $\Theta S U(2)$ structure of this pole graph numerator is then given by:


$\left.+V_{\omega}^{v, \pm} \chi^{V}(I+1 / 2 ; 1 / 2, \gamma)\right]$, for $J_{M}= \begin{cases}0 \\ 1 .\end{cases}$
In this cquation ( $I+\frac{1}{2}$ ) is the isospin of the intermediate particle, and $V_{\alpha}^{S \pm}\left(V_{\alpha}^{V_{s} \pm}\right)$ is to be obtained from $V_{\alpha}^{ \pm}$by substituting the corresponaing isoscalar (isovector) $0(3,1) 8 \mathrm{SU}(2)$ form-factor for each $0(3,1)$ form-factor appearing.

If the final meson is isoscalar we can only have intermediate particles with isospin one half, and from sections $2.22,2.32$, and 2.6:

$$
\begin{gather*}
\mathcal{K}\left(0 \frac{1}{2}, \frac{1}{2}\right)=\mathcal{X}^{S}\left(\frac{1}{2}, \frac{1}{2} \gamma\right)=\rho^{1 / 2}=\pi_{2},  \tag{5.12-3,4,5}\\
\mathcal{K}^{V}\left(\frac{1}{2}, \frac{1}{2} \gamma\right)=\tau_{3} .
\end{gather*}
$$

Thus:

$$
\begin{equation*}
M_{\alpha}^{\bar{T} \pm}=e^{F}: \rho^{\overline{\gamma+1} / 2}(k) \cdot\left(v_{\alpha}^{s, t} \Pi_{2}+v_{\alpha}^{V \pm} \tau_{3}\right) . \tag{5.12-7}
\end{equation*}
$$

Comparing with equations $5.12-1$ and 2 we see that if $F$ denotes any form-factor resulting from the spin decomposition of $v_{\alpha}^{\frac{1}{\alpha}}$, then the $A_{i}^{\sim \Omega, J t}$ may be obtained from $A_{i}^{J \pm}$ by the substitutions:
for all $F$.

$$
\begin{align*}
& A_{i}^{S, T \pm}=\left.A_{i}^{T i}(F)\right|_{F \rightarrow F^{S}}, \\
& A_{i}^{V, V \pm}=\left.A_{i}^{T}(F)\right|_{F \rightarrow F^{V}},
\end{align*}
$$

Intermediate particles with isospins one-half or threehalves are allowed if the final meson is isovector. So in addition to equations 5.12-4,5,6 we need:

$$
\begin{array}{ll}
\mathcal{K}_{j}\left(1 \frac{1}{2}, \frac{1}{2}\right)=\tau_{j}, & \mathcal{K}_{j k}\left(1 \frac{1}{2}, \frac{3}{2}\right)=\delta_{j k} \|_{2},(5.12-10,11) \\
\mathcal{K}_{l}^{v}\left(\frac{3}{2}, \frac{1}{2} \gamma\right)=\delta_{l 3} \pi_{2}, & \sigma_{反 l}^{3 / 2}=\frac{1}{3}\left(2 \delta_{\ell l}-\frac{1}{2}\left[\tau_{f R}, \tau_{l}\right]\right),(5.12-12,13)
\end{array}
$$

yielding:
$M_{\alpha}^{j J \pm}\left(I=\frac{1}{2}\right)=\mathcal{C}^{F}: \rho^{T+4 / 2}(K) \cdot\left\{v_{\alpha}^{S} \pm \tau_{j}+v_{\alpha}^{V_{3} \pm}\left(\delta_{j 3}+\frac{1}{2}\left[\tau_{j}, \tau_{3}\right]\right\}_{3}(5.12-14)\right.$ and:
$M_{\alpha}^{j T \pm}\left(I=\frac{3}{2}\right)=\varphi^{T}: 0^{T+1 / 2}(K): v_{\alpha}^{1 / 2 \pm} \frac{1}{3}\left(2 \delta_{j 3}-\frac{1}{2}\left[\tau_{j}, \tau_{3}\right]\right)$.
The isospace covarient $\mathcal{X}_{\ell}^{S}\left(\frac{3}{2}, \frac{1}{2} \gamma\right)$ corresponds to a disallowed coupling and hence $M_{\alpha}^{j \operatorname{jtx}}\left(I=\frac{3}{2}\right)$ receives no
 the following isovector meson analogues of equations 5.12-8 and 9:

$$
\begin{align*}
& A_{i}^{0, J \pm}\left(I=\frac{1}{2}\right)=\left.A_{i}^{J \pm}(F)\right|_{F \rightarrow F^{s}},  \tag{5.12-16}\\
& A_{i}^{0, T E}\left(I=\frac{3}{2}\right)=0 .  \tag{5.12-17}\\
& A_{i}^{+, V^{ \pm}}\left(I=\frac{1}{2}\right)=\left.A_{i}^{J \pm}(F)\right|_{F \rightarrow F^{v}},  \tag{5.12-18}\\
& A_{i}^{+, T \pm}\left(I=\frac{3}{2}\right)=\left.\frac{2}{3} A_{i}^{T:}(F)\right|_{F \rightarrow F^{V},}, \\
& A_{i}^{-, J \pm}\left(I=\frac{1}{2}\right)=\left.A_{i}^{\top}(F)\right|_{F \rightarrow F^{V}}, \\
& A_{i}^{-T \pm}\left(I=\frac{3}{2}\right)=-\left.\frac{1}{3} A_{i}^{J \pm}(F)\right|_{F \rightarrow F^{Y}} . \tag{5:12-21}
\end{align*}
$$

Having obtained equations $5.12-8,9$, and 16 to 21 we may drop the isuspin dependence from our saturation graphs and work in spin-space alone.

### 5.13 A NOTE ON THE O(3, STRUCRURE OF THE S-CHANEL POTE GRAPH IUMERATORS.

In the following section we compute in spin-space alone the s-channel pole graph numerators needed for saturation of our sum-rules. These come out naturally in terms of the structure:

$$
\begin{aligned}
M_{\alpha}= & \sum_{i=1}^{8} B_{i} \text { (masses, coupling constants, form-factors, } \\
& \left.s[\rightarrow \text { squared intermediate mass }], t, q^{2}\right) \mathcal{L}_{\alpha}^{i} \equiv\left[B_{1}\left[\gamma_{\alpha}, \phi\right]\right]
\end{aligned}
$$

$\left.+B_{2} p_{\kappa}^{\prime}+B_{3} 巾_{\alpha}+B_{4} \gamma_{0<}+B_{5} p_{k}^{\prime} q_{1}+B_{6} p_{\alpha} \phi_{1}+B_{7} q_{\alpha}+B_{3} q_{\alpha} \phi^{\prime}\right] \gamma_{5}$, (5.13-1) where the $B_{i}$ do not involve any poles in s,t, or $q^{2}$. $\because$ If $A_{\alpha}$ vanishes on contraction with $q_{\alpha}$, the $B_{i}$ must satisfy:

$$
p^{\prime} \cdot q B_{2}+p \cdot q B_{3}=-q^{2} B_{7},
$$

$$
B_{4}+p^{\prime} \cdot q B_{5}+p \cdot q B_{6}=-q^{2} B_{8},
$$

and from equations $4 \cdot 11-11$ to 16 we then have:

$$
\begin{align*}
M_{\alpha}= & B_{1} \widetilde{X}_{\alpha}^{1}+\left(B_{2}+B_{3}\right) \mathscr{K}_{\alpha}^{2} / \Delta \cdot q+\frac{1}{2}\left(B_{5}-B_{6}\right) \tilde{K}_{\alpha}^{3} \\
& +\left(B_{5}+B_{6}\right) \tilde{K}_{\alpha}^{4}+\left(p^{\prime} \cdot q B_{2}+p \cdot q B_{3}\right) \tilde{K}_{\alpha}^{5} /\left(q^{2} \Delta \cdot q\right) \\
& +\left(B_{4}+p \cdot q B_{5}+p \cdot q B_{6}\right) \tilde{X}_{\alpha}^{6} / q^{2} . \tag{5.13-4}
\end{align*}
$$

This satisfies our counting rules for all $q^{2}$, since in view of 5.13-2 and 3 the coefficients of $\tilde{\mathbb{K}}_{\alpha}^{5}$ and $\widetilde{K}_{\alpha}^{6}$ are free of poles in $1 / q^{2}$.

In practice we shall drop terms in $q_{\alpha}$ whenever they appear in the calculation, but since our initial expression will always contain a photonic vertex function $V_{\alpha}$ which vanishes on contraction with $\sigma_{\alpha},\left(\underline{Q}: \underline{B_{2}}+\underline{p} \cdot q B_{3}\right)$ and
$\left(B_{4}+p^{\prime} \cdot \mathrm{qB}_{5}+p \cdot \mathrm{qB}_{6}\right)$ will still be proportional to $q^{2}$. Even if v. $\underline{\text { d }}$ does not vanish, we can still write $l_{\alpha}$ in the form 5.13-4 by using the fact that $q_{\alpha} / q^{2}$ and $q_{\alpha} \phi / q^{2}$ are both equivalent to zero for all $\underline{q}^{2}$. That is, the equality in this equation is then replaced by an equivalence. However, 5.13-2 and/or 5.13-3 will no longer be satisfied and our final expression for $H_{\alpha}$ will violate the counting rules in the real photon limit.

Note that at zero $q^{2}$ 5.13-2 reads:
$\left.\left.\frac{\left(B_{2}+B_{3}\right)}{\Delta \cdot q}\right|_{q^{2}=0} \frac{2\left(B_{2}+B_{3}\right)}{t-\mu^{2}}\right|_{q^{2}=0}=\left.\frac{-2 B_{2}}{s-m^{2}}\right|_{q^{2}=0}=\left.\frac{2 B_{3}}{\left(s-m^{2}\right)+\left(t-\mu^{2}\right)}\right|_{q^{2}=0} \cdot\left(5.13-4_{1}\right)$ Thus if $\mathbb{M} . q$ vanishes, the coefficient of $\tilde{X}_{\alpha}^{2}$ remains finite in the real photon limit for all $t$ provided $s$ is not equal to $m^{2}$. This is the situation for our resonance pole graph numerators where $s$ is equal to $M_{R}^{2}$. The fact that $H . \alpha$ is zero then forces $B_{3}$ to be proportional to $\left(t+H_{R}^{2}-m^{2}-\mu^{2}\right)$.

In the case of the s-channel Bom-term residue $\mathrm{B}_{2}$ fortunately vanishes and the coefficient of $\tilde{\mathcal{X}}_{\alpha}^{2}$ just has the pole at zero $\left(t-\mu^{2}\right)$ in the real photon limit.

For non-vanishing $q^{2}$ the coefficient of $\widetilde{K}_{\alpha}^{2}$ has a pole even in the case of the resonance graphs, and the coerficient of $\tilde{\mathcal{K}}_{\alpha}^{5}$ has a similar pole for all $q^{2}$.

Except in the case of the photoproduction Born terms these poles have no obvious dynamical origin, and would seen to be kinematical. They are essential, however, if the correct number of covarients are to be proportionsl to $q^{2}$. The dynanical interpretation of the $\left(t-\mu^{2}\right)^{-1}$ pole in the amplitude of the photoproduction Born-tems is well known. The photon-nucleon-nucleon vertex relies for its gauge invarience on the Dirac equation, and the $s$ and $u$ chennel Born-terms are therefore only gauge-inverient at their
respective poles. The same applies to the pion Bor term since the photon-pion-pion vertex is proportional to $\Delta_{\alpha}$. The $\left(t-\mu^{2}\right)^{-1}$ pole in the $\widehat{\mathcal{K}}_{\alpha}^{2}$ amplitudes ensures that the sum of the three Born terms remains gauge invarient for arbitrary s,t,u. Failure of gauge invarience is accompanied, if one is treating photoproduction as a limit of electroproduction, by a violatin of the counting rules. Away from their respective poles the three Borm-graphs gain terms in $\tilde{\mathcal{K}}_{\alpha}^{5} / q^{2}$. The $\left(t-\mu^{2}\right)^{-1}$ poles in the coefficients of these terms ensures that they cancel from the sum of the three Born-graphs.

Our graphs for intermediate resonances with spin greater than one half turn out to have rather complicated structures. We shall therefore compute them in terms of the $\mathcal{L}_{o}^{1, \ldots, 6}$ and will pick out only those combinations of the corresponding $B_{\alpha}^{1, \ldots, 6}$ needed for sum rule saturation.

### 5.2 COMPUTATION OF THE $O(3,1) S$-CHANNEL POLE GRAPH

 NUMERATORS NEEDED FOR SATURATION.5.21 THE BORI-TERM.

This is well known. One has:

$$
\begin{equation*}
M_{\alpha}^{B}=\varphi^{-}\left(0 \frac{1}{2}, \frac{1}{2}\right) \rho^{1 / 2}(K) V_{\alpha}^{+}\left(\frac{1}{2}, \frac{1}{2} \gamma\right), \tag{5.21-1}
\end{equation*}
$$

where:

$$
\begin{align*}
& \Sigma^{-}\left(0 \frac{1}{2}, \frac{1}{2}\right)=g \gamma_{5},  \tag{5.21-2}\\
& \rho^{\frac{1}{2}}(K)=K+m,  \tag{5.21-3}\\
& v_{\alpha}^{+}\left(\frac{1}{2}, \frac{1}{2} \gamma\right)=e\left[F_{1}\left(q^{2}\right) \gamma_{\alpha}+\frac{i}{2 m} F_{2}\left(q^{2}\right) \sigma_{\alpha \beta} q_{\beta}\right]
\end{align*}
$$

After using the Dirac equation to express $K$ in terms of $m$ and d. one easily obtains:
$\left.M_{\alpha}^{B}\right|_{S=m^{2}}=\frac{e 9}{2 m}\left[-m\left(F_{1}+F_{2}\right) d_{\alpha}^{1}+4 m F_{1} \mathcal{d}_{\alpha}^{3}+2 F_{2} \alpha_{\alpha}^{6}\right], \quad(5.21-5)$ and it then follows from 5.13-4 that:

$$
\begin{align*}
\left.M_{\alpha}^{B}\right|_{s=m^{2}}= & \frac{e g}{2 m}\left[-m\left(F_{1}+F_{2}\right) \tilde{K}_{\alpha}^{1}+\frac{4 m}{\Delta \cdot q} F_{1} \widetilde{K}_{\alpha}^{2}-F_{2} \widetilde{K}_{\alpha}^{3}\right. \\
& \left.+2 F_{2} \tilde{K}_{\alpha}^{4}-\frac{2 m}{\Delta \cdot q} F_{1} \tilde{K}_{\alpha}^{5}-F_{2} \tilde{\mathcal{K}}_{\alpha}^{6}\right] \tag{5.21-6}
\end{align*}
$$

5.22 INTERIEDIATE RESONANOES WITH SPII $\frac{1}{3}$.

In this case we have:

$$
\begin{equation*}
M_{\alpha}^{\frac{1}{2} \pm}=\zeta^{\pi}\left(0 \frac{1}{2}, \frac{1}{2}\right) \rho^{\frac{1}{2}}(K) v_{\alpha}^{: ~}\left(\frac{1}{2}, \frac{1}{2} \gamma\right) \tag{5.22-1}
\end{equation*}
$$

where: $\zeta^{F}\left(0 \frac{1}{2}, \frac{1}{2}\right)=g I^{F}$,

$$
\begin{align*}
& \rho^{\frac{1}{2}}(k)=K x+M,  \tag{5.22-2}\\
& v_{\alpha}^{ \pm}\left(\frac{1}{2}, \frac{1}{2} \gamma\right)=e\left[F_{1}\left(q^{2}\right)\left(q^{2} \gamma_{\alpha}-\phi_{\alpha} q_{\alpha}\right)+F_{2}\left(q^{2}\right) i \sigma_{\alpha \beta} q_{\beta}\right] I^{ \pm} \cdot(5.22-4)
\end{align*}
$$

In these equations the plus/minus superscript on the mefunction indicates the no mality, $n$, of the intermediate resonance, and $M$ is the mass of this resonance. The decomposition of the photonic vertex is taken from 2.71-21, except that for later convenience we have introduced a plus/minus sign into the definition of $F_{2}$, and have explicitly exhibited a factor e. As in section 2.8 we define:

$$
\begin{equation*}
N \equiv n M \tag{5.22-5}
\end{equation*}
$$

and 5.22-1 may then be written:

$$
M_{\alpha}^{\frac{1}{2} N}=\operatorname{eg}(\mid X-N)\left[F_{1}\left(q^{2} \gamma_{\alpha}-q-q_{\alpha}\right)+F_{2} i \sigma_{c \beta} q_{\alpha}\right] \gamma_{5}
$$

After a little Dirac algebra we obtain:

$$
\begin{array}{r}
\left.M_{\alpha}^{\frac{1}{2} N}\right|_{5=N^{2}} \cong \operatorname{eg}\left\{-\frac{1}{2}\left[q^{2} F_{1}+(N+m) F_{2}\right] \mathcal{L}_{\alpha}^{1}+2 q^{2} F_{1} \mathcal{N}_{\alpha}^{3}\right. \\
\left.-(N-m)\left[q^{2} F_{1}+(N+m) F_{2}\right] \mathcal{L}_{\alpha}^{4}+2 F_{2} \mathcal{L}_{\alpha}^{6}\right\} \tag{5.22-7}
\end{array}
$$

from which we have finally:

$$
\begin{aligned}
\left.M_{\alpha}^{\frac{1}{2} N}\right|_{s=N^{2}} & \cong g\left\{-\frac{1}{2}\left[q^{2} F_{1}+(N+m) F_{2}\right] \tilde{X}_{\alpha}^{1}+\frac{2 q^{2}}{\Delta \cdot q} F_{1} \tilde{X}_{\alpha}^{2}-F_{2} \widetilde{X}_{\alpha}^{3}\right. \\
& \left.+2 F_{2} \widetilde{\mathcal{K}}_{\alpha}^{4}+\frac{1}{\Delta \cdot q}\left(N^{2}-n^{2}-q^{2}\right) F_{1} \widetilde{X}_{\alpha}^{5}-\left[(N-m) F_{1}+F_{2}\right] \widetilde{K}_{\alpha}^{6}\right\} .(5 \cdot 22-8)
\end{aligned}
$$

We note as a check that this reduces to equation 5.21-6 under the substitutions:

$$
F_{1} \rightarrow F_{1} / q^{2}, \quad F_{2} \rightarrow F_{2} / 2 m, N \rightarrow m
$$

### 5.23 INTEREDTATE RESOMAGOAS WITH SPIN $\left(J+\frac{1}{2}\right) \geqslant 3 / 2$.

We define $n, \mathrm{H}$, and N as in the previous section and now have:
where: $\dot{\mathcal{L}}_{(\nu))^{\top}}^{F}\left(0 \frac{1}{2}, T+-\frac{1}{2}\right)=g\left(p_{\nu}^{\prime}\right)^{\top} I^{F}$,
and the decomposition of $v_{(G) \sigma \kappa}^{i e}\left(J+\frac{1}{2} ; \frac{1}{2}, \gamma\right)$ is given by equations 2.72-8 to 11. We shall modify $2.72-11$ by again explicitly exhibiting a factor of e on the right-hand side. As we are only interested in evaluating $\mathbb{M}_{\alpha}^{J \pm}$ at the point s equals $M^{2}$ we may, in view of the structure of the propagator, make the substitution:

$$
\begin{equation*}
\phi I^{ \pm} \rightarrow(M \mp m) I^{ \pm} \tag{5.23-3}
\end{equation*}
$$

in $v_{(\sigma)^{\top} \alpha}^{ \pm}$.
Dropping terms in $q_{\alpha}$, equation 5.23-1 then reads:

$$
\begin{align*}
& \left.M_{\alpha}^{\top+2}\right|_{s=M^{2}} \because e g I^{F}\left\{\rho^{J+1 / 2}\left(p^{\prime}, q ; K\right)\left(G_{1} \gamma_{\alpha} \pm G_{2} p_{\alpha}\right)\right. \\
& \left.-Q_{; \alpha}^{J+1 / 2}\left(p_{1}^{\prime}, q ; K\right)\left[(M \neq m) G_{1} \pm p \cdot q G_{2} \neq q^{2} G_{3}\right]\right\} I^{ \pm} . \tag{5.23-4}
\end{align*}
$$

$$
\begin{align*}
& \text { From Scadron's paper }{ }^{(9)} \text { we have at } s=M^{2}: \\
& \rho^{J+1 / 2}\left(p^{\prime}, q ; K\right)=\frac{C}{M^{2}(T+1)}\left[M^{2}(K+M) \rho_{J+1}^{\prime}\right. \\
& \left.-\left(M \not \phi^{\prime}+p^{\prime} \cdot K\right)(K-M)(M q+q \cdot K) \rho_{J}^{\prime}\right], \tag{5.23-5}
\end{align*}
$$

and:
$\rho_{; \alpha}^{J+1 / 2}\left(p^{\prime} q ; K\right)=\frac{c_{J+1}}{M^{2} J(T+1)}\left\{\left(M p^{\prime}+p^{\prime} \cdot K\right)(\mid K-M)(M q+q \cdot K)\left[p_{k}^{\prime}(K) p_{\sigma}^{\prime \prime}\right.\right.$

$$
\left.+p^{\prime 2}(K) q_{\alpha}(K) Q_{J-1}^{\prime \prime}\right]-M^{2}(K+M)\left[p_{\alpha}^{\prime}(K) Q_{\widetilde{v}+1}^{\prime \prime}+p^{2}(K) q_{\alpha}(K) Q_{J}^{\prime \prime}\right]
$$

$$
\begin{equation*}
\left.-\left(M p^{\prime}+p \cdot K\right)(K-M)\left(M \gamma_{\alpha}+K_{\alpha}\right) \rho_{T}^{\prime}\right\} \tag{5.23-6}
\end{equation*}
$$

where each of the solid harmonic derivatives has argument:

$$
-p^{\prime}(K) \cdot q(K)
$$

After some tedious algebra, we therefore obtain in view of - the Rarita-Schwinger subsidiary conditions and the Dirac equation:

$$
\begin{align*}
& \left.M_{\alpha}^{J N}\right|_{S=N^{2}} \cong \frac{e g C_{J+1}}{N^{4} T(J+1)} \Gamma^{N} T \sigma_{J+1}^{\prime}\left\{\left[(N+m) \mathcal{L}_{\alpha}^{3}-\mathcal{L}_{\alpha}^{6}\right] G_{2}-\left[\frac{1}{2} \mathcal{L}_{\alpha}^{1}-2 \mathcal{L}_{\alpha}^{3}+(N-m) \mathcal{L}_{\alpha}^{4}\right] G_{1}\right\} \\
& +N^{2} J \rho_{J}^{\prime}\left(p^{\prime} \cdot K-N n_{2}\right)\left\{\left[\frac{1}{2}\left(q \cdot K-N^{2}+N m\right) K_{\alpha}^{1}-2 q \cdot K K_{\alpha}^{3}+(N p \cdot q\right.\right. \\
& \left.\left.-m q \cdot K) \mathcal{L}_{\alpha}^{4}-2 N \mathcal{L}_{\alpha}^{6}\right] G_{1}-\left[(N p \cdot q+m q \cdot K) \mathcal{L}_{\alpha}^{3}+\left(N^{2}+N m-q \cdot K\right) \mathcal{L}_{\alpha}^{6}\right] G_{2}\right\} \\
& -\left\{N ^ { 2 } \left\{\left[\rho_{1}^{\prime} \cdot K p_{J+1}^{\prime \prime}+\phi^{2}(K) q \cdot K p_{J}^{\prime \prime}\right]\left[(N+m) \mathcal{R}_{\alpha}^{3}-\mathcal{L}_{\alpha}^{6}\right]-N^{2} p_{J+1}^{\prime \prime}[(N\right.\right. \\
& \left.\left.+m) \mathcal{L}_{\alpha}^{2}-\mathcal{L}_{\alpha}^{5}\right]\right\}+\left(\phi^{\prime} \cdot K-N m\right)\left\{N ^ { 2 } \rho ^ { \prime } \left[\frac{1}{2} N \mathcal{L}_{\alpha}^{1}-(N+m) \mathcal{L}_{\alpha}^{3}-N(N+m) \mathcal{L}_{\alpha}^{4}\right.\right. \\
& \left.+\mathcal{j}_{\alpha}^{6}\right]+N^{2} \rho_{\sigma}^{\prime \prime}\left[(N \beta \cdot q+m q \cdot K) \mathcal{L}_{\alpha}^{2}+\left(N^{2}+N m-q \cdot K\right) \alpha_{\alpha}^{5}\right] \\
& -\left[p^{\prime} \cdot K p_{J}^{\prime \prime}+p^{\prime 2}(K) q \cdot K p_{J-1}^{\prime \prime}\right]\left[(N p \cdot q+m q \cdot K) \mathcal{L}_{\alpha}^{3}+\left(N^{2}+N m\right.\right. \\
& \left.\left.\left.-q \cdot K) \mathcal{L}_{\alpha}^{6}\right]\right\}_{\mu}^{1}\right\}\left[(N-m) G_{1}+p \cdot q G_{2}-q^{2} G_{3}\right]^{q} \text {. } \tag{5.23-7}
\end{align*}
$$

The solid harmonic derivatives are given by:

$$
\rho_{J}^{(n)}\left[-p^{\prime}(K) \cdot q(K)\right]=(-1)^{-1-n}\left[p^{\prime 2}(K) q^{2}(K)\right]^{\frac{J-n}{2}} p_{J}^{(n)}\left\{\frac{p^{\prime}(K) \cdot q(K)}{\left[p^{1^{2}}(K) q^{2}(K)\right]^{1 / 2}}\right\},
$$

so to evaluate $\left.M_{\alpha}^{\pi N}\right|_{S=N^{2}}$ we need the following relations. obtained from Appendix 5:

$$
\begin{align*}
& \left.p \cdot K\right|_{S=N^{2}}=\frac{1}{2} R,\left.\quad p \cdot q\right|_{S=N^{2}}=\frac{1}{2}\left(N^{2}-m^{2}-q^{2}\right),(5.23-9,10) \\
& \left.q \cdot K\right|_{S=N^{2}}=\frac{1}{2}\left(N^{2}-m^{2}+q^{2}\right),\left.\quad p^{2}(K)\right|_{S=N^{2}}=\frac{1}{4 N^{2}}\left(4 N^{2} m^{2}-R^{2}\right),(5.23-11,12) \\
& \left.q^{2}(K)\right|_{S=N^{2}}=\frac{-1}{4 N^{2}}\left[(N+m)^{2}-q^{2}\right]\left[(N-m)^{2}-q^{2}\right],  \tag{5.23-13}\\
& \left.q(K) \cdot p^{\prime}(K)\right|_{S=N^{2}}=\frac{1}{4 N^{2}}\left[R\left(N^{2}+m^{2}-q^{2}\right)-4 N^{2} m^{2}+2 N^{2} t\right], \quad(5.23-14)
\end{align*}
$$

where we have defined:

$$
\begin{equation*}
R \equiv N^{2}+m^{2}-\mu^{2} \tag{5.23-15}
\end{equation*}
$$

Since $\left.M_{\alpha}^{T N}\right|_{s=N^{2}}$ depends on $\mu$ only through its dependence on $R$, our expressions for specific $\left.M_{\alpha}^{\top N}\right|_{S=N^{2}}$ are considerably simplified if we work with $R$ rather than $\mu$. When saturating sum-rules, however, we must not lose sight of the fact that $R$ also depends on $\mathrm{N}^{2}$ and $\mathrm{m}^{2}$.

The computation of $\left.M_{\alpha}^{J N}\right|_{S=N^{2}}$ for a given value of $J$ is achieved by expanding out the solid harmonicrderivatives and then invoking equations 5.23-9 to 14. Before doing this it is useful to deduce in a general way the basic structure of $\left.M_{w}^{J N}\right|_{S=N^{2}}$ as a polynomial in $t$ and $q^{2}$. This is straightforward, and from the standard equation for the expension of the nth. derivative of a Legendre polynomial we find:

$$
\begin{align*}
\left.M_{\omega}^{J N}\right|_{S=N^{2}} & \sim \operatorname{eg}\left\{\left(a+b q^{2}+c t\right)^{\top}\left(G_{1} \mathcal{L}_{\alpha}^{1,3,4}+G_{2} \mathcal{L}_{\alpha}^{3,6}\right)\right. \\
& +\left(d+f q^{2}+h t\right)^{J-1}\left[G_{1} \alpha_{\alpha \alpha}^{2,5,6}+\left(j+k_{q}^{2}\right) G_{2} \mathcal{L}_{\alpha}^{1,2,4,5}\right. \\
& \left.\left.+q^{2} G_{3} \mathcal{L}_{\alpha}^{1,2,3,4,5,6}\right]\right\} \tag{5.23-16}
\end{align*}
$$

where $a, b, c, d, f, h, j, k$ denote functions only of the masses. The notation of this equation is manifestly loose and inexact, but its meaning should be clear to the reader. It is meant to indicate the values of the integers $r$ and $s$ for all terms of the type $\left(q^{2}\right)^{r}(t)^{s}$ appearing in the coefficient of each of the eighteen egG $, \ldots, 3 \mathcal{L}_{\alpha}^{1, \ldots, 6}$. A knowledge of the powers of $t$ aprearing in each such coefficient is particularly useful, since we are eventually going to separately equate to zero the coefficient of each power of $t$ appearing in the sum-rules. We are now able in advance to deduce, to within polynomials in the masses, the structure of these equations for any attempted saturation of a particular sum-rule.

### 5.24 CONTRIBUTIONS TO THE SUAI-RUIES ONT A 3.6 FRON RESONANCES

WITH SPIN TEREEMESVES。

From equation $5 \cdot 23-16$ we may usefully define in the case of intermediate resonances with spin three-halves:

$$
\begin{equation*}
\left.M_{\alpha}^{1 N}\right|_{5=N^{2}} \equiv \frac{e g}{12 N^{2}} \sum_{i=1}^{6} \sum_{\hat{R}=1}^{3} \sum_{r=0}^{1} a_{i \hbar}^{r} t^{r} G_{i} \tilde{N}_{\alpha}^{i} \tag{5.24-1}
\end{equation*}
$$

where the $a_{i k}^{r}$ are functions only of $q^{2}$ and the masses. From equation 2.21-6 we have:

$$
\begin{equation*}
\left.\frac{C_{J+1}}{J(J+1)}\right|_{J=1}=\frac{1}{3} \tag{5.24-2}
\end{equation*}
$$

and we have chosen for convenience to further factor out the quantity: eg/4N ${ }^{2}$.

In this case we require the expansions:

$$
\begin{array}{lll}
p_{1}^{\prime}=1, & p_{2}^{\prime}=-3 p^{\prime}(K) \cdot q-(K) & , \\
p_{0}^{\prime \prime}=0=p_{1}^{\prime \prime} & , & p_{2}^{\prime \prime}=3
\end{array}
$$

Substitution of these into equation 5.23-7, followed by the use of equations 5.23-9 to 14 and $5.13-4$ enables us to detemine all thirty-six $a_{i k}^{r}$.

Some of these are quite complicated and we certainly don't propose to bore the reader by listing them all here. Instead we merely give those which will be needed later, namely the $a_{3 k}^{r}$ and $a_{6 k}^{r}$. These are as follows:

$$
\begin{array}{ll}
a_{31}^{1}=0=a_{33}^{1}, & a_{32}^{1}=-3 N^{2}, \\
a_{31}^{0}=2\left[m R-N\left(3 N^{2}-9 m^{2}\right)\right], & (5.24-8,9,10) \\
a_{32}^{0}=[2 R+N(3 N+2 m)] q^{2}-N\left[(2 N-7) R+N\left(3 N^{2}+2 N m-7 m^{2}\right)\right], & (5.24-12) \\
a_{33}^{0}=2[R+N(3 N+m)] q^{2},
\end{array}
$$

$$
\begin{array}{ll}
a_{61}^{1}=0=a_{62}^{1}, & a_{63}^{1}=6 N^{2}=-2 a_{32}^{1}, \\
a_{61}^{0}=-4(N-m)(R+N m), & (5.24-14 \text { to 17) } \\
a_{62}^{0}=2\left[(R+N m) q^{2}-\left(N^{2}-m^{2}\right)(2 R+N m)\right], & (5.24-19) \\
a_{63}^{0}=2\left[(R+N m) q^{2}+\left(N^{2}-N m+m^{2}\right) R+N m\left(N^{2}-4 N m+m m^{2}\right)\right] . & (5.24-20)
\end{array}
$$

### 5.25 CONTRIBUTIONS TO THE SUM-RULES ON $A_{3}, 6$ FROM RESONANCBS

 WITH SPIN FIVE-HALVES.Here we may usefully define:

$$
\begin{equation*}
\left.M_{\alpha}^{2 N}\right|_{S=1} \equiv \frac{e g}{80 N^{4}} \sum_{i=1}^{6} \sum_{k=1}^{3} \sum_{r=0}^{2} b_{i k}^{r} t^{r} G_{k} \tilde{K}_{\alpha}^{i}, \tag{5.25-1}
\end{equation*}
$$

where the $b_{i k}^{r}$ are again functions only of $q^{2}, R, N$, and m. We have used the fact that:

$$
\begin{equation*}
\left.\frac{C_{J+1}}{J(J+1)}\right|_{J=2}=\frac{1}{15} \tag{5.25-2}
\end{equation*}
$$

and have also chosen to explicitly exhibit a factor: $3 \mathrm{eg} / 16 \mathrm{~N}^{4}$.
In addition to the expansions of $Q_{2}^{\prime}, Q_{1}^{\prime \prime}$, and $\mathbb{Q}_{2}^{\prime \prime}$ given in the previous section we now need:

$$
\begin{align*}
& \rho_{3}^{\prime}=-\frac{3}{2}\left[5\left(p^{\prime}(K) \cdot q(K)\right)^{2}-p^{\prime 2}(K) q^{2}(K)\right]  \tag{5.25-3}\\
& \rho_{3}^{\prime \prime}=-15 p^{\prime}(K) \cdot q(K) \tag{5.25-4}
\end{align*}
$$

The fifty-four $b_{i k}^{r}$ may then be obtained in the same manner. as vere the $a_{i, k}^{r}$ of the previous section.

Again we list only those $b_{3 k}^{r}$ and $b_{6 k}^{r}$ which we shall need later. They are as follows:

$$
\begin{array}{ll}
b_{31}^{2}=0=b_{33}^{2}, & b_{32}^{2}=10 N^{4}, \\
b_{31}^{1}=4 N^{2}\left[N\left(5 N^{2}-m^{2}\right)-2 m R\right],
\end{array}
$$

$$
\begin{align*}
b_{31}^{0}= & 2\left\{2\left[m R^{2}-N\left(2 N^{2}+N m-m^{2}\right) R-N^{2} m(N-m)^{2}\right] q^{2}\right. \\
& -m\left(3 N^{2}+m^{2}\right) R^{2}+2 N\left[(N+m)\left(2 N^{3}-2 N^{2} m+5 N m^{2}-m^{3}\right) R\right. \\
& \left.\left.+N m\left(N^{4}-10 N^{3} m+2 N m^{3}-m^{4}\right)\right]\right\},  \tag{5.25-9}\\
b_{61}^{2}= & 0=b_{62}^{2}, \\
b_{61}^{1}= & 4 N^{2}[4(N-m) R+N m(3 N-m)],  \tag{5.25-14}\\
b_{61}^{0}= & 2(N-m)\left\{\left(3 N^{2}-2 N m+n^{2}\right) R^{2}+4 N m\left[\left(N^{2}-3 N m+m^{2}\right) R\right.\right. \\
& \left.\left.-2 N m^{2}(N-m)\right]-R(3 R+4 N m) q^{2}\right\}, \tag{5.25-15}
\end{align*}
$$

### 5.3 PRELIA INARY COIS IDERATIONS REGARDING POSSIBLE SATURATIONS.

Before plunging into an attempted saturation of a particular sum-rule with the Eorn-term plus a given superposition of resonances, one would like to know whether such a saturation is likely to prove fruitful. We now investigate the extent to which such pre-cognition is furnished in the general results of sections 5.1 and 2 .

Firstly we show thet sum-rules on $A_{7}$ as defined by equation $4.4-41$ are not saturable with the Born-term plus a superposition of resonances of finite spin.

Equation 5.21-6 indicates that in the real photon limit $t \operatorname{disc}_{\nu} \mathrm{A}_{2}$ receives a contribution:

$$
\frac{4 e g F_{1}(0) t}{t-\mu^{2}}=-4 e g F_{1}(0) \sum_{r=1}^{\infty}\left(\frac{t}{\mu^{2}}\right)^{r}, \quad|t|<\mu^{2},
$$

from the Bom-tem numerator. On the other hand, we saw in section 5.13 that the contribution to $t$ disc,,$_{2}$ from any resonence graph was non-infinite for all $t$ at vanishing $q^{2}$. We have also seen that $t$ disc, $\left(2 A_{1}+n A_{4}\right)$ does not receive $1 / \Delta \cdot q$ poles from the Sorn-term or the resonance graphs. Thus if
$\left(J+\frac{1}{2}\right)$ is the spin of the highest spin resonance (s) used in the saturation, we see from equations 5.13-4 and 5.23-16 that the highest power of $t$ appearing in the contribution to disc ${ }_{2}{ }^{A_{7}}$ of the superposition of resonances will be $t^{J+1}$. After differentiating the sum-rule $(J+2)$ times with respect to $t$, we shall therefore obtain on setting $t$ and $q^{2}$ equal to zero:

$$
e g F_{1}(0)=0,
$$

where $F_{1}(o)$ will carry the superscript $s$ or $v$ according as our sum-rule is on $A_{7}^{s, O}$ or $A_{7}^{V},+,{ }^{-2}$. But our nucleon formfactors are normalised to:

$$
F_{1}^{s, V}(0)=\frac{1}{2},
$$

so for finite $J$ the sum-rule is not saturable at vanishing $q^{2}$ unless $\mathfrak{g}$ vanishes. This would certainly not appear to be the case for the pion or for the pionic resonances.

For non-vanishing $q^{2}$ the above argument does not immediately apply since the resonance graphs then contribute kinematical $1 / \Delta \cdot q$ poles to $t$ disc $\mathcal{L}^{\prime} \mathrm{A}_{2}$. However, the form-factors are supposed to be analytic in $q^{2}$ at zero $q^{2}$, so any attempt to saturate the sum-rule for non-vanishing $q^{2}$ will yield predicttions which will tend smoothly to nonsense as $q^{2}$ tends to zero.

We therefore scrap our sum-rules on $A_{7}$ and turn our attention to those on $A_{3}$ and $A_{6}$. The above considerations do not apply to these latter since no $1 / \Delta \cdot q$ poles are involved.

On defining: $\left.M_{\alpha}^{J N}\right|_{S=N^{2}} \equiv g e \sum_{i=1}^{6} A_{i}^{J N}\left(t, q^{2}\right) \widetilde{Z}_{\alpha}^{i}$, for $J \geqslant 1$,
we note from equations 5.13-4 and 5.23-15 that $A_{3}^{J N}=\sum_{r=0}^{j-1} t^{r}\left(A_{31}^{J N, r} G_{1}+q^{2} A_{33}^{J N, r} G_{3}\right)+\sum_{r=0}^{J} t^{r} A_{32}^{J N, r} G_{2}$,
$A_{6}^{J N}=\sum_{r=0}^{J-1} E^{r} A_{61}^{J N, r} G_{1}+\sum_{r=0}^{J} E^{r}\left(A_{62}^{J N, r} G_{2}+A_{6 \cdot 3}^{T N, r} G_{3}\right)$,
where the $A_{3}^{J, 6 ; 1,2,3}$ are polynomials in $q^{2}$ and the masses but are independent of $t$. In particular, only $G_{2}$ contributes to the coefficient of $t^{J}$ in $A_{3}^{J N}$ winilst the same coefficient in $A_{6}^{J N}$ receives contributions only from $G_{2}$ and $G_{3}$. Also, $G_{3}$ gives no contribution to $A_{3}^{J N}$ at vanishing $q^{2}$ but continues to contribute to $A_{\sigma}^{J N}$ at that point.

Except in as far as resonances with isospin three-halves contribute only to sum-rules on $A_{-3, \overline{6}}^{+,}$, let us assume that we utilise the same set of particles (i.e. resonances plus the nucleon) in attempting to saturate all sum-rules on $A_{3,6}$ corresponding to the production of a given pseudoscalar meson. Let $s^{\prime}$ and s" denote the highest and next highest spins of all those isospin one-half particles utilised, and let $s^{\prime \prime}$ ' and $s^{\prime \prime \prime}$ be the corresponding respective quantities for the isospin three-halves resonances used in the case of sumrules on $A_{3,}^{+} \cdot \bar{\sigma}$

Suppose that for a set of sum-mules on $A_{3,}^{S, V}$ :

$$
s^{\prime} \geqslant 3 / 2
$$

and only one of the isospin one-half particles utilised has this spin. Then on separtely equating to zero each power of $t$ appearing in the sum-rules we shall obtain:
${ }_{2}^{G} S, S^{\prime}\left(s^{\prime}, q^{2}\right)=0$,
(coeffs, of $\left.t^{s^{\prime}-\frac{1}{2}}\right) ;(5.3-8)$
$G_{1}^{S, V}\left(s^{\prime}, \underline{q}^{2}\right)=0$, if $s^{\prime}-2 \geqslant S^{\prime \prime}$, (coefis. of $\left.t^{s^{\prime}-3 / 2}\right) .(5.3-9)$
If a similar situation obtains in the case of a set of sum-rules on $A, \frac{0}{3},{ }_{6}, ~$ these will yield:
$\epsilon_{2,3}^{s}\left(s^{\prime}, q^{2}\right)=0$,
(coefis. of $t^{s t-1 / 2}$ in $A_{3,6}^{0}$ );
$G_{1}^{s}\left(s^{\prime}, q^{2}\right)=0$, if $s^{\prime}-2 \geqslant s^{\prime \prime}$,
(coerifs. of $t^{5-3 / 2}$ in $A_{3,6}^{0}$ );

$$
\begin{align*}
& G_{2,3}^{v}\left(s^{\prime}, q^{2}\right)=0, \text { if } s^{\prime}-1 \geqslant s^{\prime \prime \prime}, \quad\left(\text { coerfs. of } t^{s^{\prime}-1 / 2} \text { in } A_{3,6}^{+,-}\right) ; \\
& \left.G_{1}^{v}\left(s^{\prime}, q^{2}\right)=0, \text { if } s^{\prime}-2 \geqslant \operatorname{Max}\left(s^{\prime \prime} s^{\prime \prime \prime}\right), \text { (coeffs. of } t^{s^{\prime}-3 / 2} \text { in } A_{3,6}^{+,-}\right) \tag{5,3-12,13}
\end{align*}
$$

Similarly, if for a set of sum-rules on $A_{3,6}^{+},{ }^{-}$:

$$
s^{\prime \prime \prime} \geqslant 3 / 2
$$

and only one of the isospin three-halves resonances has this spin we shall obtain:

$$
\begin{align*}
& G_{2,3}^{v}\left(s^{\prime \prime \prime}, q^{2}\right)=0, \text { if } s^{\prime \prime \prime}-1 \geqslant s^{\prime}, \quad\left(\text { coesis. of } t^{s^{\prime \prime \prime}-1 / 2} \text { in } A_{3,6}^{+,-}\right) ; \\
& G_{1}^{v}\left(s_{,}^{\prime \prime \prime} q^{2}\right)=0, \text { if } s^{\prime \prime \prime}-2 \geqslant \operatorname{Max}\left(s_{9}^{\prime} s^{\prime \prime \prime}\right),\left(\text { coers. of } s^{s^{\prime \prime \prime}-3 / 2} A_{3,6}^{+,-}\right) \tag{5.3-15,16}
\end{align*}
$$

The spin in the argument of each form-factor indicates the resonance involved.

Equations 5.3-8 to 13 and 15,16 are identities in $q^{2}$ and are useful in two ways. Firstly they tell us whether a given superposition of resonances is likely to saturate the sum-rules. Clearly the sum-rules are not well-saturated if they are forced to predict the vanishing of all form-factors corresponding to a given resonance. Secondly, if we know in advance that a given saturation is going to predict that all $G_{2,3}$ form-factors corresponding to a given resonance vanish, we only need to compute the coefficient of $G_{f}$ in the $A_{3,}^{J}, W^{N}$ corresponding to that resonance.

Since resonances with isopsin three-halves contribute only to sum-rules on $A_{3}^{+},-\overline{6}$ we may finally enquire whether it is reasonable to try and saturate summules on $A_{3,5}^{0,+}$, with the Born-term plus a superposition of isospin three-halves resonances only.

From 5.21-5 and 5.12-16 we see that the contributions of
the Born-term numerator to disc $\nu A_{3}^{0}$ and $\operatorname{disc}_{\nu} A_{6}^{0}$ are given by:

$$
A_{3}^{0, B}=A_{6}^{0, B}=-\log F_{2}^{5}\left(q^{2}\right) / 2 m
$$

So with this saturation the sum-rules on $A_{3}^{0}$ and $A_{6}^{0}$ both imply the identity:

$$
F_{2}^{s}\left(q^{2}\right)=0
$$

that is:

$$
\begin{equation*}
F_{2}^{p}\left(q^{2}\right)=-F_{2}^{n}\left(q^{2}\right) \tag{5.3-19}
\end{equation*}
$$

These equations appear to be satisfied experimentally to within about $5 \%$ at all values of ${ }^{2}$ for which they have been tested. At vanishing $q^{2} 5 \cdot 3-19$ relates the anomalous magnetic moments of the proton and neutron according to:

$$
\begin{equation*}
K^{p}=-K^{n} \tag{5.3-20}
\end{equation*}
$$

The presence of the isospin three-halves resonances in the saturation prevent the sum-rules on $A^{+}, \overline{6}$ from implying the contradictory result:

$$
F_{2}^{V}\left(q^{2}\right)=0
$$

so we are not forced to the erroneous conclusion:

$$
\begin{equation*}
F_{2}^{p}\left(q^{2}\right)=0=F_{2}^{n}\left(q^{2}\right) \tag{5.3-22}
\end{equation*}
$$

In the following sections, whilst bearing in mind the results of this one, we shall try to saturate the summules on $A_{3,6}$ for the production of given mesons with the Born-term together with those resonances which are clearly seen experimentally in the process under consideration.

The squared coupling constants for the decays in to the final state of the various resonances utilised are related to the observed partial widths in Appendix 8. Such computations leave undetermined the sign of these coupling constantis, and we have taken them to be positive in all cases.

Each coupling constant appears in the various sum-rules multiplied by a form-factor. If improved experimental evidence determines a given coupling constant to be negative, the corresponding form-factor in our predictions must be multiplied by an additional factor of minus unity.

Similar remarks apply to the pion-nucleon coupling constant which ve have taken to be positive, but the relative signs of this and the $\eta$-nucleon coupling constant are determined by $S U(6)$ symmetry.

### 5.4 APPROXTMATE SATURATION OF THE SUTA-RULES FOR N-PRODUGTION.

 For production of pseudoscalar mesons with zero isospin we have ordinary sum-rules on $A_{3}^{S}, 6$ for those with positive C-parity, (the $\eta, \eta^{\prime}$, and $E$ ); and on $A_{7}^{S, V}$ for those with negative C-parity. This latter case is hypothetical to date, but in any case we have already seen that sum-rules on $A_{7}$ cannot be saturated using the resonance approximation. In the former case, only the photo-production of the $\eta$ has been studied in any detail, and we shall accordingly restrict ourselves to a saturation of the sum-rules for production of this particle.The only resonance which has been clearly seen in $\eta$-photoproduction is the $N(1550)$ with ${ }^{(15)}$

$$
\begin{equation*}
\left(I, J^{-p}\right)=\left(\frac{1}{2}, \frac{1}{2}^{-}\right) \tag{5.4-1}
\end{equation*}
$$

a situation in qualitative agreement with the fact that this is the only know resonance with an appreciable width for decay into $\mathrm{N} \eta$. Indeed with: ${ }^{(15)}$

$$
\Gamma(1550 \rightarrow N \eta) \simeq 0.70 \Gamma_{\text {total }}(1550),
$$

and:

$$
\begin{equation*}
\Gamma_{\text {total }}(1550) \simeq 130 \mathrm{McV}, \tag{5.4-3}
\end{equation*}
$$

this partial width is quite large. We shall try to saturate the sum-rules for photo- and electrosroduction of the vilth just the nucleon and the $N(1550)$. With $M$ and $\Gamma$ denoting the mass and total widh of this resonence, and $\mu$ denoting the pion mass, we then have in view of equations 5.11-1, 5.12-8 and 9, 5.21-5, and 5.22-8 that the predictions of the sum-rules are as follows. From the sum-rules on $A_{3}^{S}, V$ :

$$
Y(1550,130) g(1550 \rightarrow N \eta) F_{2}^{s_{2} v}(\eta N \rightarrow 1550)=\frac{-g(N \rightarrow N \eta)}{2 m} F_{2}^{s, v}(\partial N \rightarrow N), \quad(5.4-4,5)
$$

and from, the sum-rules on $A_{6}^{S}, V$ :


$$
=\frac{-1}{2 m} g(N \rightarrow N \eta) F_{2}^{s_{v} v}(\eta N \rightarrow N)
$$

In these four equations we have introduced the shorthand notation:

$$
Y(M, \Gamma) \equiv \frac{1}{2}+\frac{1}{J \pi} \tan ^{-1}\left[\frac{M^{2}-(m+\mu)^{2}}{M M^{2}}\right]
$$

The pion mass appears because although the final meson is an
$\eta$ the s-channel cut still starts at $(m+\mu)^{2}$.
The solution of equations $5.4-4$ to 7 is a trivial matter and they yield:

$$
\begin{align*}
& F_{1}\left(\gamma_{p \rightarrow 1550^{+}}\right)=0=F_{1}\left(\gamma n \rightarrow 1550^{\circ}\right)  \tag{5.4-9,10}\\
& \frac{F_{2}\left(\gamma n \rightarrow 1550^{\circ}\right)}{F_{2}\left(\gamma p \rightarrow 1550^{\circ}\right)}=\frac{F_{2}(\gamma n \rightarrow n)}{F_{2}(\gamma p \rightarrow p)}  \tag{5.4-11}\\
& F_{2}\left(\gamma_{p} \rightarrow 1550^{\circ}\right)=\frac{-g(N \rightarrow N \eta) F_{2}(\gamma p \rightarrow p)}{2 m Y(1550,130) g(1550 \rightarrow N \eta)}
\end{align*}
$$

We stress that these equations hold for all non-positive definite $q^{2}$.

The first two equations predict the vanishing for all non-positive $q^{2}$ of the pair of $\gamma \boldsymbol{\gamma} \boldsymbol{\sim} \boldsymbol{1} 550$ form-factors wich appear only in the virtual photonic case. These two equations
cannot be obtained from pure photoproduction sum-rules.
Equation 5.4-11 predicts that the "moment" form-factors for the $\gamma \boldsymbol{\gamma} \rightarrow 1550$ vertex are in the same ratio as the corresponding nucleon ones. In as far ss the empirjcal scaling relatjons:

$$
G_{e}^{p}\left(q^{2}\right) \simeq \frac{G_{m}^{p}\left(q^{2}\right)}{1+K^{p}} \simeq \frac{G_{m}^{n}\left(q^{2}\right)}{K^{n}}, G_{e}^{n}\left(q^{2}\right) \simeq 0,
$$

$$
(5.4-13,14,15)
$$

are valid the right-hand side of 5.4-11 may be replaced for $211 q^{2}$ by:

$$
K^{n} / c^{p} \simeq-1.067
$$

Taking the respective mean masses of the nucleon and the pion to be 939 MeV and 138 MeV we obtain:

$$
Y(1550,130) \approx 0.94 .9
$$

and from Appendix 8, Table A8-I:

$$
g(1550 \rightarrow N \eta)=2 \cdot 11 .
$$

Thus 5.4--12 predicts:

$$
F_{2}\left(\gamma p \rightarrow 1550^{-r}\right)=-(0.266)\left[g(N \rightarrow N \eta) F_{2}(\gamma p \rightarrow p)\right] \mathrm{GeV}^{-1}
$$

If we decide to relate $g(N \rightarrow N \eta)$ to $g(N \rightarrow N \pi)$ by
unitary symmetry we must go at least to $S U(6)$, the $F / D$ coupling ratio and $\eta-\eta^{\prime}$ mixing angle being involved at the $S U(3)$ level. With the $S U(6)$ predictions of negligible mixing and an $F / D$ coupling ratio of $+2 / 3$, we have:

$$
g(N \rightarrow N \eta)=+\frac{6}{5} \frac{\sqrt{3}}{5} g(N \rightarrow N \pi)
$$

so with $g(N \rightarrow N \pi)$ given by equetion $5.51-6,5.4-19$ reads finally:

$$
\begin{align*}
& \text { nally: } \\
& F_{2}\left(\gamma_{p} \rightarrow 1550^{+}\right)=((\lambda \cdot 26) \\
& h^{-1}(\lambda) / F_{2}\left(\gamma_{p} \rightarrow \phi\right) \mathrm{GeV}^{-1}
\end{align*}
$$

In case the reader is mystified by the dimensions of $F_{2}\left(\gamma_{i} \rightarrow 1550\right)$, we remind him that although we are using the conventional dimensionless nucleon form-fectors, our $F_{2}(\gamma i \rightarrow 1550)$ as defined by 2.71-21 has dimensions of mass ${ }^{-1}$. These dimensions
are then carried by the coefficient of $F_{2}(\gamma N \rightarrow N)$ in equations $5.4-12,19$, and 21.

### 5.5 SOME APEROXIGATE SATURATIOIS OF THE SUM-RULES FOR EION ERODUCTION.

5.51 INTRODUCTORY REAARKSAND DEPTNTRTOIS

In the case of the production of pseudoscalar mesons with isospin unity we have ordinary sum-rules on: $A_{3}^{0}, 4$, $A_{6}^{0},+$, and $A_{7}^{-}$for the pion, and on: $A_{7}^{0, t}$ for the hypothetical case where the meson has negative O-perity. Having already seen that sum-rules on $A_{7}$ camot be saturated in the resonance approximation we now restrjet ourselves to the $A, 0,6$ sum-rules for pion production.

The situation here is a little less certain than that of the previous section. A large number of barjonic resonances with appreciable partial widths for decay into $N \mathbb{N}$ are now
(15) known and might be expected to contribute to this production process. Whilst the $\Delta(1236)$ with

$$
\begin{equation*}
\left(I, J^{P}, \Gamma\right)_{\Delta(1236)}=\left(3 / 2,3 / 2^{+}, 120\right) \tag{5.51-1}
\end{equation*}
$$

is very clearly seen in photoproduction, the higher resonances would not appear as yet to be fully disentangled. The experimental evidence favours the view that this process is dominated at low energies by, (apaxt from the $\Delta(1236)$ ), the $N(1525)$ with

$$
\begin{equation*}
\left(I, J^{P}, \Gamma\right)_{N(1525)}=\left(1 / 2,3 / 2^{-}, 115\right) \tag{5.51-2}
\end{equation*}
$$

and the $N(1688)$ with

$$
\begin{equation*}
\left(I, J^{P}, \Gamma\right)_{\mathbb{N}(1688)}=\left(1 / 2,5 / 2^{+}, 130\right) \tag{5.51-3}
\end{equation*}
$$

On the other hand, the possibility of an apprecieble cortribution from the $N(1680)$ with

$$
\begin{equation*}
\left(I, J^{P}, \Gamma\right)_{\Gamma(1680)}=\left(1 / 2,5 / 2^{-}, 170\right) \tag{5.51-4}
\end{equation*}
$$

is not completely ruled out. Low energy pion photoproduction does not appear to receive any appreciable contributions from resonances with spin-one-half. In particular, the presence of the Roper resonance, $N(1470)$, with

$$
\left(I, J^{P}, \Gamma\right)_{N(1470)}=\left(1 / 2,1 / 2^{+}, 210\right)
$$

has not been detected experimentally.
In the following section we accordingly attempt to saturate the sum-rules with the nucleon together with the $\Delta(1236), N(1525), N(1680)$, and $N(1688)$. The predictions obteined are not very illuminating at present and in the subsequent sections we attempt to gain more useful (and approximate) predictions by procressively leaving out the higher mass resonances.

But first, let us define some further symbols to simplify the notation of the following sections.

We keep the symbols $m$ and $\mu$ for the nucleon and pion masses, and define $M_{1}, M_{2}, M_{3}$, and $M_{4}$ to be the respective masses of the $\Delta(1236), N(1525), \mathbb{N}(1680)$, and $N(1688)$. The standard notation is used for the nucleon form-factors and g(iN) will stand for the pion-nucleon coupling constent. We shall adopt the value:

$$
\begin{equation*}
g^{2}(N) / 4 \pi=14 \cdot 8 \tag{5.51-6}
\end{equation*}
$$

corresponding in standard notation to

$$
\begin{equation*}
f^{2} / 4 \pi=0.080 \tag{5.5!-6A}
\end{equation*}
$$

The symbol $g(1236)$ will deriote the coupling constant for the interaction: $\Delta(1236) \rightarrow N \pi$, and $G, \frac{V}{1,2,3}(1236)$ will be the $O(3,1) \otimes \mathrm{SU}(2)$ form-factors for: $\gamma \mathbb{N} \rightarrow \Delta(1236)$. Similar notation will be used for the remaining coupling constents
and form-factors. The relevant coupling constants are computed in Appendix 8 using equations 5.51-1 to 4 , (taken from the January 1968 Rosenfeld tables), as input data.

The finite width correction factors, $Y(n, \Gamma)$, are defined as in the previous section, the s-chemel cut again starting at the point $(\tilde{m}+\mu)^{2}$. With the above input data we find:

$$
\begin{array}{ll}
Y(1236,120)=0.878, & Y(1525,115)=0.953, \\
Y(1680,170)=0.946, & Y(1688,130)=0.959,(5.51-7 \text { to } 10)
\end{array}
$$

so as in the previous section, the predictions of the sum-rules will differ but slightly from those which would have been obtained had we neglected the widths of the resonances.

It will prove convenient to define:

$$
\begin{aligned}
& G_{1,2,3}\left(q^{2}\right)=\frac{m g(1236)}{g M_{1}^{2} g(N)} Y(1236,120) G_{1,2,3}^{v}(1236), \\
& H_{1,2,3}^{s, v}\left(q^{2}\right)=\frac{m g(1525)}{6 M_{2}^{2} g(N)} Y(1525,115) G_{1,2,3}^{s, v}(1525), \\
& K_{1,2,3}^{s, v}\left(q^{2}\right)=\frac{m g(1680)}{40 M_{3}^{4} g(N)} Y(1680,170) G_{1,2,3}^{s, V}(1680), \\
& L_{1,2,3}^{s, v}\left(q^{2}\right)=\frac{m g(1688)}{4 O M_{4}^{4} g(N)} Y(1688,130) G_{1,2,3}^{s, v}(1688),
\end{aligned} \quad(5.51-14),
$$

in which the various coupling constants, masses, and numerical factors are suggested by the structure of eguations 5.11-1, $5 \cdot 12-16$ to $19,5.21-6,5.24-1,5.25-1$, and 5.4-8.

Finally, in view of equations $5.24-1$ and $5.25-1$ we shall define quantities $(W, X, Y, Z)_{i k}^{r}$ which are functions only of $q^{2}$ and the relevant masses, by:

$M_{\alpha}^{j}(1680) \equiv e \sum_{i=1}^{6} \sum_{k=1}^{3} \sum_{r=0}^{2} Y_{i k}^{r} t^{r} \tilde{\mathscr{K}}_{\alpha}^{i}\left(K_{k}^{S} \tau_{j}+K_{k}^{v} \delta_{j 3}\right),(5.51-17)$
$M_{c}^{j}(1688) \equiv e \sum_{i=1}^{6} \sum_{k=1}^{3} \sum_{r=0}^{z} Z_{i k}^{r} t^{r} \widetilde{K}_{\alpha}^{i}\left(L_{k}^{s} \tau_{j}+L_{k}^{v} \delta_{j 3}\right),(5.51-18)$
where the quantities on the leit-hand sides are the $0(3,1) \otimes \mathrm{SU}(2)$ space $\mathbb{L}$-functions corresponding to the pole-graph numerators for the intermediate states inaicated. The ( $\because, X, Y, Z)_{i k}^{r}$ that we shall need may then be computed from equations $5.24-8$ to 20 or 5.25-5 to 15 as appropriate by inscrtinc the relevant mass $x$ normality product for N .

Specifically, with:

$$
R_{1,2,3,4} \equiv M_{1,2,3,4}^{2}+m^{2}-\mu^{2}
$$

we have:

$$
\begin{array}{ll}
W_{i k}^{r}=\left.a_{i k}^{r}\right|_{N=-M_{1}} ^{N=R_{1}}, & X_{i k}^{r}=\left.a_{i k}^{r}\right|_{\substack{N=M_{2} \\
R=R_{2}}}, \\
Y_{i k}^{r}=\left.b_{i k}^{r}\right|_{N=-M_{3}} ^{N=R_{3}}, & Z_{i k}^{r}=\left.b_{i k}^{r}\right|_{\substack{N=M_{4} \\
R=R_{4}}},
\end{array}
$$

$$
(5.51-20,21)
$$

$$
(5 \cdot 51-22,23)
$$

## 

In terns of the quantities defined in the previous section, we obtain the following equations on separately equating to zero the coefficient of each power of $t$ appearing in each or the four sum-rules after attempted saturation. Repeated k indices are meant to imply sumnation over $k=1,2,3$. In deriving these relations we have made use of equations: $5.24-8,9$, and 14 to 17, and: 5.25-5,6, and 10 to 13 .

Sum-rule on $A_{3}^{\circ}$

Coefficient of $t^{2}$ :

$$
\begin{equation*}
Y_{32}^{2} K_{2}^{S}+Z_{32}^{2} L_{2}^{5}=0 \tag{5.52-1}
\end{equation*}
$$

coefficient of $t$ :

$$
\begin{equation*}
X_{32}^{1} H_{2}^{S}+Y_{3 k}^{1} K_{k}^{S}+Z_{3 k}^{1} L_{R}^{S}=0 \tag{5.52-2}
\end{equation*}
$$

coefficient of $t^{0}$ :

$$
\begin{equation*}
X_{3 R}^{0} H_{R}^{S}+Y_{3 K}^{0} K_{R}^{S}+Z_{3 R}^{0} L_{R}^{S}=F_{2}^{S} \tag{5.52-3}
\end{equation*}
$$

Sum-rule on $A_{6}^{\circ}$
Coefficient of $t^{2}$ :

$$
\begin{equation*}
Y_{32}^{2} K_{3}^{S}+Z_{32}^{2} L_{3}^{5}=0 \tag{5.52-4}
\end{equation*}
$$

coefficient of $t$ :

$$
\begin{equation*}
-2 X_{32}^{1} H_{3}^{s}+Y_{610}^{1} K_{f e}^{s}+Z_{6 R^{2}}^{1} L_{k}^{s}=0 \tag{5.52-5}
\end{equation*}
$$

coefficicient of $t^{0}$ :

$$
\begin{equation*}
X_{6 R}^{0} H_{R}^{S}+Y_{6 R}^{0} K_{R}^{S}+Z_{6 R}^{0} L_{R}^{S}=F_{2}^{5} \tag{5.52-5}
\end{equation*}
$$

Sum-rule on $A_{3}^{+}$
Coefficient of $t^{2}$ :

$$
Y_{32}^{2} K_{2}^{V}+Z_{32}^{2} L_{2}^{v}=0
$$

coefficient of $t$ :

$$
\begin{equation*}
W_{32}^{1} G_{2}+X_{32}^{1} H_{2}^{V}+Y_{3 k}^{1} K_{k}^{V}+Z_{3 k}^{1} L_{k}^{V}=0 \tag{5.52-8}
\end{equation*}
$$

coefficient of $t^{0}$ :

$$
\begin{equation*}
W_{3 k}^{0} l_{V k}+X_{3 k}^{0} H_{k}^{v}+Y_{3 k}^{0} K_{k}^{v}+Z_{3 k}^{0} L_{k}^{v}=F_{2}^{v} \tag{5.52-9}
\end{equation*}
$$

Sum-rule on $A_{6}^{+}$
Coefricient of $t^{2}$ :

$$
Y_{32}^{2} K_{3}^{V}+Z_{32}^{2} L_{3}^{v}=0
$$

coefficient of $t$ :

$$
\begin{equation*}
-2 W_{32}^{1} G_{3}-2 X_{32}^{1} H_{3}^{V}+Y_{6 k}^{1} K_{k}^{V}+Z_{6 k^{L}}^{1} L_{k}^{V}=0 \tag{5.52-11}
\end{equation*}
$$

coefficient of $t^{\circ}$ :

$$
\begin{equation*}
W_{6 k}^{0} Y_{k k}+X_{6 k}^{0} H_{k}^{V}+Y_{6 k}^{0} K_{k}^{v}+Z_{6 k}^{0} L_{-k}^{v}=F_{2}^{V} . \tag{5.52-12}
\end{equation*}
$$

From equations $5.52-1,4,7$, and 10 we have immediately
the predictions:

$$
\begin{equation*}
\frac{K_{2}^{S}}{L_{2}^{S}}=\frac{K_{3}^{S}}{L_{3}^{S}}=\frac{K_{2}^{V}}{L_{2}^{V}}=\frac{K_{3}^{V}}{L_{3}^{V}}=-\frac{Z_{32}^{2}}{Y_{32}^{2}}=-\frac{M_{4}^{4}}{M_{3}^{4^{*}}} \tag{5.52-13}
\end{equation*}
$$

This set of relations holos independently of the other resonances used in the saturation provided none or these has spin exceeding three-halves. In view of equations 5.51-13 and $14,5.52-13$ reduces to: $\frac{G_{2}^{s}(1680)}{G_{2}^{s}(1688)}=\frac{G_{3}^{s}(1680)}{G_{3}^{s}(1680)}=\frac{G_{2}^{v}(1680)}{G_{2}^{v}(1688)}=\frac{G_{3}^{v}(1680)}{G_{3}^{v}(1688)}=-\frac{g(1688) Y(1688,130)}{g(1680) Y(1680,170)} \simeq-39 \cdot 4$.

One may equally well replace the superscripts $s$ and $v$ in these equations by superscripts 0 and + referring to the charge of the resonance.

In conjunction with 5.52-13 we may use equations 5.52-2, 3,5, and 6 to express $G_{1}^{S}(1680)$ and $G_{1,2,3}^{S}(1688)$ in terms of $G_{1,2,3}^{S}(1525)$ and $F_{2}^{S}$. Similarly, from $5.52-8,9,12$, and 13 we may obtain $G_{1}^{V}(1680)$ and $G_{1,2,3}^{V}(1688)$ in terms of $G_{1,2,3}^{V}(1525)$, $G_{1,2,3}{ }^{(1236)}$, and $F_{2}^{V}$. The present scarcity of experimental. data on the $G_{1,2,3}^{5, v}(1525)$ does not render such information very useful at the present time, and we shall not pursue this particuler attempt at saturation any further.

## 

If the contributions from the $N(1680)$ are left out of the equations of the previous section, 5.52-1, 4, 7, and 10 become:

$$
\begin{equation*}
L_{2}^{s}=L_{3}^{s}=L_{2}^{v}=L_{3}^{v}=0, \tag{5.53-1}
\end{equation*}
$$

that is, we have the prediction that $G_{2}$ and $G_{3}$ vanish identically for both charge states of the $N(1688)$.

Zauations 5.52-2 and 5.52-5 may therefore be written:

$$
\begin{align*}
& H_{2}^{s}=-Z_{31}^{1} L_{1}^{s} / X_{32}^{1}  \tag{5.53-2}\\
& H_{3}^{s}=Z_{61}^{1} L_{1}^{s} / X_{22}^{1} \tag{5.53-3}
\end{align*}
$$

and on defining:

$$
\begin{align*}
& V_{1} \equiv X_{32}^{1} Z_{31}^{0}-X_{32}^{0} Z_{31}^{1}+\frac{1}{2} X_{33}^{0} Z_{61}^{1},  \tag{5.53-4}\\
& V_{2} \equiv X_{32}^{1} Z_{61}^{0}-X_{62}^{0} Z_{31}^{1}+\frac{1}{2} X_{63}^{0} Z_{61}^{1}, \tag{5.53-5}
\end{align*}
$$

equations 5.52-3 and 6 become:

$$
\begin{align*}
& X_{32}^{1} X_{31}^{0} H_{1}^{s}+V_{1} L_{1}^{s}=X_{32}^{1} F_{2}^{s}  \tag{5.53-6}\\
& X_{32}^{1} X_{61}^{0} H_{1}^{s}+V_{2} L_{1}^{s}=X_{32}^{1} F_{2}^{s} \tag{5.53-7}
\end{align*}
$$

These equations may be solved for $I_{1}^{S}$ and $H_{1,2,3}^{S}$ in terms of $\mathrm{F}_{2}$ yielaing:

$$
\begin{align*}
& L_{1}^{s}=\left(X_{61}^{0} V_{1}-X_{31}^{0} V_{2}\right)^{-1} X_{32}^{1}\left(X_{61}^{0}-X_{31}^{0}\right) F_{2}^{s},  \tag{5.53-8}\\
& H_{1}^{s}=\left(X_{61}^{0} V_{1}-X_{31}^{0} V_{2}\right)^{-1}\left(V_{1}-V_{2}\right) F_{2}^{s},  \tag{5.53-9}\\
& H_{2}^{s}=-\left(X_{61}^{0} V_{1}-X_{31}^{0} V_{2}\right)^{-1} Z_{31}^{1}\left(X_{61}^{0}-X_{31}^{0}\right) F_{2}^{s},  \tag{5.53-10}\\
& H_{3}^{s}=\frac{1}{2}\left(X_{61}^{0} V_{1}-X_{31}^{0} V_{2}\right)^{-1} Z_{61}^{1}\left(X_{61}^{0}-X_{31}^{0}\right) F_{2}^{s}, \tag{5.53-11}
\end{align*}
$$

Now $X_{32}^{1}, z_{31}^{1}, z_{61}^{1}, X_{61}^{0}$, and $X_{31}^{0}$ depend only on the masses, but $\left(V_{1}-V_{2}\right)$ and $\left(X_{61}^{0} V_{1}-X_{31}^{0} V_{2}\right)$ are Iinear functions of $q^{2}$. It turns out that:

$$
\begin{align*}
& \left(V_{1}-V_{2}\right)=-(3.03)\left(10^{2}\right)\left(4 \cdot 48-q^{2}\right)  \tag{5.53-12}\\
& \left(X_{61}^{0} V_{1}-X_{31}^{0} V_{2}\right)=(3 \cdot 24)\left(10^{3}\right)\left(6 \cdot 48-q^{2}\right) \tag{5.53-13}
\end{align*}
$$

where in these, and in all subsequent equations, the evaluated functions of the masses are expressed in units of $\mathrm{GeV} / \mathrm{c}$ raised to the appropriate power. In connection with these equations we remind the reader that our choice of metric corresponds to positive $q^{2}$ for time-like photons. There is certajnly nothing very startling about the prediction that $G_{1}^{S}(1688)$ includes a iactor (4.48- $q^{2}$ ), and since the M(1688) - $\bar{N}(939)$ pair production threshold is situated at the time-like point:

$$
\begin{equation*}
q^{2}=\left(M_{4}+m\right)^{2} \simeq 6.91 \mathrm{GeV}^{2}, \tag{5.53-14}
\end{equation*}
$$

there is no objection to a pole in this fommefactor at

$$
\begin{equation*}
q^{2}=6.48 \mathrm{GeV}^{2} \tag{5.53-15}
\end{equation*}
$$

However, since this point lies above the $\operatorname{IN}(1525)$-IN(939) production threshold:

$$
\begin{equation*}
q^{2}=\left(M_{2}+m\right)^{2} \approx 6.08 \mathrm{GeV}^{2} \tag{5.53-16}
\end{equation*}
$$

we require that the $G_{1,2,3} \mathrm{~S}$ (1525) should be finite at the point given by 5.53-15. Hence we have the adaitional prediction:

$$
\begin{equation*}
\mathrm{F}_{2}^{S}\left(q^{2} \simeq 6.48\right)=0 \tag{5.53-17}
\end{equation*}
$$

There is really no experimental evidence to confirm or contradict this prediction. Al though it does not satisfy the combined empirical scaling laws $1.2-17$ and 20 , we have already seen that the former of these violates the threshold constraint 1.2-16 in continned unmodiried to time-like $q^{2}$. It becomes a plausible preajction if one bears in mind that the equation:

$$
\begin{equation*}
F_{2}^{P}(0)=-F_{2}^{n}(0) \tag{5.53-18}
\end{equation*}
$$

if satisfied to within about $5 \%$.

Let us now turn to the remajning"isovector" equations. On leaving out the $\mathrm{N}(1680)$ contributions, equations 5.52-8 and 11 now read in view of $5.53-1$ :

$$
\begin{align*}
& H_{2}^{v}=-\frac{1}{X_{32}^{1}}\left(Z_{31}^{1} L_{1}^{v}+W_{32}^{1} l_{g_{2}}\right) .  \tag{5.53-19}\\
& H_{3}^{v}=\frac{1}{2 X_{32}^{1}}\left(Z_{61}^{1} L_{1}^{v}-2 W_{32}^{1} l_{3}\right) . \tag{5.53-20}
\end{align*}
$$

On defining:

$$
\begin{align*}
& V_{3} \equiv\left(W_{32}^{1} X_{32}^{0}-W_{32}^{0} X_{32}^{1}\right),  \tag{5.53-21}\\
& V_{4} \equiv\left(W_{32}^{1} X_{62}^{0}-W_{62}^{0} X_{32}^{1}\right)  \tag{5.53-22}\\
& V_{5} \equiv\left(W_{32}^{1} X_{33}^{0}-W_{33}^{0} X_{32}^{1}\right)  \tag{5.53-23}\\
& V_{6} \equiv\left(W_{32}^{1} X_{63}^{0}-W_{63}^{0} X_{32}^{1}\right), \tag{5.53-24}
\end{align*}
$$

equations $5.52-9$ and 12 therefore reduce to:

$$
\begin{align*}
& X_{31}^{0} X_{32}^{1} H_{1}^{v}+V_{1} \operatorname{La1}_{1}^{v}=X_{32}^{1}\left(F_{2}^{v}-W_{31}^{0} G_{1}\right)+V_{3} G_{2}+V_{5} G_{3},  \tag{5.53-25}\\
& X_{61}^{0} X_{32}^{1} H_{1}^{v}+V_{2} L_{1}^{v}=X_{32}^{1}\left(F_{2}^{v}-W_{61}^{0} G_{1}\right)+V_{4} \ell_{2}+V_{6} g_{3}
\end{align*}
$$

We may use $5.53-19,20,25$ and 26 to obtain $T_{1}^{V}$ and $\mathrm{H}_{1,2,3}^{\mathrm{V}}$ in terms of $\mathrm{F}_{2}^{\mathrm{V}}$ and $\mathrm{G}_{1}, 2,3$. The solutions are:

$$
\begin{align*}
L_{1}^{V}= & \left(X_{61}^{0} V_{1}-X_{31}^{0} V_{2}\right)^{-1}\left[X_{32}^{1}\left(X_{61}^{0}-X_{31}^{0}\right) F_{2}^{0}+X_{32}^{1}\left(W_{61}^{0} X_{31}^{0}-W_{31}^{0} X_{61}^{0}\right) Y_{1}\right. \\
& \left.+\left(X_{61}^{0} V_{3}-X_{31}^{0} V_{4}\right) Y_{2}+\left(X_{61}^{0} V_{5}-X_{31}^{0} V_{6}\right) Y_{3}\right], \\
H_{1}^{V}= & {\left[X_{32}^{1}\left(X_{61}^{0} V_{1}-X_{31}^{0} V_{2}\right)\right]^{-1}\left[X_{32}^{1}\left(V_{1}-V_{2}\right) F_{2}^{0}-X_{32}^{1}\left(W_{61}^{0} V_{1}-W_{31}^{0} V_{2}\right) Y_{1}\right.} \\
& \left.+\left(V_{1} V_{4}-V_{2} V_{3}\right) Y_{2}+\left(V_{1} V_{6}-V_{2} V_{5}\right) Y_{3}\right],  \tag{5.53-28}\\
H_{2}^{V}= & \left.-Z_{31}^{1}\left[X_{32}^{1}\left(X_{61}^{0} V_{1}-X_{31}^{0} V_{2}\right)\right]\right]^{-1}\left\{X_{32}^{1}\left(X_{61}^{0}-X_{31}^{0}\right) F_{2}^{0}+X_{32}^{1}\left(W_{61}^{0} X_{31}^{0}-W_{31}^{0} X_{61}^{0}\right) Y_{1}+\left[\left(X_{61}^{0} V_{3}\right.\right.\right. \\
& \left.\left.\left.-X_{31}^{0} V_{2}\right)+\left(W_{32}^{1} / Z_{31}^{1}\right)\left(X_{61}^{0} V_{1}-X_{31}^{0} V_{2}\right)\right] V_{2}+\left(X_{61}^{0} V_{5}-X_{31}^{0} V_{6}\right) Y_{3}\right\},(5.53-29) \\
H_{3}^{V}= & \frac{1}{2} Z_{161}^{1}\left[X_{32}^{1}\left(X_{61}^{0} V_{1}-X_{31}^{0} V_{2}\right)\right]\left\{X_{32}^{1}\left(X_{61}^{0}-X_{31}^{0}\right) F_{2}^{V}+X_{32}^{1}\left(W_{61}^{0} X_{31}^{0}-W_{31}^{0} X_{61}^{0}\right) Y_{1}\right. \\
& \left.+\left(X_{61}^{0} V_{3}-X_{31}^{0} V_{4}\right) Y_{1}+\left[\left(X_{61}^{0} V_{5}-X_{31}^{0} V_{6}\right)-\left(\frac{2 W_{32}^{1}}{Z_{61}^{1}}\right)\left(X_{61}^{0} V_{1}-X_{31}^{0} V_{2}\right)\right] Y_{3}\right\} \tag{5.53-30}
\end{align*}
$$

There are no consistency problems here; we merely require that the numerator of the right-hand side of each equation should vanish when $q^{2}$ is equal to $6.48 \mathrm{GeV}^{2}$. In particular, due to the contributions of the $\Delta(1236)$ to the isovector sum-rules we are not lead to predict the vanishing of $\mathrm{F}_{2}^{\mathrm{V}}(6.48)$.

On evaluating the various mass polynomials appearing in equations 5.53-8 to 11 and 27 to 30 , we obtain finally in view of 5.51-11 to 14:

$$
\begin{align*}
& G_{1}^{5}(1525)=-(1 \cdot 84)\left(6 \cdot 48-q^{2}\right)^{-1}\left(4 \cdot 1 \cdot 8-q^{2}\right) F_{2}^{5} G V^{-1}  \tag{5.53-3i}\\
& G_{2}^{5}(1525)=-(1.79)\left(6 \cdot 48-q^{2}\right)^{-1} F_{2}^{5} \mathrm{GeV}^{-2} \\
& G_{3}^{5}(1525)=(1 \cdot 04-3)\left(6 \cdot 4.8-q^{2}\right)^{-1} F_{2}^{5} \mathrm{GeV}^{-2}  \tag{5.53-33}\\
& G_{1}^{5}(1688)=-(0.0850)\left(6 \cdot 48-q^{2}\right)^{-1} \mathrm{~F}_{2}^{5} \mathrm{GeV}^{-2} \tag{5.53-34}
\end{align*}
$$

$G_{2}^{S}(1688)=0 \mathrm{GeV}^{-3}, \quad G_{3}^{S}(1688)=0 \mathrm{GeV}^{-3}$,
$G_{1}^{v}(1525)=\frac{-(1 \cdot 84)}{\left(6 \cdot 48-q^{2}\right)}\left[\left(4 \cdot 188-q^{2}\right) F_{2}^{v}-(0.724)\left(7.76-q^{2}\right) G_{1}^{v}(1236) \div(2.45)(0.290\right.$ $\left.\left.+q^{2}\right)\left(7 \cdot 65-q^{2}\right) G_{2}^{v}(1236)+(2 \cdot 45)\left(0 \cdot 264+q^{2}\right)\left(4 \cdot 57-q^{2}\right) G_{3}^{v}(1236)\right] \mathrm{GeV}^{-1}$,
(5.53-37)
$G_{2}^{v}(1525)=\frac{-(1 \cdot 79)}{\left(6.48-q^{2}\right)}\left[F_{2}^{v}+(0.552) G_{1}^{v}(1236)+(0.246)\left(4.53-q^{2}\right) G_{2}^{v}(1236)\right.$ $\left.+(0.24 .5)\left(1 \cdot 212+q^{2}\right) G_{3}^{V}(1236)\right] \mathrm{Ge}^{-2}$,
$G_{S}^{V}(1525)=\frac{(1.043)}{\left(6.48-q^{2}\right)}\left[F_{2}^{V}+(0.552) G_{y}^{v}(1236)-(0.245)\left(8.44-q^{2}\right) G_{2}^{v}(1236)\right.$ $\left.-(1.088)\left(4 \cdot 74-q^{2}\right) G_{3}^{v}(1236)\right] \mathrm{GeV}^{-2}$,
$G_{1}^{v}(1688)=\frac{-(0.0850)}{\left(6.48-q^{2}\right)}\left[F_{2}^{v}+(0.552) G_{1}^{v}(1236)-(0.24 .5)\left(8.44-q^{2}\right) G_{2}^{v}(1236)\right.$ $\left.+(0.245)\left(1 \cdot 212+q^{2}\right) \mathcal{G}_{3}^{v}(1236)\right] \mathrm{GeV}^{-2}$,
$G_{2}^{V}(1688)=0 \mathrm{GeV}^{-3}, \quad G_{3}^{V}(1688)=0 \mathrm{GeV}^{-3}$.

The isoscalar solutions speak for themselves. $\left|G_{1,2,3}^{S}(1525)\right|$ and $\left|G_{1}^{S}(1688)\right|$ wilst non-vanishing are predicted to be relatively smoll compared with the corresponding isovector form-factors, since each is equal to the product of $F_{2}^{S}$ (which is very small compared with $F_{2}^{V}$ ) and a term whose modulus is less than unity for all non-time-like $q^{2}$. In particular, $\left|\hat{A}_{1}^{S}(1688)\right|$ is predicted to be relatively mall even in comparison with $\left|G_{1,2,3} \mathrm{~S}(1525)\right|$.

Not very much cen be said about the isovector solutions, since of the $G_{1,2,3}^{V}(1236)$ only $G_{1}^{V}\left(1236, q^{2}=0\right)$ is known with any accuracy empirically. However the factor (0.0850) in equation 5.53-40 does suggest that $\left|G_{1}^{V}(1688)\right|$ is relatively small in comparison with $\left|G_{1,2,3} V(1525)\right|$.

### 5.54 INCLUBION OF THE N(939). $\triangle(1236)$. AMD N(1525).

On omitting from the previous section the contributions from the $N(1688)$, the equations and results are modified as follows.

Dealing first with the isoscalar equations, 5.53-2 and 3 now predict:

$$
\begin{equation*}
H_{2}^{s}=0=H_{3}^{s} \tag{5.54-1,2}
\end{equation*}
$$

whilst $5.53-6$ and 7 read:

$$
\begin{align*}
& H_{1}^{S}=F_{2}^{s} / X_{31}^{0}  \tag{5.54-3}\\
& H_{1}^{S}=F_{2}^{S} / X_{61}^{0} \tag{5.54-4}
\end{align*}
$$

Since:

$$
\begin{equation*}
X_{31}^{0} \simeq-(12.67) \mathrm{GeV}^{3} \tag{5.54-5}
\end{equation*}
$$

and:

$$
\begin{equation*}
X_{61}^{0} \approx-(10.96) \mathrm{GeV}^{3} \tag{5.54-6}
\end{equation*}
$$

these latter two equations are inconsistent, but their predictions only differ by about $14 \%$. It is interesting to note that $X_{31}^{0}$ and $X_{61}^{0}$ both vanish in the limit:

$$
\begin{equation*}
M_{2} \rightarrow m, \mu \rightarrow 0 . \tag{5.54-7}
\end{equation*}
$$

So in this "equal mass" limit equations $5.54-3$ and 4 are consistent. Both predict the identical vanishing of $\mathrm{F}_{2}{ }^{\mathrm{S}}$, which as discussed in section 5.3 is a prediction which holds experimentally to within about 5\%. Nothing can then be said about $H_{1}^{S}$ wich does not contribute to the sum-rules, but equations 5.54-1 and 2 remain valid in this limit.

With the $\mathbb{N}(1688)$ contributions absent from the previous isovector equations, these can be solved for $H_{1,2,3}$ and $\mathscr{C}_{3}$ in terms of $\mathrm{F}_{2}^{\mathrm{V}}$ and $\hat{g}, 2$. We obtain:

$$
\begin{align*}
Y_{3}= & -\left(X_{61}^{0} V_{5}-X_{31}^{0} V_{6}\right)^{-1}\left[X_{32}^{1}\left(X_{61}^{0}-X_{31}^{0}\right) F_{2}^{v}+X_{32}^{1}\left(W_{61}^{0} X_{31}^{0}-W_{31}^{0} X_{61}^{0}\right) Y_{1}\right. \\
& \left.+\left(X_{61}^{0} V_{3}-X_{31}^{0} V_{4}\right) g_{2}\right], \\
H_{1}^{V}= & \left(X_{61}^{0} V_{5}-X_{31}^{0} V_{6}\right)^{-1}\left[\left(V_{5}-V_{6}\right) F_{2}^{v}-\left(W_{61}^{0} V_{5}-W_{31}^{0} V_{6}\right) Y_{1}\right. \\
& \left.+\left(X_{32}^{1}\right)^{-1}\left(V_{4} V_{5}-V_{3} V_{6}\right) Y_{2}\right],  \tag{5.54-9}\\
H_{2}^{v}= & -\left(W_{32}^{1} / X_{32}^{1}\right) g_{2},  \tag{5.54-10}\\
H_{2}^{v}= & -\left(W_{32}^{1} / X_{32}^{1}\right) \operatorname{ly}_{3}
\end{align*}
$$

Again, no particular consistency problems arise; we simply require that the numerators of the right-hand sides of $5.54-8$ and 9 vanish when $\left(X_{61}^{0} V_{5}-X_{31}^{0} V_{6}\right)$ vanishes. This turns out to occur at the spacelike point:

$$
\begin{equation*}
q^{2} \simeq-(1.212) \mathrm{GeV}^{2} . \tag{5.54-12}
\end{equation*}
$$

In view of the detailed structure of the mass polynomials appearing, these two constraints ium out to be the same. On
approximate evaluation they both yiela:

$$
\left.\left[F_{2}^{v}+(0.550) G_{1}^{v}(12.36)-(2.365) G_{2}^{v}(1236)\right]\right|_{q^{2}=-1.212}=0
$$

This prediction becomes plausible if we suppose, as is not unreasonable, that the $G \mathcal{V}, 2(1236)$ are proporional to ${ }_{2}{ }_{2}^{V}$ for all space-like $q^{2}$. We then require:

$$
\begin{equation*}
\left.\left[F_{2}^{v}+(0.550) G_{1}^{v}(1236)-(2.365) G_{2}^{v}(1236)\right]\right|_{q^{2}=0}=0 . \tag{5.54-14}
\end{equation*}
$$

In view of the results of Appendix 9, we find that this equation agrees with the empirical data on pion-photoproduction in the 33 -resonance region if one assumes an $\mathrm{E}_{1}^{+} \mathrm{n}_{1}^{+}$ratio of about $-2.3 \%$. As mentioned in the said appendix, the data on $\mathrm{E}_{1}^{+} / \mathrm{M}_{1}^{+1}$ is subject to vexy large percentage experimental ermors, and the value of $-2.3 \%$ certainly lies inside this error range.

On evaluating equations $5.54-1$ to 4 and 8 to 11 we obtain the predictions:

$$
\begin{align*}
& G_{1}^{S}(1525)=-\left\{\begin{array}{l}
(1.80) \mathrm{F}_{2}^{s} \mathrm{GeV}^{-1},\left(\text { sum-rule on } \mathrm{A}_{3}^{0}\right), \\
(1.56) \mathrm{F}_{2}^{s} \mathrm{GeV}^{-1}, \\
\left., \text { (sum-rule on } \mathrm{A}_{6}^{0}\right),
\end{array}\right. \\
& G_{2}^{S}(1525)=0 \mathrm{GeV}^{-2}, \quad G_{3}^{S}(1525)=0 \mathrm{GeV}^{-2}, \\
& G_{3}^{v}(1236)=\frac{-4.08}{\left(1.212+q^{2}\right)}\left[F_{2}^{v}+(0.552) G_{1}^{v}(1236)\right. \\
& \left.-(0.245)\left(8.44-q^{2}\right) G_{2}^{V}(1236)\right] \mathrm{GeV}^{-2}, \\
& G_{1}^{v}(1525)=\frac{-1.88}{\left(1.212+q^{2}\right)}\left[F_{2}^{v}-(1.218)\left(0.762+q^{2}\right) G_{1}^{v}(1236)\right. \\
& \left.-(1.56)\left(0.306-q^{2}\right) G_{2}^{v}(1236)\right] \mathrm{GeV}^{-1}, \\
& G_{2}^{v}(1525)=-(0.878) G_{2}^{v}(1236) \mathrm{GeV}^{-2}, \\
& G_{3}^{v}(1525)=\frac{3.58}{\left(1 \cdot 212+q^{2}\right)}\left[F_{2}^{v}+(0.552) G_{1}^{v}(1236)\right. \\
& \left.-(0.245)\left(8 \cdot 44-q^{2}\right) G_{2}^{v}(1236)\right] \mathrm{GeV}^{-2} . \quad(5.54-21) \tag{5.54-21}
\end{align*}
$$

The isoscalar solutions again speak for themselves. They are in qualitative agreement with the corresponding results of the previous section, and this is not surprising since we have neglected the form-factor $G_{1}^{S}(1688)$ which was predicted as being relatively small compared with $G_{1,2,3}^{S}(1525)$ 。 However, the results $5.53-31$ to 36 are to be prefered to 5.54-15 to 17 due to their increased predictive power and the fact that they (presumably) correspond to a better saturation of the isoscalar sum-rules. On the other hand, 5.53-3! at least will have to be scrapped should it be discovered that $\mathrm{F}_{2}^{S}(6.48)$ is non-vanishing.

The isovector solutions again suffer from the lack of reliable data on the $G 1,2,3(1236)$, and the reader is referred to Appendix 9 for a discussion of the empirical data on $G_{1,2}^{V}\left(1236, q^{2}=0\right)$. Although a reasonably accurate estimate of $G_{1}^{V}\left(1236, q^{2}=0\right)$ is available, the predictions $5.54-18$ to 21 depend rather violently on the (relatively unreliable) value of the parameter $p$ of that appendix.

We tabulate below the values predicted by $5.54-18$ to 21 for $G_{3}^{V}\left(1236, q^{2}=0\right)$ and $G_{1,2,3} V\left(1525, q^{2}=0\right)$ using input data based on three different values of $\rho$. The value

$$
\begin{equation*}
p=0 \tag{5.54-22}
\end{equation*}
$$

corresponds to pure magnetic dipole excitation at the $\gamma \operatorname{Viv}(939) \rightarrow \Delta(1236)$ vertex; the value

$$
\begin{equation*}
p=-0.064 \tag{5.54-23}
\end{equation*}
$$

corresponds to the vanishing of $\mathrm{G}_{2} \mathrm{~V}\left(1236, \mathrm{q}^{2}=0\right.$ ), and therefore of $G_{2}^{V}\left(1525, \underline{q}^{2}=0\right)$ in this case; and the value:

$$
\begin{equation*}
p=-0.018 ., \tag{5.54-24}
\end{equation*}
$$

(vhich is well within the error range of the empirical data), is that for which the sum-rules predict the vanishing of $G_{3}^{V}$ $\left(1236, q^{2}=0\right)$ and $G_{3}^{V}\left(1525, q^{2}=0\right)$. It is obtained by setting $G_{3}^{V}\left(1236, q^{2}=0\right)$ equal to zero in $5.54-18$ and then solving the resulting equation simultaneously with $A 9-3,16$ and 21 of Appendix 9. The corresponding empirical solutions for $G_{1,2}^{V}$ $\left(1236, q^{2}=0\right)$ are:

$$
\begin{align*}
& G_{1}^{v}\left(1236, q^{2}=0\right)=2 \cdot 63 \mathrm{GeV}^{-1} \\
& G_{2}^{v}\left(1236, q^{2}=0\right)=1 \cdot 94 \mathrm{GeV}^{-2} \tag{5.54-26}
\end{align*}
$$

We have not bothered to compute the value of $\rho$ for which $G_{1}^{V}\left(1525, q^{2}=0\right)$ will be predicted as vanishing since such a value will lie outside the error range of the empirical data.

We remind the reader that in practical applications $G_{3} V_{1}(1236)$ and $G_{3}^{V}(1525)$ will be damped by kinematical factors proportional to $q^{2}$, thus the relatively high values of $\left|G_{3}^{V}\left(1236, q^{2}=0\right)\right|$ and $\left|G_{3}^{V}\left(1525, q^{2}=0\right)\right|$ corresponding to a $\rho$ value of -0.064 are not superficially unreasonable。

$$
\text { TABIT } 5.54-I
$$

|  | $\left(E_{1}^{+} / H_{1}^{+}\right)(\gamma N \rightarrow \Delta)$ |  |  |
| :---: | :---: | :---: | :---: |
| FORN-FACTOR 2 | 0 | -0.018 | -0.064 |
| $G_{3}^{V}\left(1236, Q^{2}=0\right)$ | 3.88 | 0 | -10.87 |
| $G_{1}^{V}\left(1525, q^{2}=0\right)$ | 2.58 | 2.35 | 0.705 |
| $G_{2}^{V}\left(1525, q^{2}=0\right)$ | -1.90 | -1.70 | 0 |
| $G_{3}^{V}\left(1525, q^{2}=0\right)$ | -3.40 | 0 | 9.54 |

Predicted Values of $G{ }_{3}^{V}\left(1236, q^{2}=0\right)$ and $G{ }_{1}{ }^{V}, 2,3\left(1525, \underline{o}^{2}=0\right)$ corresponding to input data based on various assumed values $\underline{\operatorname{for}\left(\mathrm{a}_{1}^{+} / \mathrm{H}_{1}^{+}\right)\left(\gamma_{\mathrm{H}} \rightarrow \Delta\right) .}$

### 5.55 INCLUSION OR THE H(939) AND $\triangle(1235)$ OMTY.

In this case we have only two iscscalar equations. They are consistent, and both imply:

$$
\begin{equation*}
F_{2}^{S}=0 \tag{5.55-1}
\end{equation*}
$$

As discussed in section 5.3 , this is a remarkably sound prediction in view of the cruaity of the approximation. It holds more generally for any attempted saturation in which all the resonences utilised have isospin three-halves.

Equations 5.54-10 and 11 reduce to:

$$
\begin{align*}
& G_{2}^{v}(1236)=0 \\
& G_{3}^{v}(1236)=0 \tag{5.55-3}
\end{align*}
$$

As we demonstrate in Appendix 9, a very wide range of values for the ratio $M_{1} G_{2}^{V}\left(1236, q^{2}=0\right) / G_{1}\left(1236, q^{2}=0\right)$ are in qualitative agreement with the experimental a ata on the $E_{1}^{+} / N_{1}^{+}$ ratio for pion photoproduction in the $\Delta(1236)$ resonance region. For finite $G_{1}^{V}\left(1236, q^{2}=0\right)$ the vanishing ratio predicted by equation 5.55-2 corresponds to a value:

$$
\begin{equation*}
E_{1}^{+} / M_{1}^{+} \simeq-0.064 \tag{5.55-4}
\end{equation*}
$$

In view of the widespread uncertainty concerning the correct empixical value for this quantity, it is in good agreement with Gourdin and Salin's value of -0.045 .

If we accept 5.55-2 and 3, the remaining pair of isovector equations read:

$$
\begin{align*}
& W_{31}^{0} \ell_{1}=F_{2}^{v},\left(\text { sum-rule on } A_{3}^{+}\right)  \tag{5.55-5}\\
& W_{61}^{0} y_{1}=F_{2}^{v},\left(\text { sum-rule on } A_{6}^{+}\right) . \tag{5.55-6}
\end{align*}
$$

Since:

$$
\begin{equation*}
W_{31}^{0} \simeq(13 \cdot 62) \mathrm{GeV}^{3} \tag{5.55-7}
\end{equation*}
$$

ana:

$$
\begin{equation*}
W_{61}^{0} \simeq(10 \cdot 70) \mathrm{GeV}^{3}, \tag{5.55-8}
\end{equation*}
$$

these two equations are inconsistent, although their respective paedictions will only differ by about $23 \%$. In the "equal mass" limit:

$$
\begin{equation*}
M_{1} \rightarrow m, \mu \rightarrow 0, \tag{5.55-9}
\end{equation*}
$$

$W_{31}^{0}$ and $W_{61}^{0}$ become equal and non-vanishing, rendering the equations consistent and non-trivial. (C,f. the equal mass limit of $X_{31}^{0}$ and $X_{61}^{0}$. These dipfering behaviours arise out of the opposite nornalities of the resonances concerned.)

On evaluation of equations 5.55-5 and 6 we obtain:

$$
G_{1}^{V}(1236) \simeq\left\{\begin{array}{l}
(1.078) \mathrm{F}_{2}^{V} \mathrm{GeV}^{-1},\left(\text { sum-rule on } \mathrm{A}_{3}^{+}\right),  \tag{5.55-10}\\
(1.373) \mathrm{F}_{2}^{v} \mathrm{GeV}^{-1},\left(\text { sum-rule on } \mathrm{A}_{6}^{+}\right) .
\end{array}\right.
$$

At vanishing $q^{2}$ this becomes:

$$
G_{1}^{V}\left(1236, q^{2}=0\right) \approx\left\{\begin{array}{l}
2.00 \mathrm{GeV}^{-1},\left(\mathrm{~A}_{3}^{+}\right),  \tag{5.55-12}\\
2.54 \mathrm{GeV}^{-1},\left(\mathrm{~A}_{6}^{+}\right) .
\end{array}\right.
$$

A number of authors have obtained results equivalent to equation $5.55-12$ by means of the sum-rules for pure photoproduction. On comparison with our Pour fits to the photoproduction data given in Appendix 9, we see that whichever fit is adopted this prediction is between about $20 \%$ and $30 \%$ too 10\%. In view of the drastic nature of the approximation this is nevertheless a reasonable result.

However, equation $5.55-13$ is in spectacular agreement with the three lower fits and in good agreement even with the highest one. It differs from the fits corresponding to $\mathrm{E}_{1}^{+} / \mathrm{A}_{1}^{+}$ratios of $+6.4 \%$, zexo, $-4.5 \%$, and $-5.4 \%$ by about $11 \%$, 5\%, 0.4\%, and $2 \%$ respectively. Since the prediction is based on the vanishing of $G_{2}^{V}(1236)$, the final fit possibly provides
the most justified comparison.
This prediction camot of course be obtained by the methoas of the authozs cited above. Its accuracy may simply arise out of the happy coincidence that all the exrors introduced by the approximation procedure exactly compensate one another as far as this equation is concerned. On the other hand, it could indicate an almost exact cancellation, in the vanishing $q^{2}$ continuation, of all contributions to the coefricient of $t$ in the $A_{6}^{+}$sum-rule other than those due to $G_{1}^{V}(1236)$ and $F_{2}^{V}$. This could well include the contributions from $G_{2,3} V(1236)$, thus eliminating the reliance of the result on equations 5.55-2 and 3. We are unable to ofier any explanation for the mechanism responsible for such a cancellation.

Finally, we wish to indicate a possible alternative approach to the sum-rule on $A_{3^{\circ}}^{+}$. At vanishing $q^{2}$ this can receive no contrioution fron $G_{3}(1236)$, and as a check on the calculations we note that $W_{33}^{0}$ is indeed proportional to $q^{2}$. Thus in this limit the vanishing of the coefficient of $t^{\circ}$ in the $A_{3}^{*}$ sum-rule implies:

$$
\begin{equation*}
w_{31}^{0} y_{1}(0)+\left.w_{32}^{0}\right|_{q^{2}=0} y_{2}(0)=F_{2}^{v}(0) \tag{5.55-14}
\end{equation*}
$$

We may argue that a great deal of faith cannot be placed in equation 5.55-2 since as it involves only a single fom-factor it is unlikely to correspond to a well-saturated coefficient of $t$ in the sum-rule. If we then scrap this equation as unclianle we may keep the $\dot{\theta}_{2}(0)$ term in $5.55-14$. By substituting into this equation an empirical value for the $G_{2}(0) / g_{i}(0)$ ratio we may try to improve the $A_{3}^{+}$prediction for $G_{1}(0)$, or vice versa.

On substituting for $\theta_{2}(0)$ the value:

$$
\begin{equation*}
\lg _{2}(0)=\ell_{1}(0) / M_{1} \tag{5.55-15}
\end{equation*}
$$

corresponding to a pure magnetic dipole transition, we find:

$$
\begin{equation*}
G_{1}^{v}\left(12.36, q^{2}=0\right)=2 \cdot 646 e^{-1} \tag{5.55-16}
\end{equation*}
$$

which is within $1 \frac{1}{2} \%$ of the empirical fit obtained by assuming such a venishing $\mathbb{B}_{1}^{+} / n_{1}^{+}$ratio. If on the other hand we substiture the value:

$$
\begin{equation*}
g_{2}(0)=(0.308) g_{1}(0) / M_{1}, \tag{5.55-17}
\end{equation*}
$$

which corresponds to Gourdin and Salin's value of $E_{1}^{+} / i_{1}^{+}$, we find:

$$
\begin{equation*}
G_{1}^{V}\left(1236, q^{2}=0\right)=2 \cdot 16 \mathrm{GeV}^{-1} . \tag{5.55-18}
\end{equation*}
$$

This is in much poorer agreement with the corresponding empirical fit form which it differs by about $14 \%$.

## SUMARY OE RESUIPS AID CONCLUSIONS

Using the (original) $O(3,1)$ (8) SU(2) invarient off-shell techniques developed in Chapter 2 Part II and in Chapter 3, and assuming charge-conjugation invarience of hadron-virtual photon interactions, we have obtained the following superconvercent sum-rulcs. They are valid for non-positive definite $t$ and for all non time-like $q^{2} ; \gamma$ denotes a real or virtual photon.
i) Four sum-rules, (1ist 4.4-42), for each of the processes:

$$
\begin{align*}
& \gamma N \rightarrow N \eta  \tag{1}\\
& \gamma N \rightarrow N \eta^{\prime}  \tag{2}\\
& \gamma N \rightarrow N E \tag{3}
\end{align*}
$$

ii) Five sum-rules, (Iist 4.4-44), for the process:

$$
\begin{equation*}
\gamma N \rightarrow N \pi . \tag{4}
\end{equation*}
$$

iii) Two sum-rules, (1ist 4.4-43), for the proauction of hypothetical mesons with:

$$
\begin{equation*}
\left(J_{,}^{\dagger} I_{,} C_{n}\right)=(0,0, \cdots) \tag{5}
\end{equation*}
$$

iv) Two sum-rules, (list 4.4.45), fow the production of hypothetical mesons with:

$$
\begin{equation*}
\left(T^{P}, I, C_{n}\right)=(0,1,-\cdots) \tag{6}
\end{equation*}
$$

v) Eight sum-rules, (list 4.5-59), for each of the processes:

$$
\begin{align*}
& \gamma N \rightarrow N \omega .  \tag{7}\\
& \gamma N \rightarrow N \phi . \tag{8}
\end{align*}
$$

vi) Eleven sum-rules, (list 4.5-64), for the process:

$$
\begin{equation*}
\partial N \rightarrow N \rho . \tag{9}
\end{equation*}
$$

vii) Fourteen sum-rules, (1ist 4.5-58), for the production of hypotinetical mesons with:

$$
\begin{equation*}
\left(J^{-p}, I, C_{n}\right)=(1,0,+) \tag{10}
\end{equation*}
$$

viij) Eighteen sum-rules, (1j.st 4.5-60), for the
production of hypothetical mesons with

$$
\begin{equation*}
\left(J^{P}, I, C_{n}\right)=\left(1,1,+{ }^{\prime}\right) . \tag{11}
\end{equation*}
$$

Of the above eighty sum-rules, fourteen refer to amplitudes having electrodynamical poles as a necessary consequence of gauge-invarience and/or current-conservation. We conclude that these cannot be saturated in the resonance approximation.

All eichty sum-rules remain non-trivial in the vanishing $q^{2}$ limit, but only fifty-three of these can be obtained if one treats the photon as an on-shell particle from the outset. Thus we conclude that even if one is only interested in obtaining sum-rules for a real photoproduction process, the correct way to proceed is to treat the photon as a virtual particle and only take the vanishing $q^{2}$ limit at the conclusion of the calculation.

All the above sum-rules are oxiginal, but in the real photon limit three of the sum-rules for pion production have been obtained independently of our own investigations by a variety of authors. They all employ a rather different noncovarient approach.

On assuming instead that hadron-virtual photon interactions are not charge-corjugation invarient we have obtained the following sum-rules for space-like virtual photoproduction processes. All are original.
ix) Two sum-rules for each of the processes 1,2,3 and 5, and three sum-rules on each of the proeesses 4 and 6, of wich none can be saturated in the resonence approximation, (lists 4.4.-46 and 47).
x) Trelve sum-rules, of which eleven can be saturated in the resonence approximation, for each of the processes 7.8, and 10, (1ist 4.5-62).
xi) Nineteen sum-rules, of wich seventeen can be saturated
in the resonance approximation, for each of the processes 9 and 11, (1ist 4.5-63).

The amount and complexity of the algebra involved in a proper saturation of the sum-rules for the production of vector mesons is so great that we have postponed these calculations until list programing techniques have been developed to enable this algebra to de carried out by computer.

Me have instead restricted our saturation attempts to the sum-rules for the processes 1 and 4. Here we have a reasonable idea of which resonances should dominate the sum-rules, and since none of these has spin exceeding five-halves the algebra is just about manageable when carried out by hand. It has been necessary to assume charge-conjugation invarience of the hadronvirtual photon interactions since otherwise we obtain sum-rules for the two virtual photoproduction processes which cannot be saturated in the resonance approximation. Wilst alternative approximation procedures are available, only this particular approach will yield predictions about the form-factors for electromagnetic nucleon $\rightarrow$ isobar excitation.

Saturation of the sum-rules for $\eta$-production is a relatively trivial matter since only the $N(1550)$ is expected to contribute strongly, (in addition to the nucleon Borr-term. of course). We have predicted the values for all non time-like $q^{2}$. of all four form-factors parameterising the $\gamma$ fif (939) $\longrightarrow$ $17(1550)$ excitation, (equations 5.4-9,10,11, and 21). We have yet to compare these predictions with the experimental data on $\eta$ photo- and electro-proauction in the $N(1550)$ resonance region.

On saturating the sum-rules for pion production with the
iv(1688), $N(1680), N(1525), \Delta(1236)$, and nucleon Born-term, we. have obtained relations between the nucleon moment formfactors and those parameterising the excitation of the nucleon into these various isobars, (equations $5.52-2,3,5,6,8,9,12$, and 13). These may be solved for the $G_{1,2,3}^{S}(1688)$ and $G_{1,2,3}(1680)$ in terms of the $G_{1,2,3} S(1525)$ and $F_{2}^{s}$, and for the $G_{1,2,3}(1688)$ and $G_{1}, 2,3(1680)$ in terms of the $G_{1,2,3} V(1525), \dot{G}_{1,2,3} V(1236)$ and $F_{2}{ }^{V}$ Thus all twelve form-factors for $N(1588)$ and $N(1680)$ production may be obtained in terms of the eleven remaining formfactors. In particular, the $G_{2,3}^{S, V}(1688)$ and $G_{2,3}^{S, V}(1680)$ are related to one another through the four equations 5.52-14. The rather large dimensionless constant, -39.4 , appearine on the right-hand side of these equations becomes plausible once one bears in mind the fact that with our choice of coupling constants for the isobar-nucleon-pion vertices, we have:

$$
\begin{equation*}
\frac{g[N(1680) \rightarrow N J \tau]}{g[N(1688) \rightarrow N J i]} \simeq \frac{1}{38 \cdot 9} . \tag{12}
\end{equation*}
$$

The empirical data on the above inelastic form-factors was very sparse at the time when the research reported in this thesis was initiated. The author was in fact only well acquainted with the data on $G_{1,2}^{V}\left(1236, \underline{q}^{2}=0\right)$. A detoiled comparison of the above predictions and the present experi-. mental information will be carried out in the near future.

On omitting the $N(1680)$ contributions from the sum-rules we can now longer discuss the $G, S, V, 3(1600)$, but are now able to predict the $\mathrm{G}_{1,2,3}^{\mathrm{S}, \mathrm{V}}(1525)$. That is, we can still predict twelve fom-factors but the input data required is reduced from eleven to five form-iactors.

In this saturation attempt we have predicted the vanishing oí the four $G_{2}^{S}, V(1588)$, and have obtáned $G_{1}^{S}(1688)$ and $G_{1}^{S}, 2,3$ (1525)
in tems only of $\mathrm{F}_{2}^{\mathrm{S}}$, (equetions 5.53-31 to 34). If the expressions for the $G_{1,2,3}^{S}(1525)$ are required to remain finite When continued unmodified into the physical tine-like region, we require in addition that $F_{2}^{S}$ should vanish when $q^{2}$ has the time-like value $6.48 \mathrm{Gev}^{2}$. We have concluded that this constraint is plausible. The isovector equations have been solved for $G_{1}^{V}(1688)$ and $G_{1}, 2,3(1525)$ in terms of $G_{1,2,3} V(1236)$ and $F_{2}^{V}$, (equations 5.53-37 to 40). Finiteness of the $G_{1,2,3}(1525)$ in the time-like physical region again requires the $G_{1,2,3}(1236)$ and $F_{2}$ to satisfy a constraint equetion for $q^{2}$ equal to $6.48 \mathrm{GeV}^{2}$. Lack of data in the time-like recion has prevented our discussing the plausibility of this latter constraint.

Qualitatively, this saturation attempt has led to the predictions that the isoscalar form-factors are small in comparison with the isovector ones, and that the $\gamma \mathrm{FI} \rightarrow \mathrm{iN}(1688)$ form-factors are small in compsrison with the corresponding ones for the $\gamma \mathrm{N} \rightarrow \mathrm{H}(1525)$ transition. These are not unreason--able results. Again, a detailed comparison with the latest experimental data will be attempted in a subsequent article.

On leaving out the $N(1683)$ contributions as well, the predictive power of the isovector equations is reduced but $G_{3}^{V}(1236)$ can now be predicted rather than being needed as input. In tinis way we have obtained expressions for $G_{1,2,3} V(1525)$ and $G_{3}^{V}(1236)$ in terms of $G_{1,2} V_{1}(1236)$ and $I_{2}^{V}$, (equations 5.54-18 to 21). Finiteness of these solutions at $q^{2}$ equal to the space-like value $-1.212 \mathrm{GeV}^{2}$ requires the latter three form-factors to satisfy a constraint equation at this point. We have demonstrated the plausibility of this constraint. Using experimental data with which we vere mell acouainted, we have evaluated these solutions at vanishing $q^{2}$, (Table
5.54-I), and found them to be particularly sensitive to the value adopted for the ratio $G_{2}^{V}\left(1236, \underline{q}^{2}=0\right) / G_{1}^{V}\left(1236, \underline{q}^{2}=0\right)$. Unfortunately this ratio is not well determined by the present data and these perticular predictions may possibly prove more useful as a means of predicting it in tems of empirical information on, say, $G_{1}^{V}(1525)$.

There is not really much point in omitting the in(1688) contributions from the isoscalar sum-rules since all formfactors appearing are already expressible in tems of $F_{2}^{S}$ only. On doing this for the sake of completeness, however, we have predicted the vanishing of the $G_{2} S_{3}(1525)$ and have obtained two inconsistent equations, (5.54-15), relating $G_{1}{ }^{S}(1525)$ to $F_{2}^{3}$. One may insist that these together predict the vanishing of both $G_{1}^{S}(1525)$ and $F_{2}^{S}$, this latter predjetion at least being in agreement to within about $5 \%$ wi th all available experimental data. Alternatively one may note that the predictions of the two equations treated separately only differ by about $14 \%$, and are quite close at vanishing $\underline{a}^{2}$ to corresponding result of the previous saturation attempt. In the equal mass limit the to equations become consistent; $G_{1}^{S}(1525)$ no longer contributes to the $s u m-r u l$ es and both then predict the venishing of $F_{2}^{S}$.

Finally we have investigated the possibility of attempting to saturate these sun-rules with the Born-term and the $\Delta(1236)$ alone. In this case we have predicted the vanishing of $\mathrm{F}_{2}^{\mathrm{S}}$, $G_{2}^{V}(1236)$, and $G_{3}^{V}(1236)$. The first of these predictions is in good agreement with the data, as discussed previously. The secona corresponds at vanishing $q^{2}$ to an $\mathrm{B}_{1}^{+} / \mathrm{m}_{1}^{+}$ratio of about $-6.4 \%$, in qualitative agreement with the experimental result
that this ratio is of the order of a few percent and probably negative. We have also obtained two inconsistent equations, (5.5-10 and 11), relating $G_{1}^{V}(1236)$ to $F_{2}^{V}$. We cannot use them to predict the vanishing of these two form-factors since we know that $F_{2}^{V}(0)$ is non-vanishine and also require $e_{1}^{V}(1236)$ to be non-zero if $G_{2,3} V_{1}(1236)$ both vanish. In the equal mass limit the two equations becone consistent and remain nontrivial. With physical masses their respective predictions differ by about twenty-three percent. Evaluating these equations in the vanishing $q^{2}$ limit we heve obtained two inconsistent predictions for $G_{1}^{V}\left(1236, q^{2}=0\right)$.

One of these can be obtained by suporconvergence of real photoproduction. It differs from the empirical data by between about wenty and thirty percent, dependinc on the value adopted for the $\mathcal{F}_{1}^{+} / \mathrm{m}_{1}^{+}$ratio. On the other hand, the particular sum-rule from which this equation is obtained receives no contribution from $G_{3}(1236)$ at vanishing $q^{2}$ so one can try to fit it to the empirical data by adoptine a non-zero value for $G_{2}^{V}\left(1236, q^{2}=0\right)$. (The equation predicting the vanishine of this latter form-factor is expected to be rather poorly saturated.) In this way we have found that the sum-rule satisfies the experimental data to within about $1 \frac{1}{2} \%$, (equation $5.5-16$ ), in one adopts the value $E_{1}^{+} / M_{1}^{+}$equal to zero, as predicted for example by $\mathrm{ar}(6)_{i}$ symmetry. On adopting Gourdin and Salin's value of $-4.5 \%$, however, the equation (5.5-18) differs from the data by about $14 \%$.

The second equation can only be obtained by means of our off-shell approach. It agrees excellently with experiment as it stands, differing by $2 \%$ from the fit corresponding to the vanishing of $G_{2}^{V}\left(1236, q^{2}=0\right)$, and $0 y 0.4 \%$ from the itit corresponding to Gourdin and Salin's value for $\mathrm{F}_{1}^{+} / \mathrm{m}_{1}^{+}$.

Thus the predictions of this final saturation attempt are in surprisingly good agreement with experiment, especially when the crudity of the approximation is borne in mind. This Eives us considence that the predictions of the more realistic saturation attempts will prove to be substantially correct when more detailed comparisons with experiment are available. We conclude that the derivation and saturation of orfshell superconvergent sum-rules for hadron-virtual photon scattering processes provides a useful and powerful means of investigating the hadron electromagnetic form-factors.
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## APPENDICES

## APPEMDIX 1 DSATIITION OF OUR VETPTC AND DIPAC MATRICES.

Me use the Lorentz-space metric defined by:

$$
\begin{equation*}
g_{00}=-g_{11}=-g_{22}=-g_{33}=1 . \tag{A1-1}
\end{equation*}
$$

Rather than distinguish between covarient and contravarient four-vectors, we simply write all such vectors in the form:

$$
\begin{equation*}
a=a_{\mu}=\left(a_{0}, a_{1}, a_{2}, a_{3}\right)=\left(a_{0}, a\right)=\left(a_{0}, a_{i}\right), \tag{A;-2}
\end{equation*}
$$

With the sumation convention for repeated Lorentz (Greek) indices defined by:

$$
a \cdot b \equiv a_{\mu} b_{\mu} \equiv a_{0} b_{0}-a_{2} \cdot b_{1}=a_{0} b_{0}-a_{1} b_{1}-a_{2} b_{2}-a_{3} b_{3},\left(A_{1}-3\right)
$$

so:

$$
\begin{equation*}
g_{\mu \nu} a_{\nu}=a_{\mu} \tag{1}
\end{equation*}
$$

Our Dirac matrices are then required to satisfy:

$$
\begin{equation*}
\left\{\gamma_{\mu,} \gamma_{\nu}\right\}=2 g_{\mu \nu} \tag{A1-5}
\end{equation*}
$$

and we detine:

$$
\begin{align*}
& \gamma_{5} \equiv \gamma_{0} \gamma_{1} \gamma_{2} \gamma_{3}  \tag{1}\\
& \sigma_{\mu \nu} \equiv \frac{i}{2}\left[\gamma_{\mu}, \gamma_{\nu}\right]  \tag{A1-7}\\
& \sigma_{\mu s} \equiv \frac{i}{2}\left[\gamma_{\mu}, \gamma_{5}\right] \tag{A1-8}
\end{align*}
$$

It follows from $A-5$ and 6 that:

$$
\begin{equation*}
\left\{\tilde{0}_{\mu,} \gamma_{5}\right\}=0 \tag{A1-9}
\end{equation*}
$$

In cases where our work is simplified by using an explicit realisation of these matrices, we shall always choose:

$$
\gamma_{0}=\left(\begin{array}{cc}
\pi_{2} & 0 \\
0 & -\pi_{2}
\end{array}\right), \quad \gamma_{i}=\left(\begin{array}{cc}
0 & \sigma_{i} \\
-\sigma_{i} & 0
\end{array}\right), \quad\left(A_{i}-10\right.
$$

with the usual Pauli matrices:

$$
\sigma_{1}=\left(\begin{array}{ll}
0 & 1  \tag{A1-11}\\
1 & 0
\end{array}\right), \quad \sigma_{2}=\left(\begin{array}{cc}
0 & -i \\
i & 0
\end{array}\right), \quad \sigma_{3}=\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right) .
$$

We then have: $\quad \gamma_{5}=\left(\begin{array}{cc}0 & -i \pi_{2} \\ -i \pi_{2} & 0\end{array}\right)$,
and:

$$
\begin{equation*}
\gamma_{0}^{2}=-\gamma_{1}^{2}=-\gamma_{2}^{2}=-\gamma_{3}^{2}=-\gamma_{5}^{2}=1 . \tag{A-12}
\end{equation*}
$$

The eight matrices: $\mathbb{N}_{4}, \gamma_{0}, \sigma_{i j}$, and $\sigma_{i 5}$ are hermitian in this realisation, whilst the eight: $\gamma_{i}, \gamma_{5}, \sigma_{0 i}$, and $\sigma_{05}$ are anti-hermitian. In this some realisation, if $\Gamma$ denotes any one of these sixteen matrices, then all sixteen satisfy:

$$
\begin{equation*}
\bar{\Gamma} \equiv \gamma_{0} \Gamma{ }^{\dagger} \gamma_{0}=\Gamma, \tag{A:-14}
\end{equation*}
$$



## APPENDIX 2. EXPLTCIT REALISATION OF THE BASIC SEIT OME-HALF AID SPIT OHE HAVE FUMCYIOIS.

Our basic spin one-half four-component spinor wavefunction is realised by:
$u^{\frac{1}{2}}(p)=\frac{1}{\sqrt{p_{0}+m}}\left[\begin{array}{cc}\left(p_{0}+m\right) & w^{\frac{1}{2}}(\phi /|\phi|) \\ \sigma \cdot 中 & w^{\frac{1}{2}}(\phi /|\phi|)\end{array}\right]$,
where the tro-component spinor $\mathcal{W}^{1 / 2}(\phi / p \mid)$ is given for $中$ parallel to the 3 -axis by:

$$
\begin{equation*}
w^{\frac{1}{2}}(0,0,1)=\binom{1}{0}, \tag{A2-2}
\end{equation*}
$$

and for general orientation of $p$ by:
$W^{\frac{1}{2}}(\cos \phi \sin \theta, \sin \phi \sin \theta, \cos \theta)=\frac{1}{\sqrt{2(1+\cos \theta)}}\binom{1+\cos \theta}{e^{i \phi} \sin \theta}$.
The wave-functions $u^{-1 / 2}(p), \bar{u}^{ \pm 1 / 2}(p), v^{: 11 / 2}(p)$, and $\bar{v}^{ \pm 1 / 2}(p)$ are then ererated from $u^{1 / 2}(p)$ by means of the appropriate equations of section 2.11 . The nomalisation of these wave-functions is:

$$
\begin{equation*}
\bar{u}^{\lambda^{\prime}}(p) u^{\lambda}(p)=2 m \delta_{\lambda^{\prime} \lambda} . \tag{A2-4}
\end{equation*}
$$

We realise the four-vector wave-functions for a massive spin-one particle by:

$$
\begin{equation*}
\varepsilon^{0}(p)=\frac{1}{m}\left(|p|, p_{0} \pm /|p|\right), \tag{A2-5}
\end{equation*}
$$

$$
\begin{align*}
& \varepsilon^{ \pm 1}\left(p_{0}, 0,0,|\phi|\right)=\frac{-1}{\sqrt{2}}(0, \pm 1, i, 0),  \tag{A2-6}\\
& \varepsilon^{2}\left(p_{0},|\phi| \cos \phi \sin \theta,|\hat{p}| \sin \phi \sin \theta,|\phi| \cos \theta\right)=\frac{-1}{\sqrt{2}}(0, \\
& \pm \cos \phi \cos \theta-i \sin \phi, \pm \sin \phi \cos \theta+i \cos \phi, F \sin \theta), \tag{A2-7}
\end{align*}
$$

so the normalisation in this case is:

$$
\begin{equation*}
\varepsilon_{\mu}^{* \lambda^{\prime}}(p) \varepsilon_{\mu}^{\lambda}(p)=-\delta_{\lambda^{\prime} \lambda} \tag{42-8}
\end{equation*}
$$

##  LEVI-CEITA PESOS

Me define:

$$
\varepsilon_{\mu \nu \lambda \rho} \equiv\left\{\begin{array}{l}
1,(\mu, \nu, \lambda, \rho)=\text { even permutation of }(0,1,2,3) \\
-1 \quad(\mu, \nu, \lambda, \rho)=\text { od a permutation of }(0,1,2,3) \\
0, \text { any two indices equal. } \\
(A 3-1)
\end{array}\right.
$$

This numerical tensor then satisfies the useful basic relations:

$$
\begin{aligned}
\varepsilon_{\mu \nu \lambda \rho} g_{\alpha \beta}= & \varepsilon_{\alpha \nu \lambda \rho} g_{\mu \beta}+\varepsilon_{\mu \alpha \lambda \rho} g_{\nu \beta} \\
& +\varepsilon_{\mu \nu \nu \rho} g_{\lambda \beta}+\varepsilon_{\mu \nu \nu \lambda \alpha} g_{\rho \beta},(A 3-2)
\end{aligned}
$$

and:

$$
\varepsilon_{\mu \nu \lambda \rho} \varepsilon_{\mu^{\prime} \nu^{\prime} \lambda^{\prime} \rho^{\prime}}=-\left|\begin{array}{llll}
g_{\mu \mu^{\prime}} & g_{\mu \nu} \nu^{\prime} & g_{\mu} \lambda^{\prime} & g_{\mu \rho^{\prime}} \\
g_{\nu \mu^{\prime}} & g_{\nu \nu^{\prime}} & g_{\nu \lambda^{\prime}} & g_{\nu \rho^{\prime}} \\
g_{\lambda \mu^{\prime}} & g_{\lambda \nu \nu^{\prime}} & g_{\lambda \lambda^{\prime}} & g_{\lambda \rho^{\prime}} \\
g_{\rho \mu^{\prime}} & g_{\rho \nu \nu^{\prime}} & g_{\rho} \lambda^{\prime} & g_{\rho \rho^{\prime}}
\end{array}\right| \cdot(A 3-3) .
$$

A third basic relation follows from equations A1-5, A1-6, and A3-1, which together imply:

$$
\begin{equation*}
\gamma_{5}=\frac{-1}{4!} \varepsilon_{\mu \nu \lambda} \gamma_{\mu} \gamma_{\nu} \gamma_{\lambda} \gamma_{\rho} \tag{A3-4}
\end{equation*}
$$

from which after some tedious algebra one obtains:

$$
\begin{align*}
-\varepsilon_{\mu \nu \lambda \rho} \gamma_{5} & =g_{\mu \nu} \gamma_{\lambda} \gamma_{\rho}+g_{\lambda \rho} \gamma_{\mu} \gamma_{\nu}+g_{\mu \rho} \gamma_{\nu} \gamma_{\lambda}+g_{\nu \lambda} \gamma_{\mu} \gamma_{\rho} \\
& -g_{\mu \lambda} \gamma_{\nu} \gamma_{\rho}-g_{\nu \rho} \gamma_{\mu} \gamma_{\lambda}-g_{\mu \nu} g_{\lambda \rho} \\
& -g_{\nu \lambda} g_{\mu \rho}+g_{\mu \lambda} g_{\rho \nu}-\gamma_{\mu} \gamma_{\nu} \gamma_{\lambda} \gamma_{\rho} . \quad(A z- \tag{A3-5}
\end{align*}
$$

Equations $A 1-1,5,6,7,8$, and $A 3-1,2,3,5$ are together sufficient
for the derivation of all possible relations involving the Dirac matrices, the metric tensor, and the Levi-Cevita tensor.

We shall generally use the show hand notation mode clear by the following examples:

$$
\begin{align*}
& \varepsilon(a b c d) \equiv \varepsilon_{\mu \nu \lambda \rho} a_{\mu} b_{\nu} c_{\lambda} d_{\rho}, \\
& \varepsilon_{\mu \nu}(a b) \equiv \varepsilon_{\mu \nu \lambda \rho} a_{\lambda} b_{\rho}  \tag{A3-6}\\
& \varepsilon(a)_{\nu}(b c) \equiv \varepsilon_{\mu \nu \lambda \rho} a_{\mu} b_{\lambda} c_{\rho}
\end{align*}
$$

and in particular for non-comnutative :

$$
\varepsilon_{\mu \nu}(\gamma \gamma) \equiv \varepsilon_{\mu \nu \lambda \rho} \tilde{V} \lambda \lambda \gamma_{\rho}\left\{\begin{array}{l}
\neq \varepsilon_{\mu \nu \lambda} \lambda_{\rho} \gamma_{\rho} \gamma_{\lambda}, \tag{A3-7}
\end{array}\right.
$$

Note, however, that if $b$ is just a four-momentum, it follows from the antisymetry property:

$$
\begin{equation*}
\varepsilon_{\mu \nu \lambda \rho}=-\varepsilon_{\mu \nu \rho} \lambda \tag{A3-8}
\end{equation*}
$$

that: $\varepsilon_{\mu \nu}(b b)=0=\varepsilon_{\mu}(b) \rho(b)=\ldots$ etc. .
Similarly if $S_{\lambda}{ }^{i s}$ a symmetric tensor,

$$
\begin{equation*}
\varepsilon_{\mu \nu \lambda_{\rho}} S_{\lambda \rho}=0=\varepsilon_{\mu \nu \lambda_{\rho}} S_{\mu \rho}=\text { etc. } \tag{A3-10}
\end{equation*}
$$

We now list some useful relations; $a, b, c, d, \ldots$ will
always stand for four-momenta and not for Dirac matrices unless this is explicitly stated.

$$
\begin{align*}
& \text { From } A 3-2 \text { we have: } \quad \varepsilon_{\mu \nu}(a b) g_{\lambda \rho}+\varepsilon_{\nu \lambda}(a b) g_{\mu \rho} \\
& +\varepsilon_{\lambda \mu}(a b) g_{\nu \rho}=a_{\rho} \varepsilon_{\mu \nu \lambda}(b)-b_{\rho} \varepsilon_{\mu \nu} \lambda(a) \tag{A3-11}
\end{align*}
$$

so in particular:

$$
\begin{align*}
& \varepsilon_{\mu \nu}(a b) c_{\lambda}+\varepsilon_{\nu} \lambda(a b) c_{\mu} \\
& +\varepsilon_{\lambda \mu}(a b) c_{\nu}=(a \cdot c) \varepsilon_{\mu \nu \lambda}(b)-(b \cdot c) \varepsilon_{\mu \nu \lambda}(a) \tag{A3-12}
\end{align*}
$$

Equations A3-11 and 12 continue to hold if any of the $a, b, c$ are Dirac $\gamma$-matrices, provided one writes the equations with these factors appearing in the same order throughout, that is, provided one mites:

$$
\left.\begin{array}{l}
\text { r.h.s. }(A 2-11)=a_{\rho} \varepsilon_{\mu \nu \lambda}(b)-\varepsilon_{\mu \nu \lambda}(a) b_{\rho},  \tag{A3-13}\\
\text { and: } \\
\text { r.i.s. }(A 2-12)=a_{\sigma} \varepsilon_{\mu \nu \lambda}(b) c_{\sigma}-\varepsilon_{\mu \nu} \lambda(a)(b \cdot c)
\end{array}\right\}
$$

In particular, if $a, b, c$ are all $\gamma$-matrices, we have, using:

$$
\begin{equation*}
\left\{\varepsilon_{\mu \nu \lambda}(\gamma), \tau_{\beta}\right\}=2 \varepsilon_{\mu \nu \nu \lambda_{p}} \tag{AB-14}
\end{equation*}
$$

and, (in our realisation): $\gamma \cdot \gamma=4$,
that: $\varepsilon_{\mu \nu}(\gamma \gamma) g_{\lambda \rho}+\varepsilon_{\nu \lambda}(\gamma \gamma) g_{\mu p}+\varepsilon_{\lambda \mu}(\gamma \gamma) g_{\nu \rho}$

$$
\begin{equation*}
=2\left[\gamma_{\rho} \varepsilon_{\mu \nu \lambda} \lambda(\gamma)-\varepsilon_{\mu \nu} \lambda \rho\right] \tag{A3-16}
\end{equation*}
$$

and:

$$
\varepsilon_{\mu \nu}(\gamma \gamma) \gamma_{\lambda}+\varepsilon_{\nu \lambda}(\gamma \tau) \gamma_{\mu}+\varepsilon_{\lambda \mu}(\gamma \gamma) \hat{\theta}_{\nu}=-6 \varepsilon_{\mu \nu \lambda}(\gamma)
$$

Further relations are easily derived by saturoting free indices in A $3-11$ and 12 with additional four-moranta or $\gamma$-matrices.

From equation $\triangle 3-3$ one may derive the following relations:

$$
\begin{align*}
& \varepsilon_{\mu \nu \nu \rho \rho} \varepsilon_{\mu \nu \nu^{\prime} \lambda^{\prime} \rho^{\prime}}=-1!\left|\begin{array}{lll}
g_{\nu \nu^{\prime}} & g_{\nu \lambda^{\prime}} & g_{\nu \rho^{\prime}} \\
g_{\lambda \nu^{\prime}} & g_{\lambda \lambda^{\prime}} & g_{\lambda \rho^{\prime}} \\
g_{\rho \nu \nu^{\prime}} & g_{\rho \lambda^{\prime}} & g_{\rho \rho^{\prime}}
\end{array}\right|_{\left.{ }_{(A Z-1} 8\right)} \\
& \varepsilon_{\mu \nu \lambda \rho} \varepsilon_{\mu \nu \lambda^{\prime} \rho^{\prime}}=-2!\left|\begin{array}{ll}
g_{\lambda \lambda^{\prime}} & g_{\lambda \rho^{\prime}} \\
g_{\rho \lambda^{\prime}} & g_{\rho \rho^{\prime}}
\end{array}\right| \text {, }  \tag{A3-19}\\
& \varepsilon_{\mu \nu \lambda \rho} \varepsilon_{\mu \nu \nu \rho^{\prime}}=-3!g_{\rho \rho^{\prime}}, \tag{A3-20}
\end{align*}
$$

and:

$$
\begin{equation*}
\varepsilon_{\mu \nu \nu} \lambda_{\rho} \varepsilon_{\mu \nu \nu \lambda_{\rho}}=-4!. \tag{A3-2i}
\end{equation*}
$$

Contracting free indices in $A 3-3$ and $A 3-18$ to 21 with four-momenta and/or $\gamma$-matrices then yields additional useful relations. If two or more $\gamma$-matrices are involved they are best distinguished by superscripts, since it is important that when the deteminants are expanded the $\gamma$-metrices occur in each tem in the order in which they appeared in the original "double-epsilon" procuct. At least, one must not re-order the matrices in a particular term without taking proper account of the anti-comutation relations.

We have derived from the above equations the following interestine relations which greatly s:mplify the calculation of lowest order unpolarised cross-sections for processes. such as: electron + nucleon $\rightarrow$ electron + isobex:

$$
\begin{align*}
& \varepsilon_{\mu}(a b \gamma) \varepsilon_{\mu}(a b \gamma)=-2\left[a^{2} b^{2}-(a \cdot b)^{2}\right], \\
& \varepsilon(\gamma a b \gamma) \varepsilon(\gamma a b \gamma)=4\left[a^{2} b^{2}-(a \cdot b)^{2}\right], \\
& \varepsilon_{\mu \nu}(a b) \varepsilon_{\mu}(a b \gamma) \gamma_{s} \varepsilon_{\nu}(a b \gamma)=2\left[a^{2} b^{2}-(a \cdot b)^{2}\right](a \cdot b-\phi b),  \tag{A3-24}\\
& \varepsilon_{\mu \nu}(a b) \varepsilon_{\nu \lambda}(a b) \varepsilon_{\lambda \rho}(a b) \varepsilon_{\rho \mu}(a b)=2\left[a^{2} b^{2}-(a \cdot b)^{2}\right]^{2},  \tag{AB-25}\\
& \left.\varepsilon_{\mu}(a b \gamma) \varepsilon_{\nu}(a b \gamma) \varepsilon_{\mu \lambda}(a b) \varepsilon_{\lambda}\right)(a b)=-2\left[a^{2} b^{2}-(a \cdot b)^{2}\right]^{2}, \tag{43-26}
\end{align*}
$$

A large number of relations can be derived from equation A3-5 by contraction with $\gamma$-matrices and/or four-momenta and possibly invoking equetions $A \mathcal{A}-7$ and 8 . The only ones needed for this thesis are es follows.

Contracting $A 3-5$ with $a_{\lambda}$ and $b \rho$, we obtain after some anti-commutation: $\varepsilon_{\mu \nu}(a b) \gamma_{5}=d \gamma_{\mu} \gamma_{\nu} b-a_{\mu} \gamma_{\nu} \nLeftarrow$

$$
\begin{align*}
& +\gamma_{\mu} a_{\nu} b+d b_{\mu} \gamma_{\nu}-d \gamma_{\mu} b_{\nu}-g_{\mu \nu} d b \\
& +g_{\mu \nu} a_{\nu} b-a \cdot b \gamma_{\mu} \gamma_{\nu}+a_{\mu} b_{\nu}-b_{\mu} a_{\nu} \tag{A3-27}
\end{align*}
$$

The reason for onti-comnuting the right-hand-side into the form above, is that it is then particularly simple to invoke the Dirac equation if $\varepsilon_{\mu \nu}(a b) \gamma_{5}$ is sandwiched between half-integer spin Dirac spinors: $\bar{\psi}(a)$ and $\psi(b)$.

Contraction of A $3-5$ with fopyields:

$$
\begin{equation*}
\varepsilon_{\mu \nu \lambda}\left(\gamma_{\hat{0}} \hat{\theta}_{5}=g_{\mu \nu} \gamma_{\lambda}+g_{\nu \lambda} \gamma_{\mu}-g_{\mu \lambda} \lambda_{\nu}-\gamma_{\mu} \gamma_{\nu} \gamma_{\lambda}\right. \tag{43-28}
\end{equation*}
$$

which on contraction with $a_{\mu}$ ana $b_{2}$ gives:

$$
\begin{equation*}
\varepsilon_{\nu}(a \tilde{\sigma}) \gamma_{5}=b_{\nu} \alpha+a_{\nu} b=\alpha_{p} \tilde{\theta}_{\nu}-a \cdot b \gamma_{\nu} . \tag{A3-29}
\end{equation*}
$$

Finally, contracting $A 3-27$ with $C_{\nu}$ we obtain:

$$
\begin{align*}
\varepsilon_{\mu}(a c b) \gamma_{5}= & -\alpha \gamma_{\mu} \phi b-a \cdot c \hat{\phi}_{\mu} b+b \cdot c \phi \gamma_{\mu}+a \cdot b \gamma_{\mu} \phi \\
& +a_{\mu} \psi \phi-b_{\mu} d \hat{\phi}+c_{\mu} \phi p  \tag{A3-30}\\
& -b \cdot c a_{\mu}+a \cdot c b_{\mu}-a \cdot b c \mu
\end{align*}
$$

APPEIDIX 4 . USEFUL RETATIOTS IINOLYIVG THE THIRD RASK EVI-CYITA TUTOR.

We similarly define:

$$
\varepsilon_{i j k} \equiv\left\{\begin{array}{l}
1,(i, j, k)=\text { even permutation of }(i, 2,3)  \tag{AL-1}\\
-1,(i, j, k)=\text { odd permutation of }(1,2,3) \\
0, \text { any two indices equal. }
\end{array}\right.
$$

We then have the useful relations:

$$
\begin{align*}
& \varepsilon_{i j k} \delta_{l m}=\varepsilon_{l j k} \delta_{i m}+\varepsilon_{i l, l} \delta_{j m}+\varepsilon_{i j \ell} \delta_{k m},  \tag{AL-2}\\
& \varepsilon_{i j k} \varepsilon_{i / j / k^{\prime}}=\left|\begin{array}{lll}
\delta_{i i^{\prime}} & \delta_{i j} & \delta_{i k^{\prime}} \\
\delta_{j i^{\prime}} & \delta_{j j}{ }^{\prime} & \delta_{j k^{\prime}} \\
\delta_{k i^{\prime}} & \delta_{k j} & \delta_{k k^{\prime}}
\end{array}\right|,  \tag{A4-3}\\
& \varepsilon_{i j k} \varepsilon_{i j j k}=\left|\begin{array}{ll}
\delta_{i j} & \delta_{i j l} \\
\delta_{i j l} & \delta_{j j} l
\end{array}\right| \text {, }  \tag{4}\\
& \varepsilon_{i j k} \varepsilon_{i / j k}=2 \delta_{i i^{\prime}} \text {. }  \tag{A4-5}\\
& i_{\varepsilon_{j k}}(\tau)=\frac{1}{2}\left[\tau_{j,} \tau_{k}\right] \text {, }  \tag{4}\\
& \varepsilon_{i j}(\tau) \tau_{k}=\varepsilon_{\varepsilon_{j}}(\tau) \tau_{i}+\varepsilon_{i R_{k}}(\tau) \tau_{j}+3 \varepsilon_{i j R_{k}} \Lambda_{2},  \tag{A4-7}\\
& \varepsilon_{j}(\tau \tau)=2 i \tau_{j} . \tag{4}
\end{align*}
$$

## APPDPDIX 5 KTNTEATSCAT DEEITTTOIS ATD RITATTONS FOR CHAPTERS 4 and 5.

With $N$ denoting a nucleon, 1 a meson, and $\gamma$ a real or virtual photon, we define the $s, t$, and $u$ channels of the processes considered in Cnapters 4 and 5 by:

$$
\begin{array}{ll}
\text { s channel: } N(p)+\gamma(q) \rightarrow N\left(p^{\prime}\right)+M(k) \\
t \text { channel: } \bar{M}(-f)+\gamma(q) \rightarrow N\left(p^{\prime}\right)+\bar{N}(-\phi)  \tag{A5-2}\\
u \text { channel: } \bar{N}(-p)+\gamma(q) \rightarrow \bar{N}(-p)+M(k)
\end{array}
$$

The parentheses in these channel definitions define the momenta of the particle involved, and we derine: $m, m$, and $\mu$ to be the masses of the initial nucleon, final nucleon, and meson respectively. We have distinguished between $m$ and $\mathrm{m}^{\text {' }}$ in order to keop the relations of this appendix as general as possible, but throughout the remainder of this thesis we always take $m$ and $m^{\prime}$ to be equal.

We define:
$S \equiv K^{2}$, where $K \equiv p+q=p^{\prime}+\varepsilon$,
$t \equiv \Delta^{2}$, where $\Delta \equiv q-\varepsilon=p^{\prime}-p$,
$u \equiv K^{\prime 2}$, where $K^{\prime} \equiv p^{\prime}-q=p-R$,

$$
\begin{array}{lll}
\Lambda \equiv \frac{1}{2}(p-q), & Q \equiv \frac{1}{2}(k+q), & \Lambda^{\prime \prime} \equiv \frac{1}{2}(p+q), \\
\Lambda^{\prime} \equiv \frac{1}{2}\left(p^{\prime}-k\right), & p \equiv \frac{1}{2}\left(p^{\prime}+p\right), & \Lambda^{\prime \prime} \equiv \frac{1}{2}(p+10,11,12)
\end{array}
$$

$$
\begin{equation*}
\nu \equiv \frac{1}{4}(s-u), \text { and } k \equiv m^{\prime 2}+m^{2}+\mu^{2}+q^{2} \tag{A5-16,17}
\end{equation*}
$$

The sets: $\left(\mathrm{K}, \Lambda, \Lambda^{\prime}\right),(\Delta,-\mathrm{Q}, \mathrm{P})$, and $\left(-\mathrm{K}^{\prime},-\Lambda^{\prime \prime},-\Lambda^{\prime \prime}\right)$ are sets of "natural" momenta for the $s, t$, and $u$ channels respectively. Under sst crossing at fixed u: $p^{\prime} \leftrightarrow p^{\prime}, q \leftrightarrow q, \quad p \leftrightarrow-1 e, \quad K \leftrightarrow \Delta, \quad \Lambda \leftrightarrow-Q, \quad \Lambda^{\prime} \leftrightarrow p,(A 5-1 B)$
whilst under $s \leftrightarrow u$ crossing at fixed $t:$


Equations 2.42-14 to 17 are applicable to the processes under consideration here, and the "natural" paip of inandelstani variables is therefore $\nu$ and $t$.

With the above definitions we have the following relations between the Fandelstam variables:
and:

$$
u=\frac{1}{2}(\kappa-t-4-\nu)
$$

$$
\begin{equation*}
s+t+u=k, \quad s=\frac{1}{2}(1 c-t+4+\nu), \tag{A,5-20,21}
\end{equation*}
$$

$$
(A 5-22)
$$

Note that $K$ is a function of $q^{2}$ and not a constant in the virturl photon case, and $q^{2}$ is then itself a handelstam variable as discussed in Chapter 3. So we strictly have three independent landelstam variables in the off-shell case, the natural set being: $2, t$, and $q^{2}$.

Equations $45-5,7,9$, and 10 to 15 yield on inversion:

$$
\begin{array}{ll}
2 p=K+2 \Lambda=2 p-\Delta=2 \Lambda^{\prime \prime \prime}+K^{\prime}, & (A 5-23,24,25) \\
2 q=K-2 \Lambda=2 Q+\Delta=2 \Lambda^{\prime \prime}-K^{\prime}, & (A 5-25,27,28) \\
2 p^{\prime}=K+2 \Lambda^{\prime}=2 p+\Delta=2 \Lambda^{\prime \prime}+K^{\prime}, & (A 5-29,30,31) \\
2 R=K-2 \Lambda^{\prime}=2 Q-\Delta=2 \Lambda^{\prime \prime \prime}-K^{\prime} . & (A 5-32,33,34)
\end{array}
$$

The scalar products between the six pairs of different momenta choosable from $p, q, p^{\prime}$, and $k$, are given by:

$$
\begin{align*}
& 2 p \cdot q=s-m^{2}-q^{2}=m^{\prime 2}+\mu^{2}-t-u,  \tag{A5-35,36}\\
& 2 p^{\prime} \cdot q=m^{\prime 2}+q^{2}-u=t+s-m^{2}-\mu^{2},  \tag{A5-37,38}\\
& 2 p \cdot k=m^{2}+\mu^{2}-u=t+s-m^{\prime 2}-q^{2},  \tag{A5-39:40}\\
& 2 p^{\prime} \cdot k=s-m^{\prime 2}-\mu^{2}=m^{2}+q^{2}-t-u,
\end{align*}
$$

(A5-4, ,42)

$$
\begin{align*}
& 2 p^{\prime} \cdot p=m^{12}+m^{2}-t=s+u-\mu^{2}-q^{2}, \\
& 2 k \cdot q=\mu^{2}+q^{2}-t=s+u-m^{2}-m^{2} .
\end{align*}
$$

Similarly, in tems of for exampe the "natural" t-channel momenta ve have:

$$
\begin{array}{llll} 
& 4 P^{2}=2\left(m^{12}+m^{2}\right)-t, & P \cdot Q=\nu, & (A 5-47,48) \\
& 2 P \cdot \Delta=\left(m^{12}-m^{2}\right), & 2 Q \cdot \Delta=\left(q^{2}-\mu^{2}\right), & \\
\text { and }: & 4 Q^{2}=2\left(\mu^{2}+q^{2}\right)-t, & &  \tag{A5-51}\\
& (A 5-51), 50)
\end{array}
$$

Having taken the particle with momentum $q$ off-shell, we shall in fact find it more convenient to work in the t-channel with momenta: $\Delta,-q$, and $P$, and we then need the relations:

$$
\begin{align*}
p \cdot q & =\nu+\frac{1}{4}\left(m^{12}-m^{2}\right), \\
\text { and } \quad 2 \Delta \cdot q & =t+q^{2}-\mu^{2} \tag{A5-53}
\end{align*}
$$

$$
(A 5-52)
$$

Note that for $m^{\prime}=m$ :

$$
\begin{align*}
& p \cdot \Delta=0, \quad P \cdot q=2,  \tag{A5-54,55}\\
& \left.p \cdot q\right|_{s=x}=-\left.p^{\prime} \cdot q\right|_{u=x},  \tag{A5-56}\\
& \left.p \cdot q\right|_{u=x}=-\left.p^{\prime} \cdot q\right|_{s=x},  \tag{A5-57}\\
& \left.p \cdot k\right|_{s=x}=-\left.p^{\prime} \cdot k\right|_{u=x},  \tag{A5-58}\\
& \left.p \cdot R\right|_{u=x}=-\left.p^{\prime} \cdot R\right|_{s=x} . \tag{A5-59}
\end{align*}
$$

## APPRIDIX 6: KTMEMATCS OE THE THREE-PARTICLE VERTEX.

We assume that the vertex couples an initial on-shell particle with mass $m$, monentum $p$, to a final on-shell particle with mass $k$, momentum $K$. The third particle is assumed to be initial with monentum $q$, but its squered four momentum will always simply be written as $q^{2}$ to allow for the possibility of its beine a virtuel photon.

Then:

$$
\begin{equation*}
q=K-p, \tag{6}
\end{equation*}
$$

and we define:

$$
\begin{equation*}
P^{\prime} \equiv K+p . \tag{A6-2}
\end{equation*}
$$

The following useful relations then hold:

$$
\begin{align*}
& K=\frac{1}{2}\left(p^{\prime}+q\right)  \tag{A6-3}\\
& p=\frac{1}{2}\left(p^{\prime}-q\right)  \tag{A6-5}\\
& 2 p \cdot q=n^{2}-m^{2}-q^{2}  \tag{A6-6}\\
& 2 p \cdot K=n^{2}+m^{2}-q^{2}  \tag{A6-7}\\
& 2 K \cdot q=n^{2}-m^{2}+q^{2}  \tag{A6-8}\\
& P^{\prime} \cdot q=n^{2}-m^{2} \\
& P^{\prime 2}=2\left(n^{2} * m^{2}\right)-q^{2}
\end{align*}
$$

$$
p=\frac{1}{2}\left(p^{\prime}-\underline{q}\right) \quad(A 6-4)
$$

Note in particular that since any momentum, Q, involved at the vertex may be written in the form:

$$
\begin{equation*}
Q=a P^{\prime}+b q, \tag{A6-10}
\end{equation*}
$$

where a and $b$ are constant coefficients, then if g refers to the only off-shell particle, Q.q is a constant only when $Q=P^{\prime}$, the general relation being:

$$
\begin{equation*}
Q \cdot q=a\left(n^{2}-m^{2}\right)+b q^{2} \tag{A6-12}
\end{equation*}
$$

Note also the useful relations:

$$
\begin{align*}
-4 q^{2} p^{2}(q) & =-4 M^{2} q^{2}(K)=q^{4}-2\left(M^{2}+m^{2}\right) q^{2}+\left(M^{2}-m^{2}\right)^{2} \\
& =\left[q^{2}-(M+m)^{2}\right]\left[q^{2}-(M-m)^{2}\right] \tag{A6-13}
\end{align*}
$$

## APPEMDIX 7. SOGS THO TMDEX TYPE 2 POUIVALEICE REIATIOMS FOR $\mathrm{FB} \rightarrow \mathrm{FB}$ PROCGSGES.

Consider covarients of the general form:
$\mathcal{E}_{\mu}(a, b) \mathcal{E}_{\alpha}\left(c_{\gamma} d\right)$, where $a, b, c$, and d are four-momenta. Such covarients arise for example in the study of nomal reactions
with the spin configuration: $1+\frac{1}{2} \rightarrow 1+\frac{1}{2}$. We mey expand $\varepsilon_{\mu}(a \gamma b) \varepsilon_{\alpha}(c ; d)$ in two ways: firstily by means of equation A3-3, and secondly by using equation $A 3-29$ and the fact that:

$$
\begin{equation*}
\varepsilon_{\mu}(a \gamma b) \varepsilon_{\alpha}(c \gamma d)=\left[\varepsilon_{\mu}(a \gamma b) \gamma_{5}\right]\left[\varepsilon_{\alpha}(c \gamma d) \gamma_{5}\right] \tag{A7-1}
\end{equation*}
$$

Bquating the right hend sides of the two expensions leads to the trivial result ( $0=0$ ) only in the special case:

$$
\begin{equation*}
a=c, b=a, \tag{A7-2}
\end{equation*}
$$

and in other cases one obtains type 2 equivalence theorems between normal $F B \rightarrow F B$ two-index covarients.

In particular, one may derive in this way type $2 \mathrm{E} \cdot \mathrm{R}$ 's. relating the non-gauge-invarient covarients of section $l_{4} 1_{2}$. Choosing $\underline{q}^{\prime}, p$, and $q$ to be the three independent four-momenta one may apply the above treatment to the covarients:

$$
\begin{equation*}
\mathcal{K}_{\mu \alpha}^{(i i)} \equiv \varepsilon_{\mu}\left(p^{\prime \gamma} \gamma_{p}\right) \varepsilon_{\alpha}\left(q \gamma_{p}\right), \tag{A7-4}
\end{equation*}
$$

and: $\mathcal{K}_{\mu \alpha}^{(i i i)}=\varepsilon_{\mu}\left(p / \gamma_{q}\right) \varepsilon_{\alpha}(q \gamma p)$.

$$
\begin{equation*}
\mathscr{X}_{\mu \alpha}^{(i)} \equiv \varepsilon_{\mu}\left(p^{\prime} \gamma q\right) \varepsilon_{\alpha}\left(p^{\prime} \gamma p\right), \tag{A7-3}
\end{equation*}
$$

where as usual we have chosen and ordered the momenta in each case in that way which reduces to a minimum the number of anti-cormatation operations required prior to invokation of the Dirac equation on the nucleon spinors. We find that in view of the subsidiary conditions, the above operation performed on $\mathcal{K}_{\mu \alpha}^{(i)}$ and $\mathcal{K}_{\mu \alpha}^{(i i)}$ leads to the same $B . R$. in both cases, whilst $\mathcal{K}($ iii $\mu$ Ieads to a second independent $\mathbb{Z}$.R. . No further independent $\mathrm{B}_{0} \mathrm{R}_{\mathrm{D}}$ 's are generated by considering the three covarients which may be obtained from the previous three by interchenge of the incices. In the speciel case $m^{1}=m$, the E.R. coming from $\pi_{\mu \alpha}^{(i)}$ or $\pi_{\mu \alpha \text { reads: }}^{(i i)}$

$$
\begin{align*}
& m \nu[\gamma, \gamma]+p^{2}[\gamma \phi, \gamma]+\nu[\eta, \Delta]-\Delta \cdot q[\gamma, p] \\
& -\left[P_{g} \Delta\right] A+m\left[P_{g}[\tilde{0}, \phi]\right] \cong 0, \tag{A7-6}
\end{align*}
$$

whilst $\mathcal{K}_{\mu(\text { (iii) }}^{(\alpha e l d s: ~}$

$$
\begin{align*}
& \left.\left[2 v^{2}-\frac{1}{2}(\Delta \cdot q)^{2}\right][\gamma, \gamma]+2 m \nu\right)[\gamma q, \gamma]-\Delta \cdot q-\{p, \Delta\}+2 \nu \Delta \Delta \\
& +\left(\Delta \cdot q-2 q^{2}\right)[p, \Delta]+7 n \Delta \cdot q-\{\theta, \Delta\}+m\left(2 q^{2}-\Delta \cdot q\right)[\gamma, \Delta] \\
& -2 m \Delta \Delta q+2 v[p,[\gamma, \phi]]+\frac{1}{4} t\{\Delta,[\gamma, \phi]\} \\
& +\frac{1}{4}(t-2 \Delta \cdot q)[\Delta,[\gamma, \phi]] \cong 0 .
\end{align*}
$$

Here we have adopted the shorthand notation that:

$$
\begin{align*}
& A B \equiv A_{\mu} B_{c}, \quad\left[A_{9} B\right] \equiv A_{\mu} B_{\alpha}-B_{c} A_{\mu}, \\
& \{A, B\} \equiv A_{\mu} B_{\alpha}+B_{\alpha} A_{\mu},  \tag{A7-10}\\
\text { and }: & {[\gamma \not \gamma \gamma] \equiv \gamma_{\mu} \not \gamma_{\alpha}-\gamma_{\alpha}-\gamma_{\alpha} \not p \gamma_{\mu}, } \tag{A7-11}
\end{align*}
$$

where $A, B$ are momenta or $\gamma$-matrices, and $b$ is momentum.
One might try to deduce further type $2 \mathrm{~F} . \mathrm{R}$.'s by considering ror example the foms: $\varepsilon_{\mu}(a b c) \varepsilon_{a}(a b c)$, $\varepsilon_{\mu}(a \gamma \gamma) \varepsilon_{\alpha s}(b \gamma c), \varepsilon_{\mu}(a \gamma b) \varepsilon_{\alpha \alpha}(\gamma \gamma c), \varepsilon_{\mu s}(a \gamma \gamma) \varepsilon_{\alpha}(\gamma \gamma b), \varepsilon_{\mu \sigma}(A B) x$ $\times \varepsilon_{\alpha<\sigma}(C D)$, and $\varepsilon_{\mu \sigma \tau}(A) \varepsilon_{\alpha \sigma \tau}(B)$.
However, we have succeeded in showing that impespective of whether or not $m^{\prime}=m$, none of thesefoms leads to a type 2 E.R. inequivalent to those already obtained for the process under consideration.

## 

In this appendix we compute the coupling constant for the decas: $\left(J+\frac{1}{2}\right)^{2} \longrightarrow \frac{1}{2}+0 \pm$ in terms of the partial width.

After deducing the general relation we use it to calculate the coupling constants encountered in sections 5.4 and 5.5. We adopt the notation that the (monentum, mass, helicity, isospin. isospin projection) of the resonance, final baxyon, and meson are defined to be: $\left(K, M, \Lambda, I_{R}, t_{R}\right),\left(p^{\prime}, m, \lambda^{\prime}, I_{B}, t_{B}\right)$, and $\left(k, \mu, 0, I_{i n}, t_{1}\right)$ respectively.

The $O(3,1) \otimes \operatorname{SU}(2)$ invarient coupling constant, $E$, is defined in our usual notation by:

$$
\begin{aligned}
& \left\langle p^{\prime}, \lambda^{\prime}, t_{B ;} ; R, t_{M}\right| T\left|K, \Lambda, t_{B}\right\rangle^{*}=g \bar{U}^{-\lambda^{\prime}}\left(p^{\prime}\right)\left(p_{\mu}^{\prime}\right)^{\top} I^{*} u_{(\beta)^{J}}^{\Lambda}(K) \phi_{\left(i^{\prime \prime}\right)^{J_{M}}}^{*} t_{M} \\
& \therefore \chi_{\left(i^{\prime}\right)^{I} I_{B}} \mathcal{X}_{\left(i^{\prime \prime}\right)^{I_{M}}\left(i^{\prime}\right) I_{B}(i)^{I_{R}}}\left(I_{R} \rightarrow I_{B}+I_{M}\right) \chi_{(i)^{J_{R}}}^{t_{R}},(A B-1)
\end{aligned}
$$

where as usual:

$$
J^{2}=\left\{\begin{array}{l}
\pi_{4},  \tag{AB-2}\\
\pi_{5},
\end{array}\right.
$$

and the plus (mjnus) signs are to be adopted for decays which are nomal (abnomal) overall. The partial width for decay in a particular configuration of isospin projection is then:
where the final-state phase-space factor is given by:

$$
\begin{equation*}
\left.\rho_{f}\right|_{K=(M, O)}=\left.\frac{1}{4 \pi M}\left|\phi^{\prime}\right|\right|_{K=(M, O)} . \tag{48-4}
\end{equation*}
$$

The partial width, $\Gamma \pm$, conventionally tabulated oy experimentalists is then defined by:

$$
\begin{equation*}
\Gamma^{+a}=\sum_{\substack{\text { all allowed } \\ t_{B}, t_{M}}} \Gamma^{2}\left(t_{B} \rightarrow t_{B}+t_{P A}\right), \tag{A8-5}
\end{equation*}
$$

and has the sane value for all members of the initial multiplet. Hence:

$$
\begin{equation*}
\left.\Gamma^{+}=X\left(T_{R} \rightarrow T_{B}+T_{A}\right)\right\rangle\left._{\lambda} \sum_{\Lambda}\left|T_{A}^{2}\right|^{2} \frac{|N|}{8 J M M^{2}}\right|_{K=(M, 0),}(A 0-6) \tag{A8-7}
\end{equation*}
$$

where: $T_{ \pm}^{\lambda A} \equiv g u^{\lambda}\left(p^{\prime}\right)\left(\lambda_{\mu}^{\prime}\right)^{\top} L^{2} u_{(\mu)^{\top}}^{\Lambda}(K)$,

$$
\begin{aligned}
& \text { and: }
\end{aligned}
$$

this latter quantity bejng the same for all $t_{R}$. The factor $X$ arises because we have not bothered to normalise our isospin covaricnts; that is, they yield un-nomalised Clebsh-Gordan coefficients when contracted wh the extemal SU(2) wavefunctions. They may be nomalised by multiplication by $X^{-\frac{1}{2}}$.

Thus:
$\frac{\Gamma^{ \pm}}{g^{2} X}=\frac{1}{16 \pi M^{2}(J+1)} \operatorname{tr}\left[\left(p^{\prime}-m\right) 0^{J+1 / 2}\left(p^{\prime} p^{\prime} ; K\right)\right] p^{\prime}| |_{K=(M, Q))^{(A-8-9)}}$
where the forward contracted propogator is given by: ( 8 )

$$
\begin{equation*}
\theta^{T+1 / 2}\left(p^{\prime}, p^{\prime} ; K\right)=-C_{T+1}\left[p^{/ 2}(K)\right](K+M) \tag{AB-10}
\end{equation*}
$$

In view of the kinematical relations:

$$
\begin{equation*}
\left.p^{/ 2}\right|_{K=(M, O)}=-p^{2}(K)=\frac{1}{4-M M^{2}}\left[(M+m)^{2}=\mu^{2} T(M-m)^{2}-\mu^{2}\right] \tag{A8-11}
\end{equation*}
$$

and:

$$
\begin{equation*}
2\left(p^{\prime} K+M m\right)=\left[(M+m)^{2}-\mu^{2}\right] \tag{AB-12}
\end{equation*}
$$

we easily obtain finally:
$\frac{\Gamma^{2}}{g^{2} X}=\frac{C_{T+1}\left[(M+m)^{2}-\mu^{2}\right]^{T+1 / 2}\left[(M-m)^{2}-\mu^{2}\right]^{T+1 / 2}\left[(M \pm m)^{2}-\mu^{2}\right]}{4^{T+2}(J+1) \pi M^{2 T+3}}$
Note that our coupling constants have the dimensions of $\operatorname{mass}{ }^{-J}$.

Using equation $48-13$ we compute the coupling constants for the decays tabulated below. The X-factors are obtained. from equation A8-8, and the input data is taken from the January 1968 Rosenfeld tables. For the masses of the nucleon, the pion, and the $\eta$ we take the respective values: $939 \mathrm{HeV}, 138 \mathrm{HeV}$, and 549 lev . Note that the partial decay

TABIE AB-I
COMPUTATION UQ THE COUPITHG COIGRAYTS GOR BARYOI DECAY APPYARIG TE SECPTOS 5 - 1 and 5.

| RESOMANCE |  |  |  |  |  |  |  | ```DECAY COUPLTNG CONSTANT &``` |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\begin{array}{r} (\mathrm{MASS}, \Gamma) \\ (\mathrm{MeV}) \end{array}$ | I | $J^{P}$ |  |  |  |  |  |  |
| $\Delta(1236,120)$ | $3 / 2$ | $3 / 2^{+}$ | 115 | $+$ | 1 | 1.00 | 120 | $15.5 \mathrm{GeV}^{-1}$ |
| N(1525,115) | $1 /$ | 3/2 | 1 N | - | 3 | 0.55 | 63.3 | $10.8 \mathrm{GeV}^{-1}$ |
| IN(1550,130) | $1 / 2$ | $1 / 2$ | N $\eta$ | $+$ | 1 | 0.70 | 91.0 | $2.11 \mathrm{GeV}^{\circ}$ |
| IT(1680, 170 ) | 1 | $5 / 2^{-}$ | Na | + | 3 | 0.40 | 68.0 | $5.48 \mathrm{GeV}^{-2}$ |
| $N(1688,130)$ | $1 / 2$ | $5 / 2^{+}$ | ITJ | - | 3 | 0.65 | 84.5 | $213 \mathrm{GeV}^{-2}$ |

width only determines the relevent coupling constant to within an overall sign Pactor. We have assumed that all the coupling constants listed are positive, and the reader is referred to section 5.3 for a discussion of the implications or this assumption.

AFPGIDIX 2. PHENOMSNOLOGTCAI FITS TO PION PHOTOPRODUGTTON IV THE 33 -PESONGE PBGIOI.
The empirical values of the coupling-constants $G_{1,2} V(1236$, $q^{2}=0$ ), hereatter abreviated to $G_{1,2}(0)$, may be obtained from a phenomenological fit to the data on the resonant scattering process:

$$
\begin{equation*}
\sigma^{(R)}+p \rightarrow \Delta^{+}(1236) \rightarrow p+\pi \pi^{0} \tag{A9-1}
\end{equation*}
$$

The centre-of-mass frame angular distribution for this process is proportional to:

$$
\begin{equation*}
A+C \cos ^{2} \theta+\alpha \sin ^{2} \theta \cos 2 \phi \tag{A,-2}
\end{equation*}
$$

where $\theta$ is the scattering angle and $\phi$ is the angle subtended by the production plane and the plane of polarisation of the incident (real) photon. The constants $A, C$, and $\alpha$ are polynomial in the masses and homogencous quadratic in $G_{1,2}(0)$. Assuming the reality of these coupling constants, the ratio

$$
\begin{equation*}
f \equiv M_{1} G_{2}^{v}(0) / G_{1}^{v}(0) \tag{A9-3}
\end{equation*}
$$

may be deternined from either of the ratios $C / A$ or $\alpha / C$. In practice the data is usually analysed in terms of the ratio:

$$
\begin{equation*}
\rho(f) \equiv E_{i}^{+} / M_{1}^{+}, \tag{A9-4}
\end{equation*}
$$

Where $\pi_{1}^{+}\left(n_{1}^{+}\right)$is the non-covaxient mil tipole amplitude corresponding to a purely electric quadrupole (magnetic dipole) induced transition.

Once $\rho$ and therefore $f$ is known, the value of $G_{1} V(0)$ may be obtained from the empirical value of the product $\Gamma_{\text {tot }} \sigma_{r e s}^{\prime}$ Where $\Gamma_{\text {tot }}$ is the total wiath of the $\Delta(1236)$ and Fres is the total unpolarised corss-section for the process A9-1.

All empirical fits and theoretical calculations indicate that $|\rho|$ is very small, probably not more than a few percent. Thus, for examole, $\operatorname{SU}(6)$, symmetry predicts $\rho=0$, whilst $u(6,6)$ implies a $|\rho|$ value of a few per-cent. The dispersion. theoretic treatment of cGIN indicates that $|\rho|$ is probably not more than $2 \%$, and the erpirical data of HeDonald et. ai. ( 43 ) is consistent with a value:

$$
\begin{equation*}
p=0.00 \neq 0.06 \tag{A9-5}
\end{equation*}
$$

The combined investigations of Drickey and Mozley (42), Berkelman and Tlaggoner (44), and Vasilikov et. al. (45) yield
values of $\alpha / C$ at three energies neax to resonance. Gourain (06)
and Solin fit, these to a best value:

$$
\begin{equation*}
p=-0.045 \tag{A9-6}
\end{equation*}
$$

but do not give an error estimate.
The erron range in the empirical values of both C/A and $\alpha / C$ is about $t=10 \%$, and this unfortunately leads to a much larger fractional error in $\rho$. We shall show in a moment that $f$ is itself a rather violently varying function of for $|\rho|$ of the order of a fev per-cent. Consequently, analysis of the present data does not lead to a very precise estimate for f.

The phenomenological value of $G(0)$ has been computed by Gourdin and Salin, ${ }^{(36)}$ and by mathews: $(37)$ Their methods are essentially identical, but they obtain widely diefering results. Dalitz and Sutherland $(41)$ have pointed out that this is due to an epror in the fit of Gourdin and Salin axisjing mainly out of neglect of an $\operatorname{SU}(2)$ Clebsh-Gordan coefficiont. This error affects their estimates of $\mathrm{E}_{1}{ }^{+}$and $\mathrm{M}_{1}{ }^{+}$by identical overall factors, so their value forp would appear to be substantially correct.

Mathews' estimate is free irom computational errors, but his value for $\Gamma_{\text {tot }}$ needs to be updated from 110 to 120 MeV . In addition, he takes for $\sigma_{\text {ros }}$ the value:

$$
\sigma_{r e s}\left(\gamma_{p} \rightarrow \Delta^{+} \rightarrow p \pi^{0}\right)=\left.\sigma_{\operatorname{tot}}\left(\partial_{p} \rightarrow p \pi^{0}\right)\right|_{S=M_{1}^{2}} \approx 269 \mu b
$$

A more up to date value is now available, (41) namely:

$$
\begin{align*}
\sigma_{\text {res }}=\left.\sigma_{\text {tot }}\right|_{S=M_{i}^{2}}-\left.\sigma_{\text {background }}\right|_{S=M_{1}^{2}}= & {[(267 \pm 5)-(7 \pm 3)] \mu b } \\
& =(260 \pm 6) \mu b . \tag{A9-8}
\end{align*}
$$

It is therefore necessamy to update hathews' estimate of $G_{1} \mathrm{~V}(\mathrm{o})$ by a factor of 1.025.
(We show in a moment that $G_{1}^{V}(0)$ is proportional to $\left.\Gamma_{\text {tot }}^{1 / 2} 0_{r o s}^{-1 / 2}.\right)$

This estimate is besed on the assumption that $\rho$ vanishes, and it will be useful to see how the updeted ijt is affected by assuming instead: a) Gourdin and Salin's value for $p$,
b) the value

$$
\begin{equation*}
p=-0.064 \tag{A9-9}
\end{equation*}
$$

corresponding to the vanishing of $G_{2}(0)$, and $c$ ) the value

$$
\begin{equation*}
p \approx+0.064 \tag{A9-10}
\end{equation*}
$$

wini ch should give some idea of the upper bound on the values or $G_{1,2}{ }^{(0)}$.

For the benefit of the reader we inst mention that our
$G_{1,2,3}^{V}(0)$ are related to the $C_{3,4,5}(0)$ of Gourdin and Salin (denoted by $C_{3,4,5}^{G}(0)$ ) and the $C_{3,4,5}(0)$ of Mathews (denoted by $C_{3,4,5}^{h}(0)$ ) as follows.

$$
\begin{align*}
& \sqrt{2 / 3} G_{1}^{V}(0)=C_{3}^{M}(0)=C_{3}^{G}(0) / \mu  \tag{A9-11}\\
& \sqrt{2 / 3} G_{2}^{V}(0)=-C_{4}^{M}(0)=-\left[C_{4}^{G}(0)+C_{5}^{G}(0)\right] / \mu^{2}  \tag{A9-12}\\
& \sqrt{2 / 3} G_{3}^{V}(0)=C_{4}^{M}(0)+C_{5}^{M}(0)=C_{4}^{G}(0) / \mu^{2} \tag{A9-13}
\end{align*}
$$

Note that hathers does not define his $C_{3,4}$, 5 in the same way as do Gourdin and Salin. Also, these authors work in terms of $O(3,1)$ decompositions of the matrix element $\left\langle\Delta^{+}\right| j_{d}(0)|p\rangle$, Whereas we define our $\left(\frac{V}{T}, 2,3\right.$ by means of an $O(3,1) \otimes \operatorname{SU}(2)$. decomposition of $\langle\Delta| j_{\alpha}(0)|N\rangle$. This is responsible for the $\sqrt{2 / 3}$ factors appearing in equations $A 9-11,12$ and 13. They arise because:

$$
\begin{equation*}
\chi_{l}^{+\frac{1}{2}}(\Delta) \delta_{l 3} X^{\frac{1}{2}}(N)=\sqrt{2 / 3} \tag{A9-14}
\end{equation*}
$$

From expressions given in Gourdin and Salin's paper, coupled with equations A9-11 and 12 we have:

$$
\begin{equation*}
\rho \equiv \frac{E_{1}^{+}}{M_{1}^{+}}=\frac{-\left(M_{1}-m\right)\left(G_{1}^{v}(0)-M_{1} G_{2}^{V}(0)\right)}{\left[\left(3 M_{1}+m\right) G_{1}^{v}(0)-M_{1}\left(M_{1}-m\right) G_{2}^{v}(0)\right]} \tag{A9-15}
\end{equation*}
$$

Hence:

$$
\begin{equation*}
f=\frac{1}{(1+p)}\left[1+\frac{\left(3 M_{1}+m\right)}{\left(M_{1}-m\right)} p\right] \approx \frac{[1+(151,5) p]}{(1+p)} \tag{AO-16}
\end{equation*}
$$

and in particular:

$$
\begin{align*}
& \rho=0, \text { (pure } h_{1}^{+} \text {transition), implies } f=1,  \tag{19-17}\\
& \rho=-0.045, \text { (Gourdin and Salin's estimate), implies } \\
& f \simeq 0.308,  \tag{Ag-i8}\\
& f=0,\left(G_{2}^{v}(0)=0\right), \text { implies } \rho=\frac{-\left(M_{1}-m\right)}{\left(3 M_{1}+m\right)} \simeq-0.064, \\
& \rho=\frac{\left(M_{1}-m\right)}{\left(3 M_{1}+m\right)}(\approx+0.064), \text { implies } f \simeq 1.83 . \tag{Ag-20}
\end{align*}
$$

So if varies over the range zero to (1.88) when $p$ varjes over the range ( -0.064 ) to ( $\% 0.064$ ), and consequently $f$ is not well detemined by the present empirical data.

In view of equations $A-19$ and 12 we have from Mathews' paper:

$$
\begin{equation*}
G_{1}^{v}(0)=\frac{3 M_{1}^{3 / 2} \Gamma_{\text {tot }}^{1 / 2} \sigma_{r e s}^{1 / 2}}{e\left(M_{1}^{-m}\right)^{1 / 2}\left(M_{1}+m\right)^{3 / 2}} \cdot \frac{(1+\rho)}{\left(1+3 \beta^{-}\right)^{1 / 2}} \tag{A9-21}
\end{equation*}
$$

so:

$$
\begin{equation*}
G_{1}^{v}(0)=\left.G_{1}^{v}(0)\right|_{\rho=0}\left[1+\rho-\frac{3}{2} \rho^{2}+O\left(\rho^{0}\right)\right] \tag{A9-22}
\end{equation*}
$$

and as expected, the empirical error in $\rho$ only affects the detemination of $G(0)$ by a few per-cent.

Nultiplyjng Mathews' estimate of $C_{3}^{\mathrm{m}}(0)$ by $\sqrt{3 / 2}(1.025)$ to obtain $\left.G_{1}^{V}(0)\right|_{\rho=0}$, and then invoring equation $49-22$, we obtain the fits tabulated below. If $\rho$ is assumed know with perfect accuracy the error range for $G \mathcal{V}, 2(0)$ is about之 $3 \%$ 。

## TABLT $A 9-I$

 DATA CH [tot $\sigma^{\sigma}$ ges FOR VARIOUS VALUES OF $\mathrm{m}_{1}^{+}{ }^{+}$。

| $\rho \equiv \frac{E_{1}^{+}}{1+1}$ | $f \equiv \frac{V_{1} G_{2}^{V}(0)}{G_{2}^{V}(0)}$ | $G_{1}^{V}(0)$ <br> $\left(\mathrm{GeV}^{-1}\right)$ | $G_{2}^{V}(0)$ <br> $\left(\mathrm{GeV}^{-2}\right)$ |
| :---: | :---: | :---: | :---: |
| 40.064 | 1.88 | 2.84 | 5.34 |
| 0 | 1 | 2.68 | 2.17 |
| -0.045 | 0.308 | 2.55 | 0.635 |
| -0.064 | 0 | 2.49 | 0 |

