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The importence of reaction rate assessments in the physies studies
of fast reactors is discussed, It is scen that, in order to mect the
stringent targetl accuracy requirements, new techniques of measurement
are necessary for investigéting the gystematic errors of existing
methods,

Absolute techniques for the determination of U-238 capture (08)
and Pu-239 fission (F9) rates have been developed and applied for
lattice - (CQ/F9) measurements iﬁ Zero~energy faét assenblies, This
new approach is shown to be potentially more accurate than the earlier-
established R,C,R, technique whiéh relies on comparisons with thermal-
column irradiétions. With the parallel use of both methods, the + 19
accuracy requirement for the reaction rate ratio has beep net in
several fast-reactor test regions,

(08/1«‘9) measurements in 25% Pu>02/U02 and 16% Pu02/U02 materials
have been made possible, for theifirs% time, by appropriate application
of high-resolution Ge(Li) detect§rs. Any systematic errors that might
arise from the simple use of U02‘foils in mixed-oxide fuelled assemblies
have thus been eliminated.

The experimental results ob%ained are compared with thecoretical
predictions made using current methods and data, It is concluded that,
with the present improvement in the systenatic accuracy of (CQ/F9)
measurements in fast reactors, the validity and value of such comparisons

have been considerably enhanced,
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CHAPTER 1

INTRODUCTION

1.4 'THE ROLE OF INTAGRAL RSACTOR PHYSICS EXPERIMHNTS IN FAST REACTOR

DESIGN
» Thé important neutron reactions in fast reactor systems are not

confined, as in thermal reactors, to particular regions of the neutron
energy spectrum. In order to accurately predict the balance of neutron
events in a fast reactor, therefore, it is necessary to perform calculai-
ions using very many energy groups and to have available for this purpose
a reliable set of nuclear cross-section data covering a very wide range
of neutron energies.

In the absence of a sufficiently accurate and comprehensive szt of
differential nuclear data, it becomes essential to check the theoretical
predictions experimentally, i.e. by integral measurements in zero-power
assemblies, These are essentially of two types. The first, the "mock?up"
experiment, is used for simulating, in.a zero~power system, the actual
geometry and material composition of a particular power reactor as closely
as possible, This provides a direct check on the prediction of the key
performance paremeters of the reactor system under study, and empirical
factors can, where necessary, be deduced to correct the calculated values,
However, the ﬁheoretical représentation of the complicated geometry of
"mock-up" expefiments is invariably imperfect, _In view of the resulting
uncertainty in the exact ceauses of failure of the theoretical predictions,
these experiments are of 1itﬁle use in identifying errors in the nuclear
data,

"Bench-mark" assemblies constitute the second type of intégral
experiments used in fast- reactor studies. These are geometrically simple
assemblies for which errors due. to calculational approximations are small
and which therefore focus attention on uncertainties in the nucle;r data,

From the analysis of a series of such clean-geometry integral experiments,
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covering a sufficiently wide range of neutron energy spectra, it becomgs
. possible to derive an adjusted nuclear data set which will predict the
important parameters of fast reactor performance with sufficient accuracy.
Work along these lines has been going on in ZEBRA (Zero Znergy Breeder
Reactor Assembly), at the U.K, Atomic Energy Establishment, Winfrith, The
main limitation, in the overall procedure of using the integral measurements
for nuclear data adjustment, has been identified as arising from the
possible presence of unsuspected systematic errors in the experimental
measurements themselves, particularly in the case of those measurements

for which the demanded accuracy is high,

1.2 TARGET ACCURACIES FOR REACTION RATES

The major single parameter determining the neutron balance in a U-Pu
fast reactor system is the reaction rate ratio of neutron capture in U-238
relative to fission in Pu-23%9, This can be seen from Table 1 which givés
a simplified balance of nzutron events for a typical fast power reactor,

the normalisation being to unit neutron production,

TABLE 1. NEUTRON BALANCE IN A TYPICAL FAST REACTCR

Nuclide " Pission Non-fissile
Capture
U-235 0.013 0. 00k
Pu-239 0,260 0.078
Pu-240 0,012 0.011
Pu-241 0.015 0,002
Steel, Na, 0 - 0,098
Total 0. 3[_'_0 : O. 590
Leakage + Control = 0,070

13



Current target accuracies for fast reactor prediction are standard
deviations of 1% for the reactivity and 3% for the breeding ratio.
Assuming then that the experimental error in any one reaction rate should
contribute not more than 0,3% and 1.0% to these parameters respectively,
it follows from Table 1 that the accuracy requiremsnt for the determination
of the ratio of U-238 capture to Pu-239 fission; (C8/pg), is the most
stringent one, viz. ~1%, The'céfresponding figures for the other import~
ant reaction rates are 2% for U—238>fission and 3% for U~-235 fission

(relative to fission in Pu-239).

1.3 THE PRESENT WORK

In order to meet the stringent target accuracies for the experimental
determination of reaction rates in fast reactor assemblies, particularly
that for (CQ/F9), it is essential to establish that the measuring
techniques are free from systematic errors., It is only then that valid
and unambiguous comparisons between theory and experiment can be made.

The main aim of the ?resent work has been to achieve this by developing
new, independent techniques for measuring U-238 capture and Pu-239
Aﬁgfiqgion rates in ZEBRA "bench-mark" asseﬁblies and by comparing the
results with values obtained from both theory and earlier-established
experimental methods,

All recently published experimental results for the ratio of U-238
papture relative to Pu-239 or U-~235 fission in reactor lattices have been
obtained by cémparison of the lattice ratio with that in a thermal column,
where the individual cross~sections for the two reactions are known to an
accurécy'cﬁ’about_i 1%, In order to eliminate this inherent systematic error
on the thermal cross—;ection values used and thercby achieve a higher
potential accuracy of measuremént,'techgiques for the absolute measurement

of U-238 capture and Pu-23%9 fission rates in the reactor assembly itself
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have been developed for ZEBRA. As a result, direct determination of
the reaction rate ratio, without recourse to any comparisons with
thermal irradiations,bhas been made possible.

. Secondly, the uge of mixed—oxide fuel, containing as much as 25%
by weight.of plutonium, has to date posed serious problems in the
measurement of U-238 capture rates in fast reactor lattices. y;,

X-ray counting techniques, using thallium—activated sodium iodide scin-
tillation detectors, have beén well established in the past for measur-—
ing radiations from the decay of U-239 or Np-239, in depleted and
natural uranium fuels. However, for Pqu/UO2 material, these techniques
using ¥al (T1) counters have been found to be inadequate because of the
very large backgrounds, arising from Pu natural-activity and fission- )
product radiations, which swamp the observed U-239 and Np-239 counts,
U-238 capture measurements in mixed-oxide cores have so far had to be
carried out using natural U02 foils, introducing possible errors due to
(a) the increased number density of U-=238, and (v) the absence éf mutual
shielding of U-238 and Pu-239 resonances, within the foil, In view of
the increasing importance of mixed-oxide experiments in fast reactor
studies, it has become necessary to eliminate these possible systematic
errors by carrying out U-238 capture measurements using foils of
exactly the same material composition as the mixed-oxide fuel itself.
This has been achieved in the current work through the setting up of
a tﬁin lithium-drifted germanium detector system, with both detectors
having resolutions of better than 2 kev. at 100 keve (cfe ~15 kev,
for a Nal (Tl) counter), The availability of this superior energy
resolution has enabled adequate discrimination of the various y -~ and
X~rays. By ﬁsing specially developed absolute and thermal-comparison ‘
techniques for the measurements, unambiguous comparisons between

experiment and theory have been made possible in mixed-oxide assemblies

containing 25% and 16% Pu02/U02 fuel,
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CHAPTER 2

THRORETICAL METHODS

2,1 THE LATTICE CELL CALCULATION

The calculation of primary interest in the theoretical analysis of
fast "bench-mark!" assemblies, of the type presently studied in ZEBRA,
is the infinite lattice cell calculation for a central, zero-leakage
(k _~ 1) test region, Although the actual physical situation in the
reactor is that of a finite tést fegion surrounded radially and axially
by a U-235 fuelled dfiver zone and a natural uranium blanket (Chapter 3),
effects due to the interaction of the different regions are of secondary
importance at the centre of the test léttice where the experimental .
measurements are conducted, As such, calculations made to estimate
correction factors for these effects (Section 2.5) can only be regarded
as subsidiary,

The.hetengeneity of a typical ZEBRA test-region cell, constructed
from plates, has to be accepted from the outset in the lattice calculation.
¥With the dimensions of the cell regions being of the s&me order of mag-
nitude as the neutron mean free path, thé diffusion approximation of the
Boltzmann transport equation is inadequate and a solution for the flux
may be sought using say the Pn (spherical hafmonics) or the Carlson Sn
approximation (Ref. 1)s . The former method is exceedingly complex for
multi-region problens wﬁere the variation of neutron cross—sections
with energy has to be taken into account in details, The Sn approximation
is more suitable as a nﬁmerical method for use on computers, but for
slab-geometry calculations it has béen shown by Meneghetti (Ref. 2) to
fare poorly when the cell has a very fine structure - this being duse
"to the complicated spatial debendence of the angulaf flux in such dases,

A more suitable alternafiveﬂapproach'which provides a description

of the neutronics phenomena without direct recourse to the Boltzmann
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integrodifferential equation is the collision probability method, based
on representing the neutron transport in the lattice cell in terms of
first-collision probabilities (Ref. 3)., Integral, rather than different-—
ial, statements of the neutron conservation.are used, thereby permititing
the use of a relatively coarse spatial mesh, The main disadvantage of
the method is that it postulates isotropic scattering. Howevef, vhere
this assumption is valid, one is able to write an integral equation in
terms of the scalar flux inStéad of the angular flux and, as the former
is a much smoother function, this procedure overcomes the failings of

the Sn method,

An important feature of collision probébility methods is that the
transport and collision-mechanics parts of the problem are completely
dissociated, so that the form of the basic integral transport equations
“ig not dependent on the type of geometry. This means that a computer
code used for the numerical solution of these equations can be applied
to any system, whatever its geomefry, provided that a method of calcul-
ating the appropriate first—collision probabilities is made available
as a subroutine in the programme,

The basic equations of the collision probability method may be
formulated in a simple manner by considering>m0noenergetic‘neutrons of
which there is a source S(r1) at 71, If there are no collisions, the
flux ¢(r) at r is given by

Sx 1)

6 (F) =
S FIEE:

If there is removal from this energy, the flux will be reduced by a

“.[ RHCILES
factor of |e T ' where,zt is the total removal macroscopic
cross—section, and one obtains the total flux at = as the sum of all

such contributions, i.e.,
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}Lav@Et) ......‘...(2.1)

o _ e-f..1 % {T,)dT,
¢>(r)‘ _E:_f{s(m). >

[z 71l

This is the integral equation which may be written in an alternative

form as
% (r).(7) =f PET-T) . S(T1) e AV(F1) soeeesossecs(2.2)
Volume | _
s N RGRLE
Here P(I‘1 "‘)r) =E{; (I') ¢« € ....o...,.........(Z.B)

4T 1T ~Pi 2

and is defined as the probability that a neutron which made & collision
at *1 will make its next collision atr, From this, the recipfocity

relation follows, viz,.,
E_t (f1> . P( ;1—"‘;) = E't (I-‘-)o P(f" “9?1> c-oocooo.oooooo(20v4)

Por solution of the problem using a computer, the Syétem under
consideration is divided into a number of regions within each of vhich
the various nuclear properties are averaged. One may then consider the

finite~difference form of Equations (2.2) and (294), Vize,

VJ E't,j ¢J = S‘l;m ;Vl Pl:jsl} ooooofooooa.ooo-.sooocoooo-ooo(205)
and VJ E'tJ PJl = Vl E’tl PlJ ......................-.........(2.6)

wheré the subscripis i and j refer to different regions. It can be seen,
from Equation (2-5), that the flux in'region j 1s obtained directly in
terms of the neutron sources in the regions i, the macroscopic cross—
sections, the region volumes and the various collision probabilities,

The collision probability method, as outlined'briefly above, forms
the basis for the computer programme MURAL (Ref., 4), developed at
’Winfrith fér multi-region fast reactor cell calculations, Over 2000
neutron energy groups of equal 1efhargy width are used for the'description>

of the neutron energy'spectrum between 0.414 eV and 10 eV, and the
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programme can accomodate ué to-20 regions on the IBH 7030 computer
.(which has a 96 K word fast store), To simplify the editing of the fine
g;oup flux solution, a 37—groﬁp‘broad group representation of the neutron
gpectrum is used as well.

The first stage of an infinite-lattice cell calculation using MNURAL
is the computation of the fission source distribution from broad group
data and the iteration for the effective multiplication factor (k—option),
The fine group fluxes in region j are calculated next, using Liquation
(2.5), from the sources in the regions i, The anisotropic source is
not computed in MURAL,.and the isotropic source, S, is assumed as
consisting of (1) Sy, the fission neutron source, (2) Spps the elastic
scattering source for isotopes other than hydrogen, (3) Sy» the hydrogen
elastic scattering source, (4) SIN’ the inelastic scattering source and
(5) Sp» the broad group scattering source.

After calculating the fine group spectrum for the different regions
of the lattice cell, MURAL performs a broad group editing of the output
data., Broad group macroscopic cross—sections for each region of the
cell, and for the cell itself, are obtained from the fine group constants
by simple flux weighting., From the condensed cross—sections, the
reactivity k, the fission source distribution and the flux distribution
in the different regions are recomputed. It is these recomputed values
vhich are finally used to yield the relative reaction rates for the

various isotopes in the different regions of the cell,

2,2 THE TREATMENT OF RESONANCE SHIELDING IN MURAL

The fine group structure of MURAL, though adequate for the detailed
description of neutron interactions with the lighter nuclei over a
wide range of energies, does not provide groups narrow enough to represent

the heavy-element resonances individually, The absorption resonances
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in uranium and plutonium isotopes above about 100 eV are of the utﬁost
-inportance when dealing with fast reactors and a resonance shielding
-prescription within fine groups has thereforé been incorporated in MURAL
for their detailed treétment (Ref. 5). This essentially consists of
within-group histogram tabulations which, at lower gnergies, represent
real resonances but which at higher energies signify pseudo-resonances
chosen to reproduce the résonance shielding to an acceptable accuracy.
The shielded fine group cross-section is calculated by Weightingkeach
taebulation with the reciprocal of the total cross-section obtained by
assuming that all other isotopes in the medium have their average total
cross-section constant throughoﬁt the group.

That this procedure is a plausible approximation to the shielding
may be easily shown from the following arguments. The true effective

cross-section in group g for reaction x of isotope k is

o) o e
*kg f¢(E) az

where the energy integration is over group g. Assuming for a homogeneous

o

mediun that ¢(E) = S(E)/E (E) (P1 2pproxination) ,.eveeseesssss (2.8)
t

where S is the neutron source and Zt is the total macroscopic cross-
section, one obtains
3§ [ togts) s(s) as/z o
xk,
8 fES(E)dE/zt(EM

For a narrow group (such as those of MURAL) the variation of the source

v ................;.....(2.9)

with energy is small and one may normalise to S(E) =~ 1. Further, if
the fluctuations of the total cross-sections of other isotopes are
uncorrelated with those of isotope k, little error is introduced by

replacing 3 ,(E) by N, gtkﬁE) * iiﬁ Ny Etlg} where N, and gtlg are the -

number density and mean total cross-section of isotope 1 respectively.
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Thus, from Equation (2.9),

[ 10,0 @/ (0 + oy

Oxkg ¥ A ¢- A 1Y)
j{ ag / ("exk +otk(E))}

where Ooxk = ?;;2 Nl ;tlg/N .
It is seen that by using a histogram representation of oxk(E) and
gtk(E) in the integrals of Equation (2.10), one obtains the resonance
shielding prescription described earlier.

The argunents used so far for a homogeneous medium can be easily
extended to the‘multi-région case., Here, using the basic collision
probability equation (2.5), the flux in region j may be written as

6 (%) = Sum gy Py y(8) S5(B)} / Vi 5gs(B) veeernnnnnen(2.41)
From the reciprocity relation (2.6),

ijtj(E) = vi;;ti(r-;) PiJ.(E) / Pji(E) teeecrnrseensess(2,12)
which when substituted into (2.11) gives

b5 (8) = S (5,(8) Pii(B) /2y wevererrrenninneninn(2013)

Assuming, as before, that Si is constant within a group, one obtains the

effective cross-section in group g and region j for reaction x of isotope

Oxkg =f

Sum E
e Sif ou® P(® B A B )

vs‘_lm {Si[ Pji(E) ﬁ/.zti(E)}

k as

i 0, (E) ¢ (E) & /fg %(E) a8

i
Again, it is assumed that all average total cross-sections, except that
of isotope k, are constant within the group, i.e.

: Sum -
Bg5(B) = My oy (B) + 35 Mys 04y,

=Nki {Gexki+otk(E)} 0'0vooc.o-cvoo--no-no-ucv(2015)
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where N1i is the number density of isotope 1 in region i, Making
this approximation for Eti(E) and assuming that in a proportion W
of the group g

Oy = ak (1 + gxm) ...................f........,.....(2.16)

(histogram representation of the cross-sections)

one obtainsg

, . |
- _ Sum [jsi Sum { Y Pjim % (1 + & Sum[éi Sum[ Vin Pjim :]
xkgj — i N. m - i|N,. m -
ki Opps * O (+ + ‘ftm)j ki “exi+0t(1+§tm

e
100001010(2.17)
where the suffices k and g have been dropped on the right hand side and

where Pjim is the collision probability calculated using the total

cross-section N . fo + ;t (4 + gtm)} in region i.

exi
It is clear that for the evaluation of the shielded cross-sections

from Equation (2.17), M collision probability matrices - one for each

of the M points in the histogram representation for the isotope -~ are

required, in addition to the matrix Pij’ Although, in particular cases,

simplifying assumptions may be made (Ref, 5) to obviate this need, such

simplifications are not found to be generally valid (see Appendix A2,1).

2.3. THE CROSS~SECTICN DATA

The cross-section data library used by MURAL contains data in
essentiélly three forms, viz,

(a) Broad group data with 37 groups covering the range from thermal
energies to 15 NeV,

(b) Pine group data with 2176 groups of lethargy width 1/128 covering
the range O,41L eV to 10 MeV (this range being covered in half-unit
lethargy steps by groups 2 to 35 of the broad group set).

and | 1

(c) Histogram tabulations of resonance structure within fine groups.
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Cross~sections for the prihcipal isotopes - H, B-10, G, 0, Na,

. A1, Cr, Fe, Ni, U-235, U-238, Pu-239 and Pu-240 - are represented in
fine group form, except for elastic scattering in B-10, inelastic
scattering to the continuum and (n, 2n) data, which are in broad group
form, For additional isotopes - B-11, N, Si, Ca, Mn, Cu, Ga, Ta, Au,
U-234., U-236, Pu-241, Pu~242 and fission prodﬁéts - broad group cross-
sections alone are uséd.

The current fine group data set for MURAL is FGL4, derived from
cross-sections tabulated in the U,K, Nuclear Data Library (Ref. 6) using
the group averaging programme GALAXY (Ref. 7). The fine group elastic
scattering matrices were computed from GALAXY but for certain fine
groups only, The fractions scatteped from fine groups g to g1,
f(g,lg1), were obtained by interpolation for the intermediate groups,
this approach being adopted tq reduce computing time, Fine group
inelastic cross-sections for discrete levels- were calculated from GALAXY
as well, but the fine group intervals, m to n, through which the
inelastically scattered neutrons are distributed, were computed separately.

The U-235, U-238, Pu-239 and Pu-240 resonance data below 25 keV
were obtained from tabular cross~section values which had been generated
from resonance parameters using the GENEX code (Ref, 8). These cross-
sections, which are tabulated at some 125,000 energy points between
‘thermal energies and 25 keV, were processed using thé GENDEL programme
(Ref. 5) which calculates fine-group shiel&ed cross~-sections for a
range of background cross-sections and then fits these to a histogram
repreéentation within each fine group (Section 2.2). The standard data
in FGL4 is a two-point histogram fit, The accuracy of this aﬁprokimation
for the resonance shielding in the FGL& data has been examined (Ref, 5)'
by comparing a few one and two region MURAL calculations with values
obtained using the slowing down routine SDR (Refs. 8 and 9), which

calculates cell spectra at all points of a GENEX tabulation using
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collision probability methods, Althouéh slight differences were
observed in the results, these were not considered serious enough to
warrant revision of the MURAL shiclding prescription for resonances
below 25 keV,

At energies above 25 keV, a code called REGA has been used to
generate the appropriate resonance parameters, but the within-group fit-
ting procedure for the shielded cross-sections is essentially the same
as below 25 keV,

Further details of the organisation of the MﬁRAL library are given
in Ref, 4, 4 summary of the important sources of the cross-section data
for the principal isotopes in the FGL4 set has been presented in Ref, 10,
This latter paper also deals with the methods being used at Winfrith
for the adjustment of the differential cross-section values - on the
basis of comparisons between theoretical predictions and integrél

measurements in ZIBRA test regions,

2.4 SCME ASSES3MENT STUDIES OF THE ACCURACY CF MURAL FCR ZEBRA LATTICE

CALCULATIONS

In using results from the analysis of a series of "bench-mark"
assemblies to derive a more accurate nuclear data set, an important
assumption has to be made, viz,, that negligible calculational errors
are introduced due to the various approximations in the theoretical
hethods themselves, A few assessment studies of the accuracy of MURAL
for ZEBRA lattice calculations were made by the present author to examine
how well in fact the code meets this "negligible error" requirement,

The results are summarised in this section, ' |
i‘The approximations made in MURAL may be divided into two categorieqv-
theoretical and numerical., The former are basic simplifications inhereht

in the theoretical model used and examples of these are (i) the use of
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collision probabilities, which are calculated on the basis of isotropic
scattering; (ii) the simple representation of resonances for obtaining
resonance shielding factors; and (iii) the homogenisation of the fuel
element sheath in the lattice cell representation,

Attempts to investigate approximation (i) would entail direct .
comparisons with theoretical methods which solve the differential
transport equation for the angularrflux. Difficulties regarding the
use of these methods for ZEBRA calculations, as indicated in Section
2.1, are considérable and as such approximation (i) could not be properly
a§sessed.

An examination of the resonance shielding approximation in MURAL
has already been made, as mentioned earlier, by Macdougall and Rowlands
(Ref. 5) who have cdmpared one and two region MURAL calculations with
results obtained using the SDR code. An attempt was made to extend the
MURAL-SDR comparison to an actual ZEBRA lattice calculation, This was
done for a four-region ZEBRA Core 8A cell (Chapter 3) and differences
of the order Qf a pércent in the reaction rate ratios were dbtéined.
Howeyer, it was realized that this comparison was probably misleading
in that other basic differences in the two codes (such as the much
simpler representation of elastic scattering cross~sections fer fhe
light elements in SDR and the fact that it ignores inelastic scattering
sources) may have swamped the resonance treatment effects,

Approximation (iii) follows from the one-dimensional nature of ﬁhe
present MURAL treatment of the ZEBRA test regions, Although an exact
calculation of the sheath heterogeneity effects would require a three~
dimensional collision probability subroutine in MURAL,a few simple one-
dimensional representations can be used to give some indication of the
overall effoccts on the reaction rate ratios, This was done for three

different 9-region calculations for the Core 8A cell in which the fuel
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element sheath was (2) homogenised into the various regions of the cell,
(b) treated as a separate region in the middle of the natural uranium
and (c) treated as a separate region in the middle of the plutonium
plate. (The overall cell composition was conserved in sach case by
appropriate adjustment, where necessary, of number densities and
volumes.) A comparison of the results from these calculations showed
that neither uranium~sheath, nor plutonium-sheath, heterogneity effects
were important, the differences in every cell-averaged reaction rate

ratio being less than 0.2% between the three cases,

The other type of approximations made in MURAL consists of those
in the numerical analysis. These approximétions are made solely to
1imit the computational.time required for solving a particular case, and
they differ from the theoretical simplifications in that the degree of’
approximation can be reduced (at the expense of the computer job time)
to approach the correct solution in the 1limit, The two chief humerical
approximations are (2) the cell representation in terms of a finite
number of regions and (b) the calculation §f the collision probabilities
by numerical integretion using Gaussian gquadrature with a finite number
of points. Both these effects were investigated in detail for ZEBRA
Core 8A lattice calculations and the results are presented in Appendix
A,1. In brief, it was found that the effects on the reaction rates of
increasing the number of regions in the 84 cell beyond 8 were ¢ 0,1%,
i.e. insignificant, and that the use of 7-point Gaussian gquadrature for

calculating the collision probabilities was quite adequate,

2,5 THE REACTOR CALCULATION

The only serious objection against the use of the "raw" results

from a MURAL cell calculation, for direct comparison with experimental
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measurements in a ZEBRA test reéion, is that such results ignore effects
due to the finite size of the test region and its interaction with the
other reactor zones. The method adoptéd for taking these effects into
account essentially involves reactor calculaticns in a simplified
geometry (usually spherical), in which the three reactor regions - test,
driver and blanket - are represented in their true volumes and with cell-
averaged broad group data generated from MURAL lattice calculationms,
The code used for the reactor calculations is the diffusion theory
programme SCRAMBLE (Ref. 11). The procedure for deriving correction
factors from these calculations, for modifying the infinite lattice
MURAL results for the test region, is due to Wardleworth (Ref. 12).

For the spherical model of the reactor (S), SCRAMBIE solves the

multigroup diffusion equation

- széf? w85 = (B/U) 8 veiiiiiriiiiiiieieraeeeiiaeee..(2.18)

where D is the diffusion coefficient vector, A is the absorption and
scattering matrix, F is the fis;ion source (F =‘xv2f), and k is the
effective multiplication factor for the system, It is seen that
criticality is achieved by actually adjusting the fission source
(dividing F by k) everywhere in the reactor,

For the infinite lattice calculation (IL), the equation solved is
A@’:(F/kw)@ .....‘........;"..'..Q‘.'....‘.........(2.19)

there being no spatial dependence and criticality being achieved here by
dividing the fission source by the infinite multiplication factor, k,.
The vector & is, of course, the infinite lattice spectrum,

Although it would seem that Equation (2.19) defines the infinite
multiplication factor for the data used in the spherical calculation,
" this is not really true because the fission source has been modified bj

the k-effective value for the reactor, In fact, the "k-infinity", kl ,
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for this modified data is defined by

A@ = (F/l‘:l{l ) é o-nc.-‘c--ooaaoooo.cQ.olo..;-oo00000000(2020)

i.e., ke1° =

v..v.oo.01--0.-0.0-.-....-0.-ooov.nooo(2021)

w17

It is easily seen that the infinite lattice spectrum, &, is itselfl
uneffected by this modification of the fission source by the scalar
quantity k.

If k-infinity for the test region is exactly unity, it is obvious
that the asymptotic spectrum for the centre of the region will simply
" be the infinite lattice spectrum, However, as in practice k-infinity
differs frgm unity, one has to consider the general case where the

asymptotic spectrum is not ¢ but the fundamental mode (FM) spectrum, ¥,

defined by
BZD\;‘-‘-A\;‘:(F/k)\;‘ O'.O..Q.O...'.....Ol'.l‘...l.'.....(z.zz)

where k is fixed as the computed k-effective for the reactor calculation
and criticality is achieved by adjusting Bz, the scalar buckling, Clearly,
for the special case when k-infinity is unity and B2 =0, one has ¥ =2,
From the above considerations, it is easily seen that there are
- two quite distinct reasons why the correction factors (Iﬁ/s), relating
the infinite lattice reaction rate ratios to those at the centre of the
spherical reactor model, are not unity, These are (i) that in the finite
reactor, the central spectrum is not the'asymptotic spectrum for the cent-
ral region (purely because of the size of'the region) and (ii) that this
asymptotic spectrum, being the fundamental mode spectrum, is not the
infinite lattice spectrum (except when k-infinity is unity), |
The effects of finite central-region size and region mismatch are
represented by the (F¥/g) factors, which from Equations (2.18)and (2,22)
are independent of k~infinity, However, for the correction factors of

interest, viz. the (IL/g) factors, the dependence on the actual
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k-infinity value for the centrél test region is quite significant, This
. is a consequence of reason (ii) and the fact that it is k-infinity which
determines how different the Fif and the IL spéctra are, It follows

therefore that the experimental value of k-infinity for thevtest region

must be used to determine the proper (IQ/S) correction factors.

The full procedure for determining the correct (I%/s) factors may
-be summarised as follows, Three sets of data are produced, viz, the
broad group MURAL output data (condensgd over the infinite lattice
spectrum and cell-homogenised), and two other sets of data identical to
the first except that F in each group is divided by some arbitrary
factor (e.g., 0.96 or 0,98) in each case., As mentioned earlier, thesé
thfee sets of data will correspond to exactly the same IL-values for the
reaction rate ratios because the infinite lattice spectrum is uneffected
when the fission scurce is divided by a constant factor in all groups.’
However, the modified "k-infinity", or kL,, values for the three data
sets will obviocusly be different, and it follows that the S-values -
calcnlated using thése three sets in the same spherical model of the
reactor - will be different as well, One thus obtains values of the
(1/s) factors as functions of k-infinity, From these plots and from
the experimental k-infinity value for the test region (Ref, 13), the

appropriate correction factors can be decided upon.

The chief possible soufces of error in the methods outlined in
this section, for determining the correction factors to be applied to
the MURAL infinite-lattice réaction rate ratios, are: |

(i) the use of spherical -instead of qylindrigél geometry;
(ii) the effect of data uncertainties, particularly those for the

transport cross-sections which determine the interaction between
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the different regions;

. and

(iii) the error in the experimental value of k-infinity,

Studies have been mzde (Ref. 14) for each of these effects in ZEBRA
Cores 8B, 8C and 8E, and it has been estimated that the net uncertainties,
in the applied (I%/s) correction factors, contribute errors of typically
< %% in the predicted central reaction rate ratios, In 8B, for example,
the (IL/s) factors applied to the reaction rate ratios (C8/rg), (¥&/pg)
and (¥5/pg) were (1,009 + 0,003), (0.994 + 0,007) and (1.0073 0.002),

respectively.
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CHAPTER 3
THE ZEBRA REACTOR AND EARLIER ESTABLISHED REACTION RATE TECHNIOQUES

3,1 IHE REACTOR

The ZEBRA reactor (Ref, 15) was built at Winfrith in 1962 to meet
the then growing need for a versatile zero-power assembly which could be
used for both "mock-up" and "bench-mark! studies of fast reactor systems,
The siée of the reactor - approximately a three metre cube -~ is sufficient
to contain the largest systems envisaged for both these types of experi-
ments, A general view of ZEBRA is shown in Fig, 1.

The reactor core itself is 3ssembled over a pit on a rigid steel
base plate, 3 m, square, which supports the fuel elements, These
consist of stainless steel tubes, 0.76 ﬁm. wall-thickness, 51 mm, square
and just under 3 m, long., At the botitom of each element is a Stainless
steel spigot which locates in a hole in the base plate, The fuel elements
are laterally restrained by three steel lattice plates, These are on‘
a sguare pitch of 27.1 cm,, so that the elements are supported in groups
of 25, |

The versatility of the reactor is realised through the faét that
the various core materials are in the form of plates, the majority of
which are 51 nm, squére and multiples of 1.6 mm, thick., The fuel elements
are filled with these plates which are stacked horizontally, one above
the other, in én order determined by the basic cell structure of the
particular assembly being studied, The ZEBRA inventory contains a
large variety of these platés, e.g. plates of steel-clad Pu (5% and 10%
Pu-240), steel-clad 25% Puoz'/U02,' enriched uranium (37.5% .and 93% U-235),
natural uranium, steel-ciad U02, stainless steel, boron, graphitg, and
steel-clad sodium, (In addition, some fuel is also available in the
form of 40 mm, diameter pellets which can be used in pins for special

calandria studies at the centre of the assembly, e.g, Doppler experiments‘
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and pin-plate heterogeneity studies,) A typical ZEBRL fuel element and
its contents are shown in Fig., 2,

The general lay-out of the reactor in its bullding is given in
Fig. 1. A 1 m,-thick concrete shield closely surrounds the reactor on
three sides, while on the fourth side the shielding is spaced 2 m, away
from the reactor to allow access to the side of the core. Above the
reactor are two céncrete doors which can be rolled baék to allow access
to the top for the loading and unloading of the fuel elements, In the
clcsed posifion, there is a gap between the doors of aboﬁt 10 em, This
is generally filled by a row of concrete blocks, the removal of one or
more of which allows access to the reactor during operation for experi-
men£a1 purppses((e.g. the insertion of fission chambers), The reactor
and its concrete shield are contained in a cylindrical steel vessel about
11.3 m, in diameter and 12.8 m, high, and this is connected via airlocks
to an ancillary block of buildings which house the control room, the
fuel element assembly room, a fissile material store, various service
facilities, etec,

ZEBRA is normally controlled by nine control rods, variable in
position and composition and conirolling a total of about 5% in reactivity.
The ccntrol and instrumentation of the reactor'has several safety features
. incorporated into its design, and these ensure that any abnormalicondition

in the reactor causes an immediate shut-down,

3.2 THE ZEBRA CORE 8 SERIES

The present work has been mainly carried out in the ZEBRA Core 8
series of "bench-mark" assembliés. These‘were planned as a first stage
in a programne of well-defined integral experiments which would provide
the basis for a systematic adjustﬁent of the differential nuclear data

used in fast reactor calculations (Refs., 10 and 13).
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A core plan of the Core 8 assemblies is shown in Fig, 3, The
central, plutonium-fuelled, zero—leékage test region is 64 cm, in
effective diameter and about 60 cm, high. This is surrounded by the
U=-235 fuelled-drivef zone, about 8 cm, wide and itself enclosed in the
30 ecm, thick natural uranium blanket, The nine control rods are located
in the driver and contain a comparable amcunt of fuel to the surrounding
driver elements,

¥ig., 4 gives the lattice cell structures for the seven test regions
that have been investigated, viz, those for Assemblies 84, 8B, 8C, 8D,
88, 8F, and 8G.

Core BA was a soft spectrum system designed to study events in the
keV region., Core 8B, a second simple Pu—U;C system, had a much harder
spectrun, Core 8C had a spectrum intermediate between the first two
assemblies and was primarily designed to provide intégral data on stainless
steel, an important constituent of current fast reactqr designs, Fig, { -
5 shows MURAL calculated broad-group spectra for the 84, 8B and 8C test
regions, and indicates how wide a range of fast reactor spectra can be
investigated in studies of this type.

Core 8D was the first of two test regions designed to study the
-effects of sodium in a neutron spectrum typicél of a power reactor such
as the Prototype Fast Reactor. Core 8E was the'second assembly for the
study of sodium, being a harder spectrum version of 8D with carbon
removed from the cell,

Cores 8F and 8G were tﬁe two miﬁedroxide assenblies in the series.
The 8F test region had a similar spectrum to that for Core 8A but, being
a much Qore homogeneous system than this earlier assémbly, it proﬁided
a useful check on the application of the calculational methods and data .
to lattices in which heterogeneity effects are much 1es$ pronounced, The

second mixed~oxide test region, 8G, was designed to extend this invest~
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igation to sodium-containing, oxide-fuelled lattices, and further, to

. provide é comparison of pin and plate heterogeneity effects. (The latter
objective was realised in a second part of the experiment by replacing

a central portion of the 8G test region by a pin-fuelled sodium calandria

of similar composition. )

3.3 EARLIER ESTABLISHED REACTION RATE TECHNIQUES

This section summarises the technigques that were developed in earlier
work - on ZEBRA and elsewhere ~ for the integral measurcment of the
important reaction rates in low-power reactor assemblies,

3,3.4 MEASUREMENT OF U-238 CAPTURE RATES

The initial coﬁversion ratio, I.C.R., defined as the number
of fissile atoms produced (i.e., Pu-239 from capture in U-238) per
fissile atom destroyed (U-235 or Pu-239) in fresh fuel, has always
been the most important parameter in determining the fuel economy’of
power reactors - whether thermal or fast (Ref., 16). For a simple

uranium fuelled system, it may be written as

I.C.R, (Z

where the two-group(daxwellian and Epithermal) treatment and

8> +15€ (1 - p) + g <08> (¢ = 1) ...-.....(3.1)
a5 M f8'E

nomenclature of Grant have been used (Ref. 17). The earliest
methods of determining the I,C,R, for thermal reactor systems
involved the measurement of the so-called cadmium ratio of U-238
captures in the fuel (Ref. 18)‘from which the resonance escape
probability, p, could be calculated. Apart from slight systemgtic
errors due to speqtrum perturbations by the cadmium, this method
was satisfactory for highly thermalised systems in which resonance
.capture in U-238 was < 20% of the total captures. However, for the

more common, undermoderated thermal lattices, the cadmium-ratio

39



| approach proved rather inadequate due to the large uncertainties in
the determination of the factor (1 - p).

A number of new techniques were developed which eliminated
the use of cadmium by determining the modified conversion ratio

(4.C,R.), as proposed by Campbell and Carter (Ref, 19), viz.

M.C.R. =:< U-238 capture rate > veeen(3.2)
U—?35 or Pu-239 fission rate lattice
This gave
. (1 + a) .
I.C.R. =I/I.C.R. X themal l.'o‘.l.."..o’l.!(j'j)

1T +a lattice

where ¢ is the capture-to-fission cross~secti§n ratio for the
referenée nuclide, U-235 or Pu-239,

With both the numerator and thé denominator in Equation (3.2)
being directly measurable quantities in a relative sense, the R.C.R.,-
or relative conversion ratio, approach was developed in which the
measurenents maae in the lattice are related to équivalent ones

made simultaneously in the well-thermalised reference spectrum of

-

a graphite‘thermal column, Thus,

(U-238 capture) (U-235 or Pu-239 fission), ...

R.C.R. = lattice .
(U-238 capture),, . . " (U-235 or Pu-239 fission) thermal
-100000000(304)
s0 that
' o
M.C.R. :(R.C.R.) x(;@.) ooooooo-oo-ouoo-’-cnco-cotvco(}.f’)
f v

where &08 is the known thermal cross-section for U-~238 captufe and
0, is that for fission in the reference nuclide, U-235 or Pu-239.

For the determination of the relative U-238 capture rate,.

several techniques have been used by various earlier workers for
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counting the radiations from either U-239 or Np—239, the g -,
y-decaying products of U-238 capture.

Singles Nal écintillation counting of the 75 keV Y-ray from
U-239 decay has been applied by Davey (Ref, 20) to measurements in
depleted uranium fuel, Though the technique is a simple dne to use,
it cannot be easily extended to measurements in slightly enriched
fuels because the fission-product correction becomes too large,
Another disadvantage is the relatively short U-239 half-life of
23,5 min,

By far the most popular and well-established technigue for
relative U-238 capture measurecments in natural and slightly enriched
uranium has been the Nal y~ X-ray coincidence counting of Np-239 |
which has a 2,35 day half-life, In the f-decay of Np-239 to
Pu-239, a number of y-rays are emitted of which the more prominent
ones are the 106, 210, 228 and 278 keV y's. The latter three are
highly converted, giving rise to mainly the Pu Kx X-rays, of 99.5
and 104 keV, and these appear in coincidence with the 106 keV y.

By setting up a Nal coincidence system in which each channel is
gated at (105 + 10) keV, the effective coincidence counting
efficiency ié doubled and adeqﬁately high count-rates can be
obtained from irradiated foils. This method was first applied to
R.C.R, measuremenfs.in natural uranium fuel by Tunnicliffe, et al.
(Ref. 21), and later developed at Winfrith by Brown and Skillings
(Re}. 22) for measurements in slightly enriched (~ 1.2% U-235)
uranium fuels, More recently Besant, et al, (Ref. 23) have
refined the technique further and have made experimental checks on
a numger of points, e.g. the determination of fission~productv
éorrections for the observed coincidence rates, the measurement of

the positional sensitivity of the Nal detecﬁors,'the appraisal of
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self-absorption and foil-edge effects, and the assesémgnt of
experimental flux perturbations,

Another technique for Np-239 counting is the -y coincidence
technique. For adequate fission-product discrimination in this
case, however, delayed-coincidence methods have fo be applied using
the fact that the excited Pu-239 state following abogt half the
Np-239 decays has the comparatively long half-life of 0,19 psec,

In view of the resulting necessity for a fast (~ 10—8 sec., )
coincidence system and other specialised electronic eguipment, this
technique has found little practical application.

In a second category of techniques for relative U-238 capture
measurements, are those which rely on the chemical separation of
Np-239, or less conmonly U-239, from the irradiated samples to
provide adequate discrimination against fission—product backgrounds.
The most promising of these has been the one developed by Barnett,
et al, (Ref. 24), which is based on the use of Np-237 as an
A~ tracer for détermining'the efficiency of the Np-239 extraction
process in any given case, Successful comparisons between the
physical and chemical techniques have been reported in Ref., 23 for

measurements in natural and up to about 2% enriched uranium fuels,

3,3,2 FISSION RATE MEASUREMENTS

The determination of the lattice-to-thermal fission rate
ratio is relatively sfraightforward and essentially involves
integral fission-product y counting of fuel—ghrichment foils.
irradiated simultaneously in the reactor and in the thermal column.
A threshold of 1.28 MeV, set using a Na-22 reference soﬁrce, is
usually employed. This setting adequately eliminates any radiations

from the U-238 capture products and further, as it lies on a
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relatively flat portion of the integral fissipnjproduct'y spectrum,
the effects of electronic gain instabilities are minimal. The
detailed procedures adopted by. varous workers are outlined in the
earlier-mentioned references on R.C,R, measurements, The various
corrections that have to be applied to the observed fission-product
y count-rate ratio are also described, e.g. effects due to

dead-time losses, pulse pile-up, natural-activity backgrounds,
feed-through from other irradiated foils, experimental flux perturb-
ations fission-product decay, fast fission in U-238 and - for Pu
foils - fission in Pu~240 and Pu-241,

An implicit assumption in the method summarised above for
determiping the lattice-to-thermal fission ratio is that the
relation, between the fission-product y count-rate (at a given time,
t, after irradiation) and the true fission rate, is the same in the
reactor as it is in the thermal column, For a given muclide, this
is generally valid in thermai reactor lattices, In fast assemblies
such as ZEEBRA, hoﬁever, the variation in fission~product yields
between the lattice spectrum and the thermal-column spectrum is
ushally serious enough to necessitate a calibration experiment in
which the fission-product y count-rate ratio is related explicitly
to the true fission ratio, The procedure has been described by
George (Ref. 25) and involves £he use of a reference fission
chamber, the lattice-to-thermal count-rate ratio of which is related
‘to the y count-rate ratio obtéined from foils in dummy chambers,

This calibration procédure is, in a sense, similar to the
general one used - in both thermal and fast systems - to determine
lattice ratios of the true fission rates for different pairs of
isotopes, This general method involves the determination of the

so-called P(t) factor, which, for two isotopes a and b, is given
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by

P FY ()
= =2 2 BN . 3
Bl 15 .

where the numerator represents the true lattice fission rate ratio'
for the two isotopes, and the denominator is the lattice fission-
product ¥ count-rate ratio at time t after irradiation., Technigues
for determining P(t) and relative lattice fission rates have been

outlined in detail by Brovm and Skillings (Ref. 26).

3,3.3 APPLICATION OF TECHNIQUES IN ZEBRA

A Dbrief summary of the experimental techniques used in the
early ZEBRA Core 8 assemblies has been presented by Sanders, et al,
(Ref. 13).“ In applying the earlier established reaction rate
techniques to these "bench-mark" fast reactor assemblies, the most
important precazution has been identified as the need for minimizing
flux and spectral perturbations by the measuring devices themselves,
As far as possible, all reaction rate measurecments are made using
foils embedded in the respective plates as shown in Fig, 6. (The
aluminium guard foils shown are used for the fission rate measure-
ments only,)

For U-238 capturs rate measurements, the standard thermal-
column comparison (R.C.R.) method has been applied using the
Y~-X-ray Nal coincidence technigque for Np—239 counting,‘ Natural
uranium foils, 6.3 x 3,2 x ,08 mm,, are located in natural uranium
plates for the lattice irradiation, while depleted uranium foils
of similar dimensions (and hence having similar ¥ -X-ray self-
absorption properties) are esbedded in a graphite rotator in the

thermal column of the source reactor NESTOR (Ref, 27), The fission-
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product corrections to the observed coincidences are negligibly
small (< 0,2%), because of the high capture-to-fission ratio in
ZEBRA and the high depletion of the thermal—column foils,

The reference fission rate used in the measurements is that
of Pu-239 as it is the most predbminant.one. The lattice-to~thermal
Pu-23%9 fission ratio is determined using activation foils embedded
in graphite (alongside the U-238 capture foils in the thermal column)
and in fuel plates in ZEBRA, As already indicated in Section 3.3.2.,
a subsidiary calibration experiment, using a reference fission
chamber, has to be made to obtain the relation between the relative
fission-product ¥ -activity and the true fission ratio.

The standard techniques for measuring lattice fission rate
ratios for different isotopes in ZEBRA are very similar to the ones
employed in thermal reactor lattices (Section 3,3%,2,). Fission
product Y-activity ratios for the different fissile isotopes are
determined by irradiating nickel-coated foils in fuel plates, each
foil containing a particular isotope to a high degree of purity,
These Y-activity ratios are then related to the true fission ratios
via the P(t) factors, determined using calibrated fission chambers
and dummy chambers containing foils, A recent development has
been the application of solid state track recorder techniques for
fission rate rati§ measurements in the Core 8 assemblies (Ref, 28).
The various advantages of this method have not yet, however, been

fully exploited,
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CHAPTER L.
ABSOLUTE MEASUREMENTS OF U=-238 CAPTURE AND PU-239 FISSION RATES

As stated earlier, meaningful comparisons between theory and
experiment can only be achieved when the possible presence of any
significant systematic errors in the experimental measurements can be
safely disregarded. It is important, therefore, to establish the truth
of this assumption for a particular measurement by using, if possible,

a completeiy inaependent technique to determine the same parameter,

For integral reaction rate measurements in fast reactor assemblies,
this need has been particularly strong as regards the determination of
the ratio of the U-238 caﬁture rate relative to the Pu-239 fission rate../
(CQ/Fg) - a parameter for which, as explained earlier, the highest
accuracy is desirable., All recently-quoted experimental values for
(CS/F9), or (CQ/F5), ratios in reactor lattices have been determined by
comparing the lattice ratio with that in a thermal column where the
cross-sections for the individual reaétions are known'to an accuracy of
+ 1% (Section 3,3). This technique, apart from the inherent error on the
thermal cross-section values used, suffers from a few other drawbacks,
For example, flux perturbation by the foils and fission chambers used
in the thermal-column measurements is significant and corrections for
this have to be determined and applied, Secondly, for fast reactor
experiments in particuiar,the two neutron.spectra involved in the
comparison (i,e., in the lattice and in the thermal column) are usually
sufficiently different td necessitate certain subsidiary calibrations
(e.g., that for taking into account the effect of the variation in
fission-product yielés on the fission—producf Y counting). Finally,'
the fact that each reaction rate ratio determination entails two sets
of irradiations, using in general two different reactors, results in

error due to reactor power intercalibrations and otner necessary
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correlations.,

In the present work, techniques for the absolute measurement of
- U-238 capturé and Pu~239 fission rates in the reactor assembly itself have
been deveioped for ZEBRA, and this has enabled direct evaluaticn of the
reaction rate ratio, or M,C,R., - thereby obviating thé need for any

comparisons with thermal-column irradiations,

4,1 ABSOLUTE U-238 CAPTURE HMiASUREMENT

The present method~for the absolute determination of U-238 capture
rates is based on the fact that both Am-243 and U-239 decay via Np-239
1into Pu-239, as shown in Fig, 7 (Ref. 29). 'The use of a calibrated -
Am-243 source, for standardisiné the detector system used in a particular
U-238 capture measurement, was first suggestedAby Cripps and Weale (Ref.
30), and a technique was later dgveloﬁed for measurements in irradiated
foils by Seufert and Stegemann (Ref.'}j). The metﬁod_of Seufert and
Stegeménn, however, suffers from the following possible sources of
systematic error:

(i) The ¥-X-ray self-absorption correction for the uranium foils used
was greater than 35%. causing extrapolation to zero thickness to
be inaccurate.,

(ii) The determinztion of the amount of uranium in the thin deposits

, (uﬁed for obtaining the self-absorption, vs, thickness, curve) was

limited in accuracy by the weighings that had to be made,
(iii) The source geometry, in the y-X-ray coincidence counting of the

" irradiated foils and the Am-243 samples, was ﬁot consistent since

the ‘uranium foils were 100~500 n thick while the Am-243 sources
were thin, evapofated deposifs on glass backings,

(iv) There was a finite uncertainty in the geometry factor and efficiency

of the low-geometry o-counter used for the absolute calibration of
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the Am—245 sources.
(v) e ~emitting impurities in the Am-245 samples used necessitated
large corrections to the measured ¢ count-rates.

The present technique has been aimed at eliminating some of the
above mentioned possible sources of error and at reducing the effect of
the others to negligible proportions, By uéing thin uranium deposits
and Am-2).3 sources which were prepared on identical backings and in
similar electrolytic cells, consistency in the source geometry was
maintained, Y-X-ray self-absorption was only ~0,3% for the uranium
deposits and.<10;%% for the Am-243 sources, so that the error in the
applied corrections was negligible, By 0¢-assaying the thin uranium
deposits in the same low geometrycz-counter as the Am-24L3 sources, the
requirement of explicitly knowing the absolute @-~counter efficiency, as
well as the need for weighing the uranium deposits, were both eliminated.
Lastly, very pure Am-243% was used for preparing the sources and it was
estimated that the impurity contribution to the a¢count-rate was less than

0.1% (Table 2). .

4,1.1. THEORETICAL DESCRIPTION OF THE PRESANT TuCHNTIOUE

The absolute U-238 capture rate, for a uranium deposit irradiated
in a reactor lattice, is directly related to the Np-239 activity
induced in it and may be written as;

Capture Rate/U-238 atom = [k(t).NB]—1. (Induced Np-239 Activity)

ooocoocooooooc(b—o1)

A

where N8 is the number of U-238 atoms in the deposit and k(t) is a
proportionality constant, It may easily be shown that k(t) is given

by
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k(t) = E\ )‘;u9 { - exp. (-_-Angti)} . exp(-An9t):‘

- [;T_~f2§1__;{1 -'exp (ﬁku9ti)} . ex§ (ﬁhu9t{] veo(l2)

w9 ~ *ng

Au9 and.An9 being the known U-239 and Np-239 decay constants
respectivley, ti being the length of the irradiation, and t the
time after the end of the irradiation,

If the earlier described y-A-ray coincidence technique is used
for the Np-239 counting of the irradiéted deposit, and if, at time
t, Cu(t) is its measured coincidence count-rate (corrected for
réndom and fission-producf coincidences, etc,), then Equation (4.1)
becomes:

| c (t)

Capture Rate/U-238 atom = Er%j . ﬁé . (T—%—gyj; eoeass(4.3)
where a is the y-X-ray selfLatteﬁuation correction for the thin
deposit and nis a calibration factor embodying (a) the various
nuclear parameters determining the prdbability that a Np-239 decay
will result in an event capable of yielding a true coincidence in
the éated energy regions, and (b) the coincidence geometry, detector
efficiencies and various other features characterising the experimental
arrangement,

Now, n can be derived using the fact that Am-243 is the loné-
lived parent (half-life, 7950 years) of Np-239, its short-lived
| daughtér (half-life, 2.35 days). Due to secular equilibrium
between the two, the Np-239 activity, A, and the Am-243 activity,

A

o in a given Am-24.3 source are related simply by:

An :Aa 00000'.0'-00000-0-.-o.--..oot..o-ootot.uonct(l“ol")
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If this source is prepared such that its shape and backing are the
same as those of the uranium deposit, and if the Np-239 in the source
is monitored in exactly the same coincidence arrangement as the
irradiated uranium deposit, then it can be seen that the calibration
factory will be the same for the source and the deposit, If C_ is

' the measured coincidence rate (corrected for random coincidences)
from the source, then:

_ _ A
Ca—- 77. -A-na (1 a ) .100"0'vlvoooolbvlooolcitti100(405)

or from Equation (4.4),

Ca'—n 'Aa. (1 —a) co--c-.von'--co-ooooo-oo-o'coo(l'l-o6)

a1 being the p-X-ray self-absorption correction for the source,

Substituting for n from Equation (4.6) into (4.3), one obtains

A ¢ (t) 1
Capture Ratq/U—238 atom = Ez%j . ﬁé . g . E: : Z)) ...(4.7)
8 a

The Am~243 activity of the source can be obtained from ®¢-assay
in a low-geometry ¢-counter., If the absolute efficiency of the
counter, inclusive of the geometry factor, is w and if B, is the
measured @ count-rate, then Aa is given by

B

a
: — ® € 0 & 62 8 0O oo 8 PP E e eSO RSCrE O OO LN ST PEREE e DN C8
A ~ (4.8)

a

Equation (4.7) now becomes:

Capture Rate/U-238 atom =‘E(%7 veeo(8.9) .

For a natural uranium deposit, N8 is given by:
= LN 3 BN BN A N B B A R Y B A EE B B B B Y B ). )
Ng = 0.9928 N eenernaronn. _ (4.10)

where Nu‘is the number of uranium atoms in the deposit. Using Au to

denote the effective a~decay constant of natural uranium ~ known to
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an accuracy of + 0,2% (Ref. 32) - the G-activity A, of the natural

uranium deposit-is given by:

Au =Au o Nu Qlc’l‘.'...’...’...-..0...0..'"..‘.O.O..(Ll'l11)

If the natural uranium deposit is a-assayed in exactly the same
low~geometry g-counter as the Am-243 source, Au is thained as:

B

u
A _'-u-,- ....".........‘..O....‘........-'.......'...‘(4'12)

u

vhere Bu is the measured o count-rate from the deposit and w is the
factor used previously, since the counting system and geometrical
arrangement have been preserved.

From Equations (4,10), (4.11) and (4.12), one obtains:’

Finally, substituting for Ng in (4.9), the absolute U-238
capture rate may be written as:

1 . A Ba.CJt).L14aU

“KE) 0.998 B, ¢, (-a

Capture Rate/U-238 atom

B C.(t)
K(t) . =, =&

0-0--000.-0(14-01}4-)

ML (1 - ah)

0,9928 k(t) (1 = a)

where K(t) =

Kis a pafémeter'known to an accuracy éf better than + 0,3%
(Table 3), and it thérefore follows from Equation (4.14) that the
U-238 capture rate is obtained absolutely from two simple relative
measurements made with o and.?—X—ray.counting Systems. Neither
absolute calibration of the Am-243 source, nor weighing of the thin

uranium deposits, is necessary - the overall accuracy of the result
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being limited essentially by counting statistics.

4,1.2 EXPERIMENTAL PROCEDURE

Natural uranium deposits (0.5 - 1,0 mgm/cmz over an area of
~3% sq. em.) and thin Am-243 sources (over exactly the -same area
and about 0,02 pc, in strength) were prepared on 27,0 mm, diameter,
0,10 mm, thick aluminium discs, The preparations were carried out
by the Chemistry Group at Winfrith using an electrolytic (molecular
plating) process (Refs. 33 and 34), |

The purity of the prepéred samples was confirmed both by mass
spectroscopy and a-spectrometry, The Am-Z#B, supplied by A,E.R.E.,
Harwell, as a nitrate solufion, had been originally obtained by
ion-exchange extraction from a plutonium "napkin ring" which had been
irradiated in the Materials Testing Reactor at Arco, Idaho, for
approximately five years, receiving an estimated integrated neutron
dose of at least 2,5 x 1022 n/cmz during this time (Ref, 35). The
results of the analyses made for these Am—243 samples are summarised
in Table 2, As for the natural uranium deposits, the mass spectro-
metric analysis which was carried out established “hat the relative
abundance of ihe uraniﬁm isotopes was correct, viz, 0,0057% U-23,
0.72% U-235 and 99.28% U-238 (Ref. 29).

TABLE 2. RESULTS OF ANALYSES OF THE AM-2L3% USED

Isotope Mass Spec. Results (%) | a-Activity Results (%)
Am-243 99,995 + 0,002 99.94 + 0,05
An-241 0,005 + 0,002 : 0,04 + 0,02
Cm-242/ 20 - | 0.02 + 0,01

Typical a~spectra obtained for the deposits, using a low-geometry
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o-counter and a biased multi-channel analyser, are shown in Fig, 8.
These ;pectra confirmed the fact that, though fhe energy degradation
o the ¢'s in the deposits themselves impaired the observed energy
resolution significantly, the effect was small enough to enable
undistorted o count-rates to be obtained by simple integral counting
above a sufficiently iow threshold.

The low-geometry a-counter itself was of standard design
(Ref. 36), and geometry factors of between 1 : 150 and 1 : 250
were used, Although this counter was later employed in certain
absolute calibrations, wheré more accurately knéwnAgeometry factors
were used, a discussion of these at this stage would be irrelevant
since, as shown in Section.4.1.1, only relative a—couhting is
necessary in the present technique for absolute U-238 capture
measurements, The only important requirement was that the geometries
used be repcatable, and this was confirmed experimentally (Section
4.1,3)., The detector used in the counter was an E,M,I, Type SB2
surface-barrier silicon diode, with a nominal depletion depth of
0.2 mnm, and an.operating bias of 25 v, During operation, the
counter was evacuated using an Edwards rotary pump and the pressure
was maintained at ~0,02 torr.r The background count-rate for the |
a-counting was typically 0.2% of the uranium deposit count-rates
and 0,03% of the Am-243 deposit counts, and hence negligible error
resulted from the background corrections applied; Statistical
accuracies of better than + 0.3%, in this low-geometry a-counting,
were achieved by counting each uraniun deposit for 4~5 days and each
Am-243 source for about one day. | |

For loading the uranium deposits into fhg reactor, special
natural uranium plates weré made (Fig. 9). Rach loading plate

consisted of two halves, both of which were 51 mm, square and 1.6 mm,
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thick, One half-plate had a recess for carrying the deposit. The
other had a protruding ring, also of uranium, which locked into this
cavity and held the deposit in position by pressing against the
bare aluminium on the periphery. The deposited surface itself did
not touch eithér half-plate, thereby ensuring that none of it ﬁas
accidenfally scraped off, The protruding ring of theAupper half-
plate and the staggered positioning of the deposit itself both
served to shield it from any neutron streaming effects that might
occur along any gap between the two halves, With the deposit loaded
and the two half-plates fitfed together, the cavity in the middle
was less than 0,3 mm, deep and this was shown (from considerations
of the U-238 capture fine étructure in the various Core 8 cells) to
have a negligible perturbing effect, Externally, the loading plate
was identical to an ordinary 51 mm, x 54 mm, x 3,2 mm, natural
uranium metal ZEBRA plate (Section 3,1) and could therefore be used
for measurements in any ZEBRA cell with natural uranium metal in it,
After a 2-4 hour lattice irradiation in ZEBRA (at a nominal
maximum power of ~100 w.), the natural uranium deposits were
counted for the induced Np-239 activity over a period of about 2%"
half—livés, between 1200 and 10,000 minutes after irradiation, A
general view of the apparatus used in the ¥-X-ray coincidence
counting of the deposits is shownm in Plate 1. The detectors were
2" x 2" NaI(Tl) counters mounted in lead-castles above and below
the horizontal turn~table of a Type-17184 automatic foil changer
(a.f.c). This was placed inside a temperature-controlled enclosure
to minimise electronic gain-shifts, Most of the electronic units
used were from the HarwellTZObO series (Ref, 37), each detector
channel-essentially'consisting of a 0045-type pre-amplifier, a

2151-amplif'ier, and a 2170-single-channel analyser. A Laben multi-
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channel analyser was used for setting up each channel on the 105 keV
Np-239 region, with a channel width of.i.1q%; and a coincidence
resolving time of 0,2 psec, was employed, using a 207{-coincidence-
unit in conjunction with a 2185-pulse-shaper and delay-unit, The
counting cycle was controlled by a.f.c., control and serializer

units and, at the end of each counting interval, the accumuiated
single-channel and coincidence counts, és well as the time in
hundredths of a minute, were fed from 2130-scalers into an Addo-X
printer and an I,B.M, card-punch,

To ensure‘consistency ih the experimental conditipﬁs, the
Am-243 source was counted along with the deposits, the a.f.c, turn-
table normally having a %otél 6f four counting tray positions., As
a result, the statistically weighted mean coincidence-rate obtained
from the‘Am—243 source accurately characterised the state of the
electronics, geometry, settings, etc,, during the common counting
period of the source and the irradiated deposits,

A computer programme, CAPABS, was written in the EGTRAN language
to analyse the measurements on the KDF9 computer at Winfrith,
Briefly, the input data consisted of the « count-rate ratio (B%/Bu)
and its statistibal accuracy, a few experimental details (e.g. length
of the irradiation, duration of each counting interval, coincidence
resolving time, ete, ), various slight corrections to be applied
(e.g. y-X~-ray self-attenuation, fission-product, natural-activity
and other coincidence béckgrounds, etc, ), and the counting data
itself obtained in card form from the I,B.M auto-punch, ZEguation
(4.14) was effectively solved for each point and a statistically
weighted mean value of the_abéolute U-238 capture rate was obtained;
A detailed error analysis (Ref. 38) was also carried out and a net

r.m,s, percentage error calculated.
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%.1.3., INVASTIGATION OF POSSIBLE SYSTSMATIC ERRORS

The 0,40 mm, thick aluminium backings were found to be quite
adequate in maintaining the rigidity of the deposits, this being
an essential aspeét for both the & and ¥-X-ray counting., Use of a
larger backing thickness or of other material such as steel, however,
was found to have two adverse effects. Firstly, the disfortion of
the neutron spectrum inside the deposit-loaded uranium plate, due to
neutron scattering in the backing, became significantly high; and
secondly, neutron-activation of the backing itself necessitated a
‘larger correction to the obéerved v-X-ray coincidence rate, Both
these effects were borne out by absolute U-238 capture measurements
that were made in ZEBRA Corés 8A and 8B, using natural uranium
deposits and Am-243 sources prepared on 0,50 mm, stainless steel
backings (Appendix A2),

From the investigation of the neutron-scattering effect in
the baoking; discussed in detail in Appendix A2,1, it was established
that the resultant increase in the U-238 capture rate due to the
0.10 mm, aluminium backing was very small indeed, ZEstimates of
(0.4 + 0.,2)%, (0.02 + 0,01)% and (0,10 + 0,05)% were made for this
effect in Cores 84, 8B and 8C, respectively. It may be mentioned
that Core 84, though it-proved very suitable for studying the
neufron-scattering effect in the backing, was not a typical fast
reactor assembly in that the neutron spectrum in it was very soft
(Fig. 5) and heterogereity effects rather large. As can be seen
from the above-quoted estimates, thg backing effect is ﬁuch smaller
in othér, more typical ZEBRA_corés such as 8B and 8C, and it can
therefore be safely said'that; in general, the error resulting from.
this backing-effect correction is insignificant.

The other important advantage of using aluminium as the backing |
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material for the uranium deposits was that the neutron-induced
activity in it was very small, An investigation of the effects of
steel and aluminium backing activation was carried out in ZEBRA
Cores 8B and 8C, and the details are given in Appendix A2,2. 1In
brief, it was found that the slight contribution of the activity
induced in the backing, to the observed coincidence rate from an
irradiated deposit, was best taken into account by counting, along
with the deposit, a simultaneously irradiated bare backing., It
was observed that, at about 50 hours after irradiation, the backing
‘contribution to the coincidénce rate was typically <0,5% for the
aluminium backing, while it was as much as L% for the 0.50 mm,
steel. With an easily achieved accuracy of about + 10% for the
applied correction, it follows that the resultant error for the
aluminium is negligible while for the steel it is not.

A less serious disadvantage of ﬁsing steel was the necessity
of applying, to the coincidence count-rate, a correction for any
finite variation in backing thickness for the differeht deposifs and
sources. This was because of the large y-X-ray absorption effect
(~12%) in the 0,50 mm. steel, Absorption in 0.10 mm, aluminium, on
the other hand, is negligible by comparison and this, besides
improving the counting statistics, renders differential backing-
absbrption,effects completely insignificant.

An investigation of tbe other possible systematic errors in
the measurement was carried out and this, as discussed bélow, satis~
factorily showed that none of them had any significant effect on
the accuracy of the results. The y-X-ray self-absorption effects
in the deposits themselves, f&r example, were calculated on the

basis of theoretical values of the uranium cross-section for 100 keV

»
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Y-X-rays (Ref. 39), and estimates of between 0,2% and 0,6% were
obtained f'or the effects on the coincidence counting, Assuming an
accuracy of + 20% in these corrections, the resultant error is
clearly negligible, (Attempts to determine the self-absorption
effects experimentally, by irradiating natural uranium deposits of
different thicknesses under similar conditions and comparing their
observed activities, confirmed that the effects being investigated
were of the same order as the obtained statistical accuracies,
viz, ~0,5%.)

Two other small éorreofions had to be applied to the observed
coincidence rates. Firstly, the fission-product coincidence
correction for the irradiatéd natural uranium deposits was estimated
as being (0.2 + 0.1)% for most ZEBRA cores - this value being based
on previous work carried out at Winfrith with Nal coincidence
systems (Ref., 22), The second effect considered was the possible
'loss by recoil of Np-239 nuclei which are éontinuously being formed
in the Am-243 sources, On the baéis of experimants perfofmed with
various collectors placed very close to the sources, it was shown
that these losses were normally no more than (0.20 + 0,05)%,
confirming that there was no need for sealing the Am-243 sources
and that the error, due to the 0,05% uncertainty in the effect, was
negligible,

Sources of error in thé‘y—x-ray counting, which have been
investigated by earlier workers (Refs, 21-23), were shown to be
unimporfant in the present experimental set—uﬁ. Deadrtiﬁe and
pulse pile—up effects for example were unobservable with the low-
activity deposits and sourcesbthat were counted, With‘the negligibiy
small y-X-ray self-absorption and foil-edge effects, the effective

counting geometry was exactly the same for both the irradiated deposits
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and the Am-243 sources, the effects of finite radial variation of
detector sensitivity being identical in the two cases.

For the debermination of thea count-rate ratio,'(B%/Bu), the
systematic accuracy was established by (a) using different geohetries
and different detectors for obtaining this ratio, and (b) counting
the uranium deposits both before and after irradiation, In both
cases, the repeatability of these measurements was verified by
obtaining consistent results within statistical accuracies of
better than + 0.3%. Another small effect investigated in the
o —counting was the possible‘contamination of the reverse sides of
the backings of the various electrodeposits, and this was shown to
be negligible in most caseé.

Table 3 summarises the various systematic errors in the present

technigue for absolute U~238 capture measurements,

TABLE 3, SYSTEMATIC ACCURACY OF THE ABSOLUTE U-238 CAPTURE MEASUREMENT

Source of Error » Error (+)
1. Effective g-decay constant of natural uranium, A, 0.2%
2. Effect of uncertainties in U-239.and Np-239
decay constants on k(t) . 0.1%
3. Self-absorption of y-, X-rays | 0.1%
T, Neutron—scattering.effect in 0,410mm, alumium
backing 0.1%
5. Activation correction for 0.410mm, alumium backing 0. 05%
6. Fission-product correction for irradiated uranium
deposit 0,1%
7. Recoil losses of Np-239 from Am-243 source 0, 05%
8. Determination of ¢ count-raté ratio 0.2%
' 9;‘ Effect §f possible impurities (Table 2) 0,05%
Total r.m.s, systematic error < 0.45%
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4,2 ABSCLUTE PU~239 FISSICN MiASUREMENT

. Pission measurements in ZEBRA cavities, using calibrated 27 fission-
chambers of the type shown in Fig. 10, have been described by Stevenson
and Broomfield (Ref, 40). Although these earlier-made chambers were
quite adequate for relative measurements of fission ratios in the reactor,
they were found to be unsuitable for the present absolute Pu-239 fission
measurements because of the following serious corrections which had to
be applied:

(i) ~ (2.5 + 0.8)% dead-time correction in the reactor instrumentation
count-rates for intercaliﬁrating the different reactor powers used
for the U-238 capture and Pu-239 fission measurements;

(i1) ~ (5.2 + 1.6)% correction for fission~-product self-absorption in
thé Pu-239 fission~chamber deposit; and
(iii) ~ (2.9 + 0.7)% correction for the biased-off low-energy pulses
produced in the fission chamber,
There was also finite uncertainty in the collection efficiency and geometry

of the collector electrode in the fission chamber.

L.2,17 ELIMINATION CI' THE GROSS SYSTEMATIC ERRORS

Two new fission chambers were made with plutonium electrodeposits
of ~ 30 and 14.ugm/cm2, over diameter of 28 mm, and 18 mm, respect-
ively, on 38 mm. diameter, 0,43 mm. thick plaﬁinum discs, These
deposit masses were nearly two orders of magnitude iess than those
in the earlier ZEBRA chambers, and this enabled absolute fission
measurenents to be made at the same reactor péwer as used for the
absolufe U-238 capture measurement, viz, ~100 w, The instrumentation
dead~time corrections now beiﬁg approximately egual in the two caseé,v
there was no resultant error due to (i).

The figsion~-product self-absorption correction in a deposit of
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thickness t, with a variation about this value of ¢, is given Dy
(Ref. 40): | ' |

(o2 + +2) . (2tr)]
where ﬁ'is the mean range of the fission fragments in the deposit
material, This correction was calculated to be 0.20% for the first.
new chamber (ZEB-31) and 0,09% for the second (ZEB-32), With an
assumed error of ~ + 30% in this correctibn, the resultant error in
the corréctedbfission rate was insignificant - hence eliminating
the effect of (ii).

The pulse-height spectfum of fission fragments in ZEB-32 is
compared in Fig, 11-with that obtained using an earlier chamber. Both
spectra were oblained for irradiations in ZEBRA Core 8C. The much
smaller mass of plutonium in the new chamber caused comparatively
negligible g-iﬁterference, there being very little pulse pile-up in
the low-energy region, Further, the degradation in energy of the
fission fragments was far less in the much thinner deposit of the
new chamber, and this improved the resolution of the fission-product
energy peaks, A comparison of the pulse-height spectra from
Chambers ZEB-31 and <EB-32 revealed that the resolution was better
for the latter, This is éxplained by the smaller area of the
deposit in ZEB-32, a feature which reduces- the fraction of fission
fragments unable to lose their full energy before striking the
chamber wall, All the three factors mentioned above contributed to
minimising thevnumber of 1ow—energ& pulses which had fq be biased
off, As a résulﬁ, correction (iii) was only-;0.1% for ZEB-32 and
~ O.m%.for ZEB~31, Once again, the resulting error was negligible,

The doubt abbut the colléction efficiency and.geometry of the ‘
collector was cleared by comparing absolute fission-rate results

obtained from the different-area deposits in the two new chambers.
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Within experimentél errors of + 0,6%, no discrepancy was observed
in independent measurements made with the two chambers in the NESTOR
thermal column and later in several of the Core 8 assembliés, con-
firmiﬁg that the efficiency was the same in the two caseé, viz, one

corrected count per fission event,

4.2,2 LOW-GEOMETRY A~ASSAY OF THE CHAMBER DEPOSITS

As discussed above, the systematic uncertainties due to the
various corrections for the absolute Pu-239 fission chambers, were
reduced to negligible propoftions. The overall accuracy of the
absolute fission measurement was, in fact, limited mainly by the
accuraéy achiefed in the aﬁsolute low—géometry'd—assay of the
chamber deposits, Unlike the simplev<-countiﬁg requirements of the
abéolute U—238 capture measurement, where only relative count-rates
are needed, the «-assay of the fission chamber deposits has to be
carried out with explicitly-known geometﬁy factors, Basic details
of the low-geometry counter itseif have already been mentioned
(Sec. 4.1.2)., A cross-sectional diagram is given in Fig. 12. By
using varioué combinations from a range of stop discs and spacing
cylinders, a number of well-defined geometries were made afailable.
The cruciai physical dimensions, viz, the various x, a and b values,
were accurately measured by the Standards Section at Winfrith on
two separate occasions, consistent results being obtained well
within the deméndea precision of + 0,1%.

For calculating the geometry factors, G,'from the determined
dimensions, independent use was made of the solid-angle formulae
of Curtis (Ref, 41) and Jaf‘f‘e;v (Ref. 42), for a uniform circular
source coaxial with a circular aperture, A computer prograrﬁme,‘

LOGEOM, was written on the basis of these two formulae which are,
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respectively:

&

- »
G = . [1-—‘7-’-2-(a2+b2)+—%—{_(al"+bl{'+3azb2):l
a Lx 8x

|

o-.c;.oo.v.ooo(curtis)

and

[
i}
Nj=+

[o- ) [ - fetesetin
vecessesssesss(Jaffey)

The agreement between: the tﬁo calcuiated factors was found to be
better than + 0,1% for G-values >250. However, there was one
experimental feature which'neither formula took into account, This
was the finite thickness, t, 6f the stop disc, which can be séeﬁ to
result in (a) a finite stop-thickness absorption effect which decreases
the effective solid angle, and (b) a slight inerease in observed
counts due to small-angle scéttering at the inside "wall" of the
aperture., Though, to some extent, the two effects tend to cancel one
another, the former is invariably the predominant one and, for inter-
mediate geometries, the resultant loss in céunts can be quite serious,
It is easily shown that the relative net effect decreases rapidly
with increase in x- and a~ values, so that for suitably chosen
geoﬁetries, no corrections need be applied, This can be seen from
Table 4 which compares some of the values, for the absolufe disinte-
gration rafe éf a typical plutonium deposit, obtained using different
geometry-factors, While the stop-~thickness effect is quite evident
for the first two geometries, the consisténcy of the results from

the latter three geometrieg, %ith their relatively high x-and a-

values, is within the statistical errors indicated,
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TABLE 4. COMPARISON OF.GEOMETRIES FOR ABSOLUTE o -5 OUNTING

Geometry y(mm) a (mm,) G(m&ﬂ Am'&?ﬁﬁﬁymm
1 59.97 | 1.2357 0,998k 1.699 + 0,003
2 76.15 1.2357 4.5859 |  1.711 + 0.003
3 420,06 | 2.5336 0.9212 1,760 + 0,003
b 203,00 | 1.2357 | 40.94k 1.752 + 0,006
5 203.15 | 2.5336 |. 2.607 1.757 + 0,005
b=9.160mm. , t=1.245mm., x=y + t

Thus, by properly choosingvthe geometriés'emélbyed, a systematic
accuracy of + 0;5% was easily achieved in the absolute a-counting,

For correcting the observed chamber-deposit «-disintegration
rate for the presence of plutonium isotopes other thén Pu-239,
accurate mass spectrometric analyses of samples of the plutonium .
were carried out at A,W.R.E,, Aldermaston; Values of (0,0555 + 0,0001),
(0.00286 + 0,00001) and (0,00018 + 0,00001) were ocobtained for the atom
ratios of Pu-240, Pu--244 and Pu-242 (relative to Pu~-239), respectively,
the quoted accuracies being confifmed by comparison of the results
obtained on four separate occasions. Using thé known a-decay
constants of the various isotopes (Ref, 29), the required.a;activity
correction factors (relative to Pu-239) were obtained as (20.57‘i 006)%
for Pu-240 and ~ 0,01% (i.e, negligible) for Pu-241 and Pu-214.2.v
Pu-238 could not be detected reliably in the mass spectrometric
analysis. .However, by gquantitative considesration of the a-énergy
spectra from the deposits, a correction of (2.05 + 0.05)% was appliéd
for the 5.5 Mev o peak due to Pu-238 and Au-241 (from Pu-241 p-decay).

The net error introduced by the various "other-isotope" corrections
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was thus less than + 0,2% (Table 5).

The number of Pu-239 atoms in each deposif was computed fromA
its corrected a-disintegration rate and the known Pu-239 a¢-decay
constant,'values of (4.90 + 0,003) x 1017 ana (9.55 + 0,07) x 1016
being finally obtained for the deposits of Chambers ZEB-31 and

ZEB-32, respectively.

4.2.3 MBASURING PROCEDURE

Fig. 13 shows a block—diagfam of the electronics used, in
conjunction with the calibréted chambers, for carrying out the
absolute Pu~-239 fission measurement. Most of the eiectronic units
were, again, from the Harwéll—ZOOO series, - A multi~-channel analyser
and a pulse-generator were used for setting the threshold on the
pulse-height discriminator and, with the earlier-mentioned low
corrections for the néw chambers, negligible error resulted from
this biasing procedure, Counting accuracies of + 0,2% were easily
achieved with both ZEB~31 and ZEB-32, and dead-time corrections were
estimated as being no greater than (0.5 + 0.2)% in most cases.

In the initial experiments, the absolute fission chamber
measurement was carried out in a cavity in the core formed by removing
half a fuel-element, With the Core 8 test-regions having near-unity
ke's, this could be safély assumed as having negligible overall _'
effect on the.lattice properties, - The reaction rate of interest
itself, viz. the absolute Pu-239 fission rate in the Pu-plate of
the central cell, was obtained by comparing the fission-product
Y- activity of a Pu foil irradiated in the plate to that of a similar.
foil irradiated simultanGOusl& in a dummy chamber in the c;vity, , '
integral y-counting above 1.28 MeV being applied (Sec. 3.3.2){_ The

correction for self-shielding of the dummy-chamber foil was found
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to be negligibly small in most cases, this being established by
irradiating foils of different thicknesses in the chamber and compar-
ing their y-activities,

For some of the measuréments made later; viz, in Cores 8E éhd
8F, it was decided to use the fission chambers iﬁ a reference position
external to ZEBRA so that the need for a cavity in the test—region,
during the plate measurements,.could be eliminated, The thermal
column of NESTOR was used for the purpose, though it must be stressed
that this choice was purely a matter of éonvenience. The plate-to-
chamber fission ratio was obtained as before, by’y-counting of Pu
foils, but in this case én additional calibration factor was applied
to take into account the different y-yields in the lattice and in
the reference spectra (Sec. 3,3.2).

Both the above described procedures, for determining the absolute
Pu-239 fission rate‘in the Pu-plate from the chamber measurements,
were found to yeild results with an overall accuracy of about + 0.8%.
The various errbr contributions are summarised in Table 5,

TABLE 5, FRRORS IN THE ABSOLUTE PU-239 FISSION MEASUREMENT

Source of Error Error (+)

1. Reactor-power intercalibration correction 0.1%

. 2, Fission-product selfhabsorption correction 0. 1%

3, Biasing correction 0.1%

4, Effect of 0,1% precision in x, a and b values . 0, 3%

5. Systematic accuracy in determining effective . O 4%

G-factors ‘ '

6. Otheréisotope contributions to g-disintegration 0.2%
rate‘ .

7. Pu-239 g~decay constant v 0.2%

8. Fission~product counting - | 0.3%

9. Correction for fissions in other isotopes 0.1%

40, Determination of plate-to-chamber fission ratio 0, 5%

‘Total r.m,s, error + 0.8%
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4.3 MEASUREMENTS IN ZEBRA CORE 8C

Absolute U-238 capture and Pu~239 fission rate measurements were
made in a number of cores, and some of these will be discussed in later
chapters: The measuremenfs made in ZEBRA 8C, however, were the first
ones to experimentally establish the techniques described in the last
two sections, and the results obtained in this core therefore deserve
separate mention,

For the absolute U~238 capture measurement, natural uranium deposits
were loaded into the central uranium plates of the 8C cell (Fig. 4) at
position (50,50) in the reactor lattice (Fig. 3). At the same time, Pu
foils were loaded into the central-cell Pu~plate and also inside a dummy
fission-chamber positioned.in a cavity at (50,52)., After a 2-hour
irradiation at ~100 w., the deposits and the foils were removed for
counting, and the dummy chamber replaced by ZEB-31 énd.ZEB-}Z, in turn,
The fission~-product counting with these chambers was carried out at the
saﬁe reactor power as used in the main ifradiation, negligible error
resulting from the finite intercalibration correction applied using the
recorded reactor-instrumentation count~rates, A thermal~comparison
determination of the central-cell (C8/?9) ratio was made at the same
tinme as‘the absolute measurements and the various results obtained, in
two separate sets of measurements, are summarised in Table 6, All the
quoted results have been normalised by the use of foils (Ref. 25) to give
the central 8C cell-averaged reaction-rate ratio, the £heoretically
predicted value of which was 0,127. The latfer was obtained using the
methods described in Chapter 2, viz. by applying a SCRAMBLE-derived

correction‘factor of 1,017 to an infinite-lattice MURAL-FGLY value of

0.1290.
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TABLE 6., RESULTS CBTAINED IN ZEBRA CORE 8C

Abs, U-238 Abs, Pu~239 ‘c c
Bxpt, Cap, Rate Fiss, Rate (“8/r5) (“8/z9)
(x10-16 sec1) | (x10™15 sec™1) abs, tech, therm comp.
1 4,22 + 0,04 3.28 + 0,05 0.129 + 0,002 | 0,126 + 0,003
2 5.29 + 0,05 L,16 + 0,04 0.127 + 0,002 | 0,126 + 0,002

(°8/79) s poory = 0+127

Although a detailed discussion would be more appropriate in the

final chapter, after all the experimental results have becen presented,

it may be stated at this stage that the absolute technique did prove

to be the more accurate of the two methods used for the (Ca/p9)

determination, This is clearly seen from Table 7 which elaborates on

the errors quoted in the 8C results of Table 6,

TABLE 7. COMPARISON OF ERRORS IN 8C MEASUREMENTS OF (C8/Fq)

Source of Error

Error (+)

(a) Absolute Technique
1. Systematic accuracy of abs, U-238 cap, meas.(Table 3)

2, Np-239 y-X-ray coincidence counting statistics
3. Abs, Pu-239 fiss, meas. (Table 5)

L. Determination of cell-averaging factors

0.4%
. 0,8%
0,8%
0. 4%

Total error

143%

- (b) Thermal Comparison Technique (Chapt. 3)

1, U-238 capture foil ratio
2, Pu-239 fission foil ratio’

3, Flux-perturbation corrections in thermal column
4, y=-activity calibration factor
5. Determination of celléaveraging factors

6, Thermal cross-section ratio

0.8%
0.5%
0.5%
0.6%

. 0.4

1.1%

Total error

1. 7%
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The'fact ~ that agreement between the two independent technigues
was obtained well within these estimated errors - served to indicate the
absence of any unsuspected uncertainties in either method., This was the
more important conclusion to be drawn from the 8C measurements, and it
was in this light that some of the work presented in the present chapter
was published as a paper in the Journal of the British Nuclear Energy

Society (Ref. 43).
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CHAPTER 5

PRELIMINARY WORK WITH THE Ge(Li) DETECTOR SYSTEM

5.f GENERAL CONSIDERATIONS FOR MIXED-OXIDE MEASUREMENTIS

As mentioned in the opening chapter, one of the foremost requirements
for the proper analysis of mixed-oxide aséemblies, such as ZEBRA Cores
8F and 8G, is the accurate measurement of U-238 capture rates in Pu02/U02
fuels containing as much as 25% by weight of élutonium. The use of foils
of the same material composition as the mixed-oxide fuel itself has, to
date, been rendered impossible by the inadequacy of the standard counting
systems in effectively discriminating against the very large backgrounds,
arising from the Pu natural-activity and fission-product radiationé emitted '
by such irradiated samples. Chemical separation techniques are found to
be inapplicable due to (a) difficulties in dissolving and treating
sintered Pu-containing foils and (b) thé fact'thaf'the necessary tracer,

- Np-237, is already present in the plutpnium as one of the products of
Pu-244 decay., As a consequence, U-238 capture measurements in mixed-
oxide fuels have, in the past, had to be carried out using natural
uranium foils embedded in the-Pqu/UO2 plates (Ref, L), thereby
introducing uninvestigated systematic errors in the experimental éssess—
ment of such cores,

‘The one single feature, which preclﬁdes the direct application of
any of the physical techniques (Sec. 3.3,1) to U-238 capture measurements
in PﬁO 002 material, is the poor resolution of the NaI(T1l) scintillators
used for the p-X~ray counting, In the normally most effective of these
methods, viz. that based on the y-X-ray coincidence counting of the
105 keV Np-239 region, a typicé.i resolution of ~45 keV (F,W,H,M,) is the
best which can be provided at this'energy by the sodium iodide detectors

used, This means that - apart from the 106.2 keV Np-239 y—fay and the

coincident 99.5 and 103,7 keV Pu K;CX-rays which provide the measure of
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the U-238 capture rate - the various K X~rays of uranium (viz, at 9.7,
| 98.5, 111 and 114.5 keV) are, ofinecessity, included in the counted regions
of both detector channels, It is this inclusion which, in the main,
accounts for the two types of swamping backgrounds encountered in the
Nal counting of Pu~containing samples. For the very large Pu natural-
activity contribution, the predominant mechanism is the pfoduction of
coincidences between U X~rays following Pu-239 m—deca& and simultaneously
emittéd higher-energy y~rays which are Compton-scattered into the counted
regions, The other effect, i,e. that of fission-product activity, arises
mainly as a result of the.decay of certain fission products which emit two
or more higher~energy Y-rays simultaneously, one of which is scattered
into the éated energy region an& another of which-;s absorbed in the
uranium of the foil-material to yield a coincident U K X-ray, It follows
from the above arguments.that what is basically needed.is the use of
Y-X-ray detectors'ﬁith sufficiently high resolution in the 100 keV region
to effectively separate the various U X-rays from the coincidence-producing
104 and 106 keV Np-239 radiations.

The‘épplication of lithium~drifted germanium detectors to problems,
in both applied and pure nuclear research, where high v--ray resolution
is an important requirement, has bécome quite widespread since the first
Ge(Li) diode was fabricated in 1962 (Ref. 45). A comparison of the
properties of a 7 c.c; planar Ge(Li) detector system, with those of a
13" x 2" NaI(Tl) scintillation counter, was made in the present author's
M,Sc. dissertation (Ref., 46), and it was shovm therein how the superior
| resolution of the former type of detector greatly simplifies the analyses
of y-y coincidence experiments, As an initial phase of the present work,
the feasibility of applying Ge(Li)-deteﬁtors to U~238 éapture measurements
was examined by carrying out R,C,R, measurements at the University of

Lbndon's CONSORT reactor using the above-mentioned Ge(Li) and Nal systems,
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Various techniques, e.g. singles counting of the 75 keV U-239 y-ray and
Np-239 y-X-rqy_coincidence counfing, were compared (Ref, 47). In brief,
the results from the analysis of these early experiments indicated that
the most promising approach to the problem of determining U-238 capture
rates in Pqu/UO2 material was the use of a suitably-designed twin

Ge(Li) coincidence system for the Y-X-ray counting of Np-239.

5.2 PHYSIQAL PROPERTIES OF THE PRESENT Ge(Li) DETECTORS
In accordance with the arguments presented in the previous section,
two planar Ge(Li) detectors were obtained on order from 20th Century
Electronics Ltd,, Croydon, and a completé cbincidénce system including
a special automatic foil changef,was set up at ZEBRA to develop a reliable
technique-for U-238 éqpture measurements in the mixed-oxide assemblies,
8F and 8G.
The basic specifications, for each of the two Ge(Li) systems ordered,
viere: - '
(a) a sensitive detector volﬁme of ~8 c.c., with a depletion depth
| of ~10 mm,; these dimensions were chosen as the optimum values
for meeting the sonflicting demands of high detector efficiency
. and low detector capacitance (i.e., low electronic noise
contribution),
(b) a system resolution of 2 kev; or better, at 100 keV: this
was considered adequate for providing the discrimination required
and, by current standards (Ref, 48), was not regarded as placing
too high a demand on the performance of the diodes and the
associated electronics,
(¢) a high geometrical efficiency with the detector mounted verticélly

within 5 mm, of the outer aluminium casing; the only drawback

in using Ge(Li) diodes for coincidence experiments is their
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relatively poor intrinsic peak efficiencies.compared to those
of NaI(Tl) crystals (Ref. 46) but , at 100 keV, this is not
too serious a consideration provided the geometrical efficiency
of each Ge(Li) deteﬁtor is as high as possible (viz., ~25%).

(d) the use of a éoldrfinger type bnyostat, for cooling the detector,

instead of the more commonly-applied drip-feed systems; this
wés aimed at minimising the electronic noise generated as the
result of mechanical vibrations caused by the constant boiling
of liquid nitrogen in the cr&ostat (Ref. 49).

and (e) the use of a cooledrFET pre-amélifier fbr'each system; although
the detector noise contribution was recognised as an important -
limitation to the obtéinable system resolutioﬁ, it was es;ential
to minimise the head-amplifier noise as well (Ref. 50),
particularly in view of the fact that the systems were intended
mainly for low-energy counting,

The Ge(Li) detectors‘supplied by 20th Century Electronics to meet
these specifications were their Type GL8 with cooled~FET pre~amplifiers
Type CE-103 (Ref. 51). The a,c.-coupled CE~103 units were based on a
Harwell design for low-noise charge~sensitive pre-amplifiers, and a descrip-
tion of this has been given by Gibbons and Howes (Ref. 48).

Each detector had .its copper cold-finger dipping into a 20 1. Union
Carbide iiquidrnitrogen dewar which was "topped up" twice a week, The
vacuum in the cryostaté was maintained at'V1O;7 torr using Ferranfi
ion-pumps (current <5 pA)., In addition, a molecular sieve had been
fitted in each system to serve as a safeguard against ion-pump failure.

For the first system (A), a detector bias of 775 v. and ‘-differentiating-
integrating time constants of 1‘us; were found to be the optimum Qpe;atiﬁg
conditioﬁs, ﬁhile for the second system (B) the corresponding values were

400 v, and 2 ps, Tig. 14{(a) shows the response of Detector A to a 0,02 pe
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(Am-243:Np~-239) source and indicates how effective the system resolution
;of 1.85 keV was in separating the 99,5 keV X-ray from the 104 keV X-ray
and the.106 keV y-ray of the Np—239‘spectrum. Detector B had a similar

fesponse with a system resolution of 2.0 keV at 100 keV, For comparison,

the response of a 2" x 2" Nal (Tl) crystal to the same source is shown in

Fig. 14(b).

The performance of the two Ge(Li) detectors was found to be significantly
poorer at higher y-energies, the resolution being ~5 keV for the 1,28 MeV
Y-ray of Na-22, This indicated adverse energy-dependent properties of the
diodes (viz. trapping, side-surfaﬁe contamination, incomplete clean-up,

etc,). The photopeak to Compton-edge ratio for the 0,66 MeV Cs—137F¥-ray
was ~3 :+ 1 for both detectors, iﬁdicating again that the sjstems were

not as suitable for high-energy work as they obviously were in the 100 keV

region,

Using normal single R-C: pulse-shaping, the resolution of the detector
systems at 100 keV was found to deteriorate markedly at high count-rates
but this was more é basic electronics problem than_a fault in the detector
&yétems themselves, However, there was another cause of base-line shift
which might have been avoided by more careful construction of the cooled
pre-amplifier first-stage., This was the high microphony of both systems
exemplifiied by the fact that, with single R-C pulse~shaping, even
conversation in the laboratory was picked up and caused observable base-
line disturbance. Restoration of the d.c. level by double‘pulse—shaping
was found to reduce both the count-rate and the microphony effects
considerablj and, in practice, this was‘achieved by using an external‘
pulse-shaping unit between the pre-amplifier and the main amplifier
(Fig. 18). -

The other important aspeét of detector performance which had to be

cérefully examined was the photopeak efficieﬁcy at 100 keV., For Detector
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A, this was estimated, inclusive‘of the geometry factor, to be of the
I order of 20% that of a 2" x 2" NaI(Tl) crystal, and hence‘the system
could be considered quitersatisfactory for the typé of coincidence
measurements planned. For the 2,6 MeV y-ray of T1-208 (Th-228 source),
a photopeak to double-escape peak ratio of 9:10 was obtained with
Detector A (Fig, 15), and this indicated a sensitive volume of more than
8 cc. Detector B, however, yielded a corresponding value of 1:6 for the
ratio and this, together with the fact that its photopeak efficiency at
100 keV was a factor of ~4 down on that of A, confirmed that B's
sensitive volume was considerably less than specified, |
Subsequently, in time for the main PuOZ/UO2 measurements, this
poor-volume detector was replaced by another Ge(Li) planar diode from
20th Century Electronics, The new deteétor gave a photopeak to double-
escape peak ratio of 7:10 for the 2,6 MeV T1-208 y-ray and yielded a
100 keV photopeak efficiency ~60% that of Detector A, both these facts
indicating an adequate sensitive volume, The optimum operating conditiocns
for this latter Detector B system were found to be differentiating-
integrating time constants 6f 1 ps and a bias of 700 v, Although~the
charge collection in the new diode was better than that in the earlier
detector (as indicéted by the lower optimum time constants), the overall
resolution at 100 keV ﬁas found to be slightly poorer dﬁe to greater
leakage current, However, this was not serious and the system wés

considered quite satisfactory on the whole.

5.3 THE AUTOMATIC FOIL-CHANGER AND THE COINCIDENCE SYSTEM

The basic electronic cohtrol units for an automatic foil-changer
were already available at ZEBRA - the absolute U~238 capture measurements
described in the last chapter having been carried out using these in

conjunction with a Type~17184A a.f.c. (Sec. ha1.,2), However, for the
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Ge(Li) systems, with the diodes mounted in a vertical plane (to achieve

, symmetry in the coincidence arrangement and also tovkeep the cold-finger

type cryostat design as simple as possible), a new foil-changing machine

had to be designed and constructed, . The main specifiications for this

(a)
(b)
(e)

(a)

(e)
(£)

(&)

that it be usable with the existing electronic control units;
that the turn-table rotate in a vertical plane;

that the separation between the oﬁter casings of the detectors,
when in position, be <10mm, (to allow as high a geometrical
efficiency in the counting as possible);

that relative positioning of the detectors be accomplished
accurately;

that there be ~6 cm, of lead shielding around the detectors;
that there be six counting positions with a spacing of ~20 cm,
between consecutive positions;

that there be a mechanical means of varying the mumber of
positions to be counted, thus enabling any given number of
samples (between one and six) to be agtomaticaliy counted
during a particular measurement;

that the foil-holders be such as to accept foils and deposits
up to 27 mm, in diameter and that they bve spring—loa&ed,into

position on the turn-table,

The detailed design and construction of the foil-changing machine

were carried out, according to the above specifications, by the

Engineering Services Division at Winfrith (Ref. 52), The basic désign

| features are shown in Fig, 16, BEssentially, these were (a) an aluminium

base plate assembly with two centrally disposed castings and two slidewaf

carriages for the Ge(Li) dewars; and (b) a vertical turntable assembly

supported on a robust steel sub-base plate and consisting, in turn, of
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an aluminium turntable carrying six "snap-in" foil-holder positions, a
' motor-drive unit controlled by an indexiﬁg roller and microswitch
arrangement, an electrical box linking the a,f.c, to the control electronics,
and lead-shield castles for the detectors, Another'important aspect of |
the design was. the provision made for the accurate adjustment of vertical
height, tilt and horizontal positioning of the Ge(Li) assemblies.

Plate 2(a) shows a general view of the foil-counting machine with
the detectors in position, On the right aré the ion-pump units and the
detectbr power supplies with the connecting cables going out of the
picture to the coﬁtrol and counting electronics.

Plate 2(b) gives.a more detailed view of the turntable and one of-
the Ge(Li) detector assemblies, The V~shaped notches in the aluminium
wheel cduld be "filled-up" using specially designed steel V-pieces, and
this enabled any unwanted counting-position to be by-passed during each
_eycle (specification.(g) for the foil-changer), Also to be seen in the
picture are a few of the foil-holders with their "snap~in" springs.
Several types of foil~holders were used in the present work to enable the
counting of foils and deposits of various sizes and materials, and some
of these are illustrated in Fig, 17. However, the design of the outer ;
ring which carried the foil-holder and which fitted into the turntable
was the same for all holder-types, In all cases, the effective thickness
of aluminium (i,e,, of the foil-holder and the detectar window), between
the counted sample and each Ge(Li) diode, was quite adequate in eliminating |

any finite f-activity interference effects in the counting,

A block-diagram of the complete coincidence system is given in
Fig. 18. Most of the external electronics was the same as used with the .
NaI detectors (Sec. 4.1.2. and Plate 1), The Ge(Li) detectors had their

own pover units with supplies of + 24 v,, while the rest of the equipment
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was run on the standard Harwell-2000 power supplies (Units Type-2015C).
The 2451-main amplifiers and 2170—single—channe1 analysers had been chosen
with high stability as an important criterion. The 207{-coincidence unit,
in conjunction with the 2185-pulse-shaper and delay unit, could be used
for obtaining coincidence resolving times of 20-200 nanosec,, thereby
causing random-coincidence contributions to be quite small even for
Pu-containing foils., '

For setting up the individual channels of the 2170's, the Laben
512-channel analyser (with a built-in coincidence unit)was used. The
y-X-ray spectrum was fed into the analyser from each of the main amplifiers,
in turn, vié a 2139-translation amplifier., By simultaneously féeding the -
pulses from the single-channel dutput of the corresponding 2170 into the
coincidence input of the Laben, the portion of the spectrum represented
by these pulses was set up visually and adjustments could then be made
to obtain the rquired gate., This setting-up procedure was found to‘be
sufficiently accurate for the rather narrow gates that had to be employed.
(The built-in coincidence facility of the Laben was also used, in some
of the preliminary experiments, for obtaining spectra from one detector
in coincidence with a given gate set up on the other.)

The basic control units for the foil-changing machine are included
in the block-diagram shown in Fig, 18 and were essentially the same as
used forithe Nal a,f,c. The motor-drive circuitry, linking the machine
to the control electronics, was designed by the Control & Instrumentafion
Division at Winfrith (Ref. 37) to be directly compatible with the 1718A
unit.- It was on the latter unit that the duration of each counting-
interval and the mode of operation (forward, not forward, etc,) were set
up, and as in the Nal counting (Sec. 4.1.2) it also served, in coﬁjunctién
with the 1859B-serializer unit,Ato control the output of the accumuléted

data at the end of each individual interval.
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5.4 SOME EXPERIMENTAL RESULTS

When the complete Ge(Li) detector system was ready for use at
. ZEBRA, a few simple measurements were first made with it to show that
its general performance was quite satisfactory. The results.of these

experiments are discussed in this section,

5.4.1 QUALITATIVE WORK

The stability of the two_detector channels was initially
established by single—chaﬁnel‘counting of the 102-108 keV region
“of the Np-239 spectrum using a 0,02 pc Am~243 source (Fig. 14(2)).
Consistent counts, within a statistical éccuracy of + 0,1%, were
obtained over a period of ~ 100 hours, the counted région also
being visually obsefved using the Labgn and found to remain constant,
>In'order to qualitatively see the effect of fission-product
interference in the Np-239 y-X—réy counting of fast-spectrum irradiated
foils using the Ge(Li) detectors, a magézine of ~ 100 natural
uranium plates was loaded into the Nat., U stack in NESTOR Cave A
(Ref. 27). Three central plates were loaded with a .OL% depleted,
a natural and a 37% enriched U-metal foil, respectively, After a
3-hour irradiation, the folls were coincidence-counted with the
Ge(Li) detector channels set_at'102—108 keV, vExperimental decays
fitfed graphically to the coincidence count?rates, between 20 and
100 hours after irradiation, yielded effective half-lives of 2.39,
2,34 and 2,38 days for the depleted, natural and enriched foils,
respectively. The statistical accuracy in the counting WaS‘”‘i 1.5%
' so that all three values seemed to agree, within the experimental
errors, with the 2,35 day half—life of Np-239, This indicated how
 effectively the fission—product interference, even for the 37% |

enriched foil, could be reduced by eliminating the U X-rays from
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the counted regions (Sec. 5.1). Fig. 19 comﬁares singles and
coincidence Ge(Li) spectra of the depleted and enriched foils,

~ 20 hours after irradiatiop, and clearly shows the prominence of

the fission-product-excited U X-rays in the enriched-foil spectra =~
tending to confirm once again the fission-product coincideﬁce—mechanism

discussed earlier,

5.4.2 A FISSION-PRODUCT CORRECTION FACTOR MEASUREMENT

Aftempts to obtain relative Uf238 capfure rate values from the
three types of uranium-metal foil irradiated in NESTOR Cave A did
indicate that the contributionvof fission-product coincidences to
the observed count-rates wés < 5% for the 37% enriched foil, However,
in order to obtain a guantitative estimate of the effect of fission~
product ¥-induced coincidence activity, it would be more appropriate
to determine a general correction factor as a function of t, the
time after the end of the irradiation, and to standardise the
.measurement by using some reference neutron spectrum for the irrad-
iation, This approach 1ead$ directly to the definition of the so-called

Q(t) factor (Ref. 22), viz.:

-

(t) = Fission-product coincidences/U—ZSB aton in thermal column

Q
> Np-2%9 coincidences/U-238 atom, corrected for sslf-absorption

N I D

If Pu-239 is>the major fissile constituent, as is the case for
typical mixed-oxide foils, one would similarly‘define Q9(t) - by
consideringVfigsion—product coincidences per atom of Pu—239,.instead
of U;235, in Eqn. (5.1). ‘Ih general, it is easily seen that Q(t)

is weilrdefined for given detector settings, a given length of

irradiation and foils of a given thickness and material.

95



b 104X
9g5 |F 1067 (@) SINGLES SPECTRUM FROM
239 : DEPLETED FOIL
Q8 (Np ) ) .
— keV
<) X-RAYS
o
3t
v
'.—
3 947X 7,121k
' 7,1 eV
S { C§ . XRAYS 228% 278 %
' 2107 A - H
O e arve e WA-\'__, ..... =, _.-'\,..—-..\_.._-......T.,_A i . sessavens. .A-‘m ..-.-".-I'-A-z.-.
75 125 175 225 215
ENERGY (keV)
9r , : . ,
947, ?:ngeF\:SUS:((;:A:SRODUCT 185 keV (b) SINGLES SPECTRUM FROM
- ’ ENRICHED FOIL
u ¥ EXCITATION | v ¢
I~
mg b
R v . 250keV
v 104, 106 keV Xe3>¥
z Pip"nq REGION : :
o = 1,114 keV '
3t f UXRAYS 99 ,
J-MO Te ' % Zzszgsv
143 03338 |, N 132 g
. 235 278 ke
164 u2>¥ [ 204 U‘ ¥ ‘ NP239g
o ovaneaset” \'A0,._,...' vonvevaguees®’ e, 00" wnA-‘"...__ et .. ., ”
75 125 175 225 s
'ENERGY (keV)
2 , ' ’
| [ () Ge(Li) SPECTRUM OF ENRICHED FOIL
IN 'COINCIDENCE WITH 102-108 keV
N 104X & 1063 GATE ON SECOND Ge(Li)CHANNEL
= OF Np239
~—
v o
t.—
Z
3
o 228 keV 278 keV
N e
mrtres et O PO S A\
° ; : e, SR
75 125 175 225 275

ENE’RGY.(keV)

FIG.19. SINGLES & COINCIDENCE Ge(Li) SPECTRA OF DEPLETED €& 379
ENRICHED U-METAL FOILS ~ 20HRS AFTER AN EPITHERMAL FLUX
IRRADIATION ‘

96



The measurement of Q(t), as defined above, essentially involves
the irradiation of two foils of different enriéhments in the reference
spectrum of a thermal column. If C(t) is the observed count-rate
at ti@e t, Ns and N8 are the number of U=235 and U=-238 atoms in the
foil, a is the y-X-ray self-absorption factor, f is the relative
flux-depression factor for the two foils and if the subscripts
n, e denote the lower and higher enriched foil respectively, it can
be shown that:

C(t) . Ny .a =G (t). N, .a.f
e 8n n n 8e € ....----o--(5'2)

QB(t) ) Cn(t) . N

e - £ - Ce(t) .

N5n

A 2-<hour Q5(t) measurément was carried out in the NESTOR thermal
column for 0.12 mm, thick, 3.2 x 6,3 mm, U-metal foils - the Ge(Li)
channel~sefting being 102-108 keV for each detector system. The
foils used were of natural and 3?% enriched U-metal (an accurate
mass—-spectrometric analysis having been made of the foil materials
by the Chemistry Group at Winfrith subsequent to the experiment),

The relative fluxedepressioh factor, f, was determined by fiséion—
product y-counting c¢i' the foils 5-15 hours aftef ifradiaﬁion (using
Nal counters with a threshold of 1,28 Mev) and Qomparing the measured
count-rate ratio with the value expected from the known foil~
enrichments. (It was assumed that the presence of the foils in the
thermal-column had negligible effect on the U-235 fission to U-238
capture thermal cross-section ration - a valid assumption considering
that both reaction are near ->% at thermal enérgies).

Iﬁ order to obtain Q(t) from the Ge(Li) counting data using
 Egn. (5.2), as well as to perfom a detailed analysis of the
sjstematic and statistical errors in.the measurcnent, a computér

programme, QUOTE, was written for the KDF9 at Winfrith, Fig., 20
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shows the Q5(t) results obtained from the experiment for coincidence
and singles counting of the 102-108 keV region with the Ge(Li)
detectors - over a period of -~ 30~160 hours after irradiation. Also
shown are typical Nal coincidence curvesobtained by Brown (Ref. 22),
Although these are not directly comparable, the measurements having
been made with different foil materials, they do provide some
indication of the much greater discrimination achieved with the

Ge(Li) detectors.

5.4.3 Ge(Li) SINGLES FOR ABSOLUTE U?238 CAPTURE KEBASUREMENTS

In the absolute measurement of (08/F9) ratios, as described -
in the previous chapter, the most serious single source of error
was identified as the relatively poor statistical accuracy of
~ + 0.8% obtained in the Nal y-X-ray coincidence counting of the
ZEBRA-irradiated deposits (ﬁ'able 7). Although this might have been
improved upon by increasing the irradiation time from 2 to 4 hours
and by using thicker uranium deposits (up to ~3 mgm/cmz), an
alternative approach is to substitute NaI coincidence counting by
Ge(Li) singles counting of the 102-108 keV Np~239 region. The
fission-product correction would be greater for the Ge(Li) singles.
counting (Fig. 20) but, since it is only ~0,1% for the Nal
coihciﬁence counting (Sec. 4.41.3), the resultant loss in accuracy
would not be serious. From the Q5(t) curve of Fig, 20, a typicai
correction for the Ge(Li) 102-108 keV singles counting is obtained
as ~(0.5 + 0,2)%, ‘Although the extrapolation of the 0,12 mm. thick
foil Q(t)-values to deposits of ~0.5 mgu;/cmz thickness is not
strictly valid, it is a reasonable apprqximation within the assumed
error, bonsidering that thé U X-rays are not included in the couhted

region and that most of the fission-product counts are due to
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Compton-scattered higher-energy y-rays (with relatively low self-
absorption in the uranium), A new uncertainfy, however, is the
finite coﬁtribution of' internally~converted Np X-rays to the
singles-counting of the Am-243 deposits, This was estimated as
only ~(0,2 i 0.1)% and consequently not considered significant.

In order to study the feasibility of Ge(Li) singles counting
of the déposits, a comparison of results obtained using this technique
was made with those from the standard Nal coincidence counting - for
absolute U~238 capture measurements in ZEBRA Core 8D, Table 8
summarises the results obtained for measurements in two different

positions in the central 8D cell (Fig. 4).

TABLE 8. ABSOLUTE U-238 CAPTURE MBASUREMENTS IN ZHBRA 8D (x10-165ec-1)

Déposit - source Position NaI ce(Li) Single
Combination Coincidences | (Ch.A x Ch,B)Z
U7 - A2 1 2.43 + 0,03 2.43 + 0.02
U8 - A2 2 2.47 + 0,03 | 2,52 +0.03

]

The statistical accuracy was a factor of ~2% greater for the

Ge(Li) singles counting bﬁt, since the total available counting

time had‘to be divided between fhe two different counting methods
,béing compared, the net accuracy was not as high as might have been
achieved. However, the agreement between the different values was
most promising and did indicate that, under proper conditions, better -
results could be obtained by ée(Li) singles counting of the deposits,
It may be noted that, by using both Ge(Li) channels for the singles
counting and by considering the square root of the product of the

two results, any finite error due to non-repeatability of geometry

was reduced to negligible proportions,

100



5.4, U=-238 CAPTURS RATIO USING NAT, U FOILS

Standard R,C.R. measurements in ZEERA core$ have involved the
relative Np-239 counting of natural uranium foils irradiated in the
reactor lattice and depletéd foils irradiated in the thermal column
(Sec, 3.3.3), The need for depleted instead of natural foils in
the thermal-column irradiation has arisen from the rather high
fission~-product coincidence correction that has to be applied for
thefmal~flux irradiated natural foils, when using Nal detectors for
the y~X~ray counting, In order to confirm that this use of different
foil-types in the two irradiations has not been having any unsuspected
ef'ffect on the experimental R,C.R. values, a éomparison of the U-238 ~
capture ratio measurements in ZEBRA;Core 8D, followiﬁg the usual
procedure, was made with values obtained using natural uranium foils
in both irradiations and coiﬁcidence-counting these with the Ge(Li)
detectors, Table 9 summarises the results from analysis programmes
ANCORA (Ref, 25) and CAPRAT (written by the preSent author) and
shows that satisfactory agreement was obtained, (The flux—depressiop
factors‘for the thermal-column foils were of the order of ~1%

(Refs, 53 and 54), so that the unceftainty in the values.used for

these factors was considerably less than the statistical errors in

the counting,)

TABLE 9. LATTICE-TO-THERMAL U-238 CAPTURE RATIO IN 8D

Position NaI Coins, Ge(Li) Coins.
085 (nat. and depl, foils) | (both foils nat,)

2 1.4 + 0,02 1.46 + 0,02
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5.4.5 COUNTING OF PU~CONTAINING SAMPLES

Fig. 21 compares Ge{(Li) and Nal spectra of a 0,02 pc (Am-243:
Np=239) source-sandwiched between Pu-Al alloy foils containing ~3 mgmn,
of Pu, In the Ge(Ii) spectrum the photopeaks of the U K X-rays from
Pu g-decay are seen to be reasonably.well separated from the 102-108
keV Np-239 region, although it should be stated that, in the practical
case of a ZEBRA-irradiated 23% Pu02/U02 foil, the relative Pu-activity
would be an order of magnitude greater, The value of coincidence
counting is illustrated in Fig, 22 which shows the Ge(Ii) spectrum
of the sandwich, in coincideﬁce with (a) a 100~120 keV gate on a
NaIl counter and (b) a 102-108 keV gate on the second Ge(Li) chamnel, ~

In order to see the effect on fhe Ge(Li) systems of counting a
larger amount of Pu, an 18 mgm, Pu-metal foil was used, It was
observed that with single R-C pulse-shaping, the system resolution
at 100 keV deteriorated by a féctor of ~2, A smaller deterioration
was also observed while counting a 15% Pu-U sandwicﬁ (containing
~ 6 mgm, Pu) irraéiated in NESTOR, This adverse effect was directly
attributable to disturbances in the baseline of the pulses due to
~ pile-up at high count rates, and it was found that it could be cured
to a considerable degree by using the 03{4~pulse shapers (TFig, 18)
to restore the baseline, |

Another feature of Pu—COunfing that was given special consider-
ation Waé the effect of the enormous 60 keV y-ray peak of Am-241
(from Pu~-241 g ~decay). The total pulse-duré.tion (after double
pulse-shaping) was ~10-20 usec, for the Ge(Li) systems and, with
the 60 keV peak contributing count-rates of the order of several
thousand per second, the effects on the counting (of dead-time,
pulse pile—up, resolution deterioration, ete,) were quite significant,

Considering that Pu-241 has a 43-year half-life and that most of the
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mixed-oxide foils already available had been prepared several years
previous to the present work, it was fealised.that it would be
advantageous to use new foils for which the in-grown Am had been
initially separated from the Pﬁ by ion-exchange separation. The
feasibility of this approach was established by examining the Ge(Li)
y-X-ray spectra of liquid Pu-samples (containing ~ 1% Pu-241) before
and after the Am iﬁ them had been separated out by the Chemistry
Group at Winf'ritﬁ (Ref. 55). Fig. 23 compares these spectra and
clearly indicates how effective the Am-separation was in simplifying
the observed y-activity.

A few pfeliminary experiments were perfbrmed to study semi-
quantitatively the effect ﬁhich the presence of the 18 mgm. Pu-metal
foil had on the coincidence count-rate from a 0,02 e (An-243:Hp-239)
source, and the results from one of these experiments are given in

Table 10,

TABLE 40, RESULTS FROM A PRELIMINARY PU-COUNTING ZXPERIMENT

: : Observed
Counted Sample Gg?;:; gﬁaizzg‘ True Coincidence

5 Rate (hr3:?)

18 mgm, Pu foil 96 - 123 keV 5840 + 50
(Am:Np) source DX o ' 2900 + 30
Pu foil + DX o 8000 + 60
18 mgm, Pu foil 102 - 108 keV 150 + 10
(Am:Np) source DX " 1050 + 20
Pu foil + DX e 960 + 20

The uncertainties in the observed count-rates were mainly due - to
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.
doubts regarding the repeatability of the source-geometry, Never-
theless, there did seem to be 2 definite indication that coincidence
counts were "lost" due to the earlier-mentioned high count-rate
effects - arising mainly from the large in-grown Am-241 y-activity
of the Pu foil, This was obviously an aspect of the counting which

"would have to be accurately dealt with in developing a reliable
technique for the proposed mixed-oxide measurements,

It can also be seen from Table 10 how, by choosing the Ge(Li)
gates as 102-108 keV instead.of 96-123 keV, the Pu natural-activity
coincidence contribution waé reduced by a factor of as high as
~ 4O, On the other hand, the reduction in Np-239 coincidences
(due to the elimination of'the less important Pu K X—rays) was only

by a factor of ~2%,

On the whole, the general-performance of the twin Ge(Li)
detector system was seen to be quite prbmising. While the use of
a 102-108 keV gate on each channel for coincidence counting seemed
to be the mos# effective means of discriminating against Pu natural-
activity and fission-product effects, it was felt that Ge(Li) singles
countingiof the higher-energy 278 keV y-ray péak (Fig. 21) might
provide a useful alternative approach. However, before either method
could be applied with any success, for quantitatively accurate
U-238 capture rate measurements in 25% Pqu/UO2 foils, it was
essential that certain basic points - e,g. the distorting high—count;
rate‘effecté in the yp-X-ray counting, the difficulties inherent in
extending the standard thermal-comparison R.C.R. technique to
mixed-oxide measurements, gnd‘the possible devélopment of absolute

techniques for solid oxide foils - be given due consideration,
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CHAPTER 6

~ ABSOLUTE U-238 CAPTURE RATE DETERMiNATION USING THICK OXIDE FQILS

Although the twin Ge(Li) detector system - as described in the
previous chapter - was quite capable of providing tﬁe discrimination
necessary for measuring the Np-239 y-X-ray radiations from a ZEBRA-irradiated
mixed-oxide foil, one was still 1eft with the serious problem of normalising
this measured éctivity in some way so as to obtain the U-~238 capture rate
in the lattice relative to the reference reaction rate, viz. that of
Pu-239 fission,

The standard R.C.R. approach (Chapter 3), of comparing the activity
of the lattice floil with that of a similar foii irradiated in a thermal
column, could not be directly applied to the>miied-oxide measurements for
several reasons, Firstly, the fission-product correction for the thermally-
irradiated mixed-oxide foil would Be nearly.twé orders of magnitude greater
than for the lattice foil and hence.prove a major source of uncertainty,
Secondly, the flux depression caused by the thermal-column mixed-oxide
foil would be at least ~20 times greater than it is for natural and
depleted uranium fois (Sec. 5.4.4). The situation would be worsened by
the non ~ % nature of the Pu-239 thermal fission cross-tsection, and this
WOuld have to be taken into account by performing error-introducing
‘subsidiary experiments to obtain the gffective thermal reference cross-
Secﬁion ratio,

It was realised that the use of depleted or natural uranium foils for
the thermai—column irradiation would overcome the fore-mentioned diffioultiés,
but in this case the y-X-ray self-absorption properties of the two foil-
types being compared would be different and significant error might result
from the relative corrections applied. Further, with the natural activities
pf the two types of foils being so diséimilar,_relative corrections for |

the different cbunt-rate effects might prove embarassing, In any event,
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the basic drawbacks of the thermal-comparison technique for (C&/F9)
measurements, discussed in Chapter 4, would still be present,

The thin-deposit absolute technique described in Chapter 4, for the
determination of U-238 capture rates in natural uranium fuel, could not
be directly applied to the ZEBRA mixed-oxide measﬁrements. This was
mainly because of the relatively‘large area of the thin deposits
(necessary for obtaining adequate counting statistics) and the fact that,
in éome cases, the thickness-averaged reaction rate would not be measure-
able (e.g., across the diameter of a Pu02/U02 pellet in the 83 pin core),
However, it was realised that the absolute-technique approach had great'.
potential value for mixed-oxide measurementS'énd that, by developing a
new method based on the use of solid oxide foils, one might overcome all
the various difficulties discussed earlier, viz. (a) the thermal-column
irradiation of a 25% PuOZ/UOz foil, (b) the comparison of different
foil-types, and (c) the inherent lihitations of the ﬁhermal-comparison
technique, The development of such a method and a feasibility (Ca/F9)
measurement in ZEBRA Core 8E, using 0.13-0.52 mm, thick natural UO2 foils,
are described in this chapter.

6,1 THE METHOD
| The two absolute reaction rate measurements involved are, once again,
those of U-238 capture and Pu—239‘fission.

Whiie the absolute Pu-239 fission rate determination is quite
straightforward, the technique remaining basically as described in

-Sec. 4.2, a new approach has to be,adopted for the absolute U-238 capture

. measurement, Instead of a thin Am-2L3 deposit being used as the calibrating
téol for the Np-239 y-X-ray counting (Sec, 4.1), what is essentially
requiréd is a special mixed—oxide‘foil of éxactly the same material
composition and dimensions as tﬂe foils used in the mixed-oxide lattice

Arradiation, but differing in the single respect that it has an accurately
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known amount of Am-243 uniformly dispersed in it. It is easily seen that,
due to secular egquilibrium between parent'and daughter, the absolute
Np-239 activity, As, of such a "source-foil" is equal to the Am-243 activity

and is given by:

b= N Ly e vreene e (6a1)

where m_ is the mass of the source-foil in gm., fﬁ is the fraction of
uranium oxide molecules in the mixed—oxide material, l{ is the effective
gm, - molecular weight, No is Avogadro's Number, and y is the absolute
a—digintegrafion rate from Am-243 per U atom in the source-foil.

Now, if after irraaiation in the lattice, the ordinary mixed-oxide
foils are y-X-ray counted on the Ge(Li) coincidence system along with-
. this special source-foil, the induced Np-239 activity, A(t), in any one

of the irradiated foils may be written as:

A(t) = -SLE) (- o) c A vereiiineereerniieieineeneea(6.2)

(1-2a) C, ®

where C(t) is the coincidence rate from the foil (corrected for fission-
product, natural-activity and random coincidenceé) at time t after
irradiation, CS is the coincidence rate (corrected for natural-activity
and random coincidences) from the source-foil, and a, a, are the respective .
y -X-ray self-absorption correction factors, This follows from arguments‘
similar to those employed in Sec, 4.1.1.

Thus, using the notation of Eqn. (4.1), one cbtains the absolute

lattice U-238 capture rate as:

Capture rate/U-238 atom = 1 1, A(t)
k(t) Ng '

1,4, o) {1-2)

- K(t) Ny G, (1-a)

e Ay eneinnn (6.3)

S
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Ng, the number.of U-238 atoms in the irradiated mixed-oxide foil,

is given by:

-o-o-.oo.caooc.o--.oo.o--00(60‘,4')

N =u . N .
8778 ot ok
u

where ug is the U-238 isotopic fraction of the uranium (e.g. 0.9928 for
natural-uranium containing foils), fnf is the mass of the foil, and the
other syﬁbols are as defined for the source-foil in Hgn, (6.1). |

| Substituting for A_ from Eqn, (6.1) and for Ng from Eqn. (6.4),
one obtains the absolute U-238 capture rate from Eqn, (6.3) as:

Capture rate/U-238 atom = —b , & | 2, (1 - 2s) . &)

k(t) ug m, (1‘—a) "

S

=K1(t) . M ........._.......)...(6.5)

- C
s

T ms (1 - a ).
= - m (1~ a? .

S | 1
where K (t) = .
k(%) Ug -

It is easily shown that the limiting factor in the accufa’ce determin-
ation of ”'che parameter K1 is the error in y. k(t) is Xnown to an accuracy
of + 0,1% (Sec. L.1.3), u, can be determined with a precision of oetter
than + 0.1% by mass spectroscopy, direct weighings for determining mo
and m_ are easily made accurate to ~ + 0.1% and finally, with the
composition and dimensions of the foil and source~foil well matched, ag
and a can be sufficiently similar to render any relative error negligible.
The determination of the ‘quan't»it'y ¥y can be carried out in a number
of ways. The general procedure for the preparation of the ‘source—_foils
(e.g., Sec. 6.2) basically involves the use of U0, which has been
quantitatively doped, in solutioﬁ,iwith An-243, Thus, if W is the weight
of Am-243 solution (generally as nitrate) added to g gms. of UO>2 in the
doping process, and if an Am-243 deposit is prepared from w gm. of the

same Am-24.3 _solution,'y is given Dby:
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y=o, - G%%lﬁi; ...._....................(6.46)
where Ay is the count-rate from the deposit in a low-geometry
a~counter with geometry factor G, and M1:is the gm-molecular weight of
o, (viz., 270). '

Alternatively, if an Am-243 deposit is prepared from the Am-243
obtained by quantitative ion-exchange separation (Ref. 33) from m gm,

of the doped U02 materiasl, one obtains y as:

1

1 M
y aAm.G .m.No ..........O.‘."..‘..l.‘(6'7)

| where alm is the a~count-raté of this deposit with ¢! as the geometry
factor.

"8till another value of y may be obtained by Am ion-exchange
separation from the final dOped—U02 - yndoped—Pqu mixtures, but here
the analysis may be complicated by the presence of Am-241 in the Pu

(Sec. 5.4.5).

The dlfferent values of y, obtained as outlined above, will bde
largely independent in ;o far as they will have been determined at
different stages in the source-foil preparatibn. Consistency in these
values will, therefore, be a useful check on the systematic accuracy of
the calibrating procedure. With an established accuracy of better then
+.0.5% in the absolute low-geometry a-&ounting (Sec. 4.2) and with the
chemistry involfed in the method being relatively straightforward, an .
overall accuracy of «,1.0.1% in the determination of y should be
attainable. Thus, the net error in the absolute U~238 capture rate,
obtained from Eqn. (6.5), will be determinea mainly by the statistical
‘and systematic uncertainties in the corrected Ge(Li) y-X-ray count-rate

ratios,[:c(t)/b :} and not. as discussed earlier, by the serious

inaccuracies inherent in other, simpler normalising procedures.
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6.2 FEASIBILITY MEASURZMENT IN ZEBRA CORE 8E

In order to establish the general feasibility of the proposed
method before attempting the actual mixed-oxide measurements (Chapter 7),
a (CQ/F9) determination was carried out in ZEBRA Core 8E (Sec. 3.2),
using specially-prepared 8,3 mm. diameter, 0.13 - 0,52 mm. thick ﬁatural
UO2 foils and Am=243-doped natural U0, source~foils of similar dimensionms.
Thé'experimental procedure used for the measurement is outlined below, |
and the results are compared with theory as well as with experimental
(68/39) values obtained using the two other ihdependent techniques for |
measurements in matural uranium fuel, viz, the thermal-comparison
method and the thin-deposit absolute technique.

6.2.1 EXPERTMENTAL PROCEDURE

To ensure that the foils and the source-foils were - apart
from the Am-243 doping in the case of the latter - of chemically
identical materials, the two types_were prengred in parallel and

“processed in similar f;shion by the~Chemistry Group at Winfrith
(Refs. 33 and 55). An appr§priate amount of UO, powder was first
oxidized by ignition, at ~800°C for ~L hours, to U,0g which was
then cooled, weighed and dissolved in>8N nitric acid. About 80pc,
of Am-243 (from the same batch as described in Sec. 4.1.2, i.e,
having ,=-impurities <0.1%3 had been obtained from Harwell and this
was made to a sto;:k solution of ~ 10 ml. by addition of 2N nitric

- acid. About a fifth of this solution was added gravimetrically to

‘a known amount of the uranium nitrate solution. Both the doped
and undoped uranium nitrate sélutions iere then evaporated under
infra-red lamps and stirred regu;arly uﬁfil complete crystallization
had taken place. The dried crystals were ignited (at 800%C for
L hours) to yield doped and undoped batches of Uz0g, and these

- were subsequently converted to U0, in a‘reducing furnace., The

two separate foil-maferials‘were obtained by grinding the UO2 to
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powder, mixing with an organic binder, granulating, pressing,
removing the binder by heating and then sintering at 1600°C, The
foils and source-foils were finally obtained by grinding the respect-
ivq'materials to the specified diameter of 8.3.mm. and lapping to
thicknesses of 0,13, 0,26, 0.39 and 0,52 mm,, the agreement in the
final folil masses being well within a few percent for each of
these four thicknesses. 7

The factor y for the source~foils (Sec. 6.1) was firstly
determined by preparing two pipettéd Am~-2L3 deposits, 1 and 2, on
0.13 mm. thick platinum discs from accurately weighted amounts of
the same stock solution as used for the doping. A second, inde-
pendent value of y was obtained by Am jon-exchange separation from
a finished 0.39 mm. source-foil and the preparation of another '
deposit, 3, characterising the amount of Am-243 in a given mass of
UOZ‘ Table 11 summarises the resul#s of the low-geometry
a ~counting §f these deposits and gives the y-~factor values obtained
using Eqn. (6.6) for Deposits 1 and 2, and Eqn. (6.7) for Deposit
3. The agreement between the different values for y is seen to

be quite encouraging and indicates the general relisbility of

the anélysis.

TABLE 11. y-FACTOR VALUES FOR UO, SOURCE-FOILS USED IN CORE 8E

_ . a~count rate | Geometry factor y-factor
An-=213 Deposltv (hr~1) (x104) (x10-17 sec~1)
1 23320 + 40 0.919 + 0,005 | 4.55 + 0.04
1 8208 ¥ 22 | 2.605 ¥ 0,012 4.55 ¥ 0,04
1 1933 ¥ 10 | 10.91 % 0.05 448 ¥ 0,04
2 9138 F 20 | 2.600 ¥ 0,012 4.57 % 0.04
2 2133 + 12 10.88 + 0,05 L.47 + 0,04
3 150 %1 | 0.233 % 0,002 4.47 % 0.06
Mean y-factor = (4.52 + 0.04) x 10717 seo™!
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For irradiation of the ordinary U02Afoils in the reactor,
a special natural U metal piate.was used. As shown in Fig., 24, a
foil of each of the available four thicknesses was loaded into the
plate with the appropriate natufal U metal collets, With'this
arrangement, the Np-239 activity induced in_each UO2 f§i1 could be
assumed to characterise the U-238 capture at the centre of the
natural U plate - except for the effect of scattering by oxygen
atoms in the foil material itself, This effect was estimated as
being less than (0.2 + 0.1)% in ZEERA 8E for the thickest of the
foils, from considerations similar to those for the aluminium
bécking scattering effect in thin-deposit measuréments.

After a 4-hour irradiation,.the four foils were counted, using
102-108 keV gates on the Ge(Li) coincidence system, together with
a 0,13 mm, thick Am-243 doped Uo2 , 1 '

ordinary U0, foil(for the slight natural activity corrections). In

obtaining the true count-rate ratios, [?(tz/cs:i, for Eqn. (6.5),

source-foil and an unirradiated

the corrections for random, natural-activity and fission-product
induced coincidences, as well as for the slightly different
y-X-ray self-absorption factors for foil and source-foil, were
small and relatively simple to apply. prever,:it was found that
the complicating effects associéted with gated Ge(Li) counting at
high count-rates (Sec. 5.4.5), had als§ to be taken into account,
The activity of the doped source-foils was an order of magnitudg'
greater than for the BE—irradiéted Ubé foils and this meant that,
with the high—gedmetrical—efficienéy positioning of the detectors,
the integral qount—rates for the:source-fbils were >1000 sec-1.
Cohsequently, with the duration of the bipolar pulSes entering the .
single—channei anaiysers (Fig. 18) being ~10-20 psec, dead-time,
pﬁlse}pile-up and resolution-deterioration effects could not be

ignored,
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FIG. 24. LOADING PLATE FOR CORE 8E FEASIBILITY MEASUREMENT
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It‘is impossible to apply a general anaiytical correction to
take accurate'accouﬁt of all the three above-mentioned effects,
Even in relativelj simpie activation analyses with Ge(Li) detectors,
some.kind‘of practical approach has to be adopted to overcome the
difficulties at high count-rates (Ref, 56), In the present case of
Np-239 y-X-ray coincidence counting in the 100 keV region, the
problem is further complicated'by the fact that the absolute
coincidence-counting ef'ficiency is highly dependeﬂ% on the V"effective
gates on the Ge(Li) detectors and can be modified in either direction
by pulse piie-up and resolution-deterioration effects.. Thus,'while
the dead~time ef‘f‘ect.would invariabl&' be negative, these two other
effects could be negativé or positive, depending on the precise
single—chahnel settings as well as on the nature of.the distortion,
For example, with the gate set at 102-110 keV,‘either effect might
iﬁcrease the coincidence—countihg efficiency by causing more pulses
from the 99.5 keV X-ray photope;k to be included in the channel.
 On the other hand, loss of pulses from the 106 keV y-ray peak may
be more serioué with a slightly different gate setting, and this
would résult in a deorease in efficiency. Further, both effects
depend not only on the integral count—fate, but also on the energy
spectrum of the pulses being counted. In the case of irradiated
uo

foils and doped UOQ, source-foils, for example, the spectra

2 2
are largely different because of the low uranium natural activity
and the consequent prominenée of the 75 keV Am-2L.3 y-ray peak in

the source~foil spectrum (Fig. 25)., Thus, for a given setting of
the single-channel gates, one would expect different count-rate
'dependence for the effects in the two cases.

| ~ Instead of trying to abply some hypéthgtical correction for
each individual count-rate dependént effect, a more practical nethod

. was used to yield a relatively accurate estimate of the "lumped", net

117



br (a) BE-IRRADIATED UO, FOIL
995,104 keV\
Pu X-RAYS 106 keV ¢
- (
O 4
x M
v
—
rd
3
o Np 239 ¥-Rravs
2-.
[
BN A A
------- 41 TR , & AN A _
o) 100! " 200 300
] { ENERGY (keV) ,
GATE SETTING |
102-108 keV e
243 243
75 keV Am 8-RAY (b} Am“ "~ —DOPED UO, SOURCE-FOIL
o} / 99-5. 104 keV X-RAYS
106 keV ¥
- ¢
O 4} {
'
v
[,
3 \
o ]
O
v
oL Np239 §-ravs
[
\...." | l\-ﬂ_\ A A .
1' 1 2 ....--.........0...A.--........ ............. PRy ..--..,‘, []
o 100 ! 200 300

! ENERGY (keV)

|
GATE SETTING | 1
102-108 keV -

FIG. 25. Ge (Li) SPECTRA OF 8E-IRRADIATED Uo, FOIL AND
Am-243-DOPED U02 SOURCE-FOIL

118



effect for both the irradiated foils and the doped sourée*foils.
This essentially involved the use of the Np-239 count-rates, from
the four different thicknesses of both foil-types, to experimentally
obtain the Np-239 count-rate per unit fqil;mass as a function of the
foil-mass itself, It may easily be seen that the reéulting curves
were simply the yp-X-ray sglf—absorption'cqrves for th? irradiated
foils and the dopéd source-foils, modified in each case by the
respecfivé dead~time, pulse pile-up and resolution-dcterioration
effects. Each of these effects, as well as the nyQrayvself-
absorption, would be zero at zero foil—masé, or zero foil-thickness,
Hence, by extrapolating‘and normalising to unity‘at zZero foil—mass,
one obtained, for each thickness and each foil—type,_"modified"
self-absorption factors, a and ag, which could finally be used to

yield the fully—correctedl:?(tZ/C%] ratios.

6.2.2 RESULTS OBTAINED IN CCRE 8E

The absolute U-238 capture measurément_was made by replacing
one of the central natural U plates of the central 8E cell (Fig. L)
by the épecial loading plate described in the last section, A
factor of (1,004 + 0.002) had been determihed by the use of foils
(Ref. 25) to convert the measured U-238 capture rate to the average
value in the 8E céll, and it is this latter value which will be
quoted in the results, |

A computer programme; FOILAB, had beenvwritten to analyse
the expérimental data and yield a statistically-weighted mean
value of the absﬁlute U-238 capture rate from Eqn, (6.5). Although
most of the input data (e,g;,ithe y-factor and its associated
error, the length of the>irradiation, the coincidence resolving
timé, the fission—produét and natural-activity corrections, etc.)

could be fed in directly, the "modified" self-absorption factors
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defined in the last section had to be obtained separately before the
final results could be computed. To start ﬁith, constant a, ag
values were assumed (viz., unity in each case), and FOILAB was
used to calculate the relative "observed" Np-239 activities (from
both Ge singles and Ge coincidence counting of the 102-108 keV
region) for the fbur different-thickness irradiated U0, foils.
These different values were nofmalised to those for the 0,13 mm,
thick foil, and then extfapolated to unity at zero foil-mass to
yield the "modified" self-absorption curves of Fig, 26, Similar
curves for the doped source-foils had been detefmined earlier by
counting the four different-thickness source-folils prior to the
irradiation and these curves are also shown, Tables 12(a) and
12(b) summarise thé various numerical a, a_ values obtained, (The
values quoted for the Ge(Li) singles coﬁnting are, in each case,
the square root of the product of the individual single-channel

values, hence eliminating any finite geometry-effects),

TABLE 12, "MODIFIED" SELF-ABSORPTICN FACTORS FOR

(2) THE BE-IRRADIATED UQ,, FOILS AND (b) THE DCOPED U0, SQURCE-FOILS

(2)

Rel, 102-108 keV Np-239 Activity

Irr Nom, Méss

.3 | Thick, Ge Coincidences Ge Singles
Foil (om) (mgm)

Meas, | Extrap. a | Meas, Extrap, a

- 0.0 0,0 T - 1,0 - 1,0
11 | 0.13 | 65.88 | 1.0 0.830 1.0 0.926
M2 0.26 | 132,94 | 0.821 0, 681 0.927 0.858
F13 | 0,39 | 202,45 | 0.671 0.557 | 0.855| 0.792
P | 0.52 | 276,05 | 0.551 |  0.457 0.786| 0.782
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FIG. 26. ‘MODIFIED' SELF—ABSORPTION CURVES FOR

UO2 FOILS AND SOURCE-FOILS
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(v)

Rel, 102-108 keV Np-239 Activity
Source- | paiome Ma
uree Thick. SS Ge Coincidences Ge Singles
Foil (mm) (mgm)
Meas. | Bxtrap., ag | Heas. | Extrap. as

- 0.0 0.0 - 1.0 e 1.0
S111 0.13 | 62.87 | 1.0 0.823 1.0 0.917
S121 0.26 130,49 | 0.818 0.673 0.913 0.838
5131 0.3 | 196.52 | 0.656 | 0.540 0.829 | 0.761
5142 0.52 259.67 | 0.545 0.449 0,767 0.70L

Using tne appropriate "modified" self-absorption factors-
from Table 12 and the mean y-factor value of Table 11, FOILAB
finally yielded a value of (2.00 + 0,003) x 10—16 sec ! for the
absolute U-238 capture rate in the central 8E cell, exactly the séme
value béing obtained from both the Ge coincidence and the Ge singles
counting data, Though this exact agreement in the results from the
‘two different counting techniques was fortuituous to a certain
extent, it did indicate the general validity of the extrapolation‘
procedure used for obtaining the a, a_ values since, as may easily
be shown, the 'modified" self-absorption: curves for Ge singles and
Ge coincidences in the 102;108 keV region (Fig. 26) are quite
1ndependent of each other. |

The absolute Pu—239 fission rate in the central 8E cell,
during the same 4—hour 1rrad1at10n was determlned according to the
procedure outlined in Sec. 4.2.3 - i.e., by combining Pu foil
measnrements, in the Pu plate and in a dummy fission chamber, Withi
neasurements made using the absolute Pu-239 fission chambers

JEB-31 and ZEB-32. The value determined was (1.64 + 0,02) x 10712

sec-1. Using this in conjunction with the FOILAB result for the
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absolute U-238 capture rate, the (C8/F9)8E ratio was finally
obtained as (0.122 + 0,003). |

An absolute U-238 capture measuremént using the thin-deposit
technique fof natural uranium fuels (Sec. 4.1) was also carried.
out in ZEBRA 8E, but this was done during a separate 4~hour
irradiation together with a separate absolute Pu-239 fission |
measurement, A value of (0,117 =+ 0.002) was obtained for the central
8E (CQ/Fg) ratio from this measurement.

Standard thermal-comparison measursments had been carried out
in parallel, during the two-8E irradiations for the absoluteA
reaction-rate experiments, and these yielded a mean (CB/F9)8E
ratio of (0,117 + 0,003) (Ref. 25).°

The value predicted by theory for the céntral 8E (CQ/Fg) rafib
was 0.120, This had been obtained from the infinite-latticg
MURAL-FGL4 value of 0,1271 by applying a correction factor of
1,060, the latter having been derived from reactor calculations
made using SCRAMBIE as outlined in Sec. 2,5 (Refs, 12 and 1L4).

A1l the various results obtained for (Cg/F9)8E are summarised -

in Table 13,

aBLE 13. (°8/F) RESULTS FOR CORE GE

- Bxperiment
Abs. Thick- | Abs. Thin- | Therm, Comp., | LBeo%Y
foil Tech., deposit Tech. Tech.

0.122+0,003 | 0.117 + 0,002 | 0,117 + 0.003| 0.120

The fact, that the experimental results from the three
independeht techniques used agreed within the estimated errors, was

a sufficient indication of the validity of the new thick-foil
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absolute method. The simple, practical pfocedure of exPonentiai
extrapolation, adopted for dealing with the Ge(Li) high count-rate
problem, séemed to have Been quite effective, However, it had to
be borne in mind that the high count-rate effects in the present
case were of a different nature to what'they would be for the
absolute mixed-oxide measurements., In the present instance, the
consideravle differences in integral v—aétivity and y-energy
spectrum, between foil and source-foil, were mainly due to the
"overdoping" of the latter, as a consequence of whicﬁ relative
corrections of the order of 2% had to be applied for the 0.13 mm.
thick foils (Fig. 26). For mixed-oxide measurements, on the other
\hand, the predominant contribution to the y-X-ray activity of both
the foils and the source—foil; would Bé thé natural Pu activity,
As this would bevexactly the same‘in the two cases, both the integral
count-rates and the overall y-energy spectrum of the foils and the
source-foils would be much more similar to each other than they were
in the 8E UO2 measurement, - This would mean that‘the high count-rate
effects, particularly those due to pulse piie—up an& resolution
vdeterioration, would be almost the same, hence causing the two
"modified" self;absorption curves to nearly overlap and making

relative errors in any corrections applied negligibly small,
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CHAPTER 7

MEASUREMENTS AD ASSESSHENTS IN THE MIXED-0XIDE CORES ZEZBRA 8F AND 8G

7.1 TECHNIGUES EHPLOYED AND TYPES OF MEASUREMENTS MADE

Although the proposed thick-foil absolute U~-238 capture technique
had been proved feasible by the Core 8E UOz—foil experiment described
in the last chapter, its actual application to mixed-oxide measurements
was yet to be‘fully'established. As such, it was decided that a number
of different approaches be independently employed for the (C&/F9)
measurements in Cores 8F and 8G, so that the resﬁlts obtained using the
various methods could be directly compared and their relative merits -
préperly assessed,

The difficulties inherent in the extension of the standard R.C,.R.
technique to mixed-oxide measuremehts were'discussedkin Chapter 6.
While the uncertainties associated with the use of a thermal-column
irradiated 25%, or 16%, P'uOZ/UO2 foil were seen to be too great for the
direct R.C.R. approach to be practicable, it was mentioned how natural,
or depletgd, uo, foils might be used instead, for the thermal irradiation,
In this case, the difficulties would be (a) the different y~X-ray
self~abs$fption effects, and (b) the different count-rate effects, in
the counting of the lattice and thermal-column foils, Both (2) and
(b) being zero at zero foil-mass, or zero foil-thickness, one could -
by using'mixed-oxide and UO2 foils of different thicknesses — obtain
"modified" self-absorption curves for the two foil-types (Sec., 6.2,1)
and-thence, the corrected 1atti§e—to-therma1 count-rate ratios, The
accufacy of such an approach would oBviously be 1imi£éd by the magnitude
of the rélative corrections applied, i.e, by the difference in the slobes

of the two "modified" self-absorption curves,

It is easily seen that, from this latter point of view, the Ge(Li)
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singles counting _of‘ one of the higher-energy Np-239 y-ray peaks‘ has
several advantages over the y-X-ray coincidence counting of the
102~108 keV region, Iirstly, the v-absorptién coefficients in uranium
‘and plutonium are a factor of ﬁeafly 2 lower at 250 kev than at 100 kev
(Ref. 39). This, coupled wifh‘the fact that one would be counting
single y~rays and not coincidence events, would render relative correct-
ions for the different self-absorption effects in the two f'oil-types a
factor of ~ 3 smaller, Fﬁr’cher, differences in count-rate effects would
be less significant for the higher-energy Np-239 counting, ‘Vhile the
ef‘fective singles dead-time corrections would'be half those for the
coincidence counting, effects due to pulse pile-up and resolution
deterioration would be inherentiy smaller at the higher energies
because of the much simpler pulse-height distribution (cf. that in the
100 kev region), Iinally, statistical errors for the higher-energy
singles counting would be about a factor of two less than those for
102-108 kev coincidence ﬁeasurements. | |

.The obvious drawback in employinév the singles-counting approach
is that,. in general, it is a considerably less effective means of
discriminating against Pu natural-activity and fission-product events
than is the 102-108 kev y-X-ray coincidence method (Chapter 5). Thﬁs,
the 210 kev Np-239 y-ray peak cannot be used because of its proximity to
the large 208 kev natural-activity peak (due to U-237 from Pu-244
o-decay), while the 228 kev Np-239 y cannot be employed because there ,'
is a high-yield fission-product (Te-132) y-ray of approximately the
same energy.' | |

The 278 kev Np-239 ¥-ray, “ hoivever, was seen as being potentially
very useful because it lies in a flat and relatively iow count-rate
part of the Pu natural-activity (Fig. 21(a)) and fission-product

(Fig. 19(b)) p~ray spectra. Preliminary experiments indicated that the
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relative natural-activity corrections, for 278 kev singles and for
102-108 kev coincidence counting, were quantitatively similar but that
the fission-product correction would be about an order of magnitude
larger for the 278 kev éingles counting, However, as the latter
correction can be ap?lied more accurately in the case of singles
counting (seé following Section), the resulting error was not expected

to be very much greater,

With all the various considerations in mind, several different
types of U-238 capture measuremeﬁts were made in the mixed-oxide cores,
The standard R,C.R., method was applied using 0,13 mm thick UO2 foils in
the UO,, as well as in the PuOZ/UOZ’ fuel of the central test-region
cells (Ref. 25)., The thin-deposit absolute techniéue, described in
Chapter 4, was employed for measurements in the natural UO2 plates of
the 8F and 8G cells (Fig. 4). The mixed-oxide measurements were made
using (i) the thick-foil absolute technique of Chapter 6, and (ii) the
modified thermal—co@parison procedure diécussed earlier, i,e, with
mixedpoéide foils in the lattice and.UO2 foils in the thermal column,
An additional experiment carried out,in both‘Cores 8rF and 8G, was the
direct éomparison of the Np-239 activities from U02 and mixed-oxide foils
of different thicknesses after they had been simultaneously irradiated
in the mixed-oxide fuel, '

As far as possible, both 102-108 kev y-X-ray coincidence counting
and 278 kev singles counting were employed in the Ge(Li) monitoring
of the Np-239 radiations so that, for each measureﬁent, two independent
results couid'be obtained and compared., The gate chosen for the singles
- counting was [278 + &{(F.W.H.M.)] kév for each detector, the F.W.H.M,
being ~2.2 kev at this eﬁergy. This choice of the channel-width was made

as a compromise between the discrimination achieved, the statistical
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accuracy of the counting and the electronic gain stability, Besides,

the simple visual setting up procedure with the Laben analyser (Sec. 5.3)
could be applied guite accurately in this case. ¥ig. 27 shows a block-
diagram of the additional electronics used to extend the earlier-described
coincidence system (Fig. 18) such that it could monitor the 278 kev
singles at the same time as counting the 102-108 kev coincidences, The
combined use of both detector channels for the singles counting
eliminated any finite geometry-effects, as discussed previously

(SeCS. 50&-03 and 6.2'2)0

7.2 PFISSION~PRCDUCT GCORRHECTION MEASUREMENTS

The determination of Q(t) factors, for gtandardising the fission-
product corrections applied to the observed activity of irradiated
foils was described in Sec., 5,4.2, Before accurate quantitative results
could be obtained from the mixed-oxide core measurements, it was
necessary to ascertain the appropriate Q9(t) factors for both 102-108 kev
coincidences and [278 + % (F,W.H.M,)] kev singles counting.

16% Pu02/U02, 25% Pu0,/U0,. and natural UO, foils of 0,13, 0,23
and 0,30 mm thicknesses had been prepared for the Core 8F measurements
by the Winfrith Chemistry Group (Ref. 55) - initial separation of
Am-244 having beeq effected for the piutonium used (Sec, 5.4,5) - and
suitable pairs of these foils were used for the present Q9(t) measure-
ments.. Specially designed graphite holders and a rotafor were used
for irradiating the foils in the NESTOR thermal column, the measuring
and calculational procedure being essentially the same as for the.Q5(t)
measurements of Sec. 5.4.2. The determination of the relative flux-
depression factor,bhowever, was siightly less accurate in the present
case as calibration factors_(Réf. 25) had to be used for relating the

observed fission-product y-activity, above 1,28 Mev, to the actual
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fission rates in the different isotopes (i.e., Pu-239, Pu-241 and
U-235)., This was not serious in view of the relatively low overall
éccuracy sought in the measurements,

¥ig, 28 shows 4~hour Q9(t) reéults-obtained using QUOTE for.the
102-108 kev coincidence counting of (a) 0.13 mm thick natural U0, and
25% Pu0,/U0, foils, (b) 0.23 mm U0, and 25% Pu02/U02 foils, and (c)

0,23 mm UO, and 16% Pu02/UO2 foils, It is seen that, to~ + 20% accuracy,
the Qg(t) values may be regarded as being independent of the thickness
and enrichments of the foils used for the measurements, Thus, one single,
averaged curve has been drawn through_the various points,

For the [278 + 3(F.W.H.M.)] singles counting, the fission-product
porrection was recognised as being of a much more simple nature thén
that for 102-108 kev coincidences since, in this case, the contributicn
to the observed count rate is mainly via Compton-scattered events and not
due to any X-ray excitation in the foil material; The dependence of the
correction on the foil thickness could, therefore, be safely ignored
except for self—absbrption effects. ‘E-hour Q9(t) measurements, for the
278 kev singles counting with the two Ge(ILi) detectors, were nade
using 0,23 mm thick U0, a2d 16% Pu0,/U0, foils, and the QUOTE results
obtained for Detector A are showh in Fig, 29,

In view of the importancg of the fission—pfoduct correction for
the 278 kev singlés counting, an independent approéch was applied to
check the accuracy of the »Qg(t) values, This essentially involved thé
direct measurement of the fission-product correction, for the mixed- -
oxide foils irradiated in Cores 8F and 8G, at different times after
irradiation, To determine each point, a multi-channel spectrum of the
250-300 kev région was obtained using the Laben, and the 278 kev peak

was treated as a Gaussian sitting on a flat background made up of

Compton-scatters from (a) higher—energy Np-239 y-rays (Fig.14), (b) Pu
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natural-activity y's, and (c¢) fission-product y's, Contributions (a)
and (b), to the flat background, were estimated within the gated

region of interest, viz. [278 + Z(F.W.H,M,)] kev, by quantitative
consideration of the spectra from a simple (Am-243 : Np~-239) source and
an unirradiated mixed-oxide foil, respectively. The Tission-product
contribution, (c), could then be obtained as a fraction of the Np-239
counts in the gate., Typical values of .(a), (b) and (c) expressed as
percentages of the total counts, were 1.5, 15.0 and 8,5%, respectively,
and an accuracy of ~ + 10% was achieved in each of these direct
evaluations of the fissioﬁ-proaudt corréction. Q9(t) valges for
Detector A, deduced from spme of the directly evaluated points by
.appr0priate normalisation and cbrrection Por self—absorptibn, are shown
in Fig. 29 along with the (UOTE results, The geheral agreemeﬁt obtained
confirmed the absence of any unsuspected error in the fi;sion—product
correction measurements, and the error introduced in the U-238 capture
results due to this particular correction was estimated as <+ 0.5% - for

both 102-108 kev coincidences and 278 kev singles counting,

7.3 MBASUREMENTS IN CORZ 8F

The (CQ/Fg) measurements made in the central 8F cell (Fig. 4) may
be divided into two categories, viz, those for the U0, plates and those .

for the 25% PuOZ/UOz plate,

7.3.1 U0,-PLATE MEASURZMENTS

The standard R,C.R, technique was applied to the U02-plate
measurements as described in Sec, 3.3.3. A factor of (1,018 + 0,004)
“Was détermined to yield the average U-238 capture rate in a U02,
or Pu0,/U0,, plate from neasurements made with centrally-loaded
foils and, for the Pu-239 fission ratio measurement, a calibration

factor was obtained in the usual manner for relating the integral
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fissiony counting to the true fission ratio (Ref. 25),

In order to check the validity of Ge(Li) [ 278 + Z(F.W.H.M,)] kev
singles y-counting for U-238 capture measurements, an additional
R.C.R, determination, using natural U02 foils in both the UO2
plates and in the thermal column, was made applying this technique,
Edge-effects in the Ge(li) counting of the lattice-irradiated foils .
(Ref. 22) had been shown to be < 0,2%, and no correction was therefore
necessary for these effects, Fission-product corrections of
(5.4 + 0.4)% and (0.8 + 0;2)% were applied for the thermal-column

*and lattice foils respectivély, and the flux-depression factors used
for the former were ~(1.0 + 0,3)% (Sec. 5.k.k4).

Thin-deposit absolute U-238 capture measurements were made in
the 8F éell using special loading plates of the type shown in
Fig, 30, The experimental procedure was exactly as'described in
Sec. k.1 except that, with the U0,-plate measurement being made in
the central plane of the plate, a factor had to be determined to
relate the result to the reaction rate averaged through the
thickness of the plate, This was done experimentally using foils
and theoretically be performing a 12-region MURAL calculation for
the 8F cell, A value of (1.041 + 0.004) was deduced for the
factor, The absolute Pu-239 fission rate in the mixed-oxide plate,
duriné the same 4~hour irradiation, was determined as described in
Sec. 4.2.3, i.,e. by the combined use of foils and the absolute
chaﬁbers ZEB-31, 32.

The last type of (CQ/F9) measurement carfied out for the 8F
U02 plétes was one employing. the thick-foillabsolute technique of
Chapter 6., 6.3 mm x 5,5 mm n;tural Uo,, foils and Am-243-doped"
U0, source-foils, of 0.13, 0,23 and 0,30 mm thicknesses, had been

prepared by the Chemistry Group at Winfrith (Ref. 55) using
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essentialiy the same procedure as outlined in Sec, 6,2,1, Care
had been taken in this case, however, to keep the Am-243 content
of the source-~foils dovm to an appropriate level, and a slightly
different approach had been used to obtain the doped‘UOz. As the
latter modification involved the initial doping of a smaller
guantity of UOZ’ followed by dry-mixing ﬁith undoped UOZ’ the
chemistry effort was simplified, Howéver, with no quantitative
homogeneity tests having been carried qut during the mixing
process in the present instance, a slight discrepancy was obtained
for the finished source-foils, viz, a spread of ~2% in their
specific Am-243 content, Although this meant that reliable
© "modified" self-absorption curves could not be obtained, it was
felt that - with the source-foils not being “overdoped" (Sec. 6.2.2)
and with 278 kev singles counting being applied (Sec, 7.1) - any
relative "modified" self-absorption corrections for foils and
source-foils of similar thicknesses could safely be assumed
negligible, A mean y-factor value of (1,08 + 0.01) x 10-1.?sec-1
was determined for the source-foils using the procedures outlined
for the Core 8E measurement (Sec, 6.2,1) and, by ¥-counting
intercalibrations, correction factors for individual source-foils
were deduced to ~ + 0.3% accuracy, |

The final results obtained for the various 8F U0,-plate
(CQ/Fg) measurements are given in Table 14, and it can be seen that
agreement between the different experimental techniques was

within the individual errors,
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TABLE 1k. (%8/Fg) RESULTS FOR THE 8F U, PLATES

Technique'Applied _ Result
R.C,R, (NaI, 95~115 kev coins, ) 0,152 + 0,003
R.C.R, (Ge(Li), 278 kev singles) | 0.154 + 0,003
Thin-deposit absolute 0.156 + 0,003
Thick-foil absolute 0.155 + 0,003
Theory 0,147

The theoretical predicfion quoted in Table 14 for the SF
U0,~plate (®8/Fg) ratio was obtained by applying a SCRAMBLE-
calculated correction factor of 0.988 (Ref, 12) to an infinite-lattice
MURAL-FGL4 value of 0,1456, using the methods described in Chapter
2, Another important aspecf of thevexperiment—theory comparison
for the 8F U-238 capture meésurements was that of heterogeneity
effects - Core 8F having béen designed primarily as a more-homogeneous
version of the soft—spectrﬁm assembly, 8A (Sec. 3.2). A thin-
deposit absolute U-238 capéure measurement had been . carried out in
one of the graphlte plates of the 8F cell at the same time as in
the adjacent UO2 plate, and a fine-structure ratio of (1,87 + 0, 02)
had been obtained relatlve to the centre of the UO2 plate, This,

When compared with the MURAL—predlctod value of 1,72, showed that
the theoretical underestimation (by 5-10%) of the U-238 capture
heterogeneity in Core 8F wés along the same lines as for Core 8A
(Appendix A,1). . g |

7.3.2 25% PuO,,/UO ~PLATRE IBASURL,M ENTS

The thick-foil absolute technique was applled to a (CQ/Fg)

measurement for the 25% Pqu/UO plate of the 8F cell, using
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6.3 mm x 5,5 mm 25 PﬁCZ/UOé foils and source—foils of 0,13, 0,23
and 0,30 mn thicknesses, These had been preparsd by the Chemistry
Group at the same time as the foils and source-foils used for the
8F U02~p1ate measurement, the same doped UO2 material having been
used in the two cases, The y-factor value was therefore the same
for the source-foils, i.e, (1.08 + 0,01) x 10—17sec~1. The
plutonium used for the 25%1Pu02/U02 mixes was identical to that in
the ZEBRA mixed-oxide plates (viz. containing~10% Pu-240), except
for the initial ion—exchange separation of the in-grown Am-éhd
(Sec. 5.4.5). Fig, 31‘shoﬁs the Ge(Li) spectra of the finished
foils and source-~foils, a few weeks after preparation,

The absolute U-238 cépture rate determination was made with
three 257 Pu02/U02 foils, one of each thickness, loaded with the
appropriate collets into aﬁcentral 25% Pu02/U02 plate, For the
[278 + HP.W.HM,] kev Ge(bLi) counting of the irradiated foils
and the suitably-matched sdurce-foils, mean natural-activity
corrections of 40-15% werefapplied by including an unirradiated
25% PuOZ/UO2 reference foii in the counting cycle, the natural
activity of this reference!having been related to that of each
of the other foils prior té the irradiation. 4n accuracy of
better than + 2% was achie;ed in applying the natural-activity
cdrrections, so that the efror contribution to the results was
¢+ 0.3%, With the countiﬁg being carried out between ~ 50 and
100 hours after thé irradi;tion, the fission-product correction
for the 8F-irradiated 25% Pu02/U02 foils was (8.5 + 0.5)%

(Sec. 7.2), and, applying the various corrections gnd'normalising
factors, the sbsolute U-238 6apture rate 'was obtained from FOILAB,
An absolute Pu-239 fissioﬁ;measurement, during the same 4-hour

irradiation, had been made for the mixed-oxide plate of the adjacent,
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flux-equivalent cell, thus éompleting the reaction-rate ratio
determination, _

The second type of (CQ/Fg) measurenznt made for the 8F 25%
PuOZ/UO2 plate was one employing the modified thermalfcomparison
approach outlined in Sec, 7.1. For determining the lattice-to-
thermal U-238 capture ratio, 25% Pqu/Uoz foils of 0,13, 0.23 and
0. 30 mm thicknesses were used in the 8F mixed-oxide plate and
natural U02 foils of the same three thicknesses were irradiated in
the thermal column, [278 + H{(F.W.H.M.)] kev singles counting was
applied and "modified" self-absorption curves were obtainéd for
each type of fqil. With the relative corrections derived from
these curves being'typicaikyf~(2.0|¢ 0.5)%, an accuracy of + 1.0%
was achieved in the determination of the U-238 capture ratio.

The standard R.C.R. method was also applied to the mixed-oxide
plate measurements, 0,13 mﬁ fhick natural ﬁ02 foils being loaded with
25% Pu02/U02 collets into the plate and depleted UO, foils
(0.45% U-235) being used in the thermal column, In order to provide
some indication of the eff%ct of using ordinary UOé foils in the
mixed-oxide plate, the 1at%ice foils were irradicted in a pack
of three as well as singlyj

All the various (CS/F9) results for the SF mixedroiide plate
have been summarised in Taﬁle'15. Tﬁe quoted theoretical value
was obtained by applying the SCRAMBLE-calculated (Il/g) factor of

0.988 (Sec. 7.3.1) to the MURAL infinite-lattice prediction of

0.1465,




TABLE 15. (°8/Fq) RESULTS FOR THE 8F 257 Pu0./UC, PLATE

Technique Applied Result

Standard R.C.R., single U0, foil in plate 0.152 + 0.003

25% Pu02/U02 thick-foil absolute (278 kev singles) | 0,156 + 0,003

Thermal~comparison; 25%% Pu0,/U0, foils in lattice
2( 278 kev sir_lgles) 0.155 + 0.003

>
Standard R.C.R., Uo2 foil from pack of 3 in plate | 0.152 + 0.003

‘Theory 0.148

1}

The last kind of measurement made in Core 8F was the direé%
comparison of the Np-239 activitiés of-ZS% Pu02/U02 and natural

U0, foils after a 4~hour irradiation in a 25% Pqu/UO2 plate, It

2
was realised that by considering the "modified" self-absorption

curves from these two types of foils, one would "lump" - into the
self-absorption and count-rate effects (Sec. 6.2.1) of the latter
type - an additional factor; viz, the effect of using UO2 material

 for measuring the U-238 capture rate in the 25 PuOZ/UOZ plate,

L 4

_Provided the effect was not large, a simple exponential extrapolation

to zero foil-mass, or zero foi1~thicknéss, would not be in serious
error and the two "modifiedh seliLabsorption’cur§es would extra-
folatg to the same point, viz. that corresponding to the true
U-238 capture rate in the piate.

For the irradiation, three foils of each type (ons of each

thickness) were loaded into two flux-equivalent 25% P_uoz/UO2 plates

in the centre of the 8F test-region, Both Ge(Li) [ 278 + %{F.W.H,M.)T

kev singles y-counting and 102-108 kev p-X-ray coincidence counting

were employed, the corrections for natural-activity and fission-

product effects being applied as described earlier, The correction

I
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for random coincidcnces in the 102-108 kev y-X-ray counting was
typically ~4% for the mixed-oxide foils and, vwith the 200 nanosec
coincidencé resolving time having been determined to‘i 10 nanosec,
the resulting error due to the applied correction was < 0,3% in
each case, The relative results finally computed from the counting
data are shown plotted in Fig. 32, and these do indicate that the
"modified" self-absorption curves were determined mainly by self-
absorption and count-rate effects.

Similar results were later obtained in the 8G Pin Core
(Sec, 7.5) for a comparison between 16% PuOZ/UO2 and depleted uo,
foils irradiated in 16% Pu0/U0, fuel, Table 16 summarises the
values obtained, in the two cores, for the extrapolgted Np~-239

activity ratios of the mixed-oxide foils relative to the U0, foils,

TABLE 16, DIRECT COMPARISONS OF NP-239 ACTIVITIES OF Pu0,/U0,

AND U0, FOILS IN CORES 8F AND 8G2

¢

‘Extrapolated Np-239 Activity Ratio
cor Type o2 (Pu02/U02 fomls.rel. to U0, foils) .
® | Mixed-oxide Fuel
' 278 kev singles | 102-108 kev coins,
8F 25% Pu0,/U0, Plates | 1.009 + 0,015 1.01 + 0,02
862 | 16% Pu02/002 Pins 10,986 + 0,015 0.98 + 0,02

7.4 MEASURZMENTS IN THE 8G PLATE CORE

(CQ/F9) measurements in mixed-oxide fuel were of greater importance

in Core 8G than in 8F, because the 8 cell contained two 25% Pu0,/U0,

plates and only one U0, plate (Fig. L),

e 1H2
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Ih order to eliminate the error due to the source-foil inhomogeneities
encountered in the 8F thick~foil absolute measursments (Séc. 7.3), a new
set of 25% Pqu/Uoz foils éna source-foils of 0,418, 0,30 and 0.46 mm
thicknesses were prepared by the Chemistry Group (Ref., 55), The same
basic procedure was employed except that, in this case, gquantitative
homogeneity tests - of the doped U0, and of the 25% Pu0,/U0, mixes - were
carried out before the actual foil preparation, to ensure that the
variation in the specific Am-243 content of the finished source-foils
Wés <:O.5%. The y?factor had been determined for the doped U02 using
thg methods outlined in Sec, 6,4. An additional value was obtained by
ion-exchange Am-separation from é few of the finished 25% Pqu/UOZ_
source-foils and the 278 kev ¥y-counting of the liguid samples obtained ~
standardisation being done via pure Am-243 liquid samples prepared from
pre-calibrated Am-243 electrodepésits (Ref. 33). Agreenent between
the differently-derived y-factor values was within the individual
0-1

experimental errors, and a mean of (2,64 + 0,03) x 10 sec™ was

determined,

Two separate absolute-measu?ement experiments were carried out in
8G. In each of these, three absélute reaction rate determinations were
made - viz, Cg for one of the ce%tral 86 25% Pqu/UO2 plates using the:
thick-f'oil absolute ‘technique, 08 for the central U02 plate using the
thin~deposit method, and finally Fé for the second, fiux-symmetric
mixed—oxide plate. | |

For the 8G 25% Pqu/UOZ thick~foil measurements, both‘278 kev
singles and 102-108 kev coincidence counting were-employed since, with
homogeneous floils and sddrce-foils being used, it was possible to
obtain reliable "modified" self-absorption curves for intercomparison.,

These are shoun plotted in Fig. 33 and it can be seen that, within the

statistical errors of 0,4-0.8%, the curves for the activated foils and
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the doped source~foils coincide exactly, making the error due to any
relativg corrections applied <:'O.3% - for both the Y-X-ray coincidence
‘countiné and the higher-energy Y-singles. (This fully justifies the
assumptions made for the Core 8F measurements where reliable "nodified®
self-absorption curves could not be obtained,)’

For the-thin—deposit'c8 mea%urements in the 8G U0, plate, the same
procedure was used as in Core BF;(Sec. 7.3.1), a factor of (1.020 + 0,002)
héving been deduced in the prese@t case (from an 8G 10-region MURAL
calcﬁlation) to yield the reacti;n rate averaged through the thickness
of the plate, | | ﬁ

The determinafion of the ab;olute Pu-239 fission rate in each
experimént wés carried out via égamber measurements in a cavity at.
position (50,54) in the reactor lattice'(Fig. 3), using a mean determined
plate-to—caV1ty ratio of (1,085 + 0,005).

The various absolute-measuremant results, obtained in the two
separate experiments in the 8G P}ate Core, are tabulated in Table 17,

a normalising factor of (1.008 ifo;ooy) haviﬁg been incorporated (Ref. 25)
for yielding the average U-~238 cép#ure rate in an 86 uo,, or PuOZ/UO ,

plate from the‘centrallyhnade measurements,

TABLE 17. R®SULTS OF ABSOLUTE MEASUREMSNTS IN THE 8G PLATZ CORE

j

_ i Abs, Pu-239
| Abs. U-238 Gapt Rate : C
Expt, ° (x 18—16:§ouf§ Fiss. Rate | ("%/F)
| (x10-15sec™1)
Pu0/U0, Flate - :
25%(E[‘h:l.ck-- oif U02 Plate. e vo
abs. ,Ge(1i)) |(Thifi-deposit, |Pu0fU0, | T2

100108 276 | Ml °°ln§')

Coins, {Singles].

5.45 + |5.53 + : 0.151 + [0.151 +
1 0.06 " 0.8 5-#971 0;05 3.63 + 0,04 0.003 | 0.003

5.6k 4 [5.60 4 ' o 10,453 « [0.152 «
2 70,06 | 0.8 | 832 0.06 |31 2 0.9 1757003 | "0,003 |

sy D

o me 1H6



For the modified themal—coxﬁparison (CB/Fg) measurement in the 8G
' mixed-oxide plates, both [278 + X F.W.H.M.)] kev singles. and 102-108 kev

coincidence counting viere employed., The error was found to be significantly
greater for the latter counting technique because the reiative "modified"
self-absorption corrections for the two foil-types (i.e. 25% Pu02/U02
and U02) were typically ~(6 + 1)75 in this case (cf, ~(2.0 + 0,5)%
for the 278 kev singles), ‘

A1l the varicus (08/ Fg) results obtained for the 8G Plate Core are

i
b

given in Table 18.

t

TABLE 18. (“8/F.) RESULTS FOR THE 8G PLATE CORE

Technique Applied Result
(i) 25% PuO?_/UO,, Plates
25% Pqu/UO2 Thick-foil absolute (102-108 coins, ) 0.151 + 0,003
i n " L L (278 singles) 0.153 + 0,003
Thermal comparison (25¢% Puoa/UOZ, 278 singles) 0.152 + 0,003
" " (o 1%, 102-108 coins.) 0.149 + 0,004
Standard R.C,R. (single U02 foil in plate) 0.153 +°0,003
n " (one of 3 U0y foils in plate) 0.153 + 0,003
Theory ' ’ 0.143
(ii) U0, Plate ;
Thin-deposit absolute o | 0.151 + 0,002
R.C.R. . D 0.150 + 0,003
The ory ' ‘ : 0.144

On the practical basis of the. measurements made in the 8F and 8G
Plate Cores, a comparison of the errors - for the different techniques

developed to determine U-238 capture in 25% Pu02/U02 vmaterial = is

presented in '_rabl__q 19.

.. b7

e .



TABLE 419, ERRCRS IN THE VARTICUS TECHNIGUES DEVALOFZID i#OR U-238 CAPTURE

MILSURSHANTS IN 25% Pu0,./U0, MATARTAL

P o
Source of Error arror (i'ﬂ)
Thick-foil absolute | Thermal Comparison
278 102-108 278 | 102-108
Singles coins, Singles coins,
1. Natural-activity 0.3 0.3 0.3 0.3
correction :
2, Fission-product 0.5 0.2 0.4 0.2
correction :
3. Random coincidences. - 0.3 - 0.3
L. Edge-effects in 0.1 0.2 0.1 0.2
counting T
5. Counting statistics 0.5 0.8 0.5 0.8
6. Relative "modified" | - 0.2 0.3 0.5 1.0
self-abs, correction
7. Foil weights and 0.3 0.3 0.3 0.3
compositions ;
8. y-factor determin- 1.6 1.0 - -
ation ;
9, Thermal c¢cross- -~ - 1.1 1.1
sections i
10, Thermal-column flux -g' - 0,3 0.3
depressions ,
Total (r.m.S.) ) 103 104 105 108

The theoretical predictionsfquoted in Table 18 for Core 8G were
obtained in a slightly different ménner from those for the other Core 8
Assemblies Because, uhlike the o%her test regions, that of 8G had a k.-
value considerably greater than unity, viz, ~1.3 (Ref. 12), As, in this
‘case, use of the k-option in MURAL (Sec. 2.1) would result in significant

distortion of the fission source distribution to produce criticality,
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it was realised that an infinite-lattice (IL) calculation with MURAL
was not a physically-accurate approach and that it was more appropriate
to perform a buckling-search, or fundamental-mode (F), calculation
instead (Ref. 4), Accordingly, the quoted theoretical (CS/Fé) values,
for the 8G core centre, were obtéined’by applying a SCRAIBLE-derived

(F/g) factor of 1.026 to the results from an FM MURAL-FGLL calculation

(Ref. 12).

7.5 MEASUREMENTS IN THE 8G PIN CORE, 8G2

Core 8G had been designed primarily to enable a comparison to be
made between pin and plate geometries for a sodium-containing, oxide-
fuelled, PFR-type lattice (Sec, 3.2). After completing measurements in
‘the Plate Core, a central portion of the test region, approximately a
30 cm, cube, was replaced by a sfainless—steel—walled, sodium calandria
containing a 15 x 15 array of 16% Pu02/U02 pins (Ref, 25); Viith the
overall composition of this Pin ¢ore, 8G2, being very similar to that
of the Plate Core, effects due t§ spectrum—interactiOn‘%ere minimal and
reliable measurements could be méde at the core centre,

The loading of foils into tﬁe fuel pins for the reaction rate
measurements was guite straightfbrward. Eaéh pin contained five
aluminium‘capsulcs which in turn held eight 10 mm-diemeter, 16%
Pu02/U02'pellets of approximately 7 mm thickness, By using foils of
exactly the same diameﬁer as thejpeliets, accurate foil-positioning was
easily achieved inside a given cépsule, and this could then be loaded
into any desired position in the calandria.

For the thick-foil absolutei(CQ/F9) measuremenf‘in 862, 10 mm~diameter,
165% Pqu/UO2 foils and SOurce—foiis of 0,18, O.jO_and 0,46 mm thicknesses,t
were prepared by the Chemistry G%oup‘(Ref. 55). The plutonium (~5%

Pu-240) and the uranium (depleted, O..4% U-235) used for the mixes were



identical to those in the fuel pins, except for the initial Am-2L4
separation from the plutonium, The y-factor for the source-foils was
determined as before (Sec, 7.&),‘a value of (2,62 + 0,04) x 10 sec™?
being obtained in the preseht case,

As in the Plate Core, two séparate sets of absolute measurements
were made, The y~X-ray spectra of one of the irradiated 16% Pqu/UO2
foils and one of the 16%_Pu02/U02 source-foils are compared iﬁ Fig., 34.
"Modif'ied" self—absorptﬁon factors, obtained from the 102~108 kev coincidence
and the 278 kev singles counting; are shown plotted in Fig, 35, and these -

-confirm that self-absorption and count-rate effects were identical for

i

the activated foils and the doped source-foils, For the absolute
Pu-239 fission measurements, thé.(50,5h) cavity was employed (Sec, 7.4) -
a mean pin~-to-cavity ratio of (1;115 + 0,005) having been determined
using foils (Ref, 25).

The final, mean results of éhe 8G2 thick—foil.absolute measurements
are given in Table 20, along with the (CQ/Fg) values obtained using the

modified thermal-comparison and the standard R.C,R. techniques,

24BLE 20, (U8/Fy) RESULTS FCR THE 8G PIN COXE

Technique Applied Result
16% PuOZ/Uoz Thick-foil absolute (102-108 coins. ) 0,150 + 0,003
"o " " " " (278 singles) 0.151 + 0,003
Thermal comparison {16% PuOZ/UO , 278 singles) 0.146 + 0,003
" " o "%, 102-108 coins,) 0,146 + 0,00k
Standard R.C.R. (single U0, foil in pin) 0.149 + 0,003
" " (one of 300, foils in pin) 0.149 + 0,003

Theory 0.143

The quoted theoretical value for (Cs/Fg) at the 8G2 core centre was
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obtained, as for the 8G Plate Core (Sec. 7.4), by applying a SCRAMBLE-
calculated (F%/S) factor {1.027, in the present case) to a MURAL-FGLL
fundamental-mode calculation value, The collison-probability subroutine

used in MURAL for the 8G2 calculation was the pin-geometry routine,

FLURIG (Ref, 12).




CHAPTER 8

DISCUSSICON OF RESULTS ANﬁ CONCLUSIONS

It would be appropriate to aiscuss the various results obtained
under three separate headings - viz. (i) the comparison of absolute
thin-deposit and R.C.R, techniqués for (C&/F9) measurements in natural
uranium, (ii) a general assessment of the experimental approach to
mixed-oxide measurements, and (iii) a comparison between experiment
énd theory for the ZEBRA metal and mixed-oxide "bench-mark" assemblies

studied in the course of the present work,

8.1 COMPARISON C¥ ABSOLUTZE AMND R.C.R. TECHNIQUES

As discussed in Chapter.h, the absolute thin-deposit technique
was developed and applied in ordér to meet the need for a completely
indeﬁendent method which would iﬁprove upon the systematic accuracy of
R.C.R.-type (08/F9) measurements in fast reactors. A detailed comparison
of the errors of the absolute and R,C,R, methods was made in Sec. 4.3
for the ZEBRA Core 8C measurements (Table 7), and it was shown fhere.
how the new technique was, in faét,'the more accurate of the two (with
a net r,m,s, error of + 1.3%, cfl'i 1.7% for the R.C,R. result), For
the comparison of actual (CB/F9)?va1ues derived from the two different
methods, it would, of course, be‘more instructive to consider the results
obtained in all the various asseﬁblies for which both types of
meagurements were made. This ha; beén done in Table 21, using results

tabulated earlier - in Tables 6, 13, 14 and 18,

P

154



TABLE 24, CCHPARISCN OF ABSOLUTE THIN-DEPOSIT AND R.C.R. (CB/F(Q
9

RESULTS
Abs, _ R.C.R.
o %) (x %)
: Error (+ % Brror (+ %
c - ¢ - N
("8/Fg) _ ("8/7g) .
Rand, Syst. Rand, Syst.

8¢ | 0128 | 1.0 | 0.8 | 0.126 | 1.0 | 1.4
88 | 0117 | 1.0 | 0.8 | 0117 | 1.0 | 1.4
8F 0,156 1ok 6.8 0.152 1.4 1.4
8¢ | 0.151 | 1.2 | 0.8 | 0.150 | 1.4 | 1.4

) Ratio = 1,010 + g0-012 (random)

Abs,
Mean ( / 0.016 (systematic)

R.C.R,

It is seen that the mean ratio éf the absolute (CS/F9) results,
relative to the corresponding R.?.R. - derived values, is obtained as
unity within the random error of;i 1.2%, This confirms the absence of
any unsuspected uncertainties in‘the twb methods and further suggests that"
the combined systematic error °f1i i.&% may be too pessimistic., However,
one cannot discount the possibility of cancelling errors in the present
 c§mparison, and it would be adviéable to carry out measurements in a
few more assemblies before makiné any empirical reduction of the
currentlyaestimated, individual ;ystematic errors in either method,

The statistical accuracy achieved in the Np-239 counting of the
irradiated uranium deposits was identified'és the iimiting factor in the
accuracy of.the absolute U-238 capture measurement (Sec. 5.4.3), the
mefhod Being free of any errorFintfoducing absolute calibrations, For
the absolute Pu-239 fission measurément, on the other hand, the main

sources of error were recognised as being of a systematic -~ rather than




a statistical - nature (Tabie 5); the limiting factor in this case
being the + 0,6% accuracy with which the number of Pu-239 atoms, in the
deposits of Chambers ZEB-31, 32, could be absolutely determined
(Sec. 4.,2,2), 1In order to render future absolute (CB/Fg) nmeasurements
‘in ZEBRA independent of this particular systematic uncertainty, it is
recommended that new fission chaﬁbers - with independently-calibrated
Pu-239 deposits of greater isotobic purity - be used. .These could be
compared with ZEB-31, 32, and an enhancement in the ovefall systematic
accuracy would thence be achieved,

There is little doubt, howéver, that, with the combined application'
of absolute and R,C,R. téchniques, the target accuracy of + 1% for
(08/F9)-measuremenfs in simple ﬁ—Pu fast reactor assemblies has now

become quite readily attainable.

8.2 ASSESSMENT OF MIXED—OXIbE MEASUREMENTS

The present-developed methods for U-238 capture measurements in 25%
Pqu/UO2 material have made possible the complete elimination of the
systematic errors that might ari%e from the use of UO2 foils in any
given mixed~oxide fast-reactor léttice (Chapter 1).

| . Although'the different techﬁiques employed (Sec. 7.1) were

| independent to a large extent, tﬁe basic feature was common - visz,
appropriate application of suitable Ge(Li) detectors to achieve the
necessary discrimination of naﬁufal-activity and fission product

. ¥ -backgrounds (Chapter 5), Another essential characteristic was the
initial Am-244 éeparation effected for the blutonium used in preparing
the mixed-oxide foils as, without this step being taken, count-rate effects
due to the large in-grown 60 kef i—activity»peak would have been too
great to enéble accurate measuréments to be made (Sec. 5.#.5).

A comparison of the individual errors, in the various mixed-oxide




U-238 capture techniques developed, was provided in Table 419, and it

was seen how the thick-foil absolute method was capable of greater accuracy
than the modified thermal-comparison technique (~+1.3%, cf. Iv'i 1.6%).
This was mainly because, in the latter case, significant relative
"modified" selfhabsorption-éorrections had to be applied in the comparison
of the different foil-types. Thé systematic accuraéy of the thick-foil
absolute method was, however, limited by the determination of the

y-factor (Sec. 6.1)., Several difficulties in the foil, source-foil
preparations and calibrations were encountered in the present experiments,
e.g. the slight non-homogeneity of the 8F-used mixes (Sec, 7.3), but

there is no reason why, in futuré work, an accuracy better than the

quoted + 1.0% for the y-factor (Table‘19) should not be attained, All
‘that is needed is more detailed éare at each stage of the chemical
procedure émployed for the prepafations. (Greater accuracy in deter-
mining the y-factor would, in faét, make the method quite attractive

for other types of reaction rate measureménts as‘Well, e.g. U-238

capture studies in advanced-reactor particle-fuels, and similar Th-232
capture studies (where Np-237, a; the 1ong-1ived parent of Pa~233,

would replace Am-243),)

The éppliéation of two sepafate Ge(Li) counting techniques for
monitoring the Np-259 radiations in the mixed-oxide U-238 capture
measurements - viz., 102-108 kev ¥-X-ray coincidences and 278 + #(F.W.H.M.)

kev y-ray singles - served to cénfirm the absence of any unsuspected
error in either approach, Althoﬁgh each countingtechnique had its

own merits (e.g., smller relative "mbdified" self-absorption corrections
for the 278 kev singles, and less fission-product interference for the
102-108 kev coincidences), the use of both methods in parallel (Fig, 27)
considerably enhanced the statisfical and systematic accuracies of the

measurements,




Table 22 summrises the mixed-oxide (08/F9) results obtained using
the different experimental techniques in Cores 8F, 8G and 8G2 (Tables 15,
18 and 20, respectively). Since, in each case, the individual values
from 278 kev.singleS‘and 102-108 kev coincidences agreed within the

estimated random errors, only the mean results obtained from the Ge(Li)

counting have been considered in the present comparison,

TABLE 22, SUMMARISED COMPARISON OF MIXED=OXIDE LCS/FQJ RESULTS
P4

Error (+ %)
Technique 8F 8G 8G2
Rand. Syst.,
Mixed-ox, thick-foil abs. 0,156 | 0,152 | 0,151 | 1.2 1.3
Th, comp, (mixed-ox, foils) | 0,155 | 0.151 | 0.146 1.5 1ok
Std, R.C.R. (U0, foils) 0.152 | 0,153 | 0,149 | 1.0 ?

0,012 (rand, )

Absclute s
) Ratio = 1,015 + -{07019 (syst.)

Mean Mixed-ox, foil (m

M' ad ¢ 3 4. ) . 3 -
Mean (Sizédng- ggii geghg ) Ratio = 1,003 + 0.010 (rand.) .
* 2 * L] . .

It is.seen that the U-238 c;pture results obtained using mixed-oxide
foils - via both the thick-foil absclute and the modified thermal .
comparison techniques - agree weil within the quoted random errors with
the values derived from the standérdrR.C.R., U02-foil measurements,
This shows that the effects of uéing_UO2 foils for the mixed-oxide
measurements were not large enough to be discernible in the présent
study, (Some indication of the smallnesé of these effects was also
provided by thg mixed—okide/UOz-foil direct-comparison experiments in
Cores 8F and 862 (Table 16), as well as by the use of single and

triple-loaded UO, foils for the standard R.C.R. measurements, ) However,
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one cannot generalise too broadly, and it would bz proper that in future
mixed-oxide assemblies - with possibly different fusl enrichments and
heterogeneity effecets - at least a few measurements be carried out,
using the present~developed mixed-oxide U-238 capture techniques, to
ascertain that no systemztic errérs ére being introduced by the simple

use of UO2 foils,

8.3 COMPARISON BETWE®N EZXPERIMENT AND THEORY

Table 23 summarises the experimental (mean) and theoretical
cell-averaged, core-centre (CS/Fg) values for the various ZEBRA Core 8
test regions studied in the course of the present work (Tables 6, 13,

- 14, 15, 1>8‘ and 20). |

TABLE 23, COMPARISON BETWREN EXPERIMENTAL AND THEQRETICAL (CS/FO) VALUZS
4

Core Type of Fuel | Expt. (E) | Theoxy (T) (?/E)
8¢ | Pu and U Metal 0.127 + 0.0 0.127 1.000
88 | Pu and U Hetal 0.118 + 0,001 0.120 1.017
8F | 25% Pu0,/U0, & U0, | 0,15k + 0,002 0.147 0.955
8G¢ | 25% Pu0,/U0, & U0, | 0.152 + 0,002 0.142 0,934
8G2 | 16% Pu02/U02 (Pins) | 0.149 + 0,002 ’0.1l+3 0.960

It is seen that the\MURAL-FGLh—SCRAMBEE calculational procedure
(Chapter 2) was quite satisfactory for the prediction of the 8C énd 8E
(CS/F9) values, The underestimation of the reaétion rate ratio by
~-5% for Core 8F, however, suggegts that the theoretical methods and/or
data are inadequate for calculating (08/39) values for assemblies with

relatively soft neutron-energy spectra.  This trend was observed earlier




(Ref. 13) for ZEBRA Core 8A which; though considerably more heterogeneous
than 8F, had a similar neutron spectrum (Sec, 3.2). Another common
feature of the U~-238 capture rate determinations in Cores 8A and 8F
was that, in both cases, the theéretically—predictéd fine structure was
found to be 5-10% less than experiment (Appendix A.1 and Sec. 7.3.1).
These results indicate that in adqition to data uncertainties, there
may be shortcomings in the MURAL resonance treatment for studies of
soft-spectrum systems, and if is.recommended, as one possible course of
action, that more detailed comparisons be made of MURAL with the SDR
code (Sec, 2.4). |

The discrepancies between tﬁeory and experiment for the (08/F9)
- values in the 8G Plate and Pin Cores are pbssibly suggestive of additional
systematic effects, e.g. errors in the calculation of the leakage from
these assemblies (k¢;v1.3,'cf. 1.0 for the other Core 8 test regions).
For relative consideration of plgte and pin heterogeneities, however, it
is sufficient to compare the individual (%ﬁE) values for 8G and 8G2,
and these can be seen to agree within the experimental errors.,

As regards the adjustment of the differential muclear data for
- more accurate fast reactor calcujationé (Sec. 2.3), the methods developed
and applied at 7infrith have beeﬁ described by Rowlands and Macdougall in
Ref, 10, Also réported in this éaper are the main cross-section changes
recommeﬁded, for the FGLh.data sét, on the basis of-earlier fast-reactor
integral experiments, It is exp;cted that the present reaction rate
studies in ZEBRA Core 8, with thg considerably improved systematic
accuracy of the (C&/F9) measurements; will provide valuable evidence
for further modifications in the:differéntial data, and may possibly

suggest slight reappraisal of certain aspects of the theoretical

i

'
t
3}

methods themselves,
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APPENDIX A.1

AN APPRATISAL OF THE NUMERICAL APPROXIMATIONS IN MURAL

As stated in Section 2,4, tﬂe two chief numerical approximations
made in MURAL are (a) the cell répresentation in terms of a finite
nunber of regions and (b) the numerical integration approximation for .
calculating the collision probabilities, The results from the invest-
igation of these two éffects for ZEBRA Core 8A lattice calculations
are presented below, |

i
B
i

At1.1 EFFECT OF VARYING THE NUMBER OF REGIONS

Figure At1.1 shows thelk, 6, 8, 10 and 12 region representations
that were made for the ZEBRA 8A cell in order to investigate
approximation (a), MURAL ié limited to a maximum of 8 regions on
the XKDF9 computer at Winfrith, but its use can be extended to about
20 regions on the IBM 7030 at Aldermaston, Since the effects being
investigated were small, itjwas important to perform a consistent set
of comparisons, énd this wa; done by running all cases on the IBM
7030 using exactly the same;programme and library tapes in each

case,
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TABLE A{.1. ZEBRA 8A — VARTATION OF TH: NUMBER OF REGIONS IN MURAL

(SEE PIG. A1.1)

No. of Regions L 6 8 10 12
Job Time (mins) 12,6 19.6 26,7 34.5 ko0
k, 0.990704 | 0.991317 | 0.992556 | 0,993002 | 0.99304%
(Cerng) 0.12015 | 0,11995 | 0,11956 | 0.1194% | 0.11943 "
(09/5‘9) 0.41118 | 0.41064 | 0.41088 | 0,41095 | 0.41079
(FB/F9) 0.014291 | 0. 614232 0.014196 | 0,014188 | 0.014187
("s/rg) | 1.3060 | 1.3055 | 1.3051 | 1.3057 | 1.3061
(FO/F9) 0,18343 | 0,18442 | 0,18423 | 0,18415 | 0.18412
- (My/rg) LIMT | LTHT | L7139 | 1.TT | 1778k

Table A1.1 summarises the k-values and the region-averaged

reaction rate ratios obtained using the results from the different

cases, It can be seen that, although changes of ~2% are brought

about by going from 4 to 8 regions, the effects of increasing the

number of regions beyond 8 are <0,1%, i.e. insignificant,

A1,2 THE NUMZRICAL INTEGRATION APPROXIMATION

The method of computing the collision probabilities in the

subroutine PROB, for MURAL calculations in slab geometry, is

‘basically that used in the RIPPLE programme (Ref. 12 ). The inte-

grations are performed numerically using Gaussian guadrature,” The

current MURAL programme tape includes a 7-point integration routine,
but by compiling a separate collision~probability deck the effect of

~ varying the number of points for the integration can be invest-
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igated.

9 and 16-point Gaussian quadrature,

This was dons for the Core 8A 4~-region case using 5, 7,

(Thé Gaussian abscissae and

weights used were accurate to ten figures in each case). A 7=

and 9-point comparison was also made for the 8-region case to show

that approximations (a) and (b) are largely independent, The

various résults are summarised in Table A1.2 and clearly show that

the 7-point integration is quité adequate for the calculation

TABLE A1.2. ZEBRA 8A -~ VARIATION CF THE NUHERICAL INTEGRATION APPROXIMATION

FOR THE COLLISION PROBABILITIES IN MURAL

No, of Régions 4 8
No, of .5 7 9 16 7 9

Gaussian Points

Job Time (mins)| 13.4 12.6 13.7 16,7 | 26.7 27.6

k, 0. 989444 | 0, 99070k | 0,990955 | 0, 990869 | 0., 992556 |0, 99281 2

(CS/F9) 0.12045 [0.12015 |0.12010 |0.12012 [0.11956 {0.119514
(°9/F9) 0.41207 |0.41118 |0.41102 |0.41109 |0.41088 |0.41071
(FS/F9) 00143330, 014291 |0, 0142860, 014290| 0. 014196 0. 014191
(5/79)  |133 [1.3060 |1.3055 |1.3057 [1.3051 [1.3005
(FO/Fg) 0.18210 |0.18343 @18569 0.18359 |0.18423 [0.18449
C1/rg) (17736 (177 (1.7Ts [1.7m6 T |1.77%

The effects of both tlie numerical approximations, (a) and (b),

on the fine structure are showm in Table AM.3, It may be seen that

the 8-region, 7-point representation is sufficiently accurate,
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TABLE A1.3,

ZEBRA 8A -~ FINE STRUCTURE VARIATION

. WITH NUHERICAL APPROXIMATICNS TN MURAL

(a) U238 CAPTURE

Position 8-Region . . .
(Plate) 10-Region 12—Reg10n Experinent
{-point | 9-point
Centre of C | 4.206 | 4.205 4,219 1,235 b55 .05
U 148 1.2035 | 1.2035 1.1996 1.1995 1.248 + 0O
U 247 1.0359 | 1.0359 1.0356 1.0356 1.047 + .01
U 3+4546 | 41,0000 | 1,0000 4 .0000 1.,0000 1,000

* ’ B
Value obtained using thin Nat,-U deposits (zero self-shielding)

(b) U238 FISSION
Position 8-Region
(Plate) 10~-Region | 12-Region Experiment
7-point | 9-point :
Pu 1.7396 | 1.7452 | 1.7398 1.7392 1.76 + .06
Centre of C | 1.1968 1.1973 1.1970 1.1972 1.21 =+ ,03
U 148 1.0591 1.0586 1.0591 1.0590 1.054 + ,02
U 2+7 1.0255 1.0254 1.0254 1,0254 1.027 + ,02
U 3444546 1.0000 11,0000 1.0000 1.0000 1.000
(c¢) U235 FISSION
Position 8-Region
- (Plate) 10-Region | 12-Region Experiment
‘7-point | 9-point :
Pu 1.0294 1.0298 1.0291 1,029 1.0 + .01
Centre of C | 1.0970 | 1.0970 1.0968 1.0978 1.1k + .01
U 148 1.0316 | 1.0316 1.0311 1.0308 1.056 + .01
U 247 1.0122 | 1.0121 1.0123 1,0123 1.024 + ,O1
U 3+445+6 | 1,0000 | 1.0000 1. 0000 1. 0000 1.000

The results show that the discrépancies between experiment and

theory for the U-238 capture and the U-235 fission fine structure

are certainly not due to either numerical approximation, and it is
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only the MURAL resonance treatment and the FGL4 data which can be

doubted.,

All in all, the numerical approximations in MURAL have beén shown
to be sound., 7-point Gaussian quadrature has been seen to be
sufficiently accurate f'or calculating the collision probabilities.

By proper choice of the number and type of regions in the cell
representation, negligibleverror has been shown to result from the

finite-number-of'-regions approximation,
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APPENDIX A,2

INVESTIGATICON OF BACKING EFFECTS IN THIN-DZPOSIT

ABSOLUTE U-238 CAPTURE MEASUREMENTS

A2.1 NEUTRON-SCATTERING EFFLCT IN THE BACKING

A comparison of (C&/F9) measurements was made in ZEBRA Core SA;
using 0,50 mm,-stainless-steel-backed natural uranium deposits for the
absolute U~238 capture measurement, The results revealed that the
presence of the 0,50 mm, thick stainless steel coused a (17 + 1)
increase in the observed Z—X~ray coincidence activity of deposits
irradiated in the centre of the 8A-cells block of natural uranium
plates (Fig, 4), That this was in fact due to an increased U-238 capture
rate, was deduced fromithe decay-curves of the irradiated deposits
which, after correcting for backing activation (Sec, A2,2), corresponded
exactly to the 2,35-day activity of Np-239.

In order to experimentally establish that the effect waé-simply
due to lattice-spectrum perturbations caused by neutron scattering in
the stéel backing, absolute U-238 capture and Pu-239 fission measurements
were carried out in the NESTOR thermal column, Similar steel-backed
deposits were used, the absolute U-238 capture measurémgnt being made
in a dummy chamber to minimise relative flux-depression corrections,

It was féund,within an experimental error of~+ 2%, that the obtained
(G&/F9) ratio agreed reasonably well with the known thermal cross-secfion
ratio , cohfirming thé earlier statement that the Core 8A-observed
discrepancy was sclely a result of lattice~spectrum perturbation

effects. |

Theoretically, a simple explanation of the lattice effect is
easily obtained if one consider; the fact that, though the perturbations

in the neutron spectrum due to scattering in the backing are only
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slight, they considerably alter the resonance shielding of the ﬁ-238
in the deposit. If‘¢1(E) is the neutron flux incident on the block of
uranium plates, then, ignoring relaxation effects, the spectrum at the

centre of the block, ¢°(E), may be approximated by

(E)
b o(B) =4,(E) . %—E@-g
where ZS(E) is the non-resonant scattering cross-section of uranium at
energy B and.zt(E) is the total cross-section, Thus, the flux in the
central cavity, housing the deposits, contains large "dips" correspond-
ing to the various fesonances. The U-238 capture cross-section averaged
over this spectrum, viz, the fuilybshiélded cross-section, Ty is

given by:
o, =<o> ¢,

However, due to the presence of the backing, a fraction f of the neutrons
undérgo a scattering collision in the steel, and these may be regarded

as having been scattered iﬂto the norma1.¢1(E) spectrum (assuming that

the average energy loss per scattering collision, though much largef

/than the widths of the resonances, is sufficiently small to have negligible
effect on the‘ovérall neutron distribution), The U-238 capture cross~
section of these scattered neutrons may then be approximated by the

infinite dilution cross~section, Ty viz,:

0'1 =<0'>¢1

Ir Pc is the average collision probability of the neutrons in the
backing, the fraction f may be written simply as $P,. Thus, the

effective U-238 capture cross-section for the deposit can be approximated

as follows:
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- - 5 1
OCerr = %p * (1. 2Pc)+01 ’ (2Pc)

i.e,. (aef'f " %) = 3P, . ('71 - do>

oy
0 Q

~%. E-’ (T‘l‘zﬁﬂ . (%:%) veeenenan(A)

where the Wigner rational approximation has been used for P,z being

the average macroscopic neutron cross-section in the backing and t its
thickness,

Equation (A)‘can-be_used to give a rather approximate quantitative
'estimate of the fractional change in the U-238 capture rate due to the ot
presence of the backing. One has for the stainless steel backing in

1
(Ref. 12). Substituting these values into (4), one obtains:

Core 84, £~ 0,9 em |, t = 0,05 cm., o, = 0.965 b. and o, = 0,289 b,

Terr = %9 o | ‘
(5, -
©. ‘steel
Comparing this with the experimental value, it is clear that the
 derived formula underestimates the effect and that, in general, if
Eqn. (A) gives a value of p%, it would be more appropriate to regard
(2p + p)% as the correct estimate, - |
A more sophisticated calculation of the 84 steel-backing effect

was sought using the MURAL éode. Initial attempts at this‘calculation
failed to produce meaningful results, and the cause of failure was
identified as being the use of an invalid approximation to obtain the
collision probability matrices Pjim of Eqn. (2,17) in Sec, 2.2; The
code was modified by its authorﬂ(Ref. 5) to eliminate the error-producing

simplification, and this enabled successful usage of MURAL for the

present case, An estimate of 11% was obtained for the 8A steel—Backing eﬁécf,
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the (6 + 1)% discrepancy with experiment indicating the difficulty of
accurate theoretical estimation of this highly spectrum-sensitive

effect,

Although the neutron-scattering effect in the 0.50 mm, steel
backing was sﬁfficiently large'in 8A to enable a reasonably accurate
comparison between experimental and theoretical estimates of the effect,
it mﬁst be stressed that, for the usually-employed 0,10 mm,~aluminium-
backed deposits, the effect is scarcely detectable., Substituting

%~ 0.09 cn”! and t~ 0,01 cm. (for the aluminium), one obtains from

(4),

o - 84 -
( _EE%;.__Q ~ 0,2%,
© alum,

or, as suggested above, the estimated effect is ~ (0.4 + 0.2)%, For

other ZEBRA test regions, the effect is even smaller, e.g, for Cores

8B (o1 ~ 0,25 b., 0 ~ 0,22 b,) and 8C (01 ~ 0,37 b., 0 ~0.25 b.),

the corresponding estimates are only (0.02 + 0,01)% and (0,10 + 0,05)%,
respectively, Attempts were made in Cores 84 and 8C to obtain
experimental estimates of the aluminium-backing effects in these cores,

by irradiating aluminium~backed deposits with extra bare backings

packed alongside. Within the experimental accuracies of ~ + 1%, no
effects could be detected, tending to confirm the above-quoted theoretical

estimates,

A2,2 BACKING-ACTIVATION EFFEGT

The finite contribution of activated isotopes in the backing
material itself, to the observed count-rate from an irradiated uranium

deposit, was borne out by absolute U~238 capﬁure measurements in ZEBRA
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Core 8B, These were carried out using the 0,50 mm, steel-backed deposifs,
no experimental éorrections being applied in the coﬁnting for the
backing~activation effect. The uncorrected results obtained for the
various deposit-source combinations used in the counting are given in

- column (a) of Table A2.1 and these clearly show that, though thére is
excellent agreement between values derived from the same uranium

deposit, there is a constant discrepancy between the results for

Deposit US1 and those for Depoéit U32' This is easily understood if

one remembers that, for a given deposit, the activation effect, E, is
inversely dependent on the uraniﬁm—to-steel ratio, As the steel-backing

mass was constant (within~ {%) for the various deposits, one could

write

1 . . . . .
where k' is a proportionality constant and @; is the uranium a count-rate

from deposit i,

Denoting the effects for the two deposits used in Core 8B by

ES1 and Esz,

for Ei that:

respectively, it is easily seen from the above expression

(Bo, = Bas,) - @ (B., ~B.,) . «
1 82 $2 .4 B =51 52 UL (B)

$1 s2 =
(agp = agy) (g, "_“31)

From column (a) of TabyeAZA, one obtains‘(ES1 - ESZ) as (0,072 + 0.615)
x 10"16. Further, from the relative a-counting of the deposits, ag,
and a32 were known to be‘-'fof a particular geometry - (593_: 2) hr-1
and (1282 + 3) hr ! respectively. |

| Substituting these numerical #alues'into (B), the effects for the

8BAdeposits are obtained as:
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= (0,134 + 0,030) x 10-165ec'.'1 and

td
I

51

= (0,062 + 0,015) x 10’16s.ec'.'1

5]
!

Sz

-Applying these derived corrections, one obtains the results given
in column (b) of Table 42,1, the agreement between these corrected

values fully justifying the above analysis,

. TABLE A2,1. EFFECT OF STLEL-BACKING ACTIVATION IN CORE 8B

| ~16__ -1
Deposit-Source Abs, U-238 Cap. Rate (x 10 ' sec.')
Combination ‘
(a) Uncorrected (b) Corrected
U82 - AS1 2,153 + 0.015 | 2,09 + 0,02

A direct comparison of the activation effects for 0,10 mm.
aluminium and 0,50 mm, stainless steel backingsbwas made in Core 8C,
where absolute U-238 capture measurements were_carried out using botﬁ
types of deposits, NaI(T1) and Ge(Li) spectra of the radiations from
the two types, at ~ 22 hours after irradiation, are'compared in .
Figs, A2.1 and A2,2, In the case of the steel-backing deposit, the
105 keV Np-239 region is seen to be swamped (in the Nal spectrum) by
a huge steel-activity peak, This was identified (from the Ge spectrum)
as the 140 kev Y~ray of Te-99m formed by the decay of Mo=99 which,
.in turn, is produced by the (n,p) reaction of the Mo-98 in the steel,
Although this particular y-ray diSto'rts the singles spectrum and

increases the random coincidence rate, it does not contribute significantly
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to the true coincidences. There are, however, other activated isotopes,
e.g. Mn-56 from the (n,y )_reaction of Mn-55, which do so by registering
coincident Compton-scattered events from higher-energy y-rays., Fig,

A2,3 shows the decay of the spurious coincidences, from irradiated

bare steel and aluminium backings, eXpreséed ;s a percentage of' the

Np=239 coincidence activity from a typiecal simultaneously—irradiated
uranium deposit, To compare the two curves, one may note the contributions
. to the true coincidence rate at 50 hours after the end of the irradiation,
This is seen to be ~ 4% for the 0,50 mm, steel, but less than 0.5% for
the aluminium backing, ’

The effect of the aluminium activation is too small to be deduced

in the mamner used for the steel-backed deposits in 8B, where the
steel-activation effect was nearly an order of magnitude greater than

the statistical accuracy of the Np-239 counting, However, by irradiating
a bare aluminium backing under similar condifions to those for the

uranium deposit, and by counting it on the a;f.c. as part of the normal
measurement, an accuracy of better than + 10% can be achieved in the
estimation of the effect, This then renders the error, due to the applied

correction, quite negligible for the aluminium-backed deposits.
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Techniques for the absolute determination of 238U capture and 23°Pu fission rates in a fast reactor assembly have been de-
veloped. The effective reaction rate ratios derived from these absolute measurements have been found to agree within 27,
with those obtained using the standard thermal-comparison technique which tends to confirm the absence of any unsuspected
systematic error in either method. It is shown that the absolute techmque has a greater potential accuracy in the determina-
tion of this reaction rate ratio than is possible with the thermal-comparison method.

Absolute measurements of 233U capture and 2°Pu
fission rates in fast reactors

R. Chawla, Msc, DIC, BSc*
C. B. Besant, phD, DIC, BSc(Eng)t

INTRODUCTION

The ratio of the neutron capture rate in 28U relative to the
fission rate in 2°°Pu is the major parameter determining the
neutron balance in a U-Pu fast reactor system. Studies
have shown that, for useful comparisons between theory
and experiment, an accuracy of at least +19% is desirable
in the measurement of this reaction-rate ratio in low-power
fast reactor assemblies such as zEBra.l

It is also important, wherever possible, to firmly establish
the absence of any systematic errors in a particular measure-
ment by using a completely independent technique to de-
termine the same parameter. To date, all experimental
results for the ratio of 2°®UJ capture relative to 239Py or 235U
fission in reactor lattices have been obtained by comparison
of the lattice ratio with that in a thermal column, where the
individual cross sections for the two reactions are known
to an accuracy of +194.2-% This technique apart from the
inherent error on the thermal cross section values used,
suffers from a few other drawbacks. For example, self-
shielding of the foils and fission chambers used in the
thermal measurements is significant and corrections for
this have to be applied. Further, the fact that each reaction
rate ratio measurement entails two sets of irradiations, using
in general two different reactors, results in error due to reac-
tor power intercalibrations and other necessary correla-
tions.

Techniques for the absolute measurement of 228U cap-
ture and ?*°Pu fission rates in the reactor assembly itself
have been developed for zeBrA, and this has enabled direct
determination of the reaction-rate ratio without recourse
to any comparisons with thermal irradiations.

ABSOLUTE 2°8U CAPTURE MEASUREMENT
The present technique for the absolute determination of

* Research Student, Imperial College of Science and Technology,
University of London, researching under contract with the
UKAEA at AEE, Winfrith.

t Lecturer, Impenal College of Science and Technology, University
of London,
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2387J capture rates is a modification of the method described
by Seufert and Stegemann.® This method is based on the
fact that both 243Am and 2°°U decay via 2°®*Np into 23°Py
and this enables the detector system, used in measuring the
238 captures in an irradiated uranium sample, to be cali-
brated. The technique as applied by Seufert and Stegemann,
however, suffers from the following possible sources of
systematic error:

(@) The gamma-X ray self-absorption correction for the
uranium foils used was greater than 359, causing extra-
polation to zero thickness to be inaccurate.

(b) The method of determining the amount of uranium in
the thin deposits (used for obtaining the self-absorption vs.
thickness, curve) was limited in accuracy by the weighings
that had to be made.

(c) The source geometry in the gamma-X ray coincidence
counting of the uranium foils and the ?*3Am samples was
not consistent, since the uranium foils were 100-500 p
thick while the 2#3Am sources were thin, evaporated depo-
sits on glass backings.

(d) There was a finite uncertainty in the geometry factor
and absolute efficiency of the low geometry alpha counter
used for calibrating the 2**Am sources.

(e) Alpha-emitting impurities in the 2**Am samples used
necessitated large corrections to the measured alpha count
rates.

The present technique has been aimed at eliminating
some of the above-mentioned possible sources of systematic
error and at reducing the effect of the others to negligible
proportions. By using thin uranium deposits and %42Am
sources which were prepared on identical backings and in
similar electrolytic cells, consistency in the geometry was
maintained. Gamma-X ray self-absorption was only ~0-5%
for the uranium deposits and <10-%%, for the 242Am
sources. By alpha-assaying the thin uranium deposits in
the same low geometry alpha counter as the 242Am sources,
the requirement of explicitly knowing the absolute alpha-
counter efficiency and the need of weighing the uranium
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deposits were both eliminated. Finally, very pure 2*2Am
was used for preparing the sources and it was estimated that
the impurity contribution to the alpha count rate was less
than 0-1%.

Theoretical description of the present technique

The absolute 22U capture rate, for a uranium deposit
irradiated in a reactor lattice, is directly related to the
2-35-day 23°Np activity induced in it and may be written
as:
Capture rate/*°U atom

= (k(?).Ns) ~*.(Induced 2°Np activity) (1)
where Ng is the number of 28U atoms in the deposit and
k(?) is a proportionality constant given by:

k@) = [ﬁ/\—n;-(l— exp (= Ant)) .€Xp (—/\n9t)]
- [)\ s/\—)\ (1= exp (—Auwt)). eXp (—/\ugt)] 2)

Aue and A,e being the known 23°U and 2**Np decay con-
stants respectively, #; being the length of the irradiation
and ¢, the time after the end of the irradiation.

The 2*°*Np activity can be accurately measured by the
well established ¢-X ray coincidence technique described by
Tunnicliffe, et al.2 If C.(¥) is the measured coincidence
count rate from the deposit (corrected for random and
fission product coincidences, etc.), then equation (1) be-
comes:

Capture rate/2%8U atom = L1 GO 3

P Kty Ns (T—a)

where a is the y-X ray self-attenuation correction for the
thin deposit and v is a calibration factor which embodies
(a) the various nuclear parameters determining the prob-
ability that a 23°Np decay will result in an event capable of
yielding a true coincidence in the gated energy regions, and
(b) the coincidence geometry, detector efficiencies and various
other features characterizing the experimental arrangement.

7 is derived from the knowledge that 2**Am is the long-
lived parent (half-life, 7950 years) of 22°Np. Due to secular
. equilibrium between the two, the 23¥°Np activity 4, in the
source is related to the *23Am activity 4, by:

An = Aa, (4)
If a #*3Am source is prepared such that its shape and back-
ing are the same as those of the uranium deposit, and if the
239Np in the source is monitored in exactly the same coin-
cidence arrangement as the irradiated uranium deposit,
then it can be seen that the calibration factor » will be
the same for the source and the deposit. If C, is the meas-
ured coincidence rate (corrected for random coincidences)
from the source, then:

C. =9.4q.(1-a) &)
or from equation (4),
Co=17.4,.(1-0a") (6)

a’ being the y-X ray self-absorption correction for the
source.
Substituting for » from equation (6) into (3), one obtains:

Capture rate/2**U atom = F:T)%g%@(éiz;
a

M

The 2*3Am activity 4, of the source can be obtained from
an alpha-assay in a low geometry alpha counter. If the
absolute efficiency of the counter, inclusive of the geometry
factor, is w and if B, is the measured alpha count rate, then
A, is given by: ;

A = — (8)

w
Equation (7) now becomes

Capture rate/?*8U atom
1 Ba 1 Cu(!) (1 —-a)

=) e M C (=a) ®
For a natural uranium deposit, Ng is given by:
= 0-9928N, 10)

where N, is the number of uranium atoms in the deposit.
If the effective alpha decay constant of natural uranium,
known to an accuracy of +£0-2%47 is denoted by A,, then the
alpha activity A, of the natural uranium deposit is given
by:

As = A Ny an
If the natural uranium deposit is alpha-assayed in exactly
the same low geometry alpha counter as the 2*3Am source,
Ay is obtained as:

B
4= (12)
where B, is the measured alpha count rate from the deposit
and w is the factor used previously, since the counting sys-
tem and geometrical arrangement have been preserved.
From equations (10), (11) and (12), one obtains:

09928 B,
O a3

Finally, substituting for N in (9), the absolute 228U
capture rate may be written as:

Capture rate/??8U atom

1L A B GO (1-2)
= k(r) 09928° B C. (—a)
- k() -2 (14)
where N
u (1 _a,)
KO = 599289 (1=a) (15)

K is a parameter known to an accuracy better than
+0:3% (Table 1), and therefore it follows from equation
(14) that the 238U capture rate is obtained absolutely from
two simple relative measurements made with alpha and
+-X ray counting systems. Neither absolute calibration of
the 2*3Am source, nor weighing .of the thin uranium depo-
sits, is necessary, the overall accuracy of the result being
limited essentially by counting statistics.

Experimental procedure

Natural uranium deposits (0-5-1-0 mgm/cm? over an area
of ~3% cm?) and thin *3Am sources (over exactly the same
area) were prepared on 27-0 mm dia. 0-10 mm thick alumin-
ium discs by an electrolytic (molecular plating) process.?
The purity of the prepared samples was checked both by
mass spectroscopy and alpha spectrometry.
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Table 1: Potential accuracy of the absolute measurements

Source of error Error

Absolute 228U capture measurement
1. Effective alpha decay constant of natural uran-

ium, A, -0-2%
2. Effect of uncertainties in 23°U and 23°Np decay

constants on k() 0-1%
3. Self-absorption of y-, X-rays 0-1%
4, Effect of 0-10 mm thick aluminium backing . 0-2%;
5. Fission-product correction to observed 2*°Np

activity 01%
6. Recoil losses of 22°Np from 243Am source 0-05%
7. 23°Np counting statistics 0-4%,
8. Determination of alpha count-rate ratio 0-2%,

Absolute 23%Puy fission measurement

1. Calibration of the fission chamber deposit 0-5%
2. Fission product counting 0-2%
3. Determination of plate to chamber fission rate

ratio 0-3%

Total rms error  0-8%

Fig. 1 shows typical alpha spectra for the deposits ob-
tained. using a low geometry alpha counter and a biased
multichannel analyser. These spectra confirmed the fact
that, though the energy degradation of the alphas in the
deposits themselves impaired the observed energy resolution
significantly, the effect was small enough to enable undis-
torted alpha count rates to be obtained by integral counting
above a sufficiently low threshold.

The low geometry alpha counter itself was of standard
design,® and geometry factors of between 1:150 and 1:250
were used. The detector was a surface-barrier silicon diode
with a nominal depletion depth of 0-2 mm and an operating
bias of 25 V. During operation, the counter was evacuated
using a rotary pump and the pressure was maintained at
~0-02 torr. The background count rate for the alpha
counting was typically 0-2% of the uranium deposit count
rates and 0-03% of the 2*®*Am deposit counts, and hence
negligible error resulted from the background corrections
applied. Statistical accuracies of better than +0-3%, in
this low geometry alpha-counting, were obtained by count-
ing each uranium deposit for 4-5 days and each 2**Am
source for about one day.
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. 2000 5-5 Mey 61 Moy
=
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=
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Fig I Alpha spectra of the 23Am and natural uranium deposits
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For loading the uranium deposits into the reactor, special
natural uranium plates were made (Fig. 2). Each loading
plate consisted of two halves, both of which were 50-6 mm
square and 1-55 mm thick. One half-plate had a recess for
carrying the deposit. The other had a protruding ring (also
of uranium) which locked into this cavity and held the
deposit in position by pressing against the bare aluminium
on the periphery. The deposited surface itself did not touch
either half-plate, thus ensuring that none of it was acciden-
tally scraped off. The protruding ring of the upper half-
plate and the staggered positioning of the deposit itself
both served to shield it from any neutron streaming effects
that might occur along any gap between the two halves.
With the deposit loaded and the two half-plates fitted to-
gether, the cavity in the middle was less than 0-3 mm deep
and this was assumed to be sufficiently small to have negli-
gible effect. Externally, the loading plate was identical to an
ordinary 506 mmx 50-6 mmx3-1 mm natural uranium
ZEBRA plate! and could therefore be used for measurements
in any ZeBRA cell.

“y-X ray coincidence counting of the irradiated deposits
was carried out between 1200 and 10 000 minutes (i.c.,
over about 231 half-lives) after irradiation, using an auto-
matic foil changer and a thermo-regulated Nal(T1) coinci-
dence system with a coincidence resolving time of 0-2 usec.
The channels were set on the 105 keV 22*°Np region, with
a channel width of +10%,. To ensure consistency in the
experimental conditions, the 2**Am source was counted
along with the deposits and a weighted mean of its coin-
cidence rate was obtained, accurately characterizing the
state of the electronics, geometry, settings, etc., during the
common counting-period.

A computer program, CAPABS, was Wwritten to analyse
the measurements. The input data consisted of the alpha
count rate ratio (B,/B,) and its statistical accuracy, a few
experimental details (e.g. length of the irradiation, duration
of each counting interval, coincidence resolving time, etc.),
various corrections to be applied (e.g. y-X ray self-attenua-
tion, fission product, natural activity and other coincidence
backgrounds), and the coincidence measurement data itself
obtained in card form from an IBM auto-punch linked to
the electronics. Equation (14) was effectively solved for
each point, a statistically weighted mean value of the absolute
288YJ capture rate was obtained and a net rms percentage
error calculated.
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Fig 2 The zEBRA loading plate for the uranium deposits
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Fig 3 Lattice cells for ZEBRA cores 8A, 8B and 8C

Investigation of possible systematic errors

The 0:10 mm thick aluminium backings were found to be
adequate in maintaining the rigidity of the deposits, this
being an essential aspect of both the alpha and the y-X
ray counting. Increasing the backing thickness or replacing
it by other material such as steel, however, was found to
- have two adverse effects. First, the distortion of the neutron
spectrum inside the uranium plate, due to neutron scatter-
ing. in the backing, became significant; and secondly,
neutron activation of the backing itself necessitated a larger
correction to the observed ¢-X ray coincidence rates. Both
these effects were investigated by preparing a few natural
uranium deposits and 243Am sources on 0-50 mm stainless
steel backings and using these independently for some abso-
lute 238U capture measurements in ZEBRA cores 8A and 8B
(Fig. 3).

From the investigation of the neutron scattering effect
in the uranium deposit backing (see Appendix), it was
established that the resultant increase in the 22U capture
rate due to the 0-10 mm aluminium backing was very small
indeed. Estimates of (0-2340-23)%;, (0-01+0-01)%; and
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(0:05+0-05)%; were made for this effect in cores 8A, 8B
and 8C, respectively. It may be mentioned that core 8A,
though very suitable for studying the neutron scattering
effect in the backing, is not a typical fast reactor core in
that the neutron spectrum is very soft. For other ZEBRA
cores, the backing effect is much smaller (e.g. for cores
8B and 8C), and it can safely be said that, in general, the
error resulting from the backing effect correction is negli-
gibly small.

The other important advantage of using aluminium as
the backing material for the uranium deposits was that the
neutron-induced activity in it was very small. The p-X
ray singles spectrum from an irradiated aluminium-backed
deposit was observed to show, at ~24 hours after irradia-
tion, mainly the 23°Np peaks. On the other hand, the singles
spectrum from an irradiated steel-backed deposit was
severely distorted by a 140 keV yp-ray peak due to Mo-
activation in the steel. The contribution of the activity in-
duced in the backing, to the observed coincidence rate from
an irradiated deposit, was taken into account in each
measurement by counting, along with the deposit, coinci-
dences from a simultaneously-irradiated bare backing. It
was obscrved that, at ~50 hours after irradiation, the
backing contribution to the coincidence rate was only
about 0-5%{ for the aluminium backing while it was as
much as 4% for the 0-50 mm steel. Assuming that the cor-
rection can be applied to ~ +10%; accuracy, it is clear
that the resultant error for the aluminium is negligible while
for the steel it is not.

An investigation of the other possible systematic errors
in the measurement was carried out and this, as discussed
below, satisfactorily showed that none of them had any
significant effect on the accuracy of the results. The y-X
ray self-attenuation effects were calculated® on the basis
of theoretical values of the uranium cross section for 100
keV y-X rays.'® For the natural uranium deposits used in
the present measurements, the self-attenuation correction
was estimated as being between 0-3 and 0-7%, and the
accuracy of ~ +209; in these estimates was quite adequate
in rendering the resultant error insignificant.

Two other small corrections were applied to the meas-
ured deposit coincidence rates. Firstly, the fission product
coincidence correction was estimated as being ~ (0-2 +0-1)%
for natural uranium deposits in most ZEBRA cores—this
value being based on previous work done at Winfrith with
Nal(T1) coincidence systems.® The second effect considered
was the possible loss by recoil of 2°®*Np nuclei which are
continuously being formed in the 2*3Am sources. On the
basis of experiments performed with various collectors
placed very close to the sources, it was shown that these
losses were no more than (0-20+0-05)%. This confirmed
that there was no need for sealing the 2*3Am sources, and
that the error, due to the 0-05%; uncertainty in the effect,
was negligible.

The -systematic accuracy in the determination of the
alpha count rate ratio, (B./B.), was established by (a) using
different geometries and different detectors for obtaining
this ratio, and (b) counting the uranium deposits both before
and after irradiation. In both cases, the repeatability of
these measurements was confirmed by obtaining consistent
results within statistical accuracies of better than =+ 0-494.

Table 1 summarizes the limiting errors of the absolute
2381J capture measurement.
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ABSOLUTE 2°°Pu FISSION MEASUREMENT

Absolute fission measurements in zeBra using gas-filled
fission chambers have been described by Stevenson and
Broomfield.}* Though these chambers are quite adequate
for relative measurements of fission ratios in the reactor,
they were found to be unsuitable for the present absolute
239py fission measurements because of the following serious
corrections which had to be applied:

(a) ~(2-5+0-8)%; dead-time correction in the instrumen-
tation count-rates for intercalibrating the different reactor
powers used for the capture and fission measurements;

(b) ~(52+16)% correction for fission product self-ab-
sorption in the 23°Pu fission-chamber deposit; and

(c) ~(2:9+07)% correction for the biased off low energy
pulses produced in the fission chamber. There was also
finite uncertainty in the collection efficiency and geometry
of the collector electrode in the fission chamber.

Two new fission chambers were made with 2*°Pu electro-
deposits of ~30 and 14 ugm/cm?, over diameters of ~2-85
cm and 1-90 cm respectively, on 3-8 cm dia., 0-13 mm thick
platinum discs. These deposit masses were nearly two orders
of magnitude less than those in the earlier zEBRA chambers,
and this enabled absolute fission measurements to be made
at the same reactor power as the absolute #3%U capture
measurement, namely ~ 100 W. Since the instrumentation
dead-time corrections were approximately equal in the two
cases, there was no resultant error due to (a).

The fission product self-absorption correction in a de-
posit of thickness #, with a variation about this value of o,
is given by.!!

‘ @+ (2R (16)
where R is the mean range of the fission fragments in the
deposit material. This correction was calculated to be
0-20%; for the first new chamber (zee-31) and 0-09% for
the second (zEB-32). With an assumed error in this correc-
tion of ~ +309%;, the resultant error in the observed count
rate was insignificant.

The pulse height spectrum of fission fragments in zeB-32
is compared in Fig. 4 with that of one of the early chambers.
Both spectra were obtained for irradiations in core 8C
(Fig. 3). The much smaller mass of the plutonium in the
new chamber caused comparatively negligible alpha inter-
ference, there being very little pulse pile-up in the low
energy region, Further, the degradation in energy of the
fission fragments was far less in the thin deposit and this
improved the resolution of the fission-product energy peaks.
A comparison of the pulse height spectra from chambers
zeB-31 and zEB-32 revealed that the resolution was better
for the latter. This is explained by the smaller area of the
deposit in the latter, a feature which reduced the fraction
of fission fragments unable to lose their full energy before
striking the chamber wall. All the three factors described
above contributed to minimizing the number of low energy
pulses which had to be biased off. As a result, correction (c)
was only 0-17; for zeB-32 and 0-4%; for zes-31. Once again,
the resultant error was negligible.

The doubt about the collection efficiency and geometry
of the collector was cleared by comparing the fission rate
results obtained for the different area deposits in the two
new chambers. No discrepancy was observed.

As discussed above, the errors, due to the various correc-
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Fig 4 Comparison of pulse height spectra obtained with old and
new ZEBRA fission chambers in ZEBRA core 8C

tions for the absolute 2°°Pu fission chambers, have been re-
duced to negligible proportions. The overall accuracy of
the absolute fission measurement was, in fact, limited
mainly by the accuracy obtained in the absolute low-geometry
alpha-assay of the 229Pu fission-chamber deposits (Table 1).

It should be noted that the absolute fission chamber
measurement was carried out in a cavity in the core formed
by removing half a fuel element. However, the reaction
rate of interest for theoretical comparison is that in the
Pu plate itself. This was obtained by comparing the fission-
product gamma activity of a Pu foil in the plate to that of a
similar foil in a dummy fission chamber in the cavity, using
a Nal(T1) scintillation counter for integral gamma-counting
above a threshold of 128 MeV. The correction for self-
shielding of the dummy-chamber foil is usually negligibly
small but, where significant, it can be determined accurately
by irradiating foils of different thicknesses in the chamber.
An accuracy of +0-3% is quite feasible in the determination
of the plate-to-chamber fission rate ratio in this way. The
possibility of applying solid state track recorders to abso-
lute fission measurements in ZEBRA is being currently in-
vestigated. If this method proves successful, it will enable
direct absolute measurements to be made in the Pu plate
and thereby eliminate the necessity of plate-to-chamber
correlation.

RESULTS AND COMPARISON OF TECHNIQUES

Absolute 2?®U capture and absolute 2%°Pu fission measure-
ments were carried out in zEBrRA core 8C along with a



thermal-comparison determination of the reaction-rate
ratio in the core. For the absolute ?°8U capture measure-
ment, natural uranium deposits were loaded into the central
uranium plates of the 8C cell (Fig. 3) at position (50, 50) in
the reactor lattice, while the absolute 22°Py fission measure-
ment was made at position (50, 52). Table 2 summarizes

Table 2: Results obtained in ZEBRA core 8C

Abs, Abs.
238U 239Pu
cap. fiss.
rate rate (a.8/a¢9)
(x10-1% (x10-1° (0o8/0¢9) thermal (o.8/0:9)
Expt. s71) s™Y abs. tech. tech. theory
1 422+ 328+ 0129+ 0-126+ 0-127
0 0-05 0 0-003
2 529+ 416+ 0:127+ 0126 - 0127
0-05 004 0-002 0-002

the results obtained in two separate sets of measurements.
All the quoted results have been normalized by the use of
foils!2 to give the average reaction rate ratio in the 8C cell.
The value of this ratio predicted using current calculational
methods and nuclear data was 0-127,

CONCLUSIONS AND DISCUSSION

The fact that the results obtained from the absolute and
the thermal comparison techniques agree within their
assigned errors, in both 8C measurements, indicates the
absence of any unsuspected systematicerror in either method.

The various advantages of the absolute technique over
the thermal-comparison method have been discussed earlier.
It only remains to affirm that the former is also capable
of the greater accuracy. The errors of ~1°%; quoted for the
absolute 23%U capture rates in the 8C measurements were
mainly due to the relatively poor statistics obtained in the
v-X ray coincidence counting of the irradiated deposits.
Increasing the irradiation time from two to four hours and
the use of thicker uranium deposits (up to ~3 mgm/cm?)
would reduce this error to less than 0-5%. The 23°Np
counting statistics could be further improved by substituting
Nal(T1) coincidence counting of the deposits by singles
counting of the 102-108 keV 23°Np region using a high-
resolution Ge(Li) detector. It is concluded that, with the
absolute techniques described in this Paper, an overall
accuracy of better than + 194 is quite feasible in determining
2381 capture-to 23¢Py-fission ratios in fast reactors.
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APPENDIX: INVESTIGATION OF THE NEUTRON-
SCATTERING EFFECT IN THE URANIUM-DEPOSIT
BACKING

Measurements in ZEBRA core 8A, which had a very soft
neutron spectrum, revealed that the presence of a 0-50 mm

thick stainless steel backing caused a (17 % 1)% increase in
the 2°8U capture rate measured from a uranium deposit.
This large effect is easily explained if one considers the
fact that, though the perturbations in the neutron spectrum
caused by the steel backing are only slight, they considerably
alter the resonance shielding of the #°°U in the deposit.
If ¢,(E) is the neutron flux incident on the block of uranium
plates, the flux at the centre of the block, ¢y(E), may be
approximated by:
Z(E)

(}SO(E) = ‘ﬁl(E) Et(E) (17)

where Z(FE) is the non-resonant scattering cross section of
uranium at energy E and Z\(E) is the total cross section.
Thus the flux in the central cavity, where the deposits are
located, contains large ‘dips’ corresponding to the various
resonances. The 23%U capture cross section averaged over
this spectrum, that is, the fully shielded cross section, oy,

is given by:
oo = {04, (18)

However, due to the presence of the backing, a fraction f
of the neutrons undergo a scattering collision in the steel
and may be regarded as having been scattered into the
normal ¢,(E) spectrum. The 228U capture cross section of
these neutrons is the infinite dilution cross section, oy,

given by:
o1 = o)y, (19)

If P, is the average collision probability of the neutrons in
the backing, the fraction f may be written simply as 1P..
Thus, the effective 228U capture cross section for the deposit
can be written as:

Oerr = 0p. (1—%P)+01.3P:)

i.c.

e — Tp =1p g1 — 0o
(7] 2t es (23]

~+ [ (55%) e

where the Wigner rational approximation has been used,

- 2 being the average macroscopic neutron cross section in

the backing and 7 its thickness.

Equation (20) can be used to give an approximate esti-
mate of the fractional change in the 2°®U capture rate due
to the presence of the backing. One has for the stainless
steel backing in core 8A, 2~09 cm~?, r=0-05 cm, o, =
0-965 b. and 0o=0289 b. (Wardleworth!3). Substituting
these values into (20), one obtains:

Gott — U0 ) °4 o
( To )steel ~ 9A (21)
Comparing this with the experimental estimate, it is clear
that the formula and the cross sections used are not accurate
quantitatively and that it would be appropriate to attribute
an error to the calculation equal to the calculated effect
itself. A more sophisticated calculation of the effect was
made using the code MURAL'* and an almost equally in-
accurate value of 119¢ was obtained, indicating the diffi-
culty of accurately estimating this highly spectrum-sensitive
effect.
It must be mentioned that the backing effect in the SA
measurement was grossly exaggerated solely to enable its
investigation and the comparison of the experimental dis-
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crepancy with a theoretical estimate. For the usual 0-10
mm aluminium backing, the effect is comparatively negli-
gible. Substituting 2~ 0:09 cm™!, r=0-10 mm (for the
aluminium), one obtains from 20:

o \BA

("—‘i-——"-‘i) ~ (023+023)% (22)
Oo alum.

For other zEBRA cores, the effect is even smaller, e.g. for

cores 8B (0;=025 b., 0g=0-22 b)) and 8C (¢;=037 b,,

00=025 b.), one obtains the estimates as only (0-01%

0-01)%; and (0-05 £ 0-05)%; respectively. '
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