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## ABSTRACT

This work is about the entrance boundary of the Markov processes in a countable state space A. The analytical definitions of J. Neveu and J.I. Doob are show to be equivalent. The entrance boundary is an extension of $A$ which has the following property: every process with values in A has a standard modification with values in the entrance boundary and which is right continuous and strongly Karkovian.

We show that the size of the entrance boundary is the best possible but in some cases its topology is not the finest to keep the process.right continuous. We attempt to metricate the finest topology by means of taboo semigroups, where the taboo sets are subsets of the entrance boundary. A solution is found in two very simple examples, which are introduced for their interesting topologies on the entrance boundary.

We investigate the relations between the entrance boundaries of the original semigroup and of a taboo semigroup. In particular, we show that for every point $y$ of the entrance boundary, but outside $A$, we can find a sequence of points in $A$ which converges to $y$ in both entrance boundaries.

Throughout this work we use the following notations :
$N=$ the set of all positive integers
$Q=$ the set of all rational numbers
$R=$ the set of all finite real numbers
$\mathrm{R}_{+}=$the interval $[0, \infty)$
$\mathrm{R}_{+}^{0}=$ the interval $(0, \infty)$
II (16) [resp, th II 2] is writton to refer to relation (16) in Chapter
II [resp. to theorem 2 in Chapter II]. If the roman number is not written the reference is to a relation (or a theorem) in the same Chapter. To begin we give some basic notions on general processes. By way of simplification definitions and results will be quoted mainly from P.A.Meyer's books [1] and [2], and in this case M XI8is written for Chapter XI, no. 8 in [1] or [2]

Let $I$ be a set and $\mathcal{E}$ be a $\sigma$-field of subsets of $E$.
A transition semi-group on ( $\Sigma, \varepsilon$ ) is a family of real valued functions,
$p_{x B}(t), x$ in $E, B$ in $\mathcal{E}$, $t$ in $R_{+}$, say, such that
(i) for all $t>0$, and all $B$ in $\varepsilon$, the function $p_{x B}(t) ; x$ in $E \rightarrow[0,1]$ is $\varepsilon_{\text {measurable }}$
(ii). for all $t>0$ and all $x$ in $E$, the function $p_{x B}(t): B \in \mathcal{E} \rightarrow[0,1]$ is a measure on $\varepsilon$
(iii) For all $x$ in $E$, all $B$ in $\varepsilon$, all $t>0$ and all $s>0$

$$
\int_{E} \cdot p_{x d y}(t) p_{y B}(s)=p_{x B}(t+s)
$$

Such a semi-group is usually extended to $t=0$ by setting for all $x$ in $E$

$$
p_{x B}(0)=\mathcal{E}_{x}(B)
$$

Where $\mathcal{E}_{\mathrm{x}}$ (.) is the atomic measure concentrated in x and of total mass 1.

The transition semi-group is said to be stochastic if all $x$ in $E$ and all $t>0$

$$
\mathrm{p}_{\mathrm{xE}}(\mathrm{t})=1
$$

A family of measures on $(\Xi, \varepsilon) \mu_{.}(t), t>0$ say is called an entrance relative to $p_{x B}(t)$ if for all $B$ in $\varepsilon$, all $t>0$ and all $s>0$ we have

$$
\int_{E} \mu_{d y}(t) p_{y B}(s)=\mu_{B}(t+s)
$$

Let $\Omega=E^{R+}$ and denete its elements by w.
Let $\mathscr{F}$ be the $\sigma$-field of $\Omega$ generated by the co-ordinate $X_{t}(v)=w_{t}, t>0$, say .

If the entrance $\mu(t), t>0$ relative to the stochastic semi-group $p_{x B}(t)$ is such that

$$
\mu_{E}(t)=1 \text { for all } t>0
$$

$\mu(t)$ is called a stochastic entrance.
By M XII. 12 there e:ists in this case a probability measure $\mathrm{P}[\mathrm{]}$ on ( $\Omega, \mathcal{F}^{\prime}$ ) such that
(1) $P\left[X_{t}(w) \in B\right]=\mu_{B}(t)$
for 2.113 in $\mathcal{E}$ and all $t>0$, and
(2)

$$
\left\{\begin{array}{l}
P\left[X_{t_{n}}(w) \in 3 \mid x_{t_{1}}(w) \in B_{1} X_{t_{2}}(w) \in B_{2}, \quad X_{t_{n-1}}(w)=x\right]= \\
P\left[x_{t_{n}}(w) \in B \mid x_{t_{n-1}}(w)=x\right]=s_{x B}\left(t_{n}-t_{n-1}\right)
\end{array}\right.
$$

for all $x$ in $E$, all $0<t_{1}<t_{2}<\ldots<t_{n-1}<t_{n}$ and all $B, B_{1}, B_{2}$,,$B_{n-2}$ in $\mathcal{E}$. The equality of elementary conditional probabilities in (2) is called the Karkov property and $X_{t}(w)$ is then a Harkov process with $p_{x B}(t)$ as transition function.

Let ( $\Omega, \mathscr{F}^{\prime}, P$ ) be a probability space and $G$ be a sub- $\dot{C}$-field of $\mathscr{F}$. If $f$ is a $\mathscr{F}^{-}$-measurable function defined on $\Omega$, the conditional expectation of $f$ relative to $G_{i s}$ a (non uniquely defined) $G$-measurable function to be denoted by $E[f \mid G]$ which satisfies

$$
\int_{G} E[f \mid G] P[d w]=\int_{G} f(w) P[d w]
$$

for all $G$ in $G$.
The conditional probability of a set $B$ in $\mathscr{F}$ is a $G$-measurable function . to be denoted by $P[B \mid G]$ which satisfies

$$
\int_{G} P[B \mid G] P[d w]=\int_{G} I_{B}(w) P[d w]
$$

for all $G$ in $G, I_{B}(w)$ being the characteristic function of $B$. Denote by $\mathcal{G}_{t}$ (resp $t_{\mathcal{F}}$ ) the $\sigma$-field of $\Omega$ generated by $X_{s}(w), 0<s \leqslant t$ (resp. $\left.X_{S}(H), t<s\right)$

By M II 51, (2) is equivalent to

$$
\begin{equation*}
P\left[\Lambda N \mid \tilde{f}_{t}\right]=P\left[\Lambda \mid X_{t}\right] P\left[M \mid X_{t}\right] a . s \tag{3}
\end{equation*}
$$

for all $\Lambda$ in $\mathscr{F}_{t}$, all $M$ in $t$, all $t>0$, where the conditional expectation relative to a random variable is the one relative to the $\sigma$-field generated. by this random variable.

A random variable $\zeta(w)$, possibly infinite, is called a stopoing time relative to an increasing family of $c$-field $G_{t}, t>0$ if

$$
[\zeta(w) \leqslant t] c G_{t} \text { for all } t>0
$$

If $G_{\infty}$ is the $\sigma$-field generated by the union of all $G_{t}$, the elements $B$ in $G_{\infty}$ such that

$$
\operatorname{Bin}[Z(w)<t] \in G_{t} \text { for all } t>0
$$

form a $\sigma_{\text {field, }}$ denoted $b y G_{\xi}$, it is the set of events preceding $\zeta$. If $\zeta$ is a finite stopping time relative to $\mathcal{F}_{t}$, we may associate with any $W$ in $\Omega$ and any $s \geqslant 0$ the point $X_{f(w)+s}(w)$ in $E$. Under certain conditions this new random variable is measurable (see e.s. M IV. 49). In this case and if for all $B$ in $\mathcal{E}$ and all $s \geqslant 0$
the process is said to enjoy the strong Narkov property.
If $\zeta^{\mathscr{F}}$ is the $\sigma$-field senerated by $X_{t+5}, s \geqslant 0$, then by $M I .51$ the condition
(4) is equivalent to

$$
\begin{equation*}
P\left[\Lambda M \left\lvert\, \frac{g}{7}\right.\right]=P\left[\Lambda \mid X_{6}\right] P\left[M \mid X_{6}\right] \text { a.s. } \tag{5}
\end{equation*}
$$

for all $\Lambda$ in $\mathscr{F}_{\tau}$ and all $M$ in $\sigma^{\mathscr{F}}$.
Two processes $X_{t}(\because)$ and $Y_{t}(v), t$ in some interval $I$ of $R$, defined on the same probability triple $(\Omega, \mathscr{F}, P)$ and with values in the same snace
$(\Omega, \varepsilon)$ are said to be standard modifications (or versions) of each
other if

$$
P\left[w \mid X_{t}(w)=Y_{t}(w)\right]=1 \text { for all } t \text { in } I .
$$

Let $E$ be a compact metrisable space.
A process $X_{t}$, $t$ in $R_{t}$, with values in $E$, is said to be senorable relative to the closed sets of $E$, if there exists a countable set $S$ dense in $R_{+}$such that if $C$ is a closed set in $E$ and $I$ an open interval in $R_{+}$ then the event

$$
\left[w \mid X_{t}(w) \in C \text { for all } t \text { in } S \cap I\right]-\left[w \mid X_{t}(w) \in C \text { for all } t \text { in } I\right]
$$

is contained in an event of probability zero. A right continuous process is a process $X_{t}$, $t \geqslant 0$ with values in a topelogical space such that

$$
P\left[v \mid x_{t}(w) \text { is right continuous at aIl } t \geqslant 0\right]=1
$$

In this work we deal only with countable state spaces which are denoted by A. Results and definitious concerning this particular case will usually be quoted from K.L.Chung's book [3] and C th. II. 9.3 will then be used for theorem 3 in§9 of part II in [3]. We now give some basic facts about this special case.

We consider the $\sigma$-field of all the subsets of $A$.
A transition semi-group on this measurable space is called a transition matrix, i.e. a set of functions $p_{5 j} j^{\prime}(t)$, iin $A, j$ in $A$, and $t>0$ ssuch that
(6) $\quad 0 \leqslant q_{i j}(t)$ for all $t>0$
(7) $\sum_{k \in A}$ por all $t>0^{\text {•ik }}(t) \leqslant 1 \quad$ for

$$
\begin{equation*}
p_{i j}(t+s)=\sum_{k \in A} p_{i k}(t) r_{k j}(s) \text { for all } t>0 \text { and all } s>0 \tag{8}
\end{equation*}
$$

We always have the additional condition of stochestic coatinuity, namely (9)
$\lim _{\rho=0} p_{i j}(s)=\delta_{i j}$
Naturally we extend pij $(t)$ to $t=0$ by setting pij $(0)=\delta_{i j}$, and ( $\mathrm{pij}(\mathrm{t})$ ) is said to be a standard transition matrix.

The conditions (6) to (9) are kno:m to be enough to ensure the continuity in $t$ on $[0, \infty)$ of all the functions pij ( $t$ ), see e.E. C th. II. 1.3.

We will also use the equivalent matrix notation
(11) Banach
珽lbot space oif bounded sequences indexed by $A$

$$
\begin{equation*}
P(t+s)=P(t) P(s) \tag{12}
\end{equation*}
$$

(13)

$$
\lim _{\Omega=0} P(s)=I \text { where } I \text { is the identity matrix }
$$

An entrance relative to (pij ( $t$ ) ) is a set of functions $f_{i}(t)$, $i n, A, t>0$ such that

$$
\begin{align*}
& \quad \begin{array}{l}
0 \leqslant f_{i}(t) \\
f_{i}(t+s)=\sum_{k \in A} f_{k}(t) \text { pki (s) for all } t>0 \\
\sup _{0<t<\infty} \sum_{k \in A} f_{k}(t)<\infty
\end{array}, \tag{14}
\end{align*}
$$

Again in the vector matrix notations the family of vectors $f(t), t>0$ of
Bamach
series
the Hilbort space of converging sequonees indexed by $A$ is an entrance
relative to $P(t)$ if only if

$$
\begin{equation*}
0 \leqslant f(t) \tag{17}
\end{equation*}
$$

$$
\begin{equation*}
\sup _{0<t<\infty}\|f(t)\|<\infty \tag{19}
\end{equation*}
$$

where the norm is the one in 1.
Note that in the stochastic case (i.e. equality in (7) or (11) for all t) we have $f(t)=c$. Hence (19) holds whenever $\left\|_{f}(s)\right\|<\infty$ for one $s>0$. The set of all entrances relative to $F(t)$, including the trivial one, is easily seen to be a convex cone which will be denoted by $F$.

He recall now some definitions about cones.
A subcone $\bar{F}$ of $F$ is said to be thick in $\bar{F}$ if the conditions $f \in \bar{F}, \bar{f} \in \bar{F}$ and $f \leqslant \bar{f}($ the order being the inner order in $\bar{F})$ imply $f \in \bar{F}$.

A subcone $\bar{F}$ is a positive band of $F$ if it is thick in $F$ and if every nonvoid bounded above subset $H$ contained in $\bar{F}$ has a least upper bound in $\overline{\mathrm{F}}$.

In a cone $F$ a point $f$ is extremal if for any $g \leqslant f$ there exists an $\alpha$ in $[0,1]$ such that $g=\alpha f$.

We will also use the extremality of points in a convex set, $C$, say? $f$ is said to be extremal in $C$ if the equality $f=\alpha_{5}+(1-\alpha) h$, where $\alpha$ is in $(0,1)$ and both $g$ and $h$ are elements of $C$ implies $f=g=h$. .

Now if $P(t)$ is stochastic and if $p(t)$ is an entrance such that

$$
\begin{equation*}
\sum_{i \in \mathcal{A}} p_{i}(t)=1 \text { for all } t>0 \tag{20}
\end{equation*}
$$

We can apply what was recalled before about entrances relative to stochastic transition semi-croups.

Let

$$
\begin{aligned}
& \Omega(A)=A^{R_{+}^{\circ}} \\
& X_{t}^{A}\left(v(A)=\text { the } t-\text { co-ordinate of }{ }_{A}(A) \text { in } \Omega(A), t>0\right. \\
& \widetilde{F}^{\prime}(A)=C \text { field senerated by all } X_{t}, t>0
\end{aligned}
$$

then there exists a probability measure $P^{A}$ [ ]
on $(\Omega(A), \mathscr{P}(A)$ such that

$$
\begin{equation*}
P^{A}\left[x_{t}^{A}(v(A)=i]=p_{i}(t)\right. \tag{21}
\end{equation*}
$$

for all $i$ in $A$ and all $t>0$, and

$$
\begin{equation*}
P^{A}\left[x_{t n}^{A}=i_{n} \mid x_{t_{1}}^{d}=i_{1}, \ldots, x_{t_{n-1}}^{A}=i_{n-1}\right]=p_{i_{n-1} i_{n}}\left(t_{n}-t_{n-1}\right) \tag{22}
\end{equation*}
$$

for all $i_{1}, i_{2}$, , $i_{n}$ in $A$ and all $0<t_{1}<t_{2}<\ldots<t_{n}$.
If the discrets topolosy is used on $A$, then it is even possible to find a standard modification of $X_{t}^{A}$ separable relative to the closed sets (see C th. II. 4.3). However it is not always possible to find a standard modification of this process which is right-continuous and enjoys the strong Markov property.
Therefore it is useful to find an extension of $A$ in which such a standard modification may be obtained. Observe that the Alexandroff compactification is generally of no use in tris problem (cf. C th II. 9.3 and notes following

## II. 9)

Before proceeding to the description of our work, we give an account of the manner in which $A$ is imbeded in a bigger space $E$ in order that a process A $X_{t}$ in $A$ may be considered as a process in $E$.
Let $E$ be a topological space and $\mathcal{E}$ its Borel $\sim$-field. issume that the measurable space ( $E ; \varepsilon$ ) satisfies
(i) A is contained in $E$
(ii) every point of $A$ considered as a suhset of $E$ is an element of $\mathcal{E}$. Let

$$
\begin{aligned}
& \Omega(E)=E^{R_{+}} \\
& X_{t}^{E}(w(E))=\text { the } t \text {-co-ordinate of } w(E) \text { in } \Omega(E), t>0 \\
& \quad \mathcal{F}(E)=\sigma \text { field generated by all } X_{t}^{E}, t>0
\end{aligned}
$$

We call an element of $\mathscr{F}(J)$ elementary if all the factor sets are equal to the whole space $E$, except a finite number of co-ordinates $t_{1}, t_{2}, \ldots, t_{n}$ say, where the corresponding factor sets are $B_{1}, B_{2}$, $B_{t n}$ Borel sets of E . On such $\Delta^{\prime}$ s we may define a finitely additive function $\mathrm{P}^{\mathrm{E}}[\quad]$ by setting

$$
\begin{equation*}
P^{E}[\Delta]=P^{A}\left[X_{t_{1}}^{A} \in B_{t_{1}} \cap A, X_{t_{2}}^{A} \in B_{t_{2}} \cap A_{2} \quad \cdots \quad, X_{t_{n}}^{A} \in B_{t_{n}} \cap A\right] \tag{23}
\end{equation*}
$$

Where the set in the second bracket is measurable in $\mathcal{K}^{\prime}$, since every subset in $A$
of $A$ is measurable there.
By Caratheodory's theorem (e.g.M II. 25), $\mathrm{P}^{\mathrm{E}}[]$ can be extended in a
probability measure on $(\Omega(\mathbb{J}) ; \mathscr{F}(\Xi))$, which we also denote by $p^{E}[]$
Natuurally for the process $X_{t}^{E} t>0$ we define
(24)

$$
p^{E}\left[x_{t_{1}}^{E} \in B_{t_{1}}, X_{t_{2}}^{E} \in B_{t_{2}}, \quad, x_{t_{n}}^{E} \in B_{t_{n}}\right]=p^{E}[\Delta]
$$

(23) and (24) give in particular

$$
\begin{equation*}
P^{E}\left[X_{t}^{E}(w(J))=i\right]=P^{A}\left[X_{t}^{A}(w(A))=i\right]=F_{i}(t) \tag{25}
\end{equation*}
$$

for all $t>0$ and all $i$ in $A$.
Similarly if $0<\quad t_{1}<t_{2}<t_{3} \ldots<t_{n}$ and $B_{t_{1}}, B_{t_{2}}, \quad B_{t_{n}}$ are in $\varepsilon$, we have the following equalities of elementary conditional probabilities
$P^{E}\left[x_{t n}^{\mathrm{E}} \in \mathrm{B}_{\mathrm{tn}} \mid x_{t_{4}}^{\mathrm{E}} \in \mathrm{B}_{\mathrm{t}_{1}} \quad, x_{t_{n-1}}^{\mathrm{E}} \in \mathrm{B}_{\mathrm{t}_{\mathrm{n}-1}}\right]=$
$P^{\mathbb{E}}\left[X_{t n}^{3} \in B_{t_{n}}, X_{t_{1}}^{E} \in B_{t_{1}}, \quad, X_{t_{n_{-1}}}^{E} \in B_{t_{n-1}}\right]$

| $P^{E}\left[X_{t_{1}}^{M} \in B_{t_{1}}\right.$ | $\left.X_{t_{n-1}}^{E} \in B_{t_{n-1}}\right]$ |
| :--- | :--- |
| $P^{A}\left[x_{t_{n}}^{A} \in B_{t_{n}} \cap A, x_{t_{1}}^{A} \in B_{t_{1}} \cap A, \cdots\right.$ | ,$x_{\left.t_{n-1}^{A} \in B_{t_{n-1}} \cap A\right]}$ |

$P^{A}\left[x_{t_{1}}^{A} \in B_{t_{1}} \cap A\right.$,
$\left.X_{t_{n-1}}^{A} \in B_{t_{n-1}} \cap A\right]$
AS the Markov property holds for $X_{t}^{A}$, the last term is equal to
$\frac{P^{A}\left[x_{t_{n}}^{A} \in B_{t_{n}} \cap A \quad x_{t_{n-1} \in B_{n-1}}^{A}\right]}{P^{A}\left[x_{t_{n-1}}^{A} \in B_{t_{n-1}} \cap A\right]}=\frac{p^{D}\left[x_{t_{n}}^{E} \in B_{t n}, x_{t_{n-1}}^{E} \in B_{t_{n-1}}\right]}{p^{E}\left[x_{t_{n-1}}^{E} \in B_{t_{n-1}}\right]}$
(27)
$\mathrm{P}^{\mathrm{E}}\left[\mathrm{x}_{\mathrm{tn}}^{\mathrm{E}} \in \mathrm{B}_{\mathrm{tn}} \mid \mathrm{x}_{\mathrm{t}_{\mathrm{n}-1}}^{\mathrm{S}} \in \mathrm{B}_{\mathrm{t}_{\mathrm{n}-1}}\right]$
The equality (26) $=(27)$ means that $X_{t}^{\mathrm{S}}, t>0$ is a Markov process, moreover if we put $B_{t n-1}=i$ and $B_{t n}=j$ we can deduce that its transition semi-group is $P(t)$. with
So ${ }^{\text {i every }}$ entrance $p(t), t>0$ relative to $P(t)$ satisiying (20) we can associate two Markov processes, one with values in $A$ and the other ,/ith values in
E. Soth have $P(t)$ as transition semi-group and $p(t)$ as absolute distribution.

From now on we shall distinguish between them simply by saying the process in $A$ (or in $E$ ) and drop all the indexing by $A(o r E$ ) of $\Omega, P, \mathcal{F}$ and so on. To close this Chapter we give a short summary of the other Chapters. The general content of this work is the extension of $A$ (in the sense of (i) and (ii) in p 11 by the so called entrance boundary.

In Chapter II, $\{1$ we set out the analytical definition given by J.Neveu [8] the definition used by J.L.Doob in [5] is the subject of the second paragrah. In $\mathcal{\xi} 3$ these two definitions are shown to be equivalent as was stated by Doob in p. 237 of [5].

Doob's proof is used in Chapter III to show that every Markov process in A has a standard modification in the entrance boundary which is right continuous and enjoys the strong Markov property.

Much of the content of these two Chapters is of course only a rearrangment of paners [5] and [8] and is introduced here for the sake of completeness.

In Chapter IV se see that the entrance boundary is the smallest extension of $A$ on which the risht continuity of almost all trajectories can be expected.

In Chapter V ve are mainly concerned with the topology defined on the entrance boundary in Chapter II, Chapter $V$ may be said to throw some darkness on the relations between the analytical and the probabilistic properties of $P(t)$. The trivial example 1 , in $\oint 2$ shows that this topology is not the best for our purposes. Then in a search for a bettor one we define in $\xi ; 3$ the taboo semi-oroup where the taboo set is in the extended space. In fact we try to define the best topology by adapting the techniques used in Chapter II to the taboo semi-groups. But they appear to be difficult to handle in this respect and the example 2 in $\oint 4$ is given to rule out the most obvious and general attemots in this direction.

Finally in Chapter VI ve obtain some interestino analytical results about the taboo semi-groups.

Among other papers on the entrance boundary and dealing partly with countable state spaces are Ray [9], Kunita and /atanabe [6], and :lilliams [13].

## CHAPTER II.

## Analytical Definitions of the Entrance Boundary.

0 Two preliminary results.
(a) A theorem on the weak convergence of probability measures.

Let E be a topological metric space and dits metric.
Let $\mathcal{E}$ be the $C$-field of its Borel sets.
Let $\mu$ and $\mu_{n}, n$ in $N$, be probability measures on ( $E ; E$ ).
Let $C(E)$ be the set of all bounded continous functions from $E$ into $R$. $\mu_{n}$ is said to converge weakly to $\mu$ as $n \rightarrow \infty, \mu_{n} \xrightarrow{w} \mu$, if and only if $\mu_{n} f \rightarrow \mu f$ as $n \rightarrow \infty$ for all $f$ in $C(E)$.
For every measurable function $f$ and every real number $\propto$ define the functions $\varphi$ and $\varphi_{n}$ by setting

$$
\begin{aligned}
& \varphi(f ; \alpha)=\mu(f \leqslant \alpha) \\
& \varphi_{n}(f ; \alpha)=\mu_{n}(f \leqslant \alpha)
\end{aligned}
$$

Lemma (which is a simplified version of theorem 2.1 in P.Billingsley [4])
The following statements are equivalent
(i)

$$
\mu_{n} \xrightarrow{w} \mu \text { as } n-r \infty
$$

(ii) $\mu(F) \geqslant$ linsup $_{n=\infty} \mu_{n}(F)$ for all sets $F$ closed in $E$.
(iii) For any measurable function, which is continuous except on a set of $\mu$ - measure zero we have
$\lim _{n=\infty} \varphi_{n}(f ; \alpha)=\varphi(f ; \alpha)$
At every $\alpha$ where $\varphi(f, \alpha)$ is continuous.

## Proof:

(i) $\Rightarrow$ (ii) (which is reproduced here from [4])

Choose a closed set F
Let

$$
U_{\delta}=\{x \mid d(x, F)<\delta\} \quad \text { where } \quad 0<\delta
$$

If $\delta_{r}$ is a sequence of positive numbers decreasing to zero we have

$$
\bigcap_{r=1}^{\infty}\left(U \delta_{r}-F\right)=\varnothing
$$

hence

$$
\operatorname{limin}_{\Gamma=} \operatorname{in}_{\infty} \mu\left(U_{\delta_{r}}-F\right)=\mu(\phi)=0
$$

Fix $\varepsilon>0$ and choose a $\delta_{\varepsilon}$ such that

$$
\mu\left(\mathbb{U}_{\delta_{E}}-F\right)<\varepsilon
$$

Define $f(x)$ as the following function

$$
f(x)=\frac{d\left(x, E-U_{\delta_{E}}\right)}{d\left(x, E-U_{\delta_{E}}\right)+d(x: F)}
$$

As the denominator is bounded away from 0 by $\delta_{\mathcal{E}}, f(x)$ is continous, always between 0 and 1 , equal to 1 on $F$ and to 0 on $E-U_{\delta_{\varepsilon}}$.

We have then

$$
\begin{aligned}
\mu_{n}(F) & \leqslant \mu_{n} f & \text { for all } n \\
\lim _{n=\infty} \mu_{n} f & =\mu f & \text { by (i) } \\
\mu_{f} & \leqslant \mu(F)+\varepsilon &
\end{aligned}
$$

We can deduce that
$\operatorname{linsup}_{n=\infty} \mu_{\mathrm{n}}(\mathrm{F}) \leqslant \mu(F)+\varepsilon$
This inequality holds for every $\varepsilon$ so that (ii) is established.
(ii) $\Rightarrow$ ( iii )

First note that (ii) implies
(ii)' $\quad \mu(B)=\lim _{n=\infty} \mu_{n}{ }^{(B)}$
for every Borel set $B$ such that its boundary (to be denoted by $\widetilde{B}$ ) is of $\mu$ - measure zero.

Choose aB such that $\mu(\tilde{B})=0$ We have for all n.

$$
1-\mu_{n}\left(B^{c}\right)=\mu_{n}(B)
$$

Hence
(1) $\lim _{n=} \operatorname{in}_{\infty} f\left(1-\mu_{n}\left(B^{c}\right)\right)=\lim _{n=\infty} f \mu_{n}(B) \leqslant \limsup _{n=\infty} \mu_{n}(B)$

But $B U \widetilde{B}$ is closed so that (ii) implies
(2) $\quad \limsup \mu_{n=\infty}(B) \leqslant \limsup _{n=\infty} \mu_{n}(B \cup \tilde{B}) \leqslant \mu(B \cup \tilde{B}) \leqslant$

$$
\mu(B)+\mu(\tilde{B})=\mu^{\prime}(B)
$$

similarly as $B^{C} U \tilde{B}$ is a closed set we have
(3) $\quad \operatorname{limin}_{n=\infty} f\left(1-\mu_{n}\left(B^{c}\right)\right) \geqslant \mu$ (B)

And from (1), (2) and (3) we get (ii)'
Now pick' an $\mathbf{f}$ satisfying the hypothesis of (iii) ie.

$$
\mu\left(D_{f}\right)=0 \text { where } D_{f}=\{y \mid f(x) \text { is discontinuous at } y\}
$$

Let $\alpha$ be a point of continuity of $\varphi(f, \alpha)$
Let $C=\{x \mid f(x) \leqslant \alpha\}$
We have $\tilde{C}=\left\{\begin{array}{l}x \mid \text { there exist two sequences } y_{i} \text { and } z_{i} \\ \text { such that } \lim y_{i}=\lim z_{i}=x \text { and } \\ \dot{y}_{i} \in C \text { for all } i \text { in } N z_{i} \& C \text { for all in } N\end{array}\right\}$
$\tilde{C}$ is contained in $\tilde{C} \tilde{C}_{n}\left(\mathbb{E}-D_{f}\right) U D_{f}$
For every $x$ in $\tilde{C}_{n}\left(E-D_{f}\right)$ we have

$$
\alpha \geqslant f\left(y_{i}\right) \longrightarrow f(x) \quad \text { as } i \rightarrow \infty
$$

and

$$
\alpha \leqslant f\left(z_{i}\right) \longrightarrow f(x) \quad \text { as } i \longrightarrow \infty
$$

so that

$$
f(x)=\alpha
$$

and this shows

$$
\tilde{c} \cap\left(E-D_{f}\right) \quad c\{x \mid f(x)=\alpha\}
$$

where the set on the R.H.S. is obviously equal to
$\bigcap_{l=1}^{\infty}\left\{x \left\lvert\, \alpha-\frac{1}{1}<f(x) \leqslant \alpha+\frac{1}{1}\right.\right\}$

By choice of $\alpha$ we get
$\mu\left(\bigcap_{l=1}^{\infty}\{\cdot\}\right)=\operatorname{limin}_{\underline{L}=\infty} \mathrm{f} \mu\left(\left\{x \left\lvert\, \alpha-\frac{1}{1}<f(x) \leqslant \alpha+\frac{1}{I}\right.\right\}\right)=$
$\lim _{l=\infty} \operatorname{in}_{f}\left[\varphi\left(f, \alpha+\frac{1}{1}\right)-\varphi\left(f, \alpha-\frac{1}{1}\right)\right]=0$
so that
$\mu(\tilde{C}) \leqslant \mu(\{x \mid f(x)=\alpha\}) \quad+\mu\left(D_{f}\right)=0$
and we can apply (ii)' to $C$ and obtain

$$
\lim _{n=\infty} \varphi_{n}(f ; \alpha)=\varphi(f ; \alpha)
$$

(iii) $\Rightarrow$ (i)

Choose a bounded continuous function $f$. In fact as $f$ is bounded we may even
assume $0 \leqslant f \leqslant M<\infty$.
As $D_{f}=\varnothing \quad, \mu\left(D_{f}\right)=0$ and $f$ satisfies the hypothesis of (iii).
The function $\varphi(f, \alpha)$ is monotonic and hence has at most a countable
number of jumps; let $I$ be the set of those points. For every positive
integer $r$ and every $j \leqslant m(r)$ choose an $a_{k j}$ not in $J$ such that
$0=a_{k 0}<a_{k 1}<a_{k 2}<\cdots<a_{k m(r)}=M$
and
$\max _{<j \leqslant m}\left(r \int_{k j}-a_{k j-1}\right) \downarrow 0$ as $r$ tends to $\infty$
we have


As all $a_{k j}$ are outside $J$ and $\mu\left(D_{f}\right)=0$ we can use (iii) and the last sum becomes $m(r)-1$
$\lim _{r=\infty} \lim _{n=\infty} \sum_{j=0} a_{k j}\left[\varphi_{n}\left(f, a_{k j+1}\right)-\varphi_{n}\left(f ; a_{k j}\right)\right]$
The positivity of all terms is ensured by the monotonicity of all $\varphi_{n}(f,$.$) and the sums themselves being monotonic increasing in r$ we can interchange the limits to obtain
(5) $\quad \lim _{n=\infty} \lim _{r=\infty} \sum_{j=0}^{m(r)-1} a_{k j}\left[\varphi_{n}\left(f, a_{k j+1}\right)-\varphi_{n}\left(f ; a_{k j}\right)\right]=\lim _{n=\infty} \mu_{n} f$

The equality (4) $=(5)$ is the statement (i).
Theorem 0
Let ${ }^{\text {B }}$ be a Borel set in a metric space E, consider the induced topology
on $B$, it is also metric with the same metric (restricted to $B$ ).
If $\mu$ and $\mu_{n}$ are probability measures on $E$, all fully supported by B such that $\mu_{n} \xrightarrow{\mathbf{W}} \mu$ on $E$, then $\mu_{n} \xrightarrow{w} \mu$ on $B$. Conversely if $\mu_{n} \xrightarrow{w} \mu$ on $B$ the measures extended to $E$ by setting $\mu_{n}(E-B)=0$ for all $n$ tend weakly to $\mu$ extended to $E$ in the same way. Proof:

A set $\mathrm{F}^{\prime} \mathrm{C}$ B is closed in the induced topology if and only if it is of the form $B \cap F$, where $F$ is a closed set in $E$.

We have

$$
\begin{aligned}
& \mu_{n}\left(F^{\prime}\right)=\mu_{n}(B \cap F)=\mu_{n}(F) \\
& \mu\left(F^{\prime}\right)=\mu(B \cap F)=\mu(F)
\end{aligned}
$$

By the lemma we have

$$
\limsup _{n=\infty} \mu_{n}\left(F^{\prime}\right) \leqslant \mu\left(F^{\prime}\right)
$$

Hence $\frac{1}{n=}$ imsup $\mu_{n}\left(F^{\prime}\right) \leqslant \mu\left(F^{\prime}\right)$ is true for all closed sets in the induced topology and by the lemma again this shows that $\mu_{n} f \longrightarrow \mu f$ as n tends too for all bounded continuous functions defined on B. The converse is obvious as any continuous function on $E$ restricted to $B$ is continuous there.
(b) A result which we shall need very often is the following theorem of Henry Scheffé in [II]. From now on we shall refer to it as Scheffé's theorem.

Schefféts theorem:
Let $\left(E, \varepsilon, \mu\right.$ ) be a measure triple. If $f_{n}(x), n$ in $N$ is a sequence of positive $\mathcal{E}$-measurable functions defined on E such that

$$
\lim _{n=\infty} f_{n}(x)=f(x) \quad \text { for } \mu-\text { almost all } x
$$

and

$$
\lim _{n=\infty} \int_{E} f_{n}(x) \mu(d x)=\int_{E} f(x) \mu(d x)<\infty
$$

then

$$
\begin{aligned}
\lim _{n=\infty} \int_{\frac{D}{D}}\left|f_{n}(x)-f(x)\right| \mu(d x)=0 & \text { uniformly for all sets } \\
-18 & \text { B in } \varepsilon
\end{aligned}
$$

1 The entrance boundary as defined by J. Neve ${ }^{u}$.
Contrarily to Neveu in [8] we restrict our study to the stochastic case (except in the last chapter) for the following reasons:
a) it is always possible to increase $A$ by an additional absorbing state $\delta$ and so obtain a stochastic matrix on $A \cup\{\delta\}$ (see e.g. C th. II 3.3.).
b) we want to compare the entrance boundaries as defined by Neveu and Doob in [5], but Doob works with stochastic matrices only, hence the procedure a) has already been used.

We begin by quoting two essential analytical results about entrances. Theorem 1 (Neveu's th. 2.1.1in [7]).

For every $i$ in $A, f_{i}(t)$ is continuous in $t$ on ( $0, \infty$ ), and tends to a limit $f_{i}(0)$, say, as $t$ tends to 0 . Morever the vector $f(0)$ satisfies

$$
f(0) P(t) \leqslant f(t) \text { for all } t>0
$$

For all $\lambda>0$, define $R_{i j}(\lambda)$ and $\hat{f}_{i}(\lambda)$ as the following Laplace transforms.
$R_{i j}(\lambda)=\int_{0}^{\infty} e^{-\lambda t} p_{i j}(t) d t \quad$ for all $i$ and $j$ in $A$
$\hat{f}_{i}(\lambda)=\int_{0}^{\infty} e^{-\lambda t} f_{i}(t) d t \quad$ for all $i$ in $A$
Th. 2 (Neveu's oroposition 1 in [8]).
The Laplace transforms $\hat{f}_{i}(\lambda)$ are such that

$$
\begin{equation*}
\|\hat{f}(\lambda)\|<\infty \quad \text { for all } \quad \lambda>0 \tag{6}
\end{equation*}
$$

(7) $\hat{f}(\lambda)-\hat{f}(\mu)=(\mu-\lambda) \hat{f}(\lambda) R(\mu)$ for all $\lambda$ and $\mu>0$
(8) $\hat{f}(\lambda) \geqslant e^{-\lambda s} \hat{f}(\lambda) P(s)$ for all $\lambda>0$ and all $s \geqslant 0$ Conversly $1^{\circ}$, any family of positive numbers $\hat{f}_{i}(\lambda)$, i in $A, \lambda>0$ such that (6) and (7) are true is the family of Laplace transforms. of a uniquely determined entrance relative to $P(t)$.

Conversly $2^{\circ}$ if $m(i)$, in in $A$, is sequence of positive numbers such that
(9) $\sum_{k \in A} m(k)<\infty$
(10)

$$
m(i) \geqslant e^{-\lambda_{s}} \sum_{k \in A} m(k) p_{k i}(s) \text { for one } \lambda \text { and all } s>0
$$

then there exists a uniquely determined entrance relative to $P(t)$, $f(t)$, say, such that
(11) $m(i)=\int_{0}^{\infty} e^{-\lambda t} f_{i}(t) d t \quad$ for all $i$ in $A$

If we consider the elements in the cone $F$ which satisfy the additional conditions:
(12) $\sum_{k \in A} f_{k}(s) \leqslant 1 \quad$ for one (or all) $s>0$
then every convex combination of such elements satisfies the same inequality (or inequalities), and hence those entrances form a convex set, $F_{1}$, say.
Let $M_{1}$ be the set of all positive measures on $A(i . e$. sequences of positive numbers indexed by A) such that

$$
\begin{equation*}
\sum_{k \in A} m(k) \leqslant 1 \tag{13}
\end{equation*}
$$

(14)

$$
e^{-s} \sum_{k \in A} m(k) p_{k i}(s) \leqslant m(i) \text { for all i in } A \text {, and all } s \geqslant 0
$$

We remark that $M_{1}$ is also a convex set. There is a one-to-one correspondence between $M_{1}$ and $F_{1}$.

Proof:
a) Obviously the relations $I$ (15) and (12) imply that $\hat{f}(1)$ is an element of $M_{1}$ for all elements of $F_{1}$. Furthermore if $f(t)$ and $g(t)$ are two elements of $F_{1}$ such that $\hat{f}(1)=\hat{g}(1)$ then the equation (7) gives

$$
\begin{aligned}
\hat{f}(\lambda) & =\hat{f}(1)+(1-\lambda) \hat{f}(1) R(\lambda) \\
& =\hat{g}(1)+(1-\lambda) \hat{g}(1) R(\lambda)=\hat{\mathrm{g}}(\lambda)
\end{aligned}
$$

or

$$
\hat{f}_{\dot{i}}(t)=\hat{E}_{\dot{i}}(\lambda) \quad \text { for all } \lambda>0 \text { and all } i \text { in } A
$$

But by th. 1 we know that $f_{j}(t)$ and $g_{j}(t)$ are both continuous on ( $0, \infty$ ), hence this last equality is enough to check that

$$
f_{i}(t)=g_{i}(t) \text { for all } i \text { in } A \text { and all } t>0
$$

b) Conversiy if $\{m(i)$, $i$ in $A\}$ is in $M_{1}$, by th. 2 , there exists an entrance $f(t)$ in $F$ such that (11) holds for $\lambda=1$. Since $P(t)$
is stochastic we have for $t>0$ :

$$
\begin{aligned}
& \sum_{i \in A} f_{i}(t)=\sum_{i \in A} f_{i}(t)\left[\sum_{k \in A} \int_{0}^{\infty} e^{-s} p_{i k}(s) d s\right] \\
& =\int_{0}^{\infty} \sum_{i \in A} \sum_{k \in A} f_{i}(t) p_{i k}(s) e^{-s} d s \\
& \therefore \int_{0}^{\infty} \sum_{k \in A} f_{k}(t+s) e^{-s} d s=\int_{0} \sum_{k \in A} \sum_{j \in A} f_{j}(s) p_{j k}(t) e^{-s} d s \\
& =\sum_{j \in A} \int_{0}^{\infty} f_{j}(s) e^{-s} d s\left[\sum_{k \in A} p_{j k}(t)\right]=\sum_{j \in A} m(j) \leqslant 1
\end{aligned}
$$

and hence $f(t)$ is indeed in $F_{1}$.
Now if $m_{1}(i)$ and $m_{2}(i)$, $i$ in $A$ are both in $H_{1}$ and such that

$$
f_{i}^{1}(s)=f_{i}^{2}(s) \quad \text { for all } i \text { in } A \text { and all } s>0
$$

then

$$
m_{1}(i)=\int_{0}^{\infty} e^{-s_{f_{i}^{1}}(s) d s=\int_{0}^{\infty} e^{-s_{f_{i}}^{2}}(s) d s=m_{2}(i), ~(s)}
$$

We consider the single convergence topology on $M_{1}$ and denote it by $T$. If $\mathrm{m}^{\mathrm{n}}$ and m are in $M_{1}, \mathrm{~m}^{\mathrm{n}} \rightarrow \mathrm{m}$ in $T$ as $n$ tends to $\infty$, if and only $m^{n}(i) \rightarrow m(i)$ as $n$ tends to $\infty$ for all $i$ in $A$. If $\beta_{i}$, $i$ in $A$, is a sequence of strictly positive numbers such that their sim over all $i$ in $A$ is finite, then the topology $T$ is metrisable by setting for all $m$ and $m^{\prime}$ in $M_{1}$ :

$$
d\left(m ; m^{\prime}\right)=\sum_{i \in A} \beta_{i}\left|m(i)-m^{\prime}(i)\right|
$$

A metric space is compact if and only if every sequence of elements has a convergent subse quence.
Let $\left\{m^{n}(i)\right.$, $i$ in $\left.A\right\}$ be in $M_{1}$, for all $n$ in $N$, then $m^{n}(i)$ is in $[0,1]$ for all $i$ in $A$ and all $n$ in $N$; hence by the diagonal procedure we may extract a subsequence $n_{r}$ such that $m^{n r}(i)$ tends to $m(i)$ a point of $[0,1]$ as $n_{r}$ tends to $\infty$ for every $i$ in $A$.

The inequalities

$$
e^{-s} \sum_{k \in A} m^{n r}(k) p_{k i}(s) \leqslant m^{n r}(i)
$$

for all $s>0$, all $i$ in $A$ and all $n_{r}$ and

$$
\sum_{k \in A} m^{n r}(k) \leqslant 1 \quad \text { for all } n_{r}
$$

yield by Fatou's lemma

$$
e^{-s} \sum_{k \in A} m(k) p_{k i}(s) \leqslant m(i)
$$

for all $s>0$ and all $i$ in $A$ and

$$
\sum_{k \in A} m(k) \leqslant 1
$$

Thus the measure $\{m(i)$, $i$ in $A\}$ lies in $M_{1}$, and we have $m^{n r}$ converges to n in $\dot{\mathrm{T}}$ as $\mathrm{n}_{\mathrm{r}}$ tends to $\infty$. This establishes that ( $M_{1}, T$ ) is a convex set, which is a compact space for the metrisable topology of the simple convergence.

Th 3.
For every $k$ in $A$, the measure $\left\{R_{k i}(1), i\right.$ in $\left.A\right\}$ is an extremal point of $M_{1}$.
Proof: First notice that I.(6); I. (7) and I.(8) ensure that $\left\{R_{k i}(1), i\right.$ in $\left.A\right\}$ is a point of $M_{1}$. Now assume

$$
R_{k i}(1)=\alpha m(i)+(1-\alpha) l(i) \quad \text { for all } i \text { in } A
$$

where $m$ and $l$ are in $M_{1}$, and $0<\alpha<1$.

By th. 2 there exist two entrances $g(s)$ and $h(s)$ such that for all i in A

$$
\begin{aligned}
& m(i)=\int_{i}^{\infty} e^{-s} g_{i}(s) d s=\hat{g}_{i}(1) \\
& I(i)=\int_{0}^{0} e^{-s h_{i}(s) d s=\hat{h}_{i}(1)}
\end{aligned}
$$

In fact their Laplace transforms exist for all $\lambda>0$ and satisfy for all in in .

$$
\begin{aligned}
& (\lambda-1) \sum_{j \in A} \hat{g}_{j}(1) R_{j i}(\lambda)=\hat{g}_{i}(1)-\hat{g}_{i}(\lambda) \\
& (\lambda-1) \sum_{j \in A} \hat{h}_{j}(1) R_{j i}(\lambda)=\hat{h}_{i}(1)-\hat{h}_{i}(\lambda)
\end{aligned}
$$

which in turn imply for all in in

$$
\begin{aligned}
& R_{k i}(1)-R_{k i}(\lambda)=(\lambda+1) \sum_{j \in A} R_{k j}(1) R_{j i}(\lambda)= \\
& (\lambda-1) \sum_{j A}\left[\alpha \hat{g}_{j}(1)+(1-\alpha) \hat{h}_{j}(1)\right] R_{j i}(\lambda)= \\
& \alpha \hat{g}_{i}(1)-\alpha \hat{g}_{i}(\lambda)+(1-\alpha) \hat{h}_{i}(1)-(1-\alpha) \hat{h}_{i}(\lambda)
\end{aligned}
$$

Hence $R_{k i}(\lambda)=\alpha \hat{g}_{i}(\lambda)+(1-\alpha) \hat{h}_{i}(\lambda)$ holds for all $\lambda>0$ and all i in $A$, and from this we deduce the following equality
(15) $\quad p_{k i}(t)=\alpha g_{i}(t)+(1-\alpha) h_{i}(t)$ for all $t>0$ and all $i$ in $A$. Now use th 1 to define $g^{\prime}(t)$ and $h^{\prime}(t)$ by

$$
\begin{aligned}
& g^{\prime}(t)=g(t)-g(0) P(t) \geqslant 0 \\
& h^{\prime}(t)=h(t)-h(0) P(t) \geqslant 0
\end{aligned}
$$


As $g(t)$ and $h(t)$ are both in $F_{1}$ we get $g_{i}(0) \leqslant 1$ and $h_{i}(0) \leqslant 1$ for all $i$ in A. But if we let $t$ decrease to 0 in (15) we get for all $i$ in $A$

$$
\delta_{k i}=\alpha g_{i}(0)+(1-\alpha) h_{i}(0)
$$

And the two last facts imply

$$
\delta_{k i}=g_{i}(0)=h_{i}(0) \quad \text { for all } i \text { in } A
$$

so that(15) can be rewritten as

$$
\begin{array}{r}
p_{k i}(t)=p_{k i}(t)+\alpha g_{i}^{\prime}(t)+(1-\alpha) h_{i}^{\prime}(t) \text { for all } t>0 \\
\text { and all i in } A .
\end{array}
$$

As $g^{\prime}(t)$ and $h^{\prime}(t)$ are both positive the last equation is possible only if

$$
\begin{aligned}
& g_{i}^{\prime}(t)=h_{i}^{\prime}(t)=0 \text { for all } t>0 \text { and all } i \text { in A which implies } \\
& m(i)=l(i)=\int_{0}^{\infty} e^{-s} p_{k i}(s) d s \quad \text { for all i in } A
\end{aligned}
$$

i.e. $\left\{R_{k i}(1), i\right.$ in $\left.{ }^{o}\right\}$ is extremal in the convex set $M_{1}$. Naturally with every $k$ in $A$ we associate the element $\sum_{i} R_{k i}(1)$, $i$ in $A\}$ of $M_{1}$ and we gay write $A \subset M_{1}$. Define $A_{e}$ as the set of all the extreme points of $\mathrm{H}_{1}$ different from those of A and not equal to the trivial measure 0 .

## Definition:

The set $A+A_{e}$ (contained in $M_{1}$ ) with the topology induced by $T$ is called the Nevel entrance boundacy for $P(t)$ and will be denoted by $(A+A, T)$.

By th. 2 we know that with any $x$ in $M_{1}$ is associated a uniquely determined entrance relative to $P(t)$. This entrance will be denoted by $p_{x i}(t)$, in $A, t>0$ and its Laplace transforms by $R_{x i}(\lambda)$, i in $A, \lambda>0$. For every $y$ in $A_{e}$ the corresponding entrance is such that

$$
\sum_{i \in A^{\circ}} \int^{\infty} e^{-s} p_{y i}(s) d s=1
$$

If this were not true, i.e. if this sum were equal to $c<1$, then (1-c) $0+c \int_{0}^{\infty} e^{-s} \frac{1}{c} p_{y i}(s) d s \quad$ for all $i$ in $A$
would be a nontrivial convex decomposition of $y$ in $M_{1}$, and $y$ would not be extrema in $M_{1}$. As we know that $p_{y j}(t)$, i in $A$, $t>0$ is indeed in $F_{1}$, we can conclude $p_{y i}(t)=1$ for all $t>0$ $i \in A$

Th. 4.
$A$ is dense in $A_{e}$ in the topology $T$.
Proof: Pick an element $\left\{f_{i}(1)\right.$, in $\left.A\right\}$ of $M_{1}$. The following relations are know
(17) $\hat{\mathbf{f}}(1) \geqslant \lambda \hat{f}(1) R(\lambda+1)$ for all $\lambda>0$
(18) $\lim _{\lambda=\infty}\|(\lambda+1) \hat{f}(1) R(\lambda+1)-\hat{f}(1)\|=0$
(19) $|\lambda \hat{\mathbf{f}}(\lambda)|=c\left(\leqslant 1\right.$ as we are in $\left.M_{1}\right)$ for all $\lambda>0$
(20) Let $\hat{f}(1) D(\lambda)=\lambda(\hat{f}(1)-\lambda \hat{f}(1) R(\lambda+1)) \geqslant 0$
(21) $[\hat{f}(1) D(\lambda)] R(1)=\lambda[\hat{f}(1) R(1)-\lambda \hat{f}(1) R(\lambda+1)]]=$
(22) $\hat{f}(1)-\hat{f}(\lambda+1)=$
(23) $\lambda \hat{f}(1) R(\lambda+1)$

By the resolvent equation, (22) is increasing as $\lambda$ increases to $\infty$; so if we use (18), the equation (21) $=(23)$ for all $\lambda$ yields
(24) $\lim _{\lambda=\infty} \uparrow[\hat{f}(1) D(\lambda)] R(1)=\hat{\mathbf{f}}(1)$

Define $A^{*}$ as the set of measures on $A$ which are limits of the measures generated by $A$, i.e. $x=\{m(i), i$ in $A\}$ is in $A^{*}$ if and only if there exists a sequence $i_{n}$ of points in $A$ such that
(25) $m(i)=R_{x i}(1)=\lim _{n=\infty} R_{i_{n}}(1)$ for all $i$ in $A$

If the topology on $A^{*}$ is the simple convergence one (see definintion of ( $M_{1}, T$ ) p. 21 then for reasons similar to those used for $M_{1}$, $A^{*}$ is a compact metric space.
(20) is $\sum_{k \in A}[\hat{f}(1) D(\lambda)]_{k} R_{k i}(1)$ for all $i$ in $A$
and hence $\hat{f}(1) D(\lambda)$ may be considered as a measure, $g(\lambda ; d x)$ say, on the Borel sets of $A^{*}$, which is fully supported by A.
(24) now becomes
(26) $\hat{f}_{i}(1)=\lim _{\lambda=\infty} \int_{A^{*}} g(\lambda ; d x) R_{x i}(1)$ for all $i$ in $A$
where

$$
g\left(\lambda ; A^{*}\right)=\|\lambda f(\lambda+1)\| \leqslant 1 \text { for all } \lambda>0
$$

by (19).
The set of all measures of total mass $\leqslant 1$ on a compact set being itself compact, we may extract a sequence $\lambda_{m}$ increasing to $\infty$ such that $g\left(\lambda_{m} ; d x\right) \rightarrow \nu(d x)$, a measure on $A^{*}$. By the very definition of $A^{*}, R_{x i}$ (1) is continuous from $A^{*}$ into $R$; hence (26) gives (27) $\hat{f}_{i}(1)=\int_{A^{*}} \nu(d x) R_{x i}(1)$ for all $i$ in $A$

If $\hat{f}(1)$ is extremal in $M_{1}$, we have $\|\hat{f}(1)\|=1$, so the corresponding measure $\mathcal{V}$ (.) must be of total mass equal to 1 , and indeed fully supported by the points in $A^{*}$ such that

$$
\sum_{i \in A} R_{x i}(1)=1
$$

As $\mathcal{V}$ (.) is not identically zero, there exists an $x_{0}$ in $A^{*}$ such that any neighbourhood $V x_{0}$ of $x_{0}$ is of strictly positive $\nu$ measure, We may write $\hat{f}_{i}(1)=\int_{V x_{0}} \nu(d x) R_{x i}(1)+\int_{A^{*}-V x_{0}} \nu(d x) R_{x i}(1)$

Now if $\nu\left(V x_{0}\right)<1$, we get
$\hat{f_{i}}(1)=\nu\left(V x_{0}\right) \int_{V x_{0}} \frac{\nu(d x)}{\nu\left(V x_{0}\right)} R_{x i}(1)+\left(1-\nu\left(V x_{0}\right)\right) \int_{1} \frac{\nu(d x)}{1-\nu\left(V x_{0}\right)} R$
and the extremality of $\hat{f}(1)$ implies $\hat{f}_{i}(1)=\int_{V x_{0}}^{A^{*}-V_{x_{0}}} \frac{\nu(d x)}{\nu\left(V x_{0}\right)} R_{x i}(1)$

Choosing as neighbourhoods $V x_{0}$ a sequence of open spheres centred in $x_{0}$ and ahose radii decrease to 0 , the continuity of $R_{x i}(1)$ ensures that

$$
\hat{f}_{i}(1)=R_{x_{0}} i(1) \text { for all } i \text { in } A
$$

Now we turn back to the definition of $A^{*}$ to obtain a sequence
$i_{n}$ in A for which (25) holds, and we get
(28) $\hat{f}_{i}(1)=R_{x_{0} i}(1)=\lim _{n=\infty} R i_{n} i$ (1) for all $i$ in $A$

This completes the proof of the density of $A$ in $A_{e}$ for the topology T. For a fixed $y$ in $A+A e$ and every $\dagger>0$ the entrance $p_{y i}(t)$ generates a measure on the Borel sets of ( $M_{1}, T$ ) in the following way. For every Borel set $B$ define $p_{y B}(t)$ by
(29) $p_{y B}(t)=\sum_{i \in A n B} p_{y i}(t)$

In fact as this measure is fully supported by A we may also consider it as a measure on the Borel sets of ( $A+A_{e} ; T$ ).

Th. 5.
These measures satisfy two interesting properties:
(i) the strong Feller property i.e. for any bounded measurable function $f$ defined on ( $A+A, T$ ), with values in $R$, we have

$$
\sum_{i \in A} p_{y i}(t) f(i) \quad \text { is a continuous function from }
$$

( $A+A_{e}, T$ ) into $R$, for every fixed $t>0$.
(ii) the stochastic continuity property
i.e. for every bounded continuous function $f$ defined on
( $A+A_{e}, T$ ) with values in $R$, we have
$\lim _{\underline{Z}=0} \sum p_{y i}(t) f(i)=f(y)$ for all $y$ in $A^{+} A_{e}$. $i \in A$
lemma (which is the proposition 2 of Neveu in [8]).
If m and $\mathrm{m}^{\mathrm{n}}$, n in N , are elements of $\mathrm{H}_{1}$ such that
(30)

$$
\sum_{i \in A}\left|m^{n}(i)-m(i)\right| \rightarrow 0 \quad \text { as } n \rightarrow \infty
$$

then their corresponding entrances $f(t)$ and $f^{n}(t), t>0$ are such that

$$
\begin{equation*}
\lim _{n=\infty} f_{i}^{n}(t)=f_{i}(t) \text { for all } i \text { in } A \text { and for all } t>0 \tag{31}
\end{equation*}
$$

Moreover the convergence is uniform on $[a, \infty]$ for all $a>0$.
Proof, (which is reproduced here from p.326-7 of [8]).
For any entrance $f(t)$ and any $i$ in $A$ we have for $0<u<v<\infty$

$$
\begin{aligned}
& \int_{u}^{v} e^{-t} f_{i}(t) d t=\int_{u}^{\infty} e^{-t} f_{f_{i}}(t) d t-\int_{v}^{\infty} e^{-t} f_{i}(t) d t= \\
& \int_{0}^{\infty} e^{-t} e^{-u} f_{f_{i}}(t+u) d t-\int_{0}^{\infty} e^{-t} e^{-v} f_{f_{i}}(t+v) d t= \\
& \sum_{k \in A} e^{-u} p_{p_{k i}}(u) \int_{0}^{\infty} e^{-t} f_{f_{k}}(t) d t-\sum_{k \in A} e^{-v} v_{p_{k i}}(v) \int_{0}^{\infty} e^{-t} f_{k}(t) d t
\end{aligned}
$$

Hence

$$
\begin{aligned}
& \left|\int_{u}^{v} e^{-t_{f} n_{i}(t) d t}-\int_{u}^{v} e^{-t} f_{f i}(t) d t\right|= \\
& \sum_{k \in A}\left[\hat{f}_{k}^{n}(1)-\widehat{f}_{k}(1)\right] e^{-u} p_{k i}(u)- \\
& -\sum_{k \in A}\left[\hat{f}_{k}^{n}(1)-\widehat{f}_{k}(1)\right] e^{-v_{p_{k i}}(v)}
\end{aligned}
$$

As $e^{-s} p_{k i}(s) \quad 1$ for all $s>0$, all $k$ and all $i$ in $A$ the last term is bounded by

$$
2 \sum_{k \in A}\left|m^{n}(k)-m(k)\right|
$$

so that if we use (30) we get for all in $A$

$$
\begin{equation*}
\lim _{n=\infty} \int_{u}^{v} e^{-t} f_{i}^{n}(t) d t=\int_{u}^{v} e^{-t} f_{i}(t) d t \tag{32}
\end{equation*}
$$

By I (15) we have for all $n$ in $N$, all $i$ in $A$, and all $0<u<t \infty$

$$
f_{i}^{n}(u) p_{i i}(t-u) \leqslant f_{i}^{n}(t)
$$

Hence

If $n$ tends to $\infty$ in this last inequality, (32) gives

$$
e^{-u} \limsup _{n=\infty}^{f_{i}^{n}}(u) \int_{0}^{v-u} e^{-s} p_{i i}(s) d s \leqslant \int_{u}^{v} e^{-t_{f_{i}}(t) d t}
$$

Next divide both sides by $(v-u)$ and let $v$ decrease to $u$, as $f_{i}(t)$ is continuous we obtain
(33)

$$
\limsup _{n=\infty}^{n} f_{i}^{n}(u) \leqslant f_{i}(u)
$$

By using $I$ (15) again we have for all $n$ in $N$, all $i$ in $A$, and all $0<t<v$

$$
f_{i}^{n}(t) \leqslant f_{i}^{n}(v)\left[p_{i i}(v-t)\right]^{-1}
$$

and hence

$$
\begin{gathered}
\int_{u}^{v} e^{-t} f_{i}^{n}(t) d t \leqslant \int_{u}^{v} e^{-t} f_{i}^{n}(v)\left[p_{i i}(v-t)\right]^{-1} d t \\
e^{-u_{f_{i}}^{n}(v)}\left[\inf p_{i i}(s)\right]^{-1}(v-u) \\
0<s \leqslant l-v-u
\end{gathered}
$$

If $n$ tends to $\infty$ in this inequality, (32) then gives
$\frac{1}{v-u} \int_{u}^{v} e^{-t} f_{i}(t) d t \leqslant e^{-u} \underset{n=\infty}{\liminf ^{\prime}} f_{i}^{n}(v) \underset{0<s \leqslant v-u}{\left[\inf p_{i i}(s)\right]^{-1}}$
The continuity of $f_{i}(t)$ ensures that when $u$ increase to $v$ this inequality becomes
(34) $\quad f_{i}(v) \leqslant \liminf _{n=\infty} f_{i}^{n}(v)$

Since (33) and (34) hold for every strictly positive number and all
i in A they are equivalent to (31).
As $P(t)$ is stochastic, (30) yields for all $t>0$

$$
\sum_{k \in A} f_{k}(t)=\sum_{k \in A} m(k)=\lim _{n=\infty} \sum_{k} m^{n}(k)=\lim _{n=\infty} \sum_{k \in A} f_{k}^{n}(t)
$$

This fact used in conjuction with (31) is enough to yield by the Scheffé's theorem
(35) $\quad \lim _{n=\infty} \sum_{k \in A}\left|f_{k}^{n}(t)-f_{k}(t)\right|=0$ for all $t>0$

If $t>0$ and $s>0$ we have for all $i$ in $A$
$\left|f_{i}^{n}(t+s)-f_{i}(t+s)\right|=$
$\left|\sum_{k \in A} f_{k}^{n}(t) p_{k i}(s)-\sum_{k \in A} f_{k}(t) p_{k i}(s)\right| \leqslant$
$\sum_{k \in A}\left|f_{k}^{n}(t)-f_{k}(t)\right|$
This inequality and (35) prove that the convergence in (31) is uniform on $[t, \infty]$, for every $t>0$, and the lemma is then established.

## Proof of th. 5 (i)

Suppose $y$ converges to $y_{o}$ in ( $A+A_{e}, T$ ), i.e.

$$
y=y_{o}^{\lim } \operatorname{Ryi}(1)=R y_{o} i(1) \quad \text { for all } i \text { in } A
$$

The additional condition (true on $A+A_{e}$ )

$$
\sum_{i \in A} R_{y i}(1)=1=\sum_{i \in A} R_{y_{o} i}(1)
$$

is then enough to give by the Scheffé's theorem
$\lim _{y=y_{0}} \sum_{i \in A}\left|R_{y i}(1)-R_{y_{0} i}(1)\right|=0$
Hençe the le applies and it yields
$\lim _{y=y_{0}} \quad p_{y i}(t)=p_{y_{0} i}(t) \quad$ for all $i$ in $A$ and all $t>0$
But (16) holds for all points of $A+A_{e}$ so that if $f$ is a bounded measurable function defined on $A+A_{e}$, the relation (36) and the Scheffé's theorem imply for any fixed $t>0$.
$y=\lim _{0} \sum_{i \in A} p_{y i}(t) f(i)=\sum_{i \in A} p_{y_{0} i} f(i)$
i.e. (i) is true.

Proof of th 5(ii) (reproduced here from p. 328.9 of Neven [8]).
Fix i in $A$ and consider the function defined for all x in $\mathrm{M}_{1}$, as the value of the measure $x$ on the Borel set $\{i\}, x(i)=R_{x i}(1)$.
The function $R_{x i}(1)$ is continuous from ( $M_{q}, T$ ) into $[0,1]$ by the very definition of the single convergence topology.
Pick $y$ in $A+A_{e}$, then as $M_{1}$ is compact the measures $p_{y}$. $(t)$ which satisfy $p_{y M_{1}}^{(t)}=p_{y A}(t)=1 \quad$ for all $t>0$, have at least one weak limit for a suitable sequence $t_{n}, n$ in $N$, decreasing to 0 . Let such a weak limit be $\mu()$; it has the property that $\mu\left(M_{1}\right) \leqslant 1$.
By definition, $\mu$ is such that in particular
$\lim _{n=\infty} \int_{M_{1}} p_{y d x}\left(t_{n}\right) R_{x i}(1)=\int_{M_{1}} \mu(d x) R_{x i}(1)$
But $\sum_{k \in A} p_{y k}\left(t_{n}\right) R_{k i}(1)=\sum_{k \in A}^{1} p_{y k}\left(t_{n}\right) \int_{0}^{\infty} e^{-s} p_{k i}(s) d s$
$=\int_{0}^{\infty} e^{-s} \sum_{k \in A} p_{y k}\left(t_{n}\right) p_{k i}(s) d s$
$=\int_{0}^{\infty} e^{-s} \sum_{k \in A} p_{y k}(s) p_{k i}\left(t_{n}\right) d s$
$=\sum_{k \in A} R_{y k}(1) p_{k i}\left(t_{n}\right)$
and the last term tends to $R_{y i}(1)$ as $t_{n}$ decreases to 0 . Hence we get
(37) $\int_{\mu}(d x) R_{x i}(1)=R_{y i}(1) \quad$ for all $i$ in $A$

By an argument similar to the one used to show the density of $A$ in $A_{e}$, (37) and the extremality of $y$ in $M_{1}$, imply that $\mu()=\varepsilon_{y}()$. As (37) is true for any sequence $\left\{t_{n}\right\}, \varepsilon_{y}()$ is in fact the weak limit of $\mathrm{p}_{\mathrm{y}}(\mathrm{t})$ as t tends to 0 .
By a theorem of Choquet (see e.g. M XI 24) we know that $0+A+A_{e}$ is a $G_{\delta}-$ set in $\left(M_{1}, T\right)$. Since $A_{i} A_{e}=\left(M_{1}-\{0\}\right) n\left(0+A+A_{e}\right)$ it is also a $G_{\delta}$ - set and a Borel set of $M_{1}$.

As $\varepsilon_{y}()$ and $p_{y}(t)$ are all fully supported by $A t A_{e}$, th $O$ yields

$$
\lim _{t=0} \sum_{k \in A} p_{y k}(t) f(k)=f(y)
$$

for every bounded continuous function defined on $\left(A+A_{e}, T\right)$, i.e. (ii) is true.

Another remarkable consequence of the lemma is the following. The function $p_{y i}(t)$ is not only continuous from ( $A+A_{e}, T$ ) into $[0,1]$ for a fixed $t>0$ and a fixed $i$ in $A$ as established in (36), but is in fact continuous from ( $A+A_{e} x(0, \infty)$; Tx (euclidean topology)) into $[0,1]$ for every fixed $i$ in $A$. This is readily concluded from the uniform convergence on any $[a, \infty), a>0$.

We now establish a useful property on the neighbourhoods of $y$ in ( $A+A, T$ ). If $V$ is a neighbourhood of $y$, then for every $\varepsilon>0$, there exists a $t_{E}>0$ such that


Proof:
By the lemma of paragraph $O$ we know that if E is a metric space, the probability measures on its Borel sets $\mu_{t}$ converge weakly to the probability measure $\mu_{0}$ as $t$ tends to 0 if and only if

$$
\text { limsup } \mu_{t}(F) \leqslant \mu_{0}(F) \quad \text { for all closed sets } F
$$

By complementation it yields

$$
\liminf _{t=0} \mu_{t}(G) \geqslant \mu_{0}(g) \quad \text { for all open sets } G
$$

Now the statement (ii) in th 5 is $p_{y}(t) \xrightarrow{w} \varepsilon_{y}($.$) on A^{+} A$ as $t$ tends to 0 . As every neighbourhood $V$ of $y$ must contain an open set containing $y, G(y)$ say, we get

$$
\liminf _{t=0} p_{y V}(t) \geqslant \liminf _{t=0} p_{y G(y)}(t) \geqslant \varepsilon_{y}(G(y))=1
$$

and this implies (38).

Another result which will be used later is the following theorem

## Theorem 6

If $y$ is in $M_{1}-\left(A+A_{e}\right)$, then the measure $p_{y}$ ( $t$ ) does not tend weakly to $\varepsilon_{y( }($.$) as t$ tends to 0 on the set $M_{1}$.

Proof: The case of $y=0$ in $M$ is obvious and hence we assume 1 $y \neq 0$ in the following.

By M XI 25 and M XI 29 we know that for all $y$ not in $A+A_{e}$, there exists a uniquely defined measure $\nu($.$) on A+A_{e}$ such that

$$
\nu\left(0+A+A_{e}\right)=1
$$

and

$$
R_{y i}(1)=\int_{A+A_{e}} \nu(d x) R_{x i}(1) \text { for all i in } A
$$

Equivalently by the Fubini's theorem
(39)

$$
p_{y i}(t)=\int_{A+A_{e}} \nu(d x) p_{x i}(t) \text { for all in } A \text { and all } t>0
$$

As $y($.$) is fully supported by the extreme points of M_{1}$, we can find a point $z$ in $A+A_{e}$ such that all its neighbourhoods are of strictly positive $\mathcal{V}$ - measure. By choice of $y, y$ is different of $z$, and so a suitable $\zeta>0$ may be found such that the closed sphere centred in $z$ with radius $\mathcal{E}, \bar{B}(z, \mathcal{E})$ say, does not contain $y$. If we let

$$
f(x)=\frac{d(x ; \bar{B}(z, \varepsilon))}{d(x ; y)+d(y ; \bar{B}(z, \varepsilon)} \quad \text { for all } x \text { in } M_{1}
$$

then $f$ is a continuous function defined on $M_{1}$ which satisfies

$$
\begin{array}{ll}
f(y)=1 \\
0 \leqslant f(x) \leqslant 1 & \text { for all } x \text { in } M_{1} \\
f(x)=0 & \text { for all } x \text { in } \bar{B}(z, \varepsilon)
\end{array}
$$

Now by (39) and positivity we have
$\sum_{k \in A} p_{y k}(t) f(k)=\sum_{k \in A} \int_{A^{+} A_{e}} v(d x) p_{x k}(t) f(k)=$
(40)

$$
=\int_{A+A_{e}} y(d v) \sum_{k \in A} f_{y K}(t) \pm(k)
$$

The sums in (40) are bounded by 1 for all xin $A+A$, and they converge to $f(x)$ as $t$ tends to 0 by th $5(i i)$ and th 0 . Hence we can use the Lebasgue's dominated convergence theorem to get

$$
\begin{aligned}
& \lim _{t=0} \sum_{k \in A} p_{y k}(t) f(k)=\int_{A+A} v(d x) f(x) \\
& 1-\nu(\bar{B}(z ; \varepsilon)<1=f(y)
\end{aligned}
$$

and this proves th 6 .
2. The entrance boundary as defined by J.L. Doobo

Mith every $k$ in A associate the following countable set of non-negative numbers
(41) $k \rightarrow\left\{\lambda R_{k i}(\lambda)\right.$, in $A, \lambda$ in $\left.Q_{+}\right\}$
where $Q_{+}=Q_{n}(0, \infty)$
(41) is a vector of the countable product space
$C=[0,1] \times[0,1] \times[0,1] x$. , where the unit interval is taken A $\times Q_{+}$times. If we consider on $C$ the simple convergence topology (again denoted by $T$ ) then $C$ is a compact metrisable space (as $\mathrm{l}_{1}$ was) As $p_{k i}(t)$ is continuous on $[0, \infty)$ for fixed $k$ and $i$ in $A$, its Laplace transform is also continuous on $(0, \infty)$ and the values $\lambda R_{k i}(\lambda)$ for all $\lambda$ in $Q_{+}$are enough to determine $\lambda R_{k i}(\lambda)$ for all $\lambda$ in $R_{+}$. Hence if two points $k_{1}$ and $k_{2}$ of $A$ are such that their corresponding vectors in $C$ are identical, then the values $R_{k i}(\lambda)$ and $R_{k 2 j}(\lambda)$ are also equal for all $\lambda$ in $R_{+}$and all $i$ in $A$; but this yields

$$
p_{k i}(t)=p_{k_{2}} i(t) \text { for all } t>0 \text { and all } i \text { in } A
$$

which in turn implies $k_{1}=k_{2}$.
Hence $A$ may be considered as a subset of $C$.
Let $K$ be the set of all the points $\}=\left\{\zeta_{i}(\lambda)\right.$, $i$ in $A, \lambda$ in $\left.Q_{+}\right\}$in $C$ such that there exists a sequence of points $i_{n}$, in $A$ for which
(42) $3_{i}(\lambda)=\lim _{n=\infty} \lambda R_{i_{n}} i(\lambda)$ for all $\lambda$ in $\theta_{+}$and all $i$ in $A$ By this very definition $K$ is a closed set in $C$ and therefore is a compact metric space for the induced topology. Define $K_{0}$ as those elements in $K$ for which there exists one $\lambda$ in $Q_{+}$such that

$$
\left.(43) \sum_{i \in A}\right\}_{i}(\lambda)=1
$$

This property does not in fact depend on a participlar $\lambda$.

By (42) we have if $\mu$ is in $Q_{+}$
(44) $\frac{1}{\lambda} \mathcal{Z}_{i}(\lambda)=\lim _{n=\infty} \operatorname{Ri}_{n}(\lambda)$ for all $i$ in $A$ and $\left.\frac{1}{\mu}\right\}_{i}(\mu)=\lim _{n=\infty} R i_{n} i(\mu) \quad$ for all $i$ in $A$
As all in are in $A$ we have for all $i$ in $A$

$$
R i_{n} i(\lambda)-R i_{n} i(\mu)=(\mu-\lambda) \sum_{k \in A} \operatorname{Ri}_{n} k(\lambda) R_{k i}(\mu)
$$

and by (43)
(45) $\lim _{n=\infty} \sum_{k \in A} R_{j_{n} k}(\lambda)=\frac{1}{\lambda}=\sum_{k \in A} \frac{\zeta_{k}(\lambda)}{\lambda}$

If we take the limits as n tends to $\infty$ on both sides of the resolvent equation, (44), (45) and the Scheffé's theorem allow an interchange between sum and limit so that we get

$$
\begin{equation*}
\left.\frac{1}{\lambda} \zeta_{i}(\lambda)=\frac{1}{\mu}\right\}_{i} .(\mu)=(\mu-\lambda) \sum_{k \in A} \frac{\zeta_{k}(\lambda)}{\lambda} R_{k i}(\mu) \tag{46}
\end{equation*}
$$

for all $\mu$ in $Q_{+}$and all $i$ in $A$.
If we sum this last relation over all in in we find

$$
\frac{1}{\lambda} \sum_{i \in A} \zeta_{i}(\lambda)-\frac{1}{\mu} \sum_{i \in A} \xi_{i}(\mu)=(\mu-\lambda) \sum_{k \in A} \frac{\xi_{k}(\lambda)}{\lambda} \sum_{i \in A} R_{k i}(\mu)
$$

Since $P(t)$ is stochastic and using (43) we get

$$
\frac{1}{\lambda}-\frac{1}{\mu} \sum_{i \in A} ?_{i}(\mu)=(\mu-\lambda) \frac{1}{\lambda} \frac{1}{\mu}=\frac{1}{\lambda}=\frac{1}{\mu}
$$

ie
(47) $\sum_{i \in A} \xi_{i}(\mu)=1$ for all $\mu$ in $Q_{+}$

From (42), (47) and the Scheffe's theorem we can deduce that (46) holds for all $\lambda$ in $Q_{+}$and all, $\mu$ in $Q_{\alpha}$.

As usual (42) for $\lambda=1$ and Fatou's lemma give

$$
\sum \xi_{k(1)} e^{-s} p_{k i}(s) \leqslant \zeta_{i}(1) \quad \text { for all } s>0 \text { and all } i \text { in } A
$$ $k i \in A$

Furthermore if $\xi$ is in $K_{0}(47)$ holds for $\lambda=1$ in particular ; the measure on A defined by $\left\{\xi_{i}(1)\right.$, i in $\left.A\right\}$ is then an element of $M_{1}$. Hence by th. 2 there exists an entrance relative to $P(t)$, $p_{\xi_{i}}(t), i$ in $A, t>0$ and its corresponding Laplace transforms $R_{j} i()$, i in $A, \mu$ in $R_{+}$, say, such that

$$
\xi_{i}(1)=\int_{0}^{\infty} e^{-t} p_{\xi i}(t) d t \quad \text { for all } i \text { in } A
$$

and by stochasticity and (47)

$$
\text { (48) } \left.\mu \sum_{i \in A} R\right\} i(\mu)=1 \quad \text { for all } \mu \text { in } R_{+}
$$

We have for all $i$ in $A$ and all $\mu$ in $R_{+}$

$$
R_{\zeta} i(1)-R_{\zeta} i(\mu)=(\mu-1) \sum_{k \in A} R_{\zeta} k(1) \operatorname{Rki}(\mu)
$$

or

$$
\}_{i}(1)-R_{\}} i(\mu)=(\mu-1) \sum_{k \in A} \zeta_{k}(1) \operatorname{Rki}(\mu)
$$

If we compare this last relation to (46) for $\lambda=1$ and $\mu$ in $Q_{+}$we get (49) $\left.\mu R_{3} i(\mu)=\right\}_{i}(\mu)$ for all $\mu$ in $Q_{+}$and all i in $A$ 6/ But (4 $\dot{\text { ) }}$ ) also gives for all in in $A$, all $\lambda$ in $Q_{+}$and all $\mu$ in $Q_{+}$

$$
\left\lvert\, \frac{1}{\lambda}{\left.\eta_{i}(\lambda)-\frac{1}{\mu}\right\}_{i}(\mu)\left|\leqslant|(\mu-\lambda)| \frac{1}{\lambda \mu},|\leqslant|\right.}^{\mu}\right.
$$

So that $\mathcal{i}($.$) has a continuous extension to all \nu$ in $R_{+}$, satisfying for all i in A

$$
\left.\zeta_{i}(\nu)=\lim _{\substack{\mu=\nu \\ \mu \in Q_{+}}}\right\}_{i}(\mu)=\lim _{\substack{\mu=\nu \\ \mu \in Q_{+}}} \mu R_{i} i(\mu)=\nu R_{3} i(\nu)
$$

If we use the Schefféls theorem, these last relations and (48) are then enough to allow an interchange in (46) of summation and limit as $\mu$ tends to $\nu$ along $Q_{+}$, and this proves that ( $4 \phi$ ) holds for the
extended $\xi_{i}($.$) for all \lambda_{\text {in } R_{+}}$, all $\mu$ in $R_{+}$and all i in $A_{\text {. }}$
with
As in $\oint 1$ we associate every $\xi$ in $K_{0}$ and every $t>0$ a measure on the compact space $K$, by setting

$$
\begin{equation*}
p_{\xi B}(t)=\sum_{i \in B \cap A} p_{\xi} i(t) \quad \text { for all Borel sets } B \text { in }(K, T) \tag{50}
\end{equation*}
$$

The set $K_{b}$ is defined as the set of all $\}$ in $K_{0}$ for which $p_{\xi}(t)$ does not tend weakly to $\varepsilon_{\xi}($.$) as t$ tends to $0 . K_{b}$ is called the set of branching points.

For a fixed in $A$, the function $\mathcal{Z}_{i}(1)$ is continuous from ( $K, T$ ) into $[0,1]$; hence the sum function

from (K.T) into $[0,1]$. Since $K_{0}$ is the inverse image of 1 by this sum function, it is a Borel set of $K$ and indeed a $G_{\delta}$ - set.

Proof:
If $f$ is a lower semicontinuous function in a metric space then by Saks p. 43 in $[10]$ the set

$$
\{x \mid f(x) \leqslant a\}
$$

is a closed set for every real number a.
We have

$$
\{x \mid f(x)=a\}=\{x \mid f(x) \leqslant a\} \cap \bigcap_{n=1}^{\infty}\left\{\dot{x} \left\lvert\, f(x)>a-\frac{1}{n}\right.\right\}
$$

Again in a metric space every closed set is a $G_{\delta}$ - set (see th 84 in Sierpinski [12]). hence the set on the left hand side above.
is an intersection of two $G_{\delta}-$ sets and thus itself a $G \delta-$ set. If $\}$ is in $K_{0}-K_{b}$ the measure $p_{\xi}$. $(t)$ and $\varepsilon_{\zeta}($.$) are all fully$ supported by the Borel set $K_{0} C K$, so that by th. 0 the weak convergence also holds on $K_{0}$ only.

If $k$ is in $A$, (43) obviously holds for $\left\{\lambda R_{k i}(\lambda)\right.$, i in $A$, $\lambda$ in $\left.Q_{+}\right\}$, and so $A$ is contained in $K_{o}$. Moreover as $p_{k k}(t)$ tends to 1 as $t$ tends to 0 we get

$$
\mathrm{p}_{k}(\mathrm{t}) \xrightarrow{\mathrm{w}} \varepsilon_{k}(.) \quad \text { as } t \text { tends to } 0
$$

and $A$ is in fact a subset of $K_{0}-K_{b}$
Definition:
The set $K_{o}-K_{b}$ (contained in $K$ )with the topology induced by $T$ is called the Doob entrance boundary for $P(t)$ and will be denoted by $\left(K_{0}-K_{b} ; T\right)$.

3 Equivalence of the Never and Nob entrance boundaries.
In this paragraph we prove that the Never and Nob definitions are equivalent. First we construct two mappings ( $\Phi$ and $\Psi$ ) connecting these two entrance boundaries and then we show that they form a topological isomorphism.

Construction of the mapping: $\Phi$ defined on $A+A$ with values in $K_{0}$.
Choose a $y$ in $A+A_{e}$. By the density of $A$ in $A+A_{e}$, relative to $T$, (see th. 20 ) there exists a sequence $i_{n}$, $n$ in $N$ of points in A such that
(51) $R_{y i}(1)=\lim _{n=\infty} R_{i_{n}}{ }^{(1)}$ for all in in On $A+A_{e}$ this condition is enough to check (30) and we may apply the lemma $p$ to get

$$
p_{y i}(t)=\lim _{n}{\underset{=}{\infty}} p_{i_{n}}(t) \quad \text { for all } t>0 \text { and all } i \text { in } A
$$

As all these functions are bounded by 1, the Lebesgue's theorem on dominated convergence yields for all $\lambda>0$ and all il. in $A$ (52) $\int_{0}^{\infty} e^{-\lambda t} p_{y i}(t) d t=\lim _{n=\infty} \int_{0}^{\infty} e^{-\lambda t}{p_{i_{n}}}(t) d t$

We now define a mapping $\Phi(y)$ from $y$ in $A+A_{e}$ into $C$ by letting
(53) $[\Phi(y)]_{i}(\lambda)=\lim _{n=\infty} \lambda R_{i_{n}}(\lambda)$
for all $\lambda$ in $Q_{+}$and all i int $A$.
This mapping is well defined as the value $\Phi(y)$ does not depend on a particular choice of sequence $i_{n}$. Let $i_{n}, n$ in $N$ and $i_{r}, r$ in $N$ be two sequence in A such that

$$
R_{y i}(1)=\lim _{n=\infty} R_{i_{n} i}(1)=\lim _{r=\infty} R_{i_{r}}(1) \text { for all } i \text { in } A
$$

The equality

$$
1=\sum_{i \in A} \operatorname{Ryi}(1)=\sum_{i \in A} R i_{n} i(1)=\sum_{i \in A} R i_{r} i(1)
$$

which holds for all $n$ and $r$, allows us (by Scheffé's theorem) to interchange summation and limits in the following

$$
\begin{aligned}
\lim _{n=\infty} R_{i_{n} i}(\lambda) & =\lim _{n=\infty} R_{i_{n} i}(1)+(1-\lambda) \sum_{\cdot k \in A} \lim _{n=\infty} R_{i_{n} k}(1) R_{k i}(\lambda) \\
& =\lim _{n=\infty} R_{i_{r} i}(1)+(1-\lambda) \sum_{\cdot k \in A} \lim _{r=\infty} R_{i_{r} k}(1) R_{k i}(\lambda) \\
& =\lim _{r=\infty} R_{i_{r} i}(\lambda)
\end{aligned}
$$

for all. $\lambda$ in $Q_{+}$and all $i$ in $A$. And this shows that $\Phi(y)$ is uniquely defined. The topologies on $A+A_{e}$ and $C$ being those of the simple convergence, the relations (51), (52) and (53) imply the continuity of $\Phi$.

As $y$ is in $A+A_{e}$, we have
$1=\sum_{i \in A} R_{y i}(1)=\sum_{i \in A} \lim _{n=\infty} R_{i n} i(1)=\sum_{i \in A}[\Phi(y)] i(1)$
hence we get the inclusion

$$
\Phi(A+A e) c K_{0}
$$

If $x$ and $y$ are two distinct points of $A+A_{e}$, then $R_{x i}(1) \neq R_{y i}(1)$ for at least oneiin. A, but by definition of $\Phi$ (cf (51) and (53))
this yields
$[\Phi(x)]_{i}(1) \quad[\Phi(y)]_{i}(1)$
so that $\Phi$ is one-to-one from $A+A_{e}$ into $K_{0}$.
If $k$ is a point of $A \subset A+A_{e}$, the special sequence $i_{n}=k$, for all $n$, may be chosen to define $\Phi(k)$, hence for all $\lambda$ in $Q_{+}$and ald in in $A$

$$
[\Phi(k)]_{i}(\lambda)=\lim _{n \equiv \infty} \lambda R_{k i}(\lambda)=\lambda R_{k i}(\lambda)
$$

(54) i.e. $\Phi(k)=k$ in $K_{o}$ for all $k$ in $A c A+A_{e}$.

Construction of the mapping $\Psi$ defined on $K$ with values in $M_{1}$. Pick a $\}$ in $K_{o}$; as noted before ( $\{2 \text { p. 37) the measure }\}_{i}(1)$, $i$ in $A$, is an element of $M_{1}$. Define the mapping $\Psi$ from $K_{0}$ into $M_{1}$,
(55) $\Psi( \})_{i}=\zeta_{i}(1)$ for all $i$ in $A$
$\Psi( \})$, being the projection of $\}$ on the countable product of unit intervals indexed by i in A only, is obviously a continuous mapping relative to the simple convergence topologies on $K_{0}$ and $M_{1}$. On $K_{o}$ the equation (46) holds

$$
\left.\left.3_{j}(\lambda) \frac{1}{\lambda}-\right\}_{i}(1)=(1-\lambda) \sum_{k \in A}\right\}_{k}(1) R_{k i}(\lambda)
$$

Hence the equality $\Psi(\zeta)=\Psi(z)$ yields

$$
\zeta_{i}(\lambda)=Z_{i}(\lambda) \text { for all } \lambda \text { in } Q_{+} \text {and all in in } A
$$

so that $\Psi$ is also one-to-one from $K_{0}$ into $M_{1}$. If $k$ is a point of $A \subset K_{0}$ we have

$$
\Psi(k)_{i}=R_{k i}(1) \text { for all } i \text { in } A
$$

(56) i.e. $\quad \Psi(k)=k$ in $M_{1}$ for all $k$ in $A$ c $K_{0}$

Each of the mappings $\Phi \cdot \bar{\Psi}$ and $\Psi \cdot \Phi$ (whenever defined) is the identity. Proof:

The relation (53) for $\lambda=1$ in particular gives

$$
[\Phi(y)]_{i}(1)=R_{y i}(1) \text { for all } i \text { in } A
$$

as by (55)

$$
\Psi(\zeta)_{i}=\zeta_{i}(1) \quad \text { for all } i \text { in } A
$$

we get

$$
\Psi(\Phi(y))_{i}=R_{y i}(1) \quad \text { for all } i \text { in } A
$$

Hence $\Psi \cdot \Phi$ is always defined and is equal
to the identity mapping on $A+A_{e}$.
Let $\}$ be in $K_{0}$, i.e. there exists a sequence in $A$ such that

$$
\begin{gathered}
\zeta_{i}(\lambda)=\lim _{n=\infty} \lambda \operatorname{Ri}_{n} i(\lambda) \quad \text { for all } \lambda \text { in } Q_{+} \text {and all } i \text { in } A \\
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\end{gathered}
$$

By definition of $\Psi$ (see (55)) we have

$$
\left.\Psi( \})_{i}=\right\}_{i}(1)=\lim _{n=\infty} R_{i_{n} i}(1) \text { for all i in } A
$$

If $\Psi( \})$ lies in $A+A_{e}$, then $\Phi(\Psi( \})$ is defined and must satisfy
$[\Phi(\Psi(\xi))]_{i}(\lambda)=\lim _{r=\infty} \lambda R_{i_{r} i}(\lambda) \quad$ for all $\lambda$ in $Q_{+}$and all in $A$ where $i_{r}, r$ in $N$ is a sequence in $A$ such that
$\left.\lim _{r=\infty} R i_{r} i(1)=\Psi( \}\right)_{i}=\lim _{n=\infty} R i_{n} i(1) \quad$ for all $i$ in $A$

But as we have just seen when checking the consistency of the definition of $\Phi$, the fact that $\Psi( \})$ is in $A+A_{e}$ is enough to ensure that $\Phi(\Psi( \}))$ does not depend on the sequence used and we get
$[\Phi(\Psi( \}))]_{i}(\lambda)=\lim _{n=\infty} \lambda \operatorname{Ri}_{n} i(\lambda)$ for all $\lambda$ in $Q_{+}$and all in $A$ Hence $\Phi \cdot \Psi$ is equal to the identity mapping on the subset of $K_{0}$ where $\left.\Psi( \}^{\prime}\right)$ is in $A+A_{e}$.

We proceed now to prove that $\left(A+A_{e}, T\right)$ and $\left(K_{O}-K_{0}, T\right)$ are topologically isomorphic by $\Phi$ and $\Psi$.

By th. 2 we know that with $y$ in $A+A_{e}$ and $\Phi(y)$ in $K_{o}$ are associated two entrances $p_{y i}(t)$ and $p \Phi(y){ }_{i}(t)$, say. As their Laplace transforms satisfy the resolvent equation the equality

$$
\operatorname{Ryi}(1)=\left[\Phi(y]_{i}(1) \text { for all } i \text { in } A\right.
$$

is then enough to get

$$
P_{y i}(t)=: P_{\Phi(y) i}(t) \quad \text { for all } t>0 \text { and all } i \text { in } A
$$

Now fix $y$ in $A+A_{e}$. As before we consider the measures generated by $P_{y i}(t)$ on $A, A+A_{e}$ and $A v\{y\}$, and the measures generated by. $P \Phi(y)_{i}(t)$ on $K_{0}$ and $A \cup\{\Phi(y)\}$ Note that all these measures are fully supported by $A$.

By th. 5 (ii) we have

$$
p_{y}(t) \xrightarrow{w} \mathcal{E}_{y(.)} \text { as } t \rightarrow 0 \text { on } A+A_{e}
$$

Note that these measures are fully supported not only by $A+A_{e}$ $C M_{1}$, but also by the smaller set $A \cup\{y\}$. Since this latter set is countable it is a Borel set of $A+A_{e}$ and from the th. $O$ we deduce that for all bounded continuous functions $E$ defined on $A \cup\{y\}$ we have

$$
\lim _{t=0} \sum_{k \in A} p_{y k}(t) g(k)=g(y)
$$

Let f be any bounded continuous function defined on $A \quad \cup\{\Phi(y)\}$ CK ${ }_{0}$. As $\Phi$ is one-to-one we may let

$$
g(x)=f(\Phi(x)) \quad \text { for all } x \text { in } A \cup\{y\}
$$

and the function $g$ is bounded continuous from $A \cup\{y\}$ into $R$, because $\Phi$ is continuous.

By (54) we have

$$
g(k)=f(\Phi(k))=f(k) \quad \text { for all } k \text { in } A
$$

Hence we get for all $t>0$
(57)
 $p_{y k}(t)_{g}(k)=\sum_{k \in A}$ $\mathrm{p} \Phi(\mathrm{y})_{k}(\mathrm{t}) \mathrm{f}(\mathrm{k})$

According to the remark we have just made about weak convergence on $A \cup\{y\}$, the L.H.S. of (57) tends to $g(y)$ as $t$ tends to 0 . But by construction we have $g(y)=f(\Phi(y))$ so that
(58) $\quad \mathrm{p} \Phi(\mathrm{y}) .(\mathrm{t}) \xrightarrow{\mathrm{w}} \mathcal{E}_{\Phi(\mathrm{y})}($.$) \quad as \mathrm{t} \rightarrow 0$ on $\mathrm{A} \cup\{\Phi(\mathrm{y})\}$

All the masures in (58) are fully supported by A $u\{\Phi(y)\}$, whith is a Borel subset of $K_{0}$, by its mere countability and we can use th. 0 to ensure this weak convergence on $K_{o}$. But the points of $F_{b}$ were defindd as those in $K_{0}$ which do not enjoy this property (see $\oint 2 p 38$ ) and it proves
(59)

$$
\Phi\left(A+A_{e}\right) C K_{o}-K_{b}
$$

For the same reasons with any $t>0$ and $\}$ in $K_{0}-K_{b}$ we associate the measures $p_{\}}$. $(t)$ on $K_{0}$ and on $A \cup\}\} \quad c K_{0}$ and the measures .$P \Psi(\zeta)$. ( $t$ ) on $M_{1}$ and $\left.A \cup\{\Phi( \})\right\} \subset M_{1}$ which satisfy
(60) $\quad P_{\Psi(\xi) i}(t)=p_{\xi i}(t)$ for all.i in $A$

Let $g$ be any bounded continuous function defined on $A \cup\{\Phi( \})\}$ C $M_{1}$, As $\Psi$ is one-to-one we may let

$$
f( \})=g(\Psi( \})) \text { for all }\} \text { in } A \cup\}\} \quad c K_{0}
$$

and $f$ is abounded continuous function defined on $A \cup\}\}$ because $\Psi$ is continuous.

By (56) we have

$$
f(k)=g(\Psi(k))=g(k) \text { for all } k \text { in } A
$$

As above the weak convergence of $\mathrm{p}_{\xi}$. ( t ) to $\varepsilon_{\xi}($.$) as t$ tends to $O$ may be consideredas only on $A \cup\}\}$ and we obtain $\left.\left.\lim _{t=0} \sum_{k \in A} p(3)_{k}(t)_{g}(k)=f( \}\right)=g(\Psi( \})\right)$
Again the countability of $A \cup\{\underline{\Psi}(\xi)\}$ and the th. $O$ prove this convergence on $M_{1}$, itself. And this is enough, by th. 6 to check that $\Psi(\xi)$ is an èlement of $A+A_{e}$, so that
(61) $\Psi\left(K_{o}-K_{b}\right) C A+A_{e}$

By the fact that $\Psi \cdot \Phi=I$ and the relations (59) and (61), we obtain

$$
A+A_{e}=\Psi\left(\Phi\left(A+A_{e}\right)\right) C \Psi\left(K_{o}-K_{b}\right) C A+A_{e}
$$

and

$$
A+A_{e}=\Psi\left(K_{0}-K_{b}\right)
$$

Similarly and using (61) to make sure that $\Phi . Q$ is defined on $\Psi\left(K_{0}-K_{b}\right)$ and is then equal to the identity we get

$$
K_{o}-K_{b}=\Phi\left(\Psi\left(K_{o}-K_{b}\right)\right) C \Phi\left(A+A_{e}\right) C K_{o}-K_{b}
$$

and

$$
K_{o}-K_{b}=\Phi\left(A+A_{e}\right)
$$

We have now proved the following theorem

## Theorem 7.

$A+A_{e}$ and $K_{o}-K_{b}$, both with their simple convergence topologies are topologically isomporphic by the mappings $\Phi$ and $\Psi$.

## CHAPTER III

## larkov Frocesses on the Entrance Boundary

Throughout this chapter the topology considered on the entrance boundary is always $T$ we write $A+A_{e}$ for ( $A+A, T$ ) and $K_{o}-K_{b}$ for $\left(K_{0}-K_{b}, T\right)$.

Let $p(t), t>0$ be an entrance relative to the stochastic semigroup $P(t)$ satisfying (1) $\quad \sum_{i \in A} \rho_{i}(t)=1 \quad$ for all $t>0$

Then as pointed out in Chapter I the main interest of the entrance boundary is that (as stated by Doob in theorems 3.1, 4.3, 7.1 and 8.3 of $[5]$ ) a right continuous process in $K_{o}-K_{b}$ can be found such that its absolute distribution is equal to $p(t)$ for all $t>0$ and satisfying the strong Harkov property with the transition semigroup extended to the entrance boundary by means of II (50).

The existence of a Varkov process in At A. with similar properties is obvious from the existence of the topological isomorphism $\Psi$ from $K_{0}-K_{6}$ into $A+A_{e}$ defined in II (55).

Indeed if $X_{t}, t \geqslant 0$ is a process in $K_{0}-K_{b}$ defined on the probability triple ( $\Omega, \mathcal{F}, P$ ) which has the properties just described, then the process $Y_{t,} t \geqslant 0$ defined by J.etting

$$
Y t \cdot(w)=\Psi\left(X_{t}(w)\right) \text { for all } t \geqslant 0, \text { and all } w \text { in } \Omega
$$

has the same properties in $A+A_{e}$.
Froof:
$A_{s} \Psi$ is a topological isomorphism $\quad Y_{t}(w)$ is right continuous from $t$ in : $[0,00]$ into $A+A_{e}$ for a fixed $w$, whenever $X_{t}(w)$ is right continuous. Hence $Y_{t}$ is right continuous with probability one. Next for all Borel sets $B$ in $A+A_{e}$ and all $t \geqslant 0$ we have
$\left[w \mid Y_{s}(w) \in B \quad\right]=\left[v \mid X_{s}(w) \in \dot{\Psi}^{-1}(B)\right]$
so that all the $c$-fields generated by $X_{t}$ or their corresponding $Y_{t}$ are identical. A stopping time for $Y_{t}$ is then also a stopping time for $X_{t}$. By II (50) for $t>0$ and trivially for $t=0$, we get for all Bored sets $D$ in $K_{0}-K_{b}$, all in $K_{o}-K_{b}$ and all $t \geqslant 0$ the measure equality

$$
\begin{equation*}
p \Psi( \}) \Psi(D)^{(t)}=p_{\} D} \tag{t}
\end{equation*}
$$

These two last facts are enough to ensure that the strong Markov property which holds for $X_{t}$ must also hold for $Y_{t}$ (with the transition semi-group extended to $A+A_{e}$ as in II (29)).

As the analytical construction of $A+A_{e}$ needs only one auxiliary space (namely M1) instead of the two ( $K$ and $K_{0}$ ) used in the definition of $K_{0}-K_{b}, A+A_{e}$ seems slightly simpler then $K_{o}-K_{b}$. Thus it might be interesting to see if a proof of the existence of a right continuous strong Markov process in $A+A_{e}$ can be obtained faster than in $K_{o}-K_{b}$ (and not using $\Psi$ ). If we proceed along the lines of Nob some results are easier to check; unfortunately it turns out that the use of $A+A_{e}$ instead of $K_{o}-K_{b}$ is no real simplification.

What follows reads as a cony of Doob's proof, except that the spaces $M_{1}$ and $A+A_{e}$ are used rather than $K, K_{o}, K_{o} K_{b}$.

As seen in Chapter I to every stochastic entrance $p(t), t>0$, relative to $P(t)$ va can associate a Markov process $X_{t}, t>0$ defined on a probability triple ( $\Omega ; \mathcal{F} ; P$ ) and such that
(2) $P_{i}(t)=P\left[X_{t}(n)=i\right]$ for all $t>0$
and
(3) $P\left[X_{t}(w) \in A\right]=1$ for all $t>0$

As usual the $\sigma$-ficld ${ }_{f}$ is completed.
$\mathrm{H}_{1}$ is an extension of A in the sense of (i) and (ii) I p 11 and $X_{t}$, $t>0$ can be considered as a process in $M_{1}$. But as $\mathscr{F}$ is completed and $M_{1}$ is a compact netrisable space we can apply $M$. IV 19 to get a standard modification of $X_{t}$ separable relative to the closed sets of $\mathrm{F}_{1}$ and again de_noted by $X_{t}$.

Now fiz an i in $A$ and consider the family of randon variables

$$
\begin{equation*}
e^{-t} R_{X_{t}(w) i}(1) \quad \text { for all } t>0 \tag{4}
\end{equation*}
$$

This family forns a separable super martingale relative to the $\sigma_{\text {fields }} \widetilde{f}_{t}, t>0$ (wlich are as usual those generated by $x_{s}, 0<s \leqslant t$ and containines all null sets).

Eroof:
Let $s^{\prime} \leqslant s<t$ and choose an elementary event of $\mathscr{F}$ of the following form

$$
\Lambda=\left[w \mid X_{s^{\prime}}(w)=k\right] \text { for one } k \text { in } A
$$

Ue have
(5)

$$
\begin{aligned}
& \int_{\Lambda} P\left[e^{-t} R_{\chi_{t^{i}}}(1) \mid \mathscr{f}_{\rho}\right] P[d w]= \\
& \int_{\Lambda} e^{-t} R_{X_{t}}(1) F[d w]
\end{aligned}
$$

By (3) this last tern is equal to

$$
\begin{aligned}
& \sum_{j \in A} e^{-t} R_{j i}(1) P\left[\Lambda X_{t}(w)=j\right]= \\
& \sum_{j \in A} e^{-t} R_{j i}(1) P_{k j}\left(t-s^{\prime}\right) \quad p[\Lambda]=
\end{aligned}
$$

$$
=P[\Lambda] e^{-s^{\prime}} \int_{0}^{\infty} \sum_{j \in A} p_{k j}\left(t-s^{\prime}\right) e^{-t} e^{s^{\prime}} \cdot e^{-u} p_{j i}(u) d u
$$

(6) $\quad=P[\Lambda] e^{-s^{1}} \int_{1-s^{1}}^{\infty} e^{-v} F_{k i}(v) d v$

Similarly we get

$$
\begin{equation*}
\int_{\mathcal{A}} \mathrm{e}^{-s} \mathrm{R}_{\mathrm{X}_{\mathrm{s}}} \text { i (1) } \mathrm{P}[\mathrm{du}]= \tag{7}
\end{equation*}
$$

(8) $E[\Lambda] e^{-s^{i}} \int_{\rho-\rho^{\prime}}^{\infty} e^{-v} p_{k i}(v) d v$

But the inequality $(6) \leqslant(8)$ yields $(5) \leqslant(7)$ (for all $s^{\prime} \leqslant s<t$ and all $k$ in $A$ ) and this completes the proof that (4) is a super martingale. As the functions $R_{x i}$ (1), $i$ in A, are continuous and separate the points of $M_{1}$, we find by M VI 3 that almost all sample paths have a right limit in $M_{1}$ for all $t \geqslant 0$, to be denoted by $X_{t+}, t \geqslant 0$.

The super martingale (4) is also such that
(9) $\int_{\Omega} e^{-t} R_{X_{t i}}$ (1) $P[d w]=\sum_{k \in A} e^{-t} R_{k i}$ (1) $p_{k}(t)$

By (1) and the Scheffe's theorem we get for all i in $A$

$$
\begin{equation*}
\lim _{t=t^{\prime}} \sum_{k \in A} e^{-t} p_{k}(t) R_{k i}(1)=\sum e^{-t^{\prime}} p_{k}\left(t^{\prime}\right) R_{k i} \tag{1}
\end{equation*}
$$

i.e.

$$
\lim _{t=t} E\left[e^{-t} \cdot R_{X_{t}} i(1)\right]=E\left[e^{-t^{\prime}} R_{X_{t^{1}} i}(1)\right]
$$

By $C$ th II 81 it is known that $\mathscr{F}_{t}, t>0$ is a right continuous family ie.

$$
\widetilde{f}_{t}=\bigcap_{s>t} \widetilde{f}_{s} \quad \text { for all } t>0
$$

Hence M VI 4.3) can be used to get for all t>o and all i
in $A$
(10) $\quad R_{X_{t}(w) i} \quad$ (1) $=R_{X_{t+}(w) i}$ (1) a.s.

How keep t>o fixed. Since A is countable the probability that (10) holds for all i in A simultaneously is equal to one.

> This implies
(11) $\quad X_{t}(w)=X_{t+}(w)$ in $Y_{1} \quad$ a.s.

From (2) and (11) we deduce that the absolute probability distribution of $X_{t+}, t>0$ is $p(t), t>0$.

The Varkov property (I (2) ) is defined with elementary events (i.e. with a finite number of different times), since (2) and (3) hold for $X_{t}, t>0$ and $X_{t+1}, t>0$, the process $X_{t+}, t>0$ is also a !arkov process with the same transition semigroup as $\ddot{n}_{t}, t>0$. Therefore $P(t)$ is the transition semigroup of $X_{t}, t>0$.

The grocess $X_{t}, t>0$ is extended to $t=0$ by letting
(12)

$$
x_{0}(w)=\lim _{t} x_{t}(w)
$$

for all $v$ such that this limit exists (i.e. with probability one) and choosing as $X_{o}(w)$ any arbitrary value in $M_{1}$ for the other $w$ 's.

From (9) :/e get for all i in $A$

$$
\sup _{r>0} E\left[e^{-t} R_{X_{t}(w) i}(1)\right]=\sum_{k \in A} e^{-t} R_{1: i}(1) p_{k}(t) \leqslant 1
$$

These inequalities are enough by VVI 7 to ensure the measurability
of $X_{o}$ relatively to the c-field

$$
\mathscr{F}_{0}=\bigcap_{0<s} \widetilde{f}_{s}
$$

The right continuity of the family of r-fields $\mathcal{F}_{f}$ is then extended to $t=0$.

What has been obtained so far is summarised in the following theorem (which corresponds to th. 3.1 in Doob [5])

## Theorem 1

If $p(t), t>0$ is an entrance relative to $F(t)$ such that (1) holds, then there exists a right continuous liarkov process $X_{t+}, t \geqslant 0$ (denoted by $X_{t}$ only from now on) with values in $\mu_{1}, P(t)$ as transition semi group and $p(t)$ as absolute distribution for $t>0$.

Now by Choquet's theorem (M XI 25 and 29) the entrance $p(t)$ is known to be of the form
(13) $p_{i}(t)=\int_{A+A_{e}} \mu(d x) p_{x i}(t) \quad$ for all $t>0$ and all i in $A$

Where $\mu\left(\right.$. ) is a uniquely defined measure on $A+A_{e}$ such that $\mu\left(A^{+} A_{e}\right)=1$.
We proceed now to prove the following result

## Theorem 2

The measure $\mu\left(\right.$. ) is the absolute distribution of $X_{0}\left(=X_{0+}\right.$ a.s)
Froof:
$X_{o}$ being a random variable the function defined on the Borel sets $B$ of $M_{1}$ by setting

$$
\mathcal{F}\left[X_{0} \in B\right]: B \longrightarrow[0,1]
$$

is a probability measure on $M_{1}$.

Let $f$ be a positive bounded continuous function defined on $M_{1}$. The integral
(14) $\int_{M_{1}} f(y) p\left[x_{0} \in d y\right]$
is by our choice of $X_{0}(i n(12))$ equal to

$$
\begin{aligned}
& \quad \int_{\mathbb{H}_{1}} f(y) P\left[x_{o+} \in d y\right]=\int_{\Omega} f\left(x_{o+}\right) P[d w]= \\
& \int_{\Omega} \lim _{t \downarrow 0} f\left(x_{t}\right) P[d w]
\end{aligned}
$$

By Fatou's lemma the last term is bounded above by
$\lim _{t=0} f \int_{\Omega} f\left(X_{t}\right) F[d w]=$
(15) $\quad \lim \operatorname{in} \sum p_{f}(t) f(k)$ $t=0 \quad k \in A$

By (13) and positivity, (15) becomes
(16) $\quad \lim \inf \int \mu(\dot{d x}) \sum p_{x k}(t) f(k)$
$t=0 \quad A+A_{e} \quad k \in A$

As $t$ decreases to 0 the sum over all $k$ in $A$ in (16) converges to $f(x)$
for all $x$ in $A+A_{e}$ (see th. II 5 (ii) and th II.o) and since $f$ is bounded the Lebesgue's dominated convergence theorem can be applied to (16) which is then equal to
(17) $\int_{A+A_{e}} \mu(d x) f(x)=\int_{M_{1}} \mu(d x) f(x)$

The inequality $(14) \leqslant(17)$ which holds for all positive bounded continuous functions on $\mathrm{H}_{1}$ implies
(18) $E\left[X_{0} \in B\right] \leqslant \mu(B)$ for all Borel sets $B$ in $H_{1}$

But we have

$$
P\left[X_{0} \in M_{1}\right]=\mu\left(M_{1}\right)=\mu\left(A+i_{e}\right)=1
$$

and so there is indeed equality in (13) and this proves th 2

Corollary
If we choose for a given $y$ in At Ae the particular entrance $p_{y}(t)$
, 1 in $A, t>0$ tien the associated rocess (as in th 1) starts in $Y$ alnost surely.

Eence if the entrance boundary has to be an extension of in in ohich every process has a risit continuous standerd rodification then all its points are actuaily needed.

The arounents used between (15) and (17) may bemsed to show


## Hence rienene

$$
P_{y}\left(l_{1}-\left(A^{+} \hat{A}_{e}\right)\right)(t)=0 \quad \text { for all } t \geqslant 0
$$

:hich is a result similar to lema 8.1 in Doob [5]. Io: should the
 and theoren 3.3 in Doob [5] could then be used to get

## Theorem 3

The process described in theorem 1 is such that almost no sample path ever reets $\left(M_{1}-\left(\dot{A}^{+} H_{e}\right)\right)$.

Iroof of tie stronc :'arkoy pronerty
le nave to s:ow
(19) $P\left[X_{b+s} \in B \mid F_{G}\right]=p_{X_{6}} 3^{(s)} \quad$ a.s.
for every finite stoping time $\bar{b}$, evory $s \geqslant 0$ and every Dorel set B in $\mathrm{H}_{1}$. Lote that by right continuity of $x_{t}$, I. IV 47 and 49 the event in the L.

If $s=C \sum_{X_{Z}} B(0)=\mathcal{E}_{X_{2}}(i)$ and (19) is true.
If $s>0$, (19) is equivalent to
(20) $E\left[f\left(\ddot{O}_{Z S}\right) \mid \mathcal{F}_{G}\right]=\sum p_{X_{z} k}(s) \hat{i}(k) \quad$ a.s.

For all bounced conininuous functions on $\mathrm{F}_{1}$
Let $\sigma$ be a discrete valued stopsing time for $\dddot{x}_{t}$. Denote by $t_{n}, n$ in $N$, its values and by $\Lambda_{n}$ the set of w's where $\tau(w)=t_{n} . \Omega$ is the union of all the $\Lambda_{n}$, which are disjoint.

Fick: a $\Lambda$ in $\mathscr{F}$, i.c.

$$
\Lambda \cap[w \mid \sigma(w) \leqslant t] \in \mathscr{F}_{t} \quad \text { for all } t \geqslant 0
$$

If $f$ is a bounded continuous function on H 1 we have for any $\rho>0$
(21)

$$
\int_{\Lambda} E\left[f\left(X_{\sigma+s}\right) \mid \mathscr{F}_{\alpha}\right] E[d w]=\sum_{n=0}^{\infty} \int_{\Lambda \Lambda_{n}} E\left[f\left(X_{\sigma+s}\right) \mid \mathscr{F}_{\sigma}\right] F[d w]
$$

But as $t_{n}$ is a fised real number one term of the sum above
(22)

$$
\int_{\Lambda \Lambda_{n}}^{\text {is equal }} \mathrm{f}\left(\mathrm{X}_{\mathrm{tn+s}}\right) \mathrm{F}[\mathrm{dw}]
$$

Furtherrore as $\mathrm{X}_{\mathrm{tn}+\mathrm{s}}$ and $\mathrm{X}_{\mathrm{tn}}$ are both almost surely in A the last interaral is equal to

$$
\sum_{k \in A} f(k) \int_{\Lambda \Lambda_{n}} F\left[X_{t_{n}+S}=k \mid \mathscr{F}_{t n}\right] P[d W]=
$$

$$
\sum_{k \in A} f(k) \int_{A \Lambda_{n}} \sum_{i \in A} F\left[x_{t_{n}+s}=k X_{t_{n}}=i \mid \widetilde{F}_{t_{n}}\right] P[d w]
$$

As $\Lambda \Lambda_{n}$ is in $\mathscr{F}_{t_{n}}$ and $F(t)$ is the transition semigroup of the Markov process $X_{t}$, the last term becomes
$\sum_{k \in A} f(k) \sum_{i \in A} \int_{i k}(s) 1_{\left[X_{t_{n}}=i\right]}(w) P[d w]$
(23) $=\int_{k \in A} \sum_{x_{X_{t_{n}}}}^{\Lambda A_{n}} k(s) f(k) P[d w]$ $\Delta \Lambda_{n}$
Now if we sum over $n$ in $N$ the equalities (22) $=(23)$ we get by (21)
(24) $\int_{\Lambda} E\left[f\left(X_{\sigma+S}\right) \mid \mathscr{F}_{\sigma}\right] P[d v]=\int_{K \in A} p X_{\sigma k}(s) f(k) P[d w]$

As this holds for all $\Lambda$ in $\mathcal{F}_{\sigma}^{\prime}$ it yields (20). If $\zeta$ is a finite stopping time it is always possible to construct a decreasing sequence of discrete valued stopping times $\sigma_{r}$ converging to $\bar{G}$. By M IV 40 we have $\mathscr{F}_{\zeta} \subseteq \mathcal{F}_{C_{r}}$ so that (20) for $\sigma_{r}$ implies for all r

$$
E\left[f\left(X_{\sigma_{r}+s}\right) \mid \mathscr{F}_{\tau}\right]=\mathbb{E}\left[\sum_{k \in A} p_{X_{q} k}(s) f(k) \mid \mathscr{F}_{\tau}\right] \quad \text { a.s. }
$$

As $\mathbf{f}$ is continuous on $\mathrm{M}_{1}$ we have

$$
\lim E\left[f\left(X_{\sigma_{r}+s}\right) \mid \mathscr{F}_{\zeta}\right]=E\left[f\left(X_{\zeta+5}\right) \mid \mathscr{F}_{\zeta}\right] \quad \text { ass. }
$$

$$
r=o o
$$

The strong Markov property would then be proved if any sequence
$y_{m}, m$ in $N$, converging to $y$ in $M_{1}$ were such that
(25) $\quad \lim _{m=00} \sum_{k \in A} p_{y r k}(s) f(k)=\sum_{k \in A} p_{y k}(s) f(k)$
for all $s>0$ and all bounded continuous functions $f$ on $M_{1}$.

But it is not known if this is true: the nearest result to this property being the lemma Chapter I p 27 where the condition
(26) $\lim _{\substack{m=00}} \sum_{k \in A}\left|R y_{m^{k}}(1)-\operatorname{Ryk}(1)\right|=0$
is assumed.
Startins from $y_{m} \rightarrow \mathrm{y}$ in $\mathrm{K}_{1} \quad$ i.e.
$\lim _{\mathrm{m}=0 \mathrm{o}} \mathrm{Ry}_{\mathrm{hi}} \quad(1)=\operatorname{Ryi}(1) \quad$ for all i in $A$
the most obvious way to get (26) is to use the Scheffés theorem and state
(27) $\sum_{k \in A} \operatorname{Rym} m^{k}(1)=\sum_{k \in A} \operatorname{Ryk}(1)=c$ $0<c<1$

As $X_{t}, t>0$ is in $A$ for almost all $w$ (see theorem 1), we are led to choose $c=1$ and to introduce a set $H_{1}$ (1) defined as the gart of $\mathrm{K}_{1}$ where (27) is equal to one (and corresponding to the set $K_{0}$ of Doob). But we must now check that the sample paths remain constantly in $V_{1}$ (1) for almost all w. To do that we use lemma 4.2 and theorem 4.3 of Doob [5], and therefore no step used by him in K can be ommitted in 11 .

It should be noted that by 11 VI 3 the superrartingales (4) have left limits at all $t>0$ for almost all $w$ hence $\bar{X}_{t}$ has the same proverty in $\mathrm{H}_{1}$. But these limits do not lie necessarily in $A+A{ }_{\mathrm{A}}^{\mathrm{A}}$ and therefore in seneral $X_{t}$ is not a Hunt process.

Here we five briefly an example where the left limits are not always in $A+A_{e}$.

Let $X_{t}$ be an ascending escalator on $A=N$ (see $G . I I .20$ ex 1) With first infinity (CII $\S$ 19) almost surely finite. Fror the first infinity, jump to two different absorbing states, $\delta_{1}$ and $\delta_{2}$ say, both
with Erobability $\frac{1}{2}$. Then the left limits of $X_{t}$ at tine first infinity Will be

$$
\frac{1}{2} R \delta_{1} i(1)+\frac{1}{2} R \delta_{2} i(1) \quad \text { for all i in } N \cup\left\{\delta_{1}\right\} \cup\left\{d_{2}\right\}
$$

Which is not an extreme noint of the convex set $\mathrm{M}_{1}$.

Nevertheless $X_{t}$ verifies the so called quasi left continuity which is the nattor of the next theorem which will be needed once in Chapter V. It correswonds to th. 7.2 in Doob [5] and is not proved here.


$$
X_{\zeta_{-}(w)}(w)=X_{Z(w)}(w) \quad \text { a.s. on the }
$$

set of w's such that
(i) $\quad \zeta_{n}(u)<\zeta(v)<\infty$ for all $n$
${ }^{(i i)} X_{G_{-}(v)}(\because) \epsilon \cdot A+A_{e}$

Finally we remark that if $B$ is a Eorel set in $A+A_{e}$ the randon variable defined as

$$
G_{B}^{\prime}(w)=\inf \left\{t \mid t \geqslant 0 \quad X_{t}(w) \in B\right\}
$$

is a stowing time rolative to $\mathscr{F}_{t}$.
This is true by MIV 52 and 53. Both results can be used because the $c$ - fields $\mathscr{F}_{f}$ have been shown to be risht continuous (see p50and 552 ) and the right continuity of the procoss $X_{t}$ ensures its progressive measurability (see K IV 47)

If we define another random variable $\zeta_{B}$ by lettine
(28) $\zeta_{B}(w)=\inf \left\{t \mid t>0 \quad x_{t}(1:) \in B\right\}$
tien it is also a stopnins time relative to $\mathscr{F}_{t}$.
Froof:

For all positive integers $n$ let
(28) $\zeta_{B}^{n}(\because)=\inf \left\{t \mid t \geqslant 1 \quad x_{i}(w) \in D\right\}$

$$
=\inf \left\{t \left\lvert\, t \geqslant 0 \quad X_{t}\left(\theta_{\frac{1}{n}}(v)\right) \in B\right.\right\}
$$

Where as usual (see $1: X$ II 16) $\theta_{\frac{1}{n}}$ is the shift operator ide.

$$
X_{S}\left(\theta_{\frac{1}{n}}(v)\right)=x_{S+\frac{1}{n}}(v) \text { for all } s \geqslant 0 \text { and all } v \text { in } \Omega
$$

Obviously we have the equality

$$
\left[Z_{B} \leqslant t\right]=\bigcup_{n=1}^{\infty}\left[Z_{B}^{n} \leqslant t-\frac{1}{n}\right]
$$

Dy the arguments used above for $G_{\mathrm{B}}$ we get for all $n$

$$
\begin{aligned}
& {\left[\zeta_{B}^{n} \leqslant t-\frac{1}{n}\right], \in \frac{1}{n} \mathscr{F}_{t}^{\prime}} \\
& \text { For all } n, \frac{1}{n} \mathscr{F}_{t} \text { is contained in } \mathscr{F}_{t} \text { and this proves that } \zeta_{B}
\end{aligned}
$$ is a stopans tine.

## On the Size of the Entrance Boundary

Notation: In the last 3 Chapters $i+A_{e}$ is used for the kno:m completion of $A$ instead of $K_{0}-K_{b}$, because it is easier to distinguish at first sight between the points of $A$ the initial state space (usually noted $i, j$, or $k$ ) and those of $A_{e}$ (usually noted $x, y$ or $z$ ).

In Chapter III the topological space ( $A+A_{e} ; T$ ) was show to have the followine pronerty:
for every stochastic entrance $p(t), \quad t>0$, relative to $P(t)$, there exists a probability triple $(\Omega, \Im, P)$ on which there exists a

Narkov process $X_{t}, t \geqslant 0$, such that:
(i) all the values are in $A+A_{e}$
(ii) almost all sample paths are right continuous at all $t \geqslant 0$
(iii) the strong Markov property holds with the transition probabili defined on $A+A_{e}$ (II.(29)).
(iv) $P\left[X_{t}(i)=i\right]=p_{i}(t)$ for all $t>0$ and $i$ in $A$.

An interesting question is whether this extension of $A$ by the entrance boundary is in some way general. The purnose of this Chapter is to show that if certain assumptions hold for a measurable space ( $\mathcal{E}, \varepsilon$ ) such that for every stochastic entrance $p(t)$ a process $X_{t}$ in 3 satisfying (i) to (iv) may be found, then $E$ is at least as big as $A+A_{e}$, i.e. there exists an injection of $A+A_{e}$ into $E$. Assumptions on .
(a) Let E be a state space such that $I$ has a Hansdorff topology which is metrisable.
(b) $A$ is included in E , every i in $A$ is also a point of $E$.
(c) If we denote by $\varepsilon$ the $\sigma$-field of the Borel sets in $\Xi$, then there exists a transition semicroup on ( $\mathbb{T}, \subset$ ) to be denoted by $p_{e B}(s)$ which is such that in particular if $i=e$ in $A$ and $B=j$ in $A$.

$$
p_{i j}^{2}(s)=p_{i j}(s) \text { for all } s>0
$$



Hence with every stochastic entrance $p(t)$ we can associate a probability triple and a Markov process defined on $\Omega$ and with values in $E$ satisfying the equality
(1) $P\left[X_{t}(w)=i\right]=p_{i}(t)$
for all $t>0$ and $i$ in $A$.
(d) Suppose that for: every stochastic entrance $p(t)$ the process $X_{t}$ in $E$ has a standard modification, which is right continuous in the topology of $E$ at all $t>0$ and which tends to a limit in $E$ as $t$ tends to zero with probability one. In this case $X_{t}$ is extended to $t=0$ by letting

$$
X_{0}(w)=\lim X_{t}(w)
$$

for all $v$ such that this limit is defined and choosing as $X_{0}(w)$ any arbitrary point in $\Xi$ othervise.

The Narkov process $X_{t}, t \geqslant 0$, is then right continuous at all $t$ in $[0, \infty)$.
(e) This extended process has transition probabilities $p_{e B}^{m}(s), s \geqslant 0$. Theorem 1
If $E$ satisfies (a) to (e) then there exists a mapping $\Xi$ defined on $A+A_{e}$ and with values in $X$ which is one-to-one. In other words $A+A_{e}$ is the best extension of $\Lambda$ with regard to the size for which a rigit continuous process may be found for every stochastic entrance $p(t)$, $t>0$.
Proof;
Pick $y$ in $A+A_{e}$ and choose the entrance $p_{i}(t)=p_{y i}(t)$. We know that the corresponding process with values in $A+A_{e}$ defined in Chapter III is concentrated in $y$ at time $t=0$ (th. III 2). Ne will show that the associnted process with values in $E$ is also concentrated in one point of E at time $\mathrm{t}=0$.

By (d) we have $P\left[X_{0} \in \Xi\right]=1$, hence there exist some Borel sets $B$ such that
(2) $P\left[X_{0} \in B\right]>0$

For such $B^{\prime}$ s the elementary conditional nrobabilities $P\left[X_{t}=i \mid X_{0} \in B\right]$ are derineá ior ail $i>0$ ana $i$ in $\dot{\text { a }}$.
(3) As

$$
P\left[X_{t} \in A\right]=\sum_{k \in A} p_{y k}(t)=1 \text { for all } t>0
$$

we have for any $B$ satisfying (2)
(4) $P\left[X_{t+s}=i \mid X_{c} \in B\right]=$
$\sum_{k \in A} P\left[x_{t+s}=i x_{t}=k \dot{x}_{0} \in B\right] \frac{1}{P\left[X_{0} \in B\right]}$
The set $\left[X_{0} \in B\right]$ belongs to $\mathscr{F}_{t}$, for alc $t>0$; therefore if we apply the Markov property this sum becomes
$\sum_{k \in A} p_{k i}(s) P\left[X_{t}=k X_{o} \in B\right]_{P\left[X_{0} \in B\right]}$
(5) $=\sum_{k \in A} P\left[X_{t}=k \mid X_{0} \in B\right] P_{k i}(s)$

But $(4)=(5)$ for $a l l t>0, s \geqslant 0$ and all $i$ in $A$ means that $P\left[X_{t}=i \mid X_{0} \in B\right]$ is an entrance relative to $P(t)$ (for all $B$ satisfying (2) )

Now suppose that $X_{0}$ is not concentrated in one point of $E$, in this case there exists a Sorel set $B$ and its complement in $E, B^{C}$, for which
(6) $1>P\left[X_{0} \in B\right]>0$
and
(7) $1>P\left[x_{0} \in B^{c}\right]>0$

The equality $P\left[X_{0} \in E\right]=1$ gives

$$
\begin{aligned}
& P\left[X_{t}=i\right]=P\left[X_{t}=i X_{0} \in E\right]= \\
& P\left[X_{t}=i X_{0} \in B\right]+P\left[X_{t}=i X_{0} \in B^{c}\right]= \\
& P\left[X_{t}=i \mid X_{0} \in B\right] P\left[X_{0} \in B\right]+P\left[X_{t}=i \mid X_{0} \in B^{c}\right] P\left[X B^{c}\right]
\end{aligned}
$$

and by (1) we get

$$
P_{y i}(t)=P\left[x_{t}=i \mid x_{0} \in B\right] P\left[x_{0} \in B\right]+P\left[x_{t}=i \mid x_{0} \in B^{c}\right] P\left[x_{0} \in B^{c}\right]
$$

for all $i$ in $A$ and $t>0$.
The inequalities (6) and (7) (which imply that both $P\left[X_{t}=i \mid X_{0} \in B\right]$ and $P\left[X_{t}=i \mid X_{0} \in B^{C}\right]$ are entrances tosether :ith the last ielation and the extremality of $\underset{y}{\mathrm{~F}_{\mathrm{y}}}(\mathrm{t}$ ) (which is an analytical notion) are enouch to give the equalities
(8) $P\left[X_{t}=i \mid X_{0} \in B\right]=P\left[X_{t}=i \mid X_{0} \in B^{c}\right]=p_{y i}$ ( $(t)$
for all i in is sini $t>0$

From (6), (7) and (8) we obtain

$$
\frac{P\left[X_{t}=i X_{0} \in B\right]}{P\left[X_{0} \in B\right]}=\frac{P\left[X_{t}=i X_{0} \in B^{c}\right]}{P\left[X_{0} \in B^{C}\right]}
$$

or
(9) $P\left[X_{t}=i \quad x_{0} \in B\right] P\left[x_{0} \in B^{c}\right]=P\left[X_{t}=i X_{0} \in B^{c}\right] P\left[X_{0} \in B\right]$

But $P\left[X_{t}=i X_{0} \in B^{c}\right]=P\left[X_{t}=i\right]-P\left[X_{t}=i \quad X_{0} \in B\right]$
so that (9) becomes

$$
P\left[X_{t}=i X_{o} \in B\right]\left(P\left[X_{0} \in B^{c}\right]+P\left[X_{0} \in B\right]\right)=P\left[X_{t}=i\right] P\left[X_{0} \in B\right]
$$

and finally we.get

$$
\begin{equation*}
P\left[X_{t}=i \quad X_{0} \in B\right]=P\left[X_{t}=i\right] P\left[X_{0} \in B\right] \tag{10}
\end{equation*}
$$

which holds for all Borel sets $B$, $i$ in $A$ and $t>0$, the case for $B^{c}$ being obtained by inverting the roles oi $B$ and $B^{c}$ and the cases for $B^{\prime}$ s such that $P\left[X_{0} \in B\right]=0$ or $P\left[X_{0} \in B\right]=1$ being trivially true.

Next the assumption that $X_{0}$ is not concentrated in one point of $E$ implies that there exist two distinct points $e_{1}$ and $e_{2}$ say, such that ali their neighbourhoods are visited with strictly positive probability by $X_{0}$.

As $e_{1} \neq e_{2}$, we have $d\left(e_{1}, e_{2}\right)>0$, where $d$ is a metric defining the Hausdorff topology on E (assumption (a)).

Choose $\varepsilon>0$ such that
(11)

$$
\varepsilon<\frac{d\left(e_{1}, e_{2}\right)}{4}
$$

Denote by $B\left(e_{r} r\right)$ the open sphere in $E$ centred in $e$ and of radius $r$.
By the choice of $e_{1}$ and $e_{2}$ we have

$$
P\left[x_{0} \in B\left(e_{1}, \epsilon\right)\right]=a_{1}>0
$$

and

$$
P\left[X_{0} \in B\left(e_{2}, \varepsilon\right)\right]=a_{2}>0
$$

Let $U_{n}^{1}=\left[w \mid x_{0} \in B\left(e_{1}, \varepsilon\right), x_{q} \in B\left(e_{p} 2 \varepsilon\right)\right.$ for all $q$ in $\left.Q_{i t} q \leqslant \frac{1}{n}\right]$

$$
v_{n}^{1} \text { is in } \mathcal{F} \text { for all } n
$$

and $U_{n}^{1}$ c $U_{n+1}^{1}$ for all $n$

The continuity of $X_{t}(w)$ at $t=0$ for almost all $w$ implies the following inclusion

$$
\left[x_{0} \in B\left(e_{1}, \varepsilon\right)\right]{\underset{n}{n}=1}_{\infty}^{U_{n}} u_{n}^{1}
$$

Similarly define

$$
U_{n}^{2}=\left[a \mid x_{0} \in B\left(e_{2}, \varepsilon\right) \quad x_{q} B\left(e_{2}, 2 \varepsilon\right) \text { for all } c \text { in } Q+, 9 \leqslant \frac{1}{n}\right]
$$

then $U_{n}^{2}$ is in $f$ for all $n$ and

$$
\left[x_{0} \in B\left(e_{2}, \varepsilon\right)\right] \epsilon_{n=1}^{\infty} U_{n} v_{n}^{2}
$$

Choose a $\delta>0$ such that.
(12) $\frac{a_{1}-\delta}{a_{41}}>\frac{3}{4}$
and
$\frac{(13) a_{2}-\delta}{a_{2}}>\frac{3}{4}$
By the monotonicity of $\mathrm{U}_{\mathrm{n}}^{1}$ and $\mathrm{U}_{\mathrm{n}}^{2}, n$ may be chosen sufficiently large to satisfy both
(14) $P\left[U_{n}^{1}\right] \geqslant P\left[X_{0} \in B\left(e_{1}, \varepsilon\right)\right]-\delta$
and
(15) $P\left[U_{n}^{2}\right] \geqslant P\left[X_{0} \in B\left(e_{2}, \varepsilon\right)\right]-\delta$

We have
(15) $P\left[U_{n}^{1}\right] \leqslant P\left[X_{0} \in B\left(e_{1}, \varepsilon\right)\right.$ and $\left.\frac{X_{1}}{n} \in B\left(e_{1}, 2 \varepsilon\right)\right]$

By (3) the right hand side equals

$$
P\left[X_{0} \in B\left(e_{1}, \varepsilon\right) \quad X_{\frac{1}{n}} \in B_{1}\left(e_{1}, 2 \varepsilon\right) \cap A\right]
$$


and using (10) this sum becomes


$$
P\left[x_{0} \in B\left(e_{1}, \varepsilon\right)\right] P\left[x_{1}=i\right]
$$

$$
=P\left[X_{0} \in B\left(e_{1} ; \varepsilon\right)\right] P\left[x_{1} \in B\left(e_{1}, \varepsilon\right) \cap A\right]
$$

Hence (16) reads as

$$
P\left[U_{n}^{1}\right] \leqslant P\left[X_{0} \in B\left(e_{1}, \epsilon\right)\right] P\left[X_{\frac{1}{n}} \in B\left(e_{1}, \varepsilon\right) \cap A\right]
$$

and by (14) we get

$$
\left.\frac{P\left[X_{0} \in B\left(e_{1}, \varepsilon\right)\right]-\delta}{P\left[X_{0} \in B\left(e_{1}, \varepsilon\right)\right]} \leqslant \frac{1}{n} \in B\left(e_{1}, 2 \epsilon\right) \cap A\right]
$$

But our choice of $\delta$ (see (12)) implies

$$
\frac{3}{4} \leqslant P\left[x_{1} \in B\left(e_{1}, 2 \varepsilon\right)\right]
$$

Similarly using (13) and (15) we get

$$
\frac{3}{4} \leqslant P\left[x_{\frac{1}{n}} \in B\left(e_{2}, 2 \varepsilon\right)\right]
$$

But the condition (11) for $\varepsilon$ ensures that $B\left(e_{1}\{\varepsilon)\right.$ and $B\left(e_{2}, 2 \varepsilon\right)$ are not overlapping, therefore the two last inequalities which are established for the same $t=1 / \mathrm{n}$ are not possible simultaneously.

The process $X_{t}$ in $E$ corresponding to the entrance $p_{y i}(t)$ must then be concentrated in one point of I at time $t=0$.

Denote this point by $\Xi(y)$.
$\Xi$ is the identity from $A$ as subset of $A+A_{e}$ into $A$ as subset of $E$. If $k$ is a fixed point of $A$ the process $\mathrm{Bi}_{\mathrm{Ki}}(\mathrm{t})$ is concentrated in one point, $\Xi(k)$, at time $t=0$ ie.
(17) $\mathrm{P}\left[\mathrm{X}_{0}=\Xi(k)\right]=1$

Choose a sequence of positive numbers $\delta_{n}, n$ in $N$, such that

$$
\sum_{n=1}^{\infty} \delta_{n}<\frac{1}{2}
$$

As ER $(t)$ tends to one as $t$ tends to 0 , we can get a decreasing sequence of positive numbers $t_{n}, n$ in $N$, such that $t_{n}$ tends to 0, as $n \rightarrow \infty$ and

$$
1-\delta_{n} \leqslant \pi_{k k}\left(t_{n}\right) \quad \text { for all } n
$$

But by (1) this yields

According to the assumption (d) $X_{t}(w)$ tends to $X_{o}(w)$ as $t$ tends to zero with probability one. Thus the last inequality shows that $X_{o}(w)$ $=k$ on a set of probability at least $1 / 2$.

Taking into account (17) this is enough to give

$$
\Xi(k)=k \text { in } E \text { for all } k \text { in } A
$$

$\Xi$ is one-to-one from $A+A_{e}$ into $E$.
Let $y_{1}$ and $y_{2}$ be elements of $A+A_{e}$-such that

$$
\Xi(y)=\Xi\left(y_{2}\right)
$$

With $y_{i}$ is associated a harkov process $\bar{X}_{t}$ in $E$ such that

$$
\begin{equation*}
\mathrm{P}\left[\mathrm{x}_{0}=\Xi\left(\mathrm{y}_{1}\right)\right]=1 \tag{18}
\end{equation*}
$$

and

$$
P\left[X_{t}=i\right]=p_{y 1} i(t) \text { for all } i \text { in } A \text { and } t>0
$$

Hence

$$
\begin{aligned}
& P\left[x_{t}=i\right]=P\left[x_{t}=i \quad x_{0}=\Xi\left(y_{1}\right)\right]= \\
& P\left[x_{t}=i \mid x=\Xi\left(y_{1}\right)\right] P\left[x=\Xi\left(y_{1}\right)\right]
\end{aligned}
$$

By assumption (e) and (18) the last line is equal to

$$
\dot{p} \Xi\left(y_{1}\right) \dot{i}(t) \text { for } \operatorname{sll} i \text { in } A \text { and } t>0
$$

and therefore

$$
p_{\ddot{y} 1} \dot{i}(t)=p^{E} \Xi\left(y_{1}\right) \dot{i}(t) \text { for all } i \text { in } A \text { and } t>0
$$

Similarly we get

$$
\overline{p_{y}} 2 i(t)=p^{E} \Xi\left(y_{2}\right) i(t) \text { for all } i \text { in } A \text { and } t>0
$$

But the equality $\Xi\left(y_{1}\right)=\Xi\left(y_{2}\right)$ then implies that $y_{1}=y_{2}$ in $A+A_{e}$ i.e. I is one-to-one and this completes the proof of theorem 1. Note that we do not need to assume the stronc liarkov property in $E$ to prove theorem 1. On the other hand the assumptions (a) to (e) are by themselves not sufficient to show the strong larkov property. Usually some analytical assumptions are made about the transition semi-group itself, which used with the right continuity of sample paths are enough to check the strong Markov property. E.E. in Chapter III we used the strong Feller property to obtain the convergence in III. (25).

## CHAPTER V

## On the Topology of the Entrance Boundary

1. Introduction.

Limitation on the size of $A_{e}$.
The semigroup $\mathrm{P}(\mathrm{t})$ is assumed to have only a countable number of extremal entrances. This simplifies the notation in some cases and as in fact no general results are obtained it does not matter very much. Having made this assumption, pick a stochastic entrance $p .(t), t>0$. such that its corresponding measure on $A+A_{e}$ at $t=0$ is a probability measure attaching strictly positive weight to every point of $A+A_{e}$.

Denote by ( $\Omega, \tilde{f}, P$ ) a probability triple and by $X_{t}$, $t \geqslant 0$ a process in $A+A_{e}$ right continuous relative to $T$, of absolute distribution $p(t)$ and strongly Markovian with the extended semigroup (as in Chapter IIII). From now on the trajectory for every $w$ in $\Omega$ is kept fixed.
a
In this chapter process is always supposed to be as described above unless otherwise stated.

In $\xi 2$ the trivial example 1 shows that there exist topologies finer than $T$ for which the fixed trajectories which are right continuous in $T$ are also right continuous relative to these finer topologies. Then for every process within the scope of this chapter $T^{\prime}$ will denote the finest topology on $A+A_{e}$ such that every right continuous trajectory in $T$ is also right continuous in $T$ '. To end the second paragraph we show that $T^{\prime}$ is coarser that $T^{*}$, the fine topology, which is not equal to $T$, as was originally overlooked by Chung.

Ny hope was to see that $T$ ' is metrisable and to determine an equivalent metric with the help of taboo semigroups. The taboo set is to be a subset of $A+A_{e}$ and in paragrant 3 we define the taboo
semingroups and remark that in some sence a taboo semigroup may be more discriminating than the original $P(t)$.

In my mind the metric would have had to be of the following
form: Let $H_{n}, n$ in $\mathbb{F}$, be a sequence of subsets in $A+A_{e}$ such that the taboo semigroups exist. Denote by $\mathcal{B}_{n} R(\lambda)$ the corresponding resolvents. Let $\alpha_{n}, n$ in $N$ and $\beta_{i}$, i in $A$ be two sequences of strictly positive numbers such that

$$
\sum_{n=0}^{\infty} \alpha_{n}<\infty \quad \text { and } \sum_{i} \beta_{i}<\infty
$$

For all $x$ and $y$ in $A+A_{e}$ define a metric $d(x ; y)$ by letting

$$
\begin{equation*}
d(x ; y)=\sum_{n=0}^{\infty} \alpha_{n} \sum_{i \in A} \beta_{i}\left|B_{n} \operatorname{Rxi}(1)-{B_{n I}}_{\operatorname{Ryi}(1)}\right| \tag{1}
\end{equation*}
$$

The main difficulty is to make sure that a given sequence of $B_{n}$ 's is suitable to obtain a metric (1) generating the topology T '. As the sequences $B_{n}=\left\{i_{n}\right\}$ and $B_{n}{ }^{\prime}=\left\{y_{n}\right\}$ (where $i_{n}$ and $y_{n}$ are enumerations of $A$ and $A+A_{e}$ ) are very simple and general, they are interesting choices to use in (1). But both ideas are ruled out by the example 2 given in paragraph 4.

Another very general way to define a metric with the taboo semigroups is to let. for all $x$ and $y$ in $A+A_{e}$.
(2) $d(x ; y)=\sup _{B} \sum_{i \in A} \beta_{i}\left|B^{R x i}(1)-B_{B}^{R y i}(1)\right|$
where the supremum is taken over all the subset B's for which the taboo semigroup is defined. Example 2 is again a counter example.

In fact examples 1 and 2 suggest a probabilistic characterisation for a suitable $B$, but it appears to be a set with a very elusive analytical definition.

## 2. Basic example

## Example 1.

Let $A=(0,1,2, \ldots)$
Define a corresponding conservative $Q$ matrix by

$$
Q=\left[\begin{array}{rrrrlc}
0 & 0 & 0 & & & \\
1 & -1 & 0 & & 0 \\
2 & 0 & -2 & . & \\
\vdots & 0 & & \ddots & \\
\mathbf{n} & & & & -\mathbf{n} & \\
\vdots & & 0 & & & \ddots
\end{array}\right]
$$

The resolvent is then

$R_{n o}(1)=\frac{n}{n+1} \cdot \frac{1}{1} \rightarrow 1=R_{o o}(1)$ as $n \rightarrow \infty$
and
$R_{n i}(1) \leqslant \frac{1}{n+1} \rightarrow 0=R_{0 i}(1) \quad$ as $n \longrightarrow \infty$
Hence $\{O\}$ is limit of the sequence $\{n\}$ in the topology $T$.
Note that $A_{e}$ is void.

## Proof:

By th. II 4 we know that $A$ is dense in $A_{e}$. Take any sequence of points in $A,\left\{i_{r}\right\}$ say, where $r$ is in $N$.
There are three possibilities
(i) $i_{r}$ may be equal to the same point $i$ of $A$ for all sufficiently big $r$; then the limit of $i_{r}$ is itself as $r$ tends to $\infty$
(ii) $i_{r}$ may be increasing to $\infty$ as $r$ increases to $\infty$; in this case we have just seen that the limit is $\{0\}$ in ( $A, T$ ).
(iii) $\mathrm{i}_{r}$ is different from (i) or (ii) then $i_{r}$ is not convergent in its components $\dot{R}_{i_{r}}(1)$.
(i), (ii) and (iii) are enough to show that $A_{e}$ is void.

Description of the sample path.s.
From the usual interpretations for the matrix $Q$ (see C.th II.5.5 and $p$. 259) and the $X_{t+}$ version we can deduce that all sample paths are particularly simple. Fither they start in 0 and stay always in it or they start in an $i>0$, stay there for a while and leave it by a jump to 0 in which they remain thereafter. So:every trajectory is composed of a finite number (one or two) of left closed and right open intervals. The discrete topology is then such that all sample paths are right continuous and as it is the finest topology on $A$, it is $T^{\prime}$. 'Therefore in this example $T$ ' is strictly finer than $T$.

An interesting feature of this example is that it is a counter-example to part of $C$ th.II.11.4.

Let $P(t)$ be a stochastic standard transition matrix on $A$ and define with Chung the fine topology $T_{F}$ on $A$. For all $k$ in $A$ denote by $S_{k}(w)$ the subset of $[0, \infty]$ on which $X_{t}(w)$ is equal to $k$.

Let $i$ be in $A$ and $H$ be a subset of $A$. Consider the probabilities.
$P\left[\bigcup S_{k}(w) \cap\left(t, t_{+} \varepsilon\right)=0\right.$ for some $\left.\varepsilon>0 \mid x_{t}(w)=i\right]$ $k \in H$
and
$P\left[\bigcup_{k \in H} S_{k}(w) \cap(t, t-\varepsilon)=0\right.$ for some $\left.\varepsilon>0 \mid x_{t}(w)=i\right]$
By C th II. 5. 6 for a stable $i$ and $C$ th II. 11. 3 for an instantancous one, we know that these probabilities are equal and that their common value is 0 or 1.
$H$ is called nonadjacent to $i$, if and only if this value is one. A fine neighbourhood of $i$ is a complement of a nonadjacent set to $i$.

Finally the fine topology $T_{F}$ on $A$ is the topology generated by all fine neighbourhoods of all states in A.

Part of C th II. 11. 4 reads as follows: a base of fine
neighbourhoods of $i$ is given by the sets
$c_{i}(\delta)=\left\{\left.k \in A\right|_{0 \leqslant t \leqslant \delta} p_{k i}(t)>1-\delta\right\} \quad 0<\delta$
In example 1, choose $i=\{0\}$ and $H=\{k>0\}$
Then
$P\left[\bigcup_{k \in H} S_{k}(w) \cap(t, t+\varepsilon)=0\right.$ for some $\left.\varepsilon>0 \mid X_{t}(w)=-\{0\}\right]=$ $P\left[\bigcup S_{k}(w) \cap(t, \infty)=0 \mid X_{t}(w)=0\right]=1$ $k>0$
as $\{0\}$ is absorbing.
Hence $H$ is nonadjacent to $\{0\}$ and $\{0\}$ is a fine neighbourhood of itself.

For every $\delta>0$ we have

$$
\begin{aligned}
& c_{0}(\delta)=\left\{k \sup _{0 \leqslant t \leqslant \delta} p_{k 0}(t) \geqslant 1-\delta\right\} \\
& =\{0\} \cup\left\{k>0 \mid \sup _{0 \leqslant t \leqslant \delta}\left(1-e^{-k t}\right) \geqslant 1-\delta\right\} \\
& =\{0\} \cup\left\{k>0 \mid 1-e^{-k \delta} \geqslant 1-\delta\right\} \\
& =\{0\} \cup\left\{k_{\delta}, k_{\delta+1}, k_{\delta+2}, \cdots,\right\}
\end{aligned}
$$

where $k_{\delta}$ is the smallest positive integer such that

$$
e^{-k_{\delta} \delta}<\delta
$$

It is now clear that no $C_{0}(\delta)$ nor any finite intersection of them is contained in $\{0\}$. Therefore the family $C_{0}(\delta), \delta>0$, does not form a base of neighbourhoods of $\{0\}$ in the topology $T_{F}$.

Nevertheless the following weaker result is contained in Chung's proof:
$T_{F}$ is finer than the topology cenerated by $C_{i}\left(\delta^{\delta}\right)$, in in $A, \delta>0$. Proof:

Recall the relation (10) in C p 191.
"Let $i$ and $C_{i}(\delta)$ be given; then for almost every $w$ the sample path $X_{t}(w)$ has the following property: if $X_{t}(w)=i$ then there exists $h(w)>0$ such that

$$
X_{S}(w) \in C_{i}(\delta) u\{\infty\} \quad \text { for all } s \text { in }(t, t+h(w))
$$

where $\{\infty\}$ is the Alexandroff additional point".
From this we can deduce that $A-C_{i}(\delta)$ is nonadjacent to $i$, and hence $C_{i}(\delta)$ is a fine neighbourhood of $i$. As this is true for every $C_{i}(\delta)$, this completes the proof.

## Definition of the fine topology $T^{*}$ on $A+A$

( the fine topology of Chung, $T_{F}$, was on $A$ only)
As assumed in the introduction $A_{e}$ is countable; hence every subset of $A+A_{e}$ is a Borel set for $T$ and by III (28) its corresponding stopping time exists.

Let T* be the topology generated by the following open sets (cf. Meyer[2] p. 152).

G $c A+A_{e}$ is open if and only if
(3) $\mathrm{P}\left[Z_{\mathrm{G}} \mathrm{c}>0 \mid \mathrm{X}_{\mathrm{O}}=\mathrm{y}\right]=1$ for all y in G $G^{c}$ is the complement of $G$ in $A+A_{e}$, and by the 0 or 1 law (M XIII 14), (3) must be equal to 0 or 1 ; in particular as $G \cap G^{C}=\varnothing$ all G satisfying (3) are such that

$$
P\left[Z_{G}=0 \quad \mid \quad X_{0}=y\right]=1 \quad \text { for all } y \text { in } G
$$

These sets from a topology because
(i) $A+A_{e}$ and $\emptyset$ are open
(Ii) every union of open sets is an open set
(iii) every finite intersection of open sets is an open set.

Proof: (in which open set stands for open relative to $\mathrm{T}^{*}$ )
(i) $P\left[Z_{\varnothing}=\infty \mid X_{0}=y\right]=1 \quad$ for all $y$ in $A+A_{e}$
i.e. $A+A_{e}$ is an open set.

As $\varnothing$ does not contain any point of $A+A_{e}$, the condition (3) is meaningless for $\varnothing$ and so $\varnothing$ is an open set.
(ii) Let $G_{\alpha}$ be open sets, where $\alpha$ runs in some family. Then by our countability assumption their union is a Borel set relative to $T$, so that its complement is also one. Thus the corresponding stopping time is well defined.

By the set inclusion

$$
\left(U G_{\alpha}\right)^{c} c G_{\alpha}^{C} \quad \text { for all } \propto
$$

we get
$\left.P\left[\zeta_{\left(U G_{\alpha}\right.}\right)^{c}>0 \mid X_{o}=y\right] \geqslant P\left[\zeta_{G_{\alpha}}^{c}>0 \mid X_{0}=y\right]=1$ for all $y$ in $G_{\alpha}$, and hence also for all $y$ in $V G_{\alpha}$, i.e. (3) is satisfied.
(iii) Let $G_{1}$ and $G_{2}$ be two open sets. Pick an $w$ in

$$
\left[\zeta\left(G_{1} \cap G_{2}\right)^{c}=0\right]
$$

and then there exists a sequence $t_{n}(w)$ decreasing to 0 such that

$$
X_{t_{n}}(v) \text { is in }\left(G_{1} \cap G_{2}\right)^{c}=G_{1}^{c} \cup G_{2}^{c}
$$

So at least one subsequence of $t_{n}(w)$ is such that $X_{t_{n}}(w)$ lies always in the same $G_{i}^{c}$ and hence $w$ is in

$$
\left[\zeta_{G_{1}}{ }^{c}=0\right] \cup\left[\zeta_{G_{2}}{ }^{c}=0\right]
$$

This inclusion gives the probabilistic inequality

$$
\begin{aligned}
& P\left[\zeta_{\left.\left(G_{1} \cap G_{2}\right)^{c}=0 \mid X_{0}=y\right]} \leqslant\right. \\
& P\left[\zeta_{G_{1} c}=0 \mid x_{0}=y\right]+P\left[\zeta_{G_{2}}{ }^{c}=0 \mid x_{0}=y\right]
\end{aligned}
$$

and the last sum is equal to 0 for all $y$ in $G_{1} \cap G_{2}$, i.e.(3)
holds for $G_{1} \cap G_{2}$.
As we know (th III. 1 and th III. 3) that $T$ is such that
almost every sample path is right continuous at all $t$, then a sample path starting in any open set $E$ in $T$ rill stay there for a strictly positive time with probability one, i.e.
$P\left[\zeta_{E^{c}}>0 \mid X_{0}=y\right]=1 \quad$ for all $y$ in $E$
Hence E is an open set for $\mathrm{T}^{*}$ and this shows that $\mathrm{T}^{*}$ is finer than $\mathbb{T}$. Let $T^{\prime \prime}$ be a topology strictly finer than $\mathbb{T}^{*}$, i.e. there exists an open set for $\mathrm{T}^{\prime \prime}$ which is not open in $\mathrm{T}^{*}$. Pick such a set, C say. By assumption there exists a $y$ in $C$ such that

$$
P\left[\zeta_{c^{c}}>0 \mid x_{0}=y\right] * 1
$$

By the 0-1 law this last relation yields

$$
P\left[\tau_{c}^{c}=0 \mid x_{0}=y\right]=1
$$

which implies that a.e. sample path starting in y leaves the open neighbourhood $C$ at least once as soon as it leaves $t=0$;
hence $X_{t}$ is right discontinuous in 0 relative to $T$ ".
So if topology $T o$ on $A+A_{e}$ is such that all the right continuous trajectories for $T$ are also right continuous for $T_{0}$, then $\mathbb{T}_{0}$ must be coarser than T*. Therefore the finest topology with this property must also be coarser than $T^{*}$ and this gives
$T$ * finer than $T^{\prime}$ finer than $T$
the second relation being obvious as $T$ itself is a topology for which all right continuous trajectories in $T$ are right continuous in T ! The next question is naturally: does $T^{*}$ itself keep the right continuity property of the trajectories which are right continuous for $T$ ? Unfortunately the answer is affirmative in the obvious examples but not clear in general. We now give some reasons why it is difficult to answer.

Taking into account the countability of $A_{e}$ here is a simplified version of M XV 38.

Let $F$ be a closed set of $\left(A+A_{e}, T^{*}\right)$; then for a fixed $w$ the set

$$
\left\{t \mid x_{t}(w) \in F\right\}
$$

is such that every right adherent point to it is in it, except on a set of $w$ 's of probability zero.

Now ve use this result to show the separability of $X_{t}$ relative to $T^{*}$. Let I be an open interval.

Let $S$ be a countable dense subset of $R_{+} \cdot$
Choose an w outside the exceptional set, $\Omega_{F}$ say.
If $w$ is such that

$$
X_{t}(w) \in F \quad \text { for all } t \text { in } I
$$

then

$$
X_{t}(w) \in F \quad \text { for all } t \text { in the right closure of } \operatorname{In} S
$$

i.e.

$$
X_{t}(w) \in F \quad \text { for all } t \text { in } I
$$

Therefore

$$
\begin{aligned}
& P\left[\left\{x_{t} \in F, \forall t \in I \cap S\right\}-\left\{X_{t} \in F, \forall t \in I\right\}\right] \leqslant \\
& P\left[\Omega_{F}\right]+P\left[\left(\left\{x_{t} \in F, \forall t \in I \cap S\right\}-\left\{X_{t} \in F, \forall t \in I\right\}\right) \cap\left(\Omega-\Omega_{F}\right)\right] \\
& =0+P[\varnothing]=0
\end{aligned}
$$

in other words $X_{t}$ is eeparable with respect to the closed sets of $T *$ and any $S$.
Consider the usual topology on $R$ and define $C\left(A+A_{e}, T^{*} ; R\right)$ as the set of all continuous functions defined on ( $A+A_{e}, T^{*}$ ) with values in $R$. The theorem $M$ XV 39 reads as follows:
if $f$ is an element of $C\left(A+A_{e}, T^{*} ; R\right)$ then $f\left(X_{t}(w)\right)$ is right continuous for almost all w.

Consider the following diagram:
$t \in[0, \infty] \rightarrow X_{t}(w) \in\left(A+A_{e}, T^{*}\right) \longrightarrow f\left(X_{t}(w)\right) \in R$
If we want to deduce the right continuity of $X_{t}(w)$ itself from this diagram and M XV 39 we need some additional conditions on ( $A+A_{e}, T^{*}$ ) e.g. :
(a) $C\left(A+A_{e}, T^{*} ; R\right)$ must be good enough to define $T^{*}$ as its initial topology. This is known for a compact (or locally compact) space but as $\mathrm{m}^{*}$ is a refincment of m , iic do act lme: if this property
(used with $\left(M_{1} ; T\right)$ or ( $K ; T$ ) still holds.
(b) $C\left(A+A_{e}, T^{*} ; R\right)$ must be spanned by a countable set a functions $f_{n}$ so that the union of $\Omega_{f_{n}}$ (the exceptional sets depending on $f_{n}$ in $M X V$ 39) is of probability zero.
(a) and (b) would be enough to imply that for any $w$ outside ${ }_{n}^{U} \Omega f_{n}, f\left(X_{t}(w)\right)$ is right continuous from $[0, \infty]$ into $R$ for all $f$, and hence. $X_{t}(w)$ itself is right continuous from $[0, \infty]$ into ( $\left.A+A_{e} ; T^{*}\right)$.
of $A t A_{e}$ relative to $T$. It is known (see III (28) that the random variable
(4) $\zeta_{B}(w)=\inf \left\{t \mid t>0 X_{t}(w) \in B\right\}$.
is a stoppins time relative to the family of cfields $\mathcal{F}_{t}, t \geqslant 0$ Hence the set

$$
\begin{aligned}
& {\left[w \mid X_{o}(w)=i, X_{s}(w) \notin B, o<s \leqslant t \quad X_{t}(w)=j\right] } \\
= & {\left[w \mid X_{o}(w)=i, X_{t}(w)=j \gamma_{B}(w)>t\right] }
\end{aligned}
$$

is in $\mathscr{F}_{t}(c \mathscr{F})$, and we can define for all $i, j$ and $t>0$, the number $B_{i j}(t)$ as the following elementary conditional probability:
(5). $P\left[X_{t}=j \quad \zeta_{B}>t \mid X_{0}=i\right]=\frac{F\left[X_{0}=i \quad B^{t} X_{0} j\right]}{P\left[X_{0}=i\right]}$

Obviously we heve for all $i$ and $j$ in $A$, and all $t>0$,
(6) $\quad B_{B}^{p_{i j}}(t) \leqslant p_{i j}(t)$

Mext we check the serngroup equation for ${ }_{B} P(t)$. As $F(t)$ is stochastic We have for all $t>0$ and all $s>0$
(7) $\quad B_{i j}^{P}(t+s)=\sum_{k \in A} P\left[X_{t \neq s}=j \zeta_{B}>t+s X_{t}=k \quad X_{0}=i\right]$

Nov fix $k$ in $A, t>0$ and $s>0$.
Let

$$
\Delta_{k}=\left[x_{t}=1 B\right]
$$

He have

$$
P\left[x_{0}=i \quad x_{t}=k \quad x_{t+5}=j \quad \zeta_{B}>t+s\right]=
$$

(8) $P\left[x_{0}=i \quad \zeta_{B}>t \quad x_{t}=k \quad \zeta_{B} \circ \theta_{t}>s X_{s} \cdot \theta_{t}=j\right]$

Were $\theta t$ is as usual the shift operator.
As $Z_{B}$ is a stopping time the event

$$
\left[z_{B} \cdot \theta_{t}>s\right] \text { is in } t_{t+s}^{\mathscr{F}}
$$

where $t_{t+s}$ is the augmented $\sim$ field generated by

$$
x_{u}, t \leqslant u \leqslant t \div s
$$

Let

$$
\begin{aligned}
& \Lambda=\left[\begin{array}{ll}
x_{0}=i & \zeta_{B}>t
\end{array}\right] \because \mathcal{F}_{t} \\
& M=\left[\begin{array}{lll}
x_{s} \cdot \theta_{t}=j & \zeta_{B} \cdot \theta_{t}>s
\end{array}\right] \epsilon_{t} \mathscr{F}^{\prime}
\end{aligned}
$$

By the Markov property we get the following equality of random variables:

$$
P\left[\Lambda R \mid X_{t}\right]=P\left[\Lambda \mid x_{t}\right] P\left[H \mid X_{t}\right] \quad \text { ass. }
$$

so that (8) is equal to
(9) $\int_{\Delta_{k}} F\left[\Lambda \mid x_{t}\right] P\left[R \mid x_{t}\right] F[d w]$

By definition $P\left[F \mid X_{t}\right]$ is a random variable such that

$$
\begin{aligned}
& \int_{\Delta_{k}} F\left[H \mid X_{t}\right] P[d w]=F\left[X_{s} \circ \theta_{t}=j \zeta_{B} \circ \theta_{t}>s \quad X_{t}=k\right]= \\
& P\left[X_{s} \cdot \theta_{t}=j \zeta_{B} \cdot \theta_{t} \emptyset s \mid X_{0} \circ \theta_{t}=R\right] P\left[\Delta_{k}\right]
\end{aligned}
$$

By stationarity and (5) the last term becomes

$$
P\left[x_{s}=j \quad \zeta_{B}>s \quad x_{0}=K\right] P\left[\Delta_{k}\right]=B_{k j}^{p}(s) P\left[\Delta_{k}\right]
$$

We have just proved that

$$
P\left[H \mid X_{t}\right]={ }_{B} r_{x_{i j} j}(s) \quad \text { ass. }
$$

(9) is then equal to

$$
B_{A} P_{k}(s) \int_{\Delta_{k}} F\left[z_{0}=i \quad Z_{D}>t \mid X_{t}\right] P[d H]
$$

or using (5) again
(10) ${ }_{B} p_{k j} \cdot(s){ }_{B F_{i k}}(t) P\left[X_{0}=i\right]$

If we sum over all k in A the equalities
(3) $\frac{1}{F\left[X_{0}=i\right]}=(10 \ni) \frac{1}{F\left[X_{0}=i\right]}$
(7) becomes the semigroup equation
(11) $\quad B_{i j}^{p_{i j}}(t+s)=\sum_{k \in A \cdot D_{i k}(t) \quad B_{i k j}^{p}(s), ~(t)}$

As $\zeta_{B}$ is a stomping time, $\left[\zeta_{B}>0\right]$ is in $\mathscr{F}_{0}$. Hence by the 0-1 ].an we have for all $y$ in $A+A_{e}$
(12) $E\left[Z_{B}>0 \mid X_{0}=y\right]=0$ or 1

By the inequality (6) we find
$(13) 0 \leqslant \limsup _{t=0} X_{i j}(t)<\lim _{t=0} \mathrm{~F}_{i j}(t)=0$ if $i \neq j$
and
$\left(1^{\prime}+0 \leqslant \limsup \sum_{t=0} p_{i \neq i}^{p}(t) \leqslant \lim _{t=0} \sum_{k \neq i} p_{i k}(t)=0\right.$

- By th. III. 1 we have
$P\left[\zeta_{B}>s \mid X_{o}=i\right]=F\left[Z_{B}>s \quad X_{s} \in A \mid X_{o}=i\right]$

Rewrite this equality as
(15) $\quad B^{p_{i I}}(s)=F\left[\zeta_{B}>s \mid X_{0}=i\right]-\sum_{k \neq i} B^{p} P_{i k}(s)$

By monotonicity we get
(16) $\lim _{S=0} F\left[Z_{B}>s \mid X_{0}=i\right]=P\left[G_{B}>0 \mid X_{0}=i\right]$

The relations (14) and (16) imply that the R.F.S. of (15) has a limit as $s$ decreases to 0 .

Hence the same property holds for its L.II.S. and by (12) this limit must satisfy
(17) $\lim _{s=0} B_{i-}^{p}(s)=P\left[Z_{B}>0 \mid X_{0}=i\right]=0$ or 1

If $i$ is such that this limit is zero, then for all $j$ in $A$ and all $t>0$ we have
(18) $0 \leqslant{ }_{B} p_{i j}(t)=F\left[\tau_{B}>t \quad X_{t}=j \mid x_{0}=i\right] \leqslant$

$$
P\left[\tau_{B}>0 \mid X_{0}=i\right]=0
$$

Let $B^{A} A_{0}=\left\{i\right.$ in $A \mid B F_{i i}(t)=0$ for all $\left.t>0\right\}$
This set is equal to

$$
\left\{i \text { in } A \mid B p_{i j}(t)=0 \text { for all } t>0 \text { and all } j \text { in } A\right\}
$$

One inclusion is obvious conversely if $i$ is such that ${ }_{B} p_{i j}(t)=0$
for all $t$, tien its limit as $t$ tends to 0 is also 0 and by (17) we are in the case (13) and this shows the other inclusion.

If we let $A=A-A_{B}$ the relation (11) can be written as
(19)

$$
B_{i j}(t+s)=\sum_{k \in B^{A}} B^{r_{i k}}(t) B_{F_{k j}}(s)
$$

for all $i$ and $j$ in $B^{A}$ and all $t \geqslant 0$ and $s \geqslant 0$.

If j is $\mathrm{S}_{B^{\prime}} A_{0}$ then
(20) ${ }_{B} \mathrm{p}_{i j}(t)=0$ for all $i$ in $A$ and all $t \geqslant 0$

Froof: (11) sives for all $s<t$

As $j$ is in $B^{A}$ o the second term in the R.R.S. is equal to 0 ; on the other hand the sum over all $k$ different from $j$ is bounded above by
$\sum_{k * j} p_{i k i}(t-s) p_{k j}(s)=p_{i j}(t)-p_{i j}(t-s) p_{-j j}(s)$
Wich by the stochastic continuity of $\mathrm{F}(\mathrm{t})$ tends to C as $s$ decreases to O; hence if we let s tend to 0 in (21) we obtain (20).(13), (17) and (19) mean that ${ }_{B} \mathrm{~F}(t)$ is a standard substochastic serigroup on $B^{A}$ 。 $B y$
C// (th. II 3.3 we can use 8 th. II 2.3 to check the continuity for $t \geqslant 0$ of $B E_{j}(t)$ for all $i$ and $j$ in $B^{A}$.

As the initial distribution of $\dot{X}_{t}$ was chosen to attach strictly positive weight to every point of the countable $A_{e}$, we can lat

$$
y_{y^{i}}(t)=F\left[\tau_{B}>t X_{t}=i \mid X_{o}=y\right]
$$

By the rethod used to get (11) and (19) we find

$$
B_{B}^{p_{y i}}(t+s)=\sum_{k \in B_{B} A} B^{p_{y k}}(t)_{B} p_{k i}(s)
$$

for all in in $A$ and all $t>0$ and $s \geqslant 0$.
Since $\mathcal{B F}_{\mathrm{yi}}$ ( $t$ ) is an entrance relative to $\mathrm{B}^{\mathrm{F}}\left(\frac{1}{5}\right)$ the theorem just quoted applies to ensure the continuity in $t$ of $B^{2} y(t)$ for all in in $B^{A}$ (or indeed in $A$ because the proof of (20) works also for $y$ ). This general continuity allows us to use $B^{P(t)}$ or the Laplace transforms which will be denoted by ${ }_{B}{ }^{\mathrm{Kij}}(\lambda)$.

Ge have just shown that
(22) $B_{B}^{R}(\lambda) \leqslant R(\lambda)$
(23) $\lim _{\lambda=\infty} \lambda_{B} R(\lambda)=I_{B} A$ (the identity matrix on $\left(B_{B} A \times B^{A}\right)$
(24) $B_{B} R(\lambda)-B_{B}^{R(\mu)}=(\mu-\lambda) B_{B}^{R(\lambda)}{ }_{B}^{R}(\mu)$
and $B^{\text {Ryi }}(\lambda), \lambda>0$, i in $A$ satisfies the resolvent equation for $B^{R}(\lambda)$ for all $y$ in $A+A_{e}$.

Theorem 1
For all open and all closed sets $B$ in ( $\left.A+A_{e}, T\right),{ }_{B} P(t)$ is completely determined by $P(s)$ and $B$.

Froof:
Vie have to show that any ${ }_{B} p_{i j}(t)$ is determined by $t \geqslant 0$, $i$ in $A, j$ in $A$, $P(s)$ and $B$. This result is obvious for a point $i$ (or $j$ ) in $B$, because C th. II. 5.3 and the definition (5) give

$$
B_{i j}^{p}(t)=0 \text { for } a l l t>0 \text { and } i \text { or } j \text { in } A n B
$$

So we choose $i$ and $j$ outside the taboo set in the sequel. We remark also that if $B^{P}(t)$ depends only on $P(s)$ and $B$ for all $t>0$, the stochastic continuity will then imply the same for $t=0$. Hence from now on $t$ is a fixed strictly positive number.
Let $\Omega_{c}=\left[w \mid X_{t}(w)\right.$ is right continuous/on $\left.[0, \infty)\right] \quad$ in $\left(A+A_{e}, T\right)$ $\Omega_{l}=\left[w \mid X_{t}(w)\right.$ has a left limit/at all $t$ in $\left.(0, \infty)\right] \quad \alpha$ in $\left(M_{1}, T\right)$
(25) We have $P\left[\Omega_{c}\right]=P\left[\Omega_{1}\right]=1$.

Firstly we prove theorem 1 for an open set $G$ in ( $A+A_{e}, T$ ) using the method given in C. P. 194. As the process $X_{t}$ is right continuous the values $X_{S}(m)$ for all $s$ in a countable subset $S$ dense in $R_{+}$are enouch to determine the complete sample path for all $w$ in $\Omega_{c}$. Let $S$ be enumerated in some may and let $s_{n}$ be the $n$ t\% element in this enumeration lying in [ $\Omega, t$ ].

Let $\Gamma=\left[w \mid X_{s}(w) \notin G \quad 0<s \leqslant t X_{t}=j\right]$

$$
\Gamma_{n}=\left[w \mid X_{S_{r}}(w) \notin G r=1,2, \ldots, n K_{t}=j\right]
$$

The following inclusion is obvious

$$
\left\lceil c \bigcap_{n=1}^{\infty} \Gamma_{n}\right.
$$

Conversely any $w$ in this intersection is such that
$X_{S_{n}}(w) \notin G$ for all $n$
i.e.
$X_{s}(v) \notin G$ for all $s$ in $\operatorname{Sn}[0, t]$
As $G^{c}$ is a closed set this imlies for all $w$ in $\bigcap_{n=1}^{\infty} \Gamma_{n} \cap \Omega_{c}$
$X_{u}(w)=\lim X_{s}(v) \in G^{c}$ for all $u$ in $[0, t)$
$s \downarrow u$
$s \in S$
As $j$ is not in $G$, then
$P\left[X_{t} \notin G X_{t}=j\right]=1$
so that ve have now proved
(26) $\Gamma \doteq \bigcap_{n=1}^{\infty} \Gamma_{n}$

From the definition (5) and (26) we get
(27) $B^{p} i_{j}(t)=\lim _{n=00} F\left[\Gamma_{n} \mid \ddot{x}_{0}=i\right]$.

But for any fixed $n$ theorem III 1 gives
$P\left[X_{S_{r}} \in G^{c}\right]=P\left[X_{S_{r}} \in G^{c} \cap A\right], r=1,2, \quad n$
which in turn implies
(28) $F\left[\Gamma_{n} \mid x_{0}=i\right]=\sum_{k_{1} \in G_{n} A, \ldots, k_{n} \in G_{n}^{\prime} A} \operatorname{pik}_{1}\left(s_{1}^{1}\right) p_{k_{1} k_{2}}\left(s_{2}^{1}-s_{1}^{1}\right) \ldots p_{k_{n} j}\left(t-s_{n}\right)$
where $\left\{s_{r}, r=1,2, \quad n\right\}$ is the $\operatorname{set}\left\{s_{r}, r=1,2, \quad n\right\}$
reindexed to follow the natural order in $R$. Some obvious chanzes have to be made in the sum above if one $s_{r}$ is cqual to 0 or $t$, but it does
not alter the fact that (27) and (28) proves theorem 1 for the open set $G$. Since the event $\Gamma$ is independent of $S$, so is the limit in (27) and we can use any countable set $S$ dense in $R_{+}$.

Next using this result for an open set we cen proceed to show the same for any closed set $F$ in $\left(\dot{A}+A_{e}, T\right)$. As the entrance boundary is a metric space we can define the following open sets

$$
G_{m}=\left\{x \left\lvert\, d(x ; F)<\frac{7}{m}\right.\right\} m \text { in } N
$$

which are such that

$$
\text { (29) } F=\bigcap_{m=1}^{\infty} G_{m}=\bigcap_{m=1}^{\infty} \bar{G}_{m}
$$

Where $\bar{G}_{m}$ denotes the closure of $G_{m}$ in $(A+A e, T)$

Let $\Lambda=\left[w / X_{s} \notin F \quad 0<s \leqslant t \quad X_{t}=j\right]$

$$
\Lambda_{m}=\left[\mathrm{w} \mid X_{\mathrm{s}} \notin \mathrm{G}_{\mathrm{m}} \quad 0<s \leqslant t \quad X_{t=j}\right]
$$

The following inclusion is obvious
(30)

$$
\Lambda D \bigcup_{m=1}^{\infty} \Lambda_{m}
$$

Conversely if $w$ is in $\Delta=\Omega-\bigcup_{m=1}^{\infty} \Lambda_{m}$ there exist $t_{m}(H), m$ in $N$,
such that
$0<t_{m}(w) \leqslant t$
and
for all $m$
$X_{\left.\mathrm{t}_{\mathrm{m}(\mathrm{w})}\right)}(w) \in G_{\mathrm{m}}$

Define $G_{m}$ as the stomping time associated with $G_{m}$ as in ( $l_{\text {}}$ ). Using the right continuity we have
(31) $X_{\gamma_{m}(w)}(w) \in \bar{G}_{m} \quad$ for every $w$ in $\Omega_{c}$

The monotonicity of the sequence $G_{m}$ yields for all w

$$
G_{m}(w) \leqslant Z_{m+1}(w) \leqslant \lim _{m=0} Z_{m}(v)
$$

If we denote the limit above by $\zeta$, K IV 42 ensures that $\zeta$ is also a stopping time.

Let $\Delta_{1}=\bigcup_{m=1}^{\infty}\left[w \mid G_{m}(w)=\zeta(w) \leqslant t \quad X_{t}(w)=j\right] \cdot c \Delta$

$$
\Delta_{2}=\Delta-\Delta_{1}
$$

For every $w$ in $\triangle_{1} \cap \Omega_{c}$, there exists an $n(w)$ in $N$ such that (by (31))

$$
X_{\zeta(w)}(w)=X_{Z_{m}(w)}(w) \in \bar{G}_{m} \quad \text { for all } m \geqslant m(w)
$$

and using (29) this implies
(32) $X_{G(w)}(v) \in \bigcap_{m=1}^{\infty} \bar{G}_{m}=F \quad$ for all $w$ in $\triangle_{1} \cap \Omega_{c}$

Similarly if $w$ is in $\Delta_{2} n \Omega_{c} n \Omega_{1}$ we find
(33) $\quad X_{\sigma_{-}}(w)(w) \in \bigcap_{m=1}^{\infty} \bar{G}_{m}=F<A+A_{e}$.

As $\sigma$ is bounded by $t$ on $\Delta_{2}$, theorem III. 4 applies and we get
(34) $X_{Z(w)}(w)=X_{G_{G}(w)}(w) \in F \quad$ for $a\left\{1:\right.$ in $\Delta_{2} \cap \Omega_{c} \cap \Omega_{l}$

From (25), (32) and (34) we deduce
$\Omega-\bigcup_{m=1}^{\infty} \Lambda_{m}=\Delta_{1} \cup \Delta_{2} \subset \Omega-\Lambda$
This last relation, the definition (5) and (30) give
(35) $\quad \mathrm{F}_{\mathrm{ij}}(\mathrm{t})=\mathrm{P}\left[\Lambda \mid X_{0}=\mathrm{i}\right]=\lim _{\mathrm{m}=00} \mathrm{~F}\left[\Lambda_{m} \mid \mathrm{X}_{0}=i\right]=$

$$
=\lim _{m=\infty} \operatorname{Gm}_{i j}(t)
$$

The sets $G_{m}$ being open the last limit depends only on $F(s), i, j$ and $G_{m}$ (ie. F). Theorem 1 is now proved. As the event $\Lambda$ does not depend on a particular sequence of $\mathcal{I}_{\mathrm{m}}$, any sequence of open sets $\mathrm{G}_{\mathrm{m}}$ which satisfy (29) will define $F_{i j}(t)$ by (35).

Note that theorem 1 sen ss also likely for a Morel set $B$ but the proof used here does not work (even in our particular case of a countable $A_{e}$ where every Bore set is a $G_{\delta}-$ set) Instead of ( $2 \phi$ ) we get for some family of open sets $G_{m}$ the less stringent relation
$B=\bigcap_{m=1}^{\infty} G_{m} \subset \bigcap_{m=1}^{\infty} \bar{G}_{m}$
so thet theorem III 4 cannot be used bet::een relations corrospondins to (33) and (34) to slow that tie corros onding $\Lambda$ and $\Lambda_{m}$ eatisfy $\Lambda \in \bigcup_{m=1}^{\infty} \Lambda_{m}$

Theorem 2
For all oren and closed sets $B$ in $\left(A+A_{e}, T\right), P_{y i}(t), i$ in $A$, is completely determined by $F(s), B$ and $y$.

Whis is zoved as theorem 1 with only one change namely $p_{\text {ik }}(s)$ is to be replaced by $p_{y k}$ (s) in (28) (which is why $y$ is needed).

Finally ve explain the meaning of the vords "more discriminating than the original semigroup ${ }^{\prime \prime}$ used in the introduction.

In the exambe 1 if the subset $B$ of $A$ is chosen as $\underset{i>0}{\bigcup}\{i\}$ then obviously we zet
(35) $\operatorname{ZiOO}(\lambda)=\frac{1}{\lambda}=\operatorname{Roo}(\lambda)$

and
(38) $B^{\text {Rik }}(\lambda)=0$ for all $k$ if $i \neq 1$

Wherefore $B_{B}$ Rio (1) $=0$ does not tend to $B_{B}$ Roo (1) $=1$ as i tends to $\infty$, the taboo semigroup relative to 3 introduces a refinement of $T$ (but only locally near $\{0\}$ in $A$ as all the other points are morged fin the trivial entrancel.
4. Metrication of $T^{\prime}$

I tried to introduce the taboo semigroups in the definition of a metric for $T^{\prime}$, because it seemed an easy way to generalise the form of metric used for the definition of $T($ see below (1)) and also because I did not knew whatelse, in analytical terms, could be used.

As I said in the introduction to this chapeer I manted a metric of the form
(1) $d(x ; y)=\sum_{n=1}^{\infty} \alpha_{n} \sum_{i \in A} \beta_{i}\left|B_{n} \operatorname{Rxi}(1)-B_{n} \operatorname{Ryi}(1)\right|$
for all $x$ and $y$ in $A+A_{e}$, where the $B_{n}$ 's are a sequence of subsets of $A+A_{e}$, and $\alpha_{n}, n$ in $N, \beta_{i}$, i in $A$, are the strictly positive terms of two converging series. I also pointed out before that the use of the sequences of singletions $\left.\int_{i} i\right\}$ of $A$ or $\{y\}$ of $A+A_{e}$ as sequences of taboo sets is very tempting, because it requires no further knowledge.

But in the next example in which $T^{\prime}$ is indeed metrisable these two nev metrics are unfortunately not equivalent to the one defining $T^{\prime}$. We remark that if the sequence $A+A_{e}$ does not give the solution, the sequence $A$ which induces a smaller metric can not work either. So we will only consider the sequence $A+A_{e}$. Example 2.

Let $A=(\ldots,-2,-1,0,1,2, \ldots)$
Let $q_{i}$ be a sequence of stricly positive numbers (indexed by $i>0$ only) such that $\sum_{i=1}^{\infty} \frac{1}{q_{i}}<\infty$

Define a conservative Q-matrix in the following way.

$$
\begin{array}{ll}
q_{00}=0 & \\
q_{i i}=q(-i)(-i)=-q_{i} & i \neq 0 \\
q_{i, i-1}=q_{i} & \text { for all } i>0 \\
q_{i,(-i)-1}=q_{i} & \text { for all } i<0 \\
q_{i j}=0 & \text { everywhere else } \\
& -87
\end{array}
$$

By our choice of an absorbing $\{0\}$ the corresponding minimal solution is a stochastic matrix. Its terms are
$R_{00}(\lambda)=\frac{1}{\lambda}, R_{0 i}(\lambda)=0 \quad$ for all $i \neq 0$
$R_{i i}(\lambda)=\frac{1}{\lambda+q_{i}} \quad$ for $i \neq 0$
$R_{(-i) j}(\lambda)=\frac{1}{\lambda+q_{j}} \prod_{k=j+1} \frac{q k}{\lambda+g k} \quad$ if $i>0$, and $0<j<i$
$R_{(-i) O}(\lambda)=\frac{1}{\lambda} \prod_{k=1}^{i} \frac{q k}{\lambda+q k} \quad$ if $i>0$
$R_{(-i) j}(\lambda)=0$
if $i>0$ and $j \geqslant i$
and $i>0, j<0$ but $\mathbf{j} \neq-\mathrm{i}$
$\mathrm{R}_{\mathrm{ij}}(\lambda)=0$
if $i>0$ and $j>i$ or $j<0$
$R_{i j}(\lambda)=\frac{1}{\lambda+q j} \prod_{n=j+i}^{i} \frac{q k}{\lambda+q k}$.
if $i>0$ and $0<j<i$
$R_{i 0}(\lambda)=\frac{1}{\lambda} \prod^{i+1} \frac{q k}{\lambda+q k} \quad$ if $i>0$
It is helpful to $d^{k}=1$ an (he (A $\times A$ ) - matrix to compare it later with the taboo resolvents.


Let $i_{n}$ be any sequence in $A$ such that the absolute values $\left|i_{n}\right|$
form an increasing sequence.
If $j>0(r e s p=0)$ then for adl $i_{n}$ such that $\left|i_{n}\right|>j$ we find irrespectively of its sign
$R_{i_{n} j}(1)=\frac{1}{1+q j} \prod_{k=j+1}^{\left|i_{n}\right|} \frac{q k}{1+q k} \quad\left(r e s p \prod_{k=1}^{\left|i_{n}\right|} \frac{q k}{1+q k}\right)$
Now if $n$ is increasing to $\infty$ the R.H.S. has a decreasing limit and we get
(39) $\lim _{h=\infty}{R_{i} j}(1)=\frac{1}{1+q j} \prod_{k=j+1}^{\infty} \frac{q k}{1+q k}\left(r e s p \prod_{k=1}^{\infty} \frac{q k}{1+q k}\right)$

If $j<0$, then we have for all $i_{n}$

$$
R_{i_{n} j}(1) \leqslant \frac{1}{1+q n}
$$

Again if $n$ is increasing to $\infty$ the R.H.S. decreases to 0 and we get
(40) $\quad \lim _{n=\infty} R_{i_{n}} j(1)=0 \quad$ for all $j<0$

From the density of $A$ in $A_{e}$ and the sort of arguments used after example 1 we deduce that $A_{e}$ is composed of only one point, $y$ say, defined by the R. H. S's of (39) and (40). The interesting point about the topology $T$ is that ( $-i$ ) tends to $y$ as $i$ tends to $+\infty$.

Description of the sample paths.
(a) Sample paths starting in the state $i$ of $A$ The usual interpre tations for $Q$ (Cth.II5.5. and $p .259$ ) and the $X_{+}$version imply that every sample path is composed of a finite number ( $|i|+1$ ) of left closed and right open intervals, the last one (spent in $\{0\}$ ) being $\infty$.
(b) Sample path starting in $y$

The sample path are step functions. The number of steps is countably infinite and they accumulate at $\mathbb{E}=0$; all the steps are spent in some $i \geqslant 0$ of $A$ and the left closed right open interval spent in $i$ is followed by one spent in (i-1)
and so on until reaching $\{0\}$ where the sample path remains for ever. With probability one there is a finite number of steps after any strictly positive time $t$.

By (a) we have
$P\left[X_{s}\right.$ has a finite number of steps after $\left.t \mid X_{0}=y\right]=$
$\sum_{n=0}^{\infty} P\left[X_{s}\right.$ has $n$ steps before reaching 0 after $\left.t \mid X_{0}=y\right]=$
$\sum_{n=0}^{\infty} P\left[x_{t}=n \quad \mid x_{0}=y\right]=\sum_{n=0}^{\infty} p_{y n}(t)=1$
For almost all trajectories starting in $y, y$ is a right limit of points $i>0$ of A increasing to $+\infty$.
on $A v\{y\} d e f i n e$ a topolosy $T_{1}$ as follows:
every i is isolated;
$\left(T_{1}\right)$ every neighbourhood $V_{y}$ of $y$ contains all positive i's bigger
than some $N_{V y}$; there exists one $V y$ not containing any negative $i$. This $\mathrm{T}_{1}$ is metrisable by (e.g)
$(41)\left\{\begin{array}{l}d(i, j)=1 \quad \text { if } i \text { or } j \text { is negative and } i \neq j \\ d(i, j)=1 / 2^{i}+1 / 2^{j} \text { if } i \text { and } j \text { are positive and } i \neq j \\ d(y, i)=1 \quad \text { if } i<0 \\ d(i, j)=1 / 2^{i} \text { if } i \geqslant 0 \\ d(i, j)=d(y, y)=0 \text { for all } i \text { in } A\end{array}\right.$
By the very description of sample paths ((a) and (b)) it is clear that all the $X_{t}(w)$ which are right continuous in $T$ are also right continuous from $[0, \infty]$ into $\left(A \cup\{y\}, T_{1}\right.$ ).
Moreover in any topology $\mathbb{T}^{\circ}$ strictly than $\mathbb{T}_{1}$, we can find a neighbourhood of $y, V_{y}^{0}$ say, such that $\left(T_{1}\right)$ does not hold. Hence there exists a sequence $\left\{i_{\nu}\right\}$ of positive i's increasing to $+\infty$ but not in $v^{\circ} y^{-}$ By the description given in (b) we have
$P\left[X_{s}\right.$ visits $\left\{i_{\nu}\right\}$ for one $s$ in $\left.\left.\left[0 ; \frac{1}{n}\right] \right\rvert\, X_{0}=y\right]=1$
for all $n$ and hence
$P\left[X_{s}\right.$ is in $V_{y}^{0}$ for all $s$ in $\left.\left.\left[0 ; \frac{1}{n}\right] \right\rvert\, X_{0}=y\right]=0$
for all n. But the right continuity relative to $T^{\circ}$ would need
in particular
$\mathrm{P}\left[\mathrm{X}_{\mathrm{s}}\right.$ is in $\mathrm{V}_{\mathrm{y}}^{0}$ for all s in $\left.\left.\left[0 ; \frac{1}{\mathrm{n}}\right] \right\rvert\, \mathrm{X}_{0}=\mathrm{y}\right] \quad$ i 1
as $n$ tends to $+\infty$.
Since the last two relations are contradictory, $T_{1}$ is the finest topology on $A \cup\{y\}$ for which the right continuous trajectories for $T$ are also right continuous for $T_{1}$, ie. $T_{1}=T^{\prime}$
Next we use (a) and (b) to compute the resolvents related to the taboo set $\{x\}$, a point of $A \cup\{y\}$. Case (i) $x=k<0$; the only trajectories which ever visit $k$ are those starting there,
$k_{k j} R_{k}(\lambda)=0 \quad$ for all $j$ in $A$ $k_{i j}(\lambda)=R_{i j}(\lambda)$ for all $i \neq k$ and $j$ in $A$
$\left.k^{R( } \lambda\right)$ is the following matrix

$$
{ }_{k} R_{y_{j}}(\lambda)=R_{y_{j}}(\lambda) \text { for all } j
$$



Case (ii) $x=k \geqslant 0:$ if $0<i<k$ or $-k \leqslant i<0$
the sample paths starting in $i$ never meet $k$,
hence

$$
k_{i, j}(\lambda)=R_{i j}(\lambda) \text { for all } j \text { ind } 0<i<k \text { or }-k \leqslant i<0
$$

if $i>k$ or $i<-k$, the sample paths descend the finite escalator between $i$ and $k$ and stop at $k$, never reaching any $j \leqslant k$. Hence $k_{i j}(\lambda)=R_{i j}(\lambda)$ if $j>k$ and $k<i$ or $i<-k$
$k_{i j}(\lambda)=0 \quad$ if $j \leqslant k$ and $k<i$ or $i<-k$ if $i=k$ then $R_{k j}(\lambda)=0 \quad$ for all $j$ in $A \quad k_{y j}(\lambda)=\left\{\begin{array}{cl}R_{y j}(\lambda, & j>k \\ 0, & j \leq k\end{array}\right.$


Case (iii) $x=y$ : then almost no sample paths starting in $i$ ever meets $y$, i.e. $y^{R(\lambda)}=R(\lambda)$.
Now look at what happens to these various resolvents (for $\lambda=1$ ), when (-i) tends to $-\infty$ (i.e. to $y$ in ( $A \cup\{y\} ; T$ )).
In case (i) we get
(42) $\lim _{i=\infty} k^{R}(-i) j(1)=k_{y j}^{R}(1) \quad$ for all $j$ in $A$

In case (ii) we get
(43) $\quad \lim _{i=\infty} k^{R}(-i) j(1)=k_{y j}(1)$ for all $j>k$

$$
=0 \quad \text { for all } \mathrm{j} \leqslant \mathrm{k}
$$

In case (iii) nothing is changed.
Similarly if $i$ tends to $\infty$ (i.e. to $y$ in $(A \cup\{y\}, T)$ ).

In case (i) we get

$$
\begin{equation*}
\lim _{i=\infty} k_{i j j}(1)={ }_{k}^{R} y j(1) \text { for all } j \text { in } A \tag{44}
\end{equation*}
$$

In case (ii) we get
(45) $\quad \lim _{i=\infty} \quad k_{i j}(1)={ }_{k}^{R} y j(1) \quad$ for all $j>k$

$$
=0 \quad \text { for all } \bar{z} \leqslant k
$$

In case (iii) nothing is changed.
Let $T_{2}$ be the topology defined by the metric (1) where the sequence of $B_{n}$ is the sequence of singletons $\{x\}$ in $A \cup\{y\}$. This is equivalent to say that $T_{2}$ is defined by the simple convergence of $R \cdot \frac{1}{i}(1), k^{R} \cdot i^{(1)}$ and $y^{R} \cdot i^{(1)}$ for all $i$ and $k$.

The equalities (42) = (44) and (43) = (45)
are then enough to show that ( $-i$ ) tends to $y$ in $T_{2}$ as well as in $T$ $\left(\neq T^{\prime}\right)$. This completes the proof that the use of $A+A_{e}$ in the definition of the metric (1) is not a good way to obtain T'.

As this method to define a metric is not sharp enough to refine T and obtain $T^{\prime}$, it might be interesting to disrupt $T$ in a more brutal way; for example to define boldly for all $x$ and $z$ in $A+A_{e}$.
(2) $d(x ; z)=\sup _{B} \sum_{k \in A} \beta_{k}\left|B_{B_{x k}}(1)-B_{B_{z k}}(1)\right|$
where the sup is taken over all the subsets of $A+A_{e}$.
Let $i$ tend to $+\infty$ (i.e. $i$ tends to $y$ in $T$ ) and choose $B_{i}=(i+1 子$. By the case (ii).p. 91 we get for all i>0.

$$
\begin{aligned}
d(i ; y) & =\sup _{B} \sum_{k \in A} \beta_{k}\left|{ }_{B} R_{i k}(1)-B_{B k}^{R_{y k}}(1)\right| \\
& \geqslant \sum_{k \in A} \beta k\left|(i+1)^{R_{i k}}(1)-(i+1)^{R} y k(1)\right|
\end{aligned}
$$

$$
=\sum_{k=0}^{i} \beta_{k} R_{i k}(1)+\sum_{k=i+2}^{\infty} \beta_{k} R_{y k}(1)
$$

$$
\geqslant \beta_{0} R_{i 0}(1) \geqslant \beta_{0} R_{y o}(1)>0
$$

Thus y is isolated in the topology defined by the metric (2) and hence the sample paths starting in $y$ are no longer right continuous, so that this method is not delicate enough to obtain T .

This suggests that we should handle these taboo resolvents more carefully. Taking into account the description of the sample paths (given in (a) and (b) p 89 ) a good candidate as metric is: (46)

$$
d(x ; z)=\sum_{k \in A} \beta_{k}\left|R_{x k}(1)-R_{z k}(1)\right|+\sum_{k} \beta_{k}\left|B_{i x k} R_{x}(1)-B_{B} R_{z k}(1)\right|
$$

for all $x$ and $z$ in $A \cup\{y\}$, where $B$ is the set of all strictly negative integers in $A$.

The first sum ensures that all i's are isolated (property of $T$ ). By (a) and (b) p. 89 again it is obvious that the only sample paths affected by the taboo $B$ are those starting there, and the corresponding $B_{i j}(\lambda)$ are
(47) ${ }_{B} \mathrm{R}_{\mathrm{ij}}(\lambda)=0$ for all $\lambda>0$, $\mathrm{i}<0$ and $j$ in $A$
(48) ${ }_{B} \mathrm{R}_{\mathrm{ij}}(\lambda)=\mathrm{R}_{\mathrm{ij}}(\lambda)$ for ald $\lambda>0, i \geqslant 0$ and $j$ in $A$

The taboo resolvent is


By (b) we find
(49) ${ }_{B} R_{y j}(1)=R_{y j}(1)$ for all $j$ in $A$

We have by (47) and (48)
(50) $\lim _{i=\infty} B^{R}(-i) j(1)=0 \quad$ for all $j$ in $A$
(51) and $\lim _{i=\infty} B_{i j}(1)=R_{y j}(1) \quad$ for all $j$ in $A$

By (48) and (49) the metric (46) is such that

$$
\text { (52) } \lim _{i=\infty} d(i, y)=\lim _{1=\infty} 2 \sum_{k \in A} \beta_{k}\left|R_{i k}(1)-R_{y k}(1)\right|=0
$$

By (49) and (50) the metric (46) is such that


$$
=\sum_{k \in A} \beta_{k} R_{y k}^{(1)}>0
$$

Now (52) and (53) are enough to show that the metric (46) is equivalent to (41) and defines $T^{\prime}\left(=T_{1}\right.$ as seen in $p$. 91)

If we look back at the example 1 and in particular at the description of the sample paths given in p 70 ., we find that the set of all stictly positive integers is a good candidate to define a metric (46) where A must be read as A of example 1. Recall (36), (37), and (38)

$$
\begin{array}{ll}
B^{R_{o o}}(\lambda)=\frac{1}{\lambda} \\
B_{o k}(\lambda)=0 & k=0 \\
B^{R_{i k}}(\lambda)=0 & i>0 \text { and all } k
\end{array}
$$

For all $i$ and $j$ in $A$ define a metric $d(i ; j)$ by setting
$d(i ; j)=\sum_{k \in A} \beta_{k}\left|R_{i k}(1)-R_{j k}(1)\right|+\sum_{k \in A} \beta_{k}\left|{ }_{B} R_{i k}(1)-B_{B}{ }_{j k}(1)\right|$
In the topology generated by this metric all strictly positive i 's are isolated by the first sum. Moreover for all i>0 we have: $\alpha(i, 0)=\beta_{0}\left(\frac{i}{i+1}-1\right)+\beta_{i} \frac{1}{i}+\beta_{0} 1 \geqslant \beta_{0}$ so that $\left.\int_{1} 0\right\}$ is also isolated in this topology which is then the discrete one we were looking for as.T'.

Examples 1 and 2 suggest a probabilistic definition of the kind of sets needed so that (46) is a metric for T'.

Definition :
A subset $V$ of $A+A_{e}$ is called a right neighbourhood of $y$ if and only if
(
(i) $P\left[\zeta_{V}^{c}>0 \mid x_{0}=y\right]=1$
(ii) If $V-\{y\}$ is not $\emptyset$, then every infinite sequence $S$ of
different points contained in $V-\{y\}$ has the oroperty that

$$
\mathrm{P}\left[\mathrm{~T}_{S}=0 \mid \mathrm{x}_{0}=\mathrm{y}\right]=1
$$

Note that by this definition the set $\{i\}$ is a right neighbourhood of itself for a stable point but not for an instantaneous one, as in the latter case we have by $C$ th. II. 5.4. (54) $P\left[\zeta_{(A-\{i\})}=0 \mid X_{0}=i\right]=1$
i.e. $\left(\frac{i}{j \hat{1}}\right)$ does not hold.

Another interesting point to be stressed is that contrary to D. Williams's conjecture in [13], if $y$ is in $A_{e}$ and $V$ is a right neighbourhood of $y$ but not a T-neighbourhood as well, then if $W$ is a T-neighbourhood of $y$, the set $V-V$ is not necessarily visited by the sample paths just before hitting $y$.

## D. 住liams' conjecture is:

Let $y$ be in $A+A_{e}$ and $y_{n}$ be a sequence of points in $A+A_{e}$ such that $y_{n}$ does not equal $y$ for all $n$.

In this case a necessary and sufficient condition that $y_{n}$ tends to $y$
in T as $n$ tends to $\infty$ is
(55) $\lim _{n=\infty} \max \left[P\left[\zeta_{y}<t \mid X_{0}=y_{n}\right], P\left[\zeta_{y_{n}}<t \mid x_{0}=y\right]\right]=1$
for all strictly positive $t$.
The example 2 where the escalator process starting in $y$
(or $+\infty$ ) is somewhat parasited by the processes starting in the negative integers is a counter example.

As seen in (a) p. 89 any sample path starting in ( $-n$ ) is a finite step function which never reaches $y$; hence

$$
P\left[\zeta_{y}=\infty \mid X_{0}=-n\right]=1 \quad \text { for all }-n<0
$$

From (b) p. 89 we know that a sample path starting in $y$, is a step function on the positive integers which is finally absorbed by $\{0\}$, and hence never visits a strictly negative $n$. So we have

$$
P\left[\zeta_{(-n)}=\infty \quad \mid X_{0}=y\right]=1 \quad \text { for all }-n<0
$$

These two equalities yield for all $-n<0$

$$
P\left[Z_{y}<t \mid X_{0}=-n\right]=P\left[Z_{(-n)}<t \mid X_{0}=y\right]=0
$$

Thus their maximum is zero for all $-n<0$, and if we take the limit as $-n$ tends to $-\infty$ we get
$\lim _{n=\infty} \max \left[P\left[\zeta_{y}<t \mid X_{0}=-n\right], P\left[\zeta_{(-n)}<t \mid X_{0}=y\right]\right]=0$ As -n converges to $y$ in $T$, this shows that Williams' conjecture does not hold for a semi-polar point $y$.

The next problem is to try to find an analytical characterisation of a $V$ satisfying (i) and (ii), i.e. is it possible to define such a $V$ by means of $R_{i j}(\lambda)$ and $R_{y j}(\lambda)$ only?
It is easy to get a necessary condition for (i). We have

$$
\begin{aligned}
& \sum_{k \in V^{c}} p_{y k}(t)=P\left[X_{t} \in V_{\cap A}^{c} \mid X_{0}=y\right] \\
& \leqslant P\left[\zeta_{V}^{c} \leqslant t \mid X_{0}=y\right] \\
& \quad=1-P\left[G_{V} c>t \mid X_{0}=y\right]
\end{aligned}
$$

But the assumption (i) implies that the last term tends to zero as t tends to zero and we get

$$
\lim _{t=0} \sum_{k \in V^{c}} p_{y k}(t)=0
$$

This is an insufficient condition as the case of an instantaneous point i readily shows.

For such an $i$ we have

$$
\sum p_{i k}(t) \rightarrow 0 \text { as } t \rightarrow 0
$$

but as seen before the relation (54) is contradictory to (i).

Let $D_{y}=\left\{\begin{array}{l|l}i \operatorname{in~} A & R_{y i}(\lambda)=0\end{array}\right\}$
We have

$$
P\left[\zeta_{D_{y}}=\infty \quad \mid x_{o}=y\right]=1
$$

Hence if $D_{y}$ is an infinite set, it cannot be contained in a right neighbourhood of $y$ (otherwise it would contradict (ii)). But it is only incidental that in both our examples the complement of $D_{y}$ in $A+A_{e}$ is actually a right neighbourhood of the troublesome point ( $\{0\}$ in ex. 1 and $\{y\}$ in ex. 2). It should be noted now that the existence of a right neighbourhood has not been established except in the constructed examples!

## CHAPRER VI

On some analytical relations between the original semi-zroup and its associated taboo semi-croups.

The fact thet $D$. Williams' conjecture is false may lead us to wonder whether analysis is a good enough tool to obtain probabilistic properties. But this does not change the likelihood of the following analytical result:

Would be theorem 1.

Let $B$ be a subset of $A+A_{e}$
Let $y$ be a point of $A+A_{e}$ not isolated in the topology $T$. Then there exists a sequence, $y_{n}, n$ in $N$ of points of $A+A_{e}$ such that
(1) $y_{n} \neq y \quad$ for all $n$
(2) $y_{n} \rightarrow y \quad$ in $T \quad$ as $n \rightarrow \infty$
(3) $\quad B^{p} y_{n} i^{(t)} \rightarrow B_{B} p_{y i}(t) \quad$ for $a l l t>0$ and $i$ in $A$

This chapter is mainly concerned with the proof of a weaker result (and also with an important restriction on the choice of $y$ ). On the way some interesting related points are also investigated.

Note that the countability assumption made earlier on $A_{e}$ may be relaxed, if we choose a set $B$ such that the corresponding semigroup and entrances are well defined as in Chapter V f3. e.g. if $B$ is a Borel set for $T$. The cone of entrances relative to ${ }_{B} P(t)$ will be denoted by $B_{B}$. Naturally the first thing to check is the extremality in $\mathrm{B}_{\mathrm{F}}$ of the probabilistically defined $B^{0} y i^{(t)}$.

Theorem 2.
The entrance ${ }_{B} p_{y i}(t)$ is extremal in $B^{F}$ for all $y$ in $A+A_{e}$.
To prove this result we use the th 3.2 .2 of J. Neveu [7] of which we give a version adapted to our special pair of semi-groups.

For every $f$ in $F$, we have
$f(u){ }_{B} P(t+s)=f(u)_{B} P(t)_{B} P(s) \leqslant$
$f(u) P(t)_{B} P(s)=f(u+s)_{B} P(s)$
so that $f(s)_{B} P(t-s)$ is monotonic decreasing as $s$ decreases to 0 ,
for all $t>0$.
For all $i$ in $A$ and $t>0$, define
(4) $\varphi[f]_{i}(t)=\lim _{s=0}\left(f(s)_{B} P(t-s)\right)_{i}$
$\varphi[f]$ is an element of $B^{F}$.
Proof:
$\varphi[f]_{i}(t+u)=\lim _{s l o} \sum_{k \in A} f_{k}(s)_{B} p_{k i}(t+u-s)=$
$\lim _{\text {s } \downarrow_{0}} \sum_{k \in A} f_{k}(s) \sum_{j \in A} B^{p_{k j}}(t-s)_{B} \underline{p}_{j i}(u)=$
(5) $\lim _{s \downarrow 0} \sum_{j \in A}\left[\sum_{k \in A} f_{k}(s)_{B} p_{k j}(t-s)\right]_{B} p j i(u)$

In (5) the sums in brackets are monotonic decreasing as
s tends to 0 .
Therefore the relation
(5) $=\varphi[f]_{i}(t+u) \leqslant f_{i}(t+u)<\infty$
allows us to interchange the summation over $j$ in $A$ and the limit as $s$ tends to 0 in (5) and we get:

$$
\begin{aligned}
\varphi[f]_{i}(t+u) & =\sum_{j \in A} \lim _{s \downarrow 0}\left[\sum_{k \in A} f_{k}(s)_{B} p_{k j}(t-s)\right]_{B} p_{j i}(u) \\
& =\sum_{j \in A} \varphi[f]_{j}(t)_{B} p_{j i}(u)
\end{aligned}
$$

For every $B^{f}$ in ${ }_{B}{ }^{F}$ we have
$B^{f(u) P(t+s)}={ }_{B} f^{f(u) P(t) P(s)} \geqslant$
${ }_{B} f(u)_{B} P(t) P(s)={ }_{B} f(u+t) P(s)$.
so that ${ }_{B} f(s) P(t-s)$ is monotonic increasing as $s$ decreases to 0 , for all $t>0$. For all $i$ in $A$ and all $t>0$ define


$$
\psi\left[{ }_{B} f\right] \text { is an element of } F
$$

Proof:
First note that the limit in (6) is always finite. We have for all s 0

$$
\sum_{i \in A} \sum_{k \in A} B_{k}^{f_{k}}(s) p_{k i}(t-s)=\sum_{k \in A} B_{k}^{f_{k}}(s) \sum_{i \in A} p_{k i}(t-s)=
$$

$$
\sum_{k \in A} B_{k} f_{k}(s) \leqslant c<\infty \quad \text { by I.(16) }
$$

hence


Now we prove the entrance equation

$$
\begin{aligned}
\Psi\left[{ }_{B}\right]_{i}(t+u) & =\lim _{s t 0} \sum_{k \in A} B^{f_{k}}(s) p_{k i}(t+u-s) \\
& =\lim _{\delta \perp 0} \sum_{k \in A} \sum_{j \in A} B_{k}^{f_{k}}(s) p_{k j}(t-s) p_{j i}(u)
\end{aligned}
$$

As $\psi\left[{ }_{B} f\right]_{i}(t)$ is the limit of the increasing $\left({ }_{B} f(s) \underline{D}(t-s)\right)_{i}$, we may interchange limit and summation in (7) to get

$$
\begin{aligned}
\Psi\left[{ }_{B} f\right]_{i}(t+u) & =\sum_{j \in A} \lim _{s}\left(\sum_{k \in A} B_{k}^{f_{k}}(s) p_{k j}(t-s)\right) p_{j i}(u) \\
& =\sum_{j \in A} \Psi\left[{ }_{B} f\right]_{j}(t) p_{j i}(u)
\end{aligned}
$$

Neveu's theorem 3.2.2 in [7] reads as follows:
There exists a positive band $\bar{F}$ contained in $F$ such that $\varphi$ and $\psi$ are isomorphisms between $B^{F}$ and $\bar{F}$. Moreover $\varphi$ and $\psi$ satisfy: for every $k$ in $A$

$$
\begin{equation*}
\varphi\left[p_{k} \cdot()\right]_{i}(t)={ }_{B} p_{k i}(t) \text { or } 0 \text { for all in } A \tag{8}
\end{equation*}
$$

and for every $k$ such that $\mathrm{B}_{\mathrm{k}}$. (.) is not identically zero

$$
\begin{equation*}
\psi\left[{ }_{B} p_{k} \cdot(.)\right]_{i}(t)=p_{k i}(t) \quad \text { for all } i \text { in } A \tag{9}
\end{equation*}
$$

## Proof of th 2

The extremality of the trivial entrance is clear, therefore we now choose a $y$ in $A+A_{e}$ such that ${ }_{B} p_{y i}(t) \neq 0$ for at least one $i$. We have for all $s>0$ and $j$ in $A$

$$
\varphi\left[p_{y} .(.)\right]_{j}(s)=\frac{1 i m}{s i o} \sum_{k \in A} p_{y k}\left(s^{\prime}\right)_{B}{ }_{k j j}\left(s-s^{\prime}\right) \leqslant p_{y j}(s)
$$

so that for all $t>0$ and all $i$ in $A$

$$
\int_{(10)} \psi\left[\varphi\left[p_{y} .(.)\right]\right]_{i}(t)=\lim _{S_{i j}} \sum_{j \in A} \varphi\left[p_{y} .(.)\right]_{j}(s) p_{j i}(t-s) \leqslant
$$

$$
\left\{{ }_{\delta}^{\frac{1 i m}{s i o}} \sum_{j \in A} p_{y j}(s) p_{j i}(t-s)=p_{y i}(t)\right.
$$

Let $B^{h}$ be an element of $B^{F}$ such that
(11) $B^{h} \leqslant \varphi\left[p_{y}\right.$ (.) $]$

Since $\psi$ is an isomorphism (10) and (11) give

$$
\psi\left[{ }_{B} h\right]_{i}(t) \leqslant \psi\left[\varphi\left[p_{y} .(.)\right]\right]_{i}(t) \leqslant o_{y i}(t)
$$

As $y$ is extremal in $F$ we can find an $\alpha$ in $[0,1]$ such that

$$
\psi\left[B_{B}\right]_{i}(t)=\alpha p_{y i}(t)
$$

which in turn yields
$B_{B} h_{i}(t)=\varphi\left[\Psi\left[{ }_{B} h\right]\right]_{i}(t)=\alpha \varphi\left[p_{y},(.)\right]_{i}(t)$
As this can be done for every $B^{h}$ in $B^{F}$ this implies the extremality of $\varphi\left[p_{y} .().\right]$ in ${ }_{B^{F}}$.
By $v(6)$ we get the inequality
$\sum_{k \in A} p_{y k}(s)_{B} p_{k i}(t-s) \geqslant B^{p} y i(t)$
and letting $s$ decrease to 0 , this yields
(12) $\varphi\left[p_{y} .(.)\right]_{i}(t) \geqslant{ }_{B^{p}}{ }_{y i}(t)$

Hence the extremality in $\mathrm{BF}^{\mathrm{F}}$ of $\mathrm{B}_{\mathrm{yi}}(\mathrm{t})$ itself is proved

Note that the inequality (12) is in fact an equality (as is already know m for a state in $A$ by (8). We have
(13) $\varphi\left[p_{y} .(.)\right]_{i}(t)=\lim _{n=\infty} \sum_{k \in A} p_{y k}\left(\frac{1}{n}\right){ }_{B} p_{k i}\left(t-\frac{1}{n}\right)=$
$\lim _{n=\infty} P\left[X_{t}=i \quad X_{s} \notin B\right.$ for all $s$ in $\left.\left.\left[\frac{1}{n}, t\right] \right\rvert\, X_{0}=y\right]$

But as n increases to $\infty$, the events considered in the probability are decreasing and we get
$\underset{n=\infty}{\operatorname{ij} \dot{m}_{\infty}} P\left[\left.\bigcap_{n=1}^{\infty}\left\{x_{t}=i \quad x_{s} \notin B\right.\right.$ for all $s$ in $\left.\left.\left[\frac{1}{n}, t\right]\right\} \right\rvert\, x_{0}=y\right]=$
$P\left[X_{t}=i \quad X_{s} \& B\right.$ for all $s$ in $\left.(0, t] \mid X_{0}=y\right]$
(14) $={ }_{B} p_{y i}(t)$ by definition (see $V(5)$ )

The equality (13) $=(14$ ) gives for all $t>0$ and $i:$ in $A$
(15) $\varphi\left[p_{y} .(.)\right]_{i}(t)={ }_{B} p_{y i}(t)$

Similarly we now extend the relation (9) to all $y$ in $A_{e}$ such that $B^{p} y i(t)$ is not identically 0 .

We have
(16) $\psi\left[{ }_{B} p_{y} .(.)\right]_{i}(t)={ }_{n} \frac{1 i m}{\infty} \sum_{k \in A} \quad{ }_{B} p_{y k}\left(\frac{1}{n}\right) p_{k i}\left(t-\frac{1}{n}\right)=$
$\lim _{n=\infty} P\left[\zeta_{B}>\frac{1}{n} \quad X_{t}=i \quad X_{0}=y\right]$

As $n$ is increasing to $\infty$ the events considered in the probability are increasing and we get
$\lim _{\mathrm{n}=\infty} P\left[\left.\bigcup_{n=1}^{\infty}\left[\zeta_{B}>\frac{1}{n}\right] \quad x_{t}=i \right\rvert\, x_{o}=y\right]=$

$$
\begin{equation*}
\mathrm{P}\left[Z_{\mathrm{B}}>0 \quad \mathrm{x}_{\mathrm{t}}=\mathrm{i} \mid \mathrm{X}_{\mathrm{o}}=\mathrm{y}\right] \tag{17}
\end{equation*}
$$

By our choice of $y$ there exists a $k$ in $A$ such that
$0<P\left[\zeta_{B}>t \quad X_{t}=k \mid X_{0}=y\right] \leqslant P\left[\zeta_{B}>0 \mid X_{o}=y\right]$

By the o-1 law this implies
$P\left[\zeta_{B}>0 \mid X_{0}=y\right]=1$
If we use this last relation in the equality (16) $=$ (17) we get for all $t>0$ and all $i$ in $A$
(18) $\quad \psi\left[{ }_{B} \mathrm{p}_{\mathrm{y}} .(.)\right]_{i}(t)=\mathrm{p}_{\mathrm{yi}}(\mathrm{t})$

As a first attempt to show would be theorem $\mathbf{I}$ we imitate the stochastic case (see th II. 4)
Recall that $B^{A}=\left\{i \in A \mid B_{B i}(t) \neq 0\right\}$
Let ${ }_{B} M_{1}$ be the convex set of all the positive measures such that
(19) $\sum_{k \in B^{A}} B^{M(k)} \leqslant 1$
and for all $s>0$ and all in $\mathrm{B}_{\mathrm{A}}$
(20)


By Neveu's result (our th. II. 2 which holds also for substochastic semigroups) there exists an isomorphism from $B^{F}$ onto $B_{B}$ M the convex cone of positive finite measures on $B^{A}$ satisfying (20). Therefore to any extremal ray $B^{F}$ corresponds an extremal point of $B_{1} M_{1}$. Denote by ${ }_{B}\left(A+A_{e}\right)$ those extreme points which are not 0 . For every y such that ${ }_{B} p_{y i}(t)$ is not identically 0 for all $i$ the corresponding entrance is extremal, as an extrèmal point of $B_{1} M_{7}$ must be of total mass equal to 1 , the measures
(21) $\frac{1}{B^{r(y)}} B^{R} y{ }^{(1)}, \quad i$ in $B^{A}$.
(22) where ${ }_{B^{r}(y)}=\sum_{k \in B^{A}} B^{R} y^{(1)}>0$
are elements of $B^{\left(A+A_{e}\right)}$
If ${ }_{B} \hat{f}(1)$ is an element of $B^{M_{1}}$, II (17) and II (18) hold with respect to $B^{R(\lambda)}$ and we get
(23) $\left.\lim _{\lambda=\infty} \uparrow{ }_{B^{\hat{f}}(1)} B_{B}(\lambda)\right]_{B} R(1)={ }_{B^{f}(1)}$
where $B_{B} D(\lambda)$ is the obvious equivalent of II (20)
Similarly to $\mathrm{A}^{*}$ we define $\mathrm{BA}^{\mathrm{A}^{*}}$ as the set of measures on $\mathrm{B}^{\mathrm{A}}$ which are limits of the measures of total mass equal to 1 generated by $B^{A}$, i.e. $X=\left\{B^{m(i)}\right.$, in in $\left.B^{A}\right\}$ is in $B^{A}$ if and only if there exists a sequence $i_{n}$ of points in $B^{A}$ such that
(24) $B^{m(i)}=\lim _{n=\infty} \frac{1}{\left.B^{r\left(i_{n}\right.}\right)} B^{R} i_{n} i(1) \quad$ for all $i$ in $B^{A}$

Once again this set ${ }^{1} B^{A *}$ is a compact metrisable space if the topology is the simple convergence one.

To generate a measure on $B^{*}$ by means of ${ }_{B} \hat{f}(1)_{B} D(\lambda)$ as in th II 4 we let
${ }_{B^{g}}(\lambda ; k)={ }_{B^{r}}(k)\left[{ }_{B} \hat{f}(1)_{B} D(\lambda)\right] \quad$ for all $k$ in $B^{A}$ 3/ so that $(2 \phi)$ becomes

$$
\begin{equation*}
B^{\hat{f}}(1)=\lim _{\lambda=\infty} \int_{B^{A^{*}}} B^{g(\lambda, d x)} \frac{1}{B^{r(x)}} B^{R} x i \tag{25}
\end{equation*}
$$

Now we have

$$
{ }_{B} g\left(\lambda ; B^{A^{*}}\right)=\sum_{k \in \in_{B} A} \lambda\left(\hat{f}_{B}(1)-\lambda \sum_{j \epsilon_{B} A} B_{B} \hat{p}_{j}(1)_{B} R_{j k}(\lambda+1)\right)_{B}^{r(k)}
$$

$$
=\lambda \sum_{\hat{k} \in_{B} A} B \hat{f}_{k}(\lambda+1) \sum_{i \in B_{B}} B R_{k i}(1) \quad \text { by }(22)
$$

$$
=\sum_{i \in B A} B \hat{f}_{i}(1)-\sum_{i \in B A} \hat{f}_{i}(\lambda+1) \leqslant 1
$$

Hence if ${ }_{B} \hat{f}(1)$ is the extreme point of $B_{1} M_{1}$, associated with $y$ (by (21) and (22) ) we may use the arguments of th. II 4 to show the existence of an $x_{0}$ in $B^{A^{*}}$ such that $B^{g}(\lambda,.) \rightarrow \xi_{x 0}($. as $\lambda \rightarrow \infty$. By the construction of $B^{A *}$ this is enough to get a sequence $i_{n}$ in $B^{A}$ satisfying (24) and it yields for all in in $B^{A}$

$$
\begin{equation*}
\frac{1}{\mathbb{P}^{r}(y)} B^{R} y i(1)=\lim _{n=\infty} \frac{1}{P^{r\left(I_{n}\right)}} \quad B^{R_{n} i(1)} \tag{26}
\end{equation*}
$$

If we hope to deduce (1), (2) and (3) from (26) we must check that the sequence in (26) converges to $y$ in the topology T. By lemma p. 27 this amounts to showing
$\lim _{n=\infty} p_{i_{n}}(t)=p_{y i}(t)$ for all $t>0$ and all $i$ in $A$
But we get only zthe following inequality:
every sequence $i_{n}$ in $B^{A}$ for which (26) holds is such that for all in $A$ and $t>0$

$$
\begin{equation*}
\frac{1}{B^{r(y)}} p_{y i}(t) \leqslant \lim _{n=\infty} \operatorname{in} f \frac{1}{B^{r\left(i_{n}\right)}} p_{i_{n} i}(t) \tag{27}
\end{equation*}
$$

Proof: of (27)
By $V(6)$ we have for all $i_{n}$, all $i$ and all $s>0$
$p_{i_{n} i}(t) \geqslant \sum_{k \in \in_{B}} B_{i_{n}}{ }_{n}(s) p_{k i}(t-s)$
If we divide both sides by ${ }_{B} r\left(i_{n}\right)$ and take liminf as $n$ tends to $\infty$, we may use Fatou's lemma to obtain
$\liminf _{n=\infty} \frac{1}{B^{r\left(i_{n}\right)}} p_{i_{n}{ }^{i}}(t) \geqslant \sum_{k \in B^{A}} \frac{\liminf }{n=\sum_{B^{r}}} \frac{1}{\left.i_{n}\right) B_{i} p_{n}}(s) p_{k i}(t-s)$
Let $i_{n}$ be a sequence satisfying (26). The corresponding sums over all $i$ in $B^{A}$ are normalised $b y_{B} r\left(i_{n}\right)$ (see (21) and (22)). Therefore the lemma p 27 in its original form for substochastic semigroups given by Neveu implies for all $k$ in $A$ and all $s>0$
$\lim _{n=\infty} \frac{1}{B^{r\left(i_{n}\right)}} B_{i_{n}} k^{(s)}=\frac{1}{B^{r(y)} B_{y k}} p^{(s)}$
From the two last relations we deduce
$\liminf _{n=} \frac{1}{B^{r\left(i_{n}\right)}} p_{i_{n} i^{i}}(t) \geqslant \sum_{k \in B^{A}} \frac{1}{B^{r(y)}} B_{B_{y k}}(s) p_{k i}(t-s)$
If $s$ decreses to 0 in this inequality we get
$\liminf _{n=\infty} \frac{1}{B^{r}\left(i_{n}\right)} p_{i_{n}}(t) \geqslant \frac{1}{B^{r(y)}} \psi\left[{ }_{B} p_{y}(.)\right]_{i}(t)$
which is equivalent to (27) by the equality (18).
Note that this proof does not use the fact that $i_{n}$ lie in $B^{A}$ only; so if we change $i_{n}$ in $y_{n}$, points of ${ }_{B}\left(A+A_{e}\right)$, such that (26) holds, the same inequality (27) is satisfied.

The inequality (27) cannot be improved upon as the following example shows:

Example 3.
Let $A$ be the $\operatorname{set}\{1 ; 2 ; 3 ; \ldots$.
Define the following conservative $Q$ matrix


As 1 and 2 are absorbing states the minimal solution is stochastic and is equal to
$R(\lambda)=\left[\begin{array}{cccc}\frac{1}{\lambda} & 0 & 0 & \\ 0 & \frac{1}{\lambda} & 0 & \\ \frac{1}{\lambda} \frac{3}{\lambda+3^{2}} & \frac{1}{\lambda} \frac{3^{2}-3}{\lambda+3^{2}} & \frac{1}{\lambda+3^{2}} & \\ \vdots & \vdots & 0 & \cdots \\ \frac{1}{\lambda} \frac{n}{\lambda+n^{2}} & \frac{1}{\lambda} \frac{n^{2}-n}{\lambda+n^{2}} & 0 & \frac{1}{\lambda+n^{2}} \\ \vdots & \cdots & & \end{array}\right]$
From $R(\lambda)$ we get
(28)

$$
\lim _{n=\infty} R_{n 1}(1)=\lim _{n=\infty} \frac{n}{1+n^{2}}=0=R_{21}(1)
$$

(29) $\quad \lim _{n=\infty} R_{n 2}(1)=\lim _{n=\infty} \frac{n^{2}-n}{1+n^{2}}=1=R_{22}^{(1)}$.
(30) $\quad \lim _{n=\infty} R_{n i}(1) \leqslant \lim _{n=\infty} \frac{1}{1+n^{2}}=0 \quad=R_{2 i}(1), i>2$
ie. $n$ tends to $\{2\}$ in the topology $T$, as $n \rightarrow \infty$
Note also that for all $n>2$
(31) $\mathrm{R}_{11}(1)-\mathrm{R}_{\mathrm{n} 1}(1)=1-\frac{\mathrm{n}}{\mathrm{n}^{2}+1} \geqslant 1-\frac{3}{6}=\frac{1}{2}$
i.e. $\{1\}$ is isolated in $T$.

By the usual interpretations for Q (Cth.II. 5.5. and p.259) and the $X_{t+}$ version we can now describe the sample paths. Either they start in 1 or 2 which they never leave, or they start in $n>2$, remain.there for a while and then jump to the absorbing states 1 and 2, with respective probabilities $1 / n$ and $n-1 / n$. Therefore if the point $\{2\}$ is chosen as taboo set the associated resolvent is equal to $R(\lambda)$ except in the second row and column which are identically 0.
As $2^{r(1)}=\sum_{k \neq 2} \quad 2^{R} 1 k(1)=1$

$$
2^{r(n)}=\sum_{k \neq 2} \quad 2^{R} n k(1)=\frac{n}{1+n^{2}}+\frac{1}{1+n^{2}}=\frac{n+1}{1+n^{2}}
$$

the extreme points of ${ }_{2} \mathrm{M}_{1}$, which are given by (21) and (22) are

$$
1 \leadsto R_{1 i}(1) \quad \text { for all } i \neq 2
$$

and

$$
2<n \leadsto \frac{n^{2}+1}{n+1} R_{n i}(1) \text { for all } i \neq 2
$$

These relations imply
(32) $\lim _{n=\infty} \frac{1}{2^{r(n)}} 2^{R} n f(1)=\lim _{n \rightarrow \infty} \frac{n^{2}+1}{n+1} \frac{n}{n^{2}+1}=1=\frac{1}{2^{r(1)}} 2^{R} 11^{(1)}$
and if $i>2$
(33) $\lim _{n=\infty} \frac{1}{2^{r(n)}} 2^{R} n i(1)<\lim _{n=\infty} \frac{n^{2}+1}{n+1} \frac{1}{n^{2}+1}=0=\frac{1}{2^{r(1)}} 2^{R} f_{i}(1)$

Therefore $\{n\}$ is a sequence in ${ }_{2} A=(1,3,4, \ldots)$ such that (26)
holds for $\mathrm{y}=\{1\}$ and $\mathrm{B}=\{2\}$.
Consider now (27) for $i=2$,
$0=p_{12}(t)=\psi\left[p_{2}(1)\right]_{2}(t)$
$\liminf _{n=\infty} \frac{1}{2^{r(n)}} p_{n 2}(t)=\liminf _{n=\infty} \frac{n^{2}+1}{n+1} \frac{n-1}{n}\left(1-e^{-n^{2} t}\right)=\infty$
Thus in this case (27) is a strict inequality.
From example 3 we can also deduce the interesting fact that if $T$ and $B^{T}$ are the simple convergence topologies on $A+A_{e}$ and $B_{B}\left(A+A_{e}\right)$, (as leven defines in [8]) then $T$ and $B_{B} T$ are wildly different.
By (28), ${ }^{(29)}, 30$ ) and (31) we know that

$$
\{n\} \rightarrow\{2\} \quad \text { in } T \text { as } n \rightarrow \infty
$$

and
$\{1\}$ is isolated in $T$
But (32) and (33) mean

$$
\{n\} \rightarrow\{1\} \text { in } 2^{T} \text { as } n \rightarrow \infty
$$

Next we prove a kind of converse to inequality (27)
If the sequence $y_{n}$ converges to $y$ in $\left(A+A_{e}, T\right)$, then for all in
$B^{A}$ we have
(34) $\quad \operatorname{linsup}_{n=\infty} p_{y n} i(t) \leqslant B_{y i}(t) \quad$ for all $t>0$

## Proof of (34)

We have for all $s>0$ and $t>s$, and all $y_{n}$
(35) $B_{B} p_{n} i(t) \leqslant \sum_{K \in A} p_{y_{n} k}(s){ }_{B} p_{k i}(t-s)$

Remember that the relation II (16) holds for all extreme points of $M_{1}$, i.e. we have for all $s>0$
$\sum_{k \in A} p_{y_{n} k^{\prime}}(s)=\sum_{k \in A} p_{y k}(s)=1$

This fact and the choice of a sequence $y_{n}$ converging in $T$ are enough by the Scheffe's theorem to check that the sum in (35)
has a limit as $n$ tends to $\infty$, which then satisfies
$\limsup _{n=\infty}{ }_{B} p_{y n} i(t) \leqslant \lim _{n=\infty} \sum_{k \in A} p_{y n k}(s)_{B} p_{k i}(t-s)$
and we get
(36) $\quad \limsup _{n=\infty} \mathrm{p}_{\mathrm{ymi}}(\mathrm{t}) \leqslant \sum_{k \in A} p_{y k}(s){ }_{B} p_{k i}(t-s)$

Now if we let s decrease to 0 in (36) we get
$\limsup _{n=\infty} p_{y_{n} i}(t) \leqslant \varphi\left[p_{y}(\cdot)\right]_{i}(t)$
Finally this last inequality is equivalent to (34) by the equality (15)
As the inequality (27), (34) cannot be improved upon.
Example 1 provides a trivial counter example. We have $\{n\} \rightarrow 0$ in $T$ (see $p .69$ ) but relations $V(36)$ and $V(38)$ give for the taboo set $B=\{1,2, \ldots\}$
$\limsup _{\mathrm{n}} \mathrm{m}_{\mathrm{B}}^{\mathrm{p}} \mathrm{nO}^{(\mathrm{t})=0<1=\mathrm{B}_{00}(\mathrm{t})}$

Thus in this case (34) is a strict inequality.
Now look at what happens in this example under the hypothesis of
would be th. 1
$\{0\}$ is not isolated in $T$.
Every sequence $i_{n}$ such that
$i_{n} \neq 0$ for all $n \quad$ (i.e. (1))
$i_{n} \rightarrow 0$ in $T$ as $n \rightarrow \infty \quad$ (i.e. (2))
has the property that
$B^{p_{i_{n}}}{ }^{(t)}=0 \rightarrow{ }_{B} p_{00}(t)=1 \quad$ as $n \rightarrow \infty$

Therefore would be th 1 is false in the case of a $Y$ in $A$ and we must assume in its hypothesis that $y$ is in $A_{e}$.

The results obtained so far are summarised in the following theorem.

## Theorem 3.

If $B$ is a Borel set of $A+A_{e}, T$ ) the topologies $T$ on $A+A_{e}$ and $B^{T}$ on $B_{B}\left(A+A_{e}\right)$ are completely unrelated but the following analytical inequalities alvays hold.

For any sequence $y_{n}$ converging to $y$ in $\left(A+A_{e}, T\right)$, we have for all
$t>0$ and $i$ in $A$.

For any sequence $y_{n}$ converging to $y$ in $\left(B+A_{e}\right) ; B_{B}$ ), we have for all $t>0$ and all $i$ in $A$
(27) $\frac{1}{B^{r(y)}} p_{y i}(t) \leqslant \liminf _{n=\infty} \frac{1}{B^{r\left(y_{n}\right)}} p_{y_{n} i}(t)$

Later on we shall need the inequality (34) in its Laplace transforms form. As ${ }_{B} p_{y_{n}}(t) \leqslant 1$ for all $y_{n}$, $i$ and $t \geqslant 0$, we can use Fatou's lemma in their respective Laplace transforms to get
$\limsup _{n=\infty}^{\infty} \int_{0}^{\infty} e^{-\lambda t} B^{p} y_{n} i^{(t) d t} \leqslant \int_{0}^{\infty} e^{-\lambda t} \underset{n=\infty}{\limsup }{ }_{B} p_{y_{n}} i^{(t) d t}$
Taking (34) into account, this shows that every sequence $y_{n}$ convereing to $y$ in $\left(A+A_{e}, T\right)$ is such that
(37) $\limsup _{n=\infty} R_{y_{n} i}(\lambda) \leqslant B_{y i}^{R}(\lambda)$
for all $\lambda>0$ and all in $A$.
Here is aisecond attempt to prove would be th 1.
Choose $y$ in $A_{e}$; then either ${ }_{B} p_{Y j}(t)=0$
for all in in $A$ and all $t>0$ or there is at least one $i$ in $A$ such
that ${ }_{B^{p} y i}(t)>0$ for all $t>0$
In the first case any sequence $y_{n}$ in $A+A_{e}$ such that

$$
\mathrm{y}_{\mathrm{n}} \neq \mathrm{y} \text { for all } \mathrm{n} \text { (i.e. (1)) }
$$

and

$$
y_{n} \rightarrow y \text { in } T \text { as } n \rightarrow \infty \text { (i.e. (2)) }
$$

satisfies for all $i$ in $A$ and all $t>0$
(38) $0 \leqslant \liminf _{n=\infty} B^{p} y_{y_{n}}(t) \leqslant \limsup _{n=B^{\prime}} p_{y_{n} i}(t)$

But by th. 3 (relation (34)) the last term is bounded above by $B^{p}{ }_{y i}(t)$ which is equal to 0 by choice of $y$; hence limsup and liminf are equal in (38) and their common value is $B^{p} y y^{( }(t)$ as expected. So only the second case remains unsolved and from now on $Y$ in $A_{e}$ is such that ${ }_{B} R_{y i}(\lambda)$ is not identically $O$ for one $i$ at least. Lemma

Let $y$ be in $A$
Let $C$ be a subset of $A$ such that there exist one $i$ (kept fixed)
in $A$ and a $\lambda>0$ for which
(39) sup $B_{B}{ }_{k i}(\lambda)<B_{B^{R}}(\lambda)$ $k \in C$

Then
$\lim _{s=0} \sum_{k \in C} p_{y k}(s)=0$
Proof of lemna
As the inequality (39) is strict, there exists a $\delta>0$ such that
(40) $\sup _{B_{k i}}^{R_{k i}}(\lambda)<B_{y i}^{R}(\lambda)-\delta$ $k \in C$

Now let $\alpha=\limsup _{s=6} \sum_{k \in C} p_{y k}(s)$
Choose a sequence $s_{r}$ of strictly positive numbers decreasing to 0 such that
(41) $\lim _{r=\infty} \sum_{k \in C} p_{y k}\left(s_{r}\right)=\alpha$

Obviously $\alpha$ lies in $[0,1]$
First we bhow that $\alpha<1$, Assume the converse (i.e. $\alpha=1$ ) and choose $\varepsilon>0$ such that
(42) $2 \varepsilon<\delta$

By II (16), (41) and our assumption we may find $s(\xi)>0$ such that
(43) $\sum_{k \in A-C} p_{y k}\left(s_{r}\right)<\varepsilon \quad$ for all $s_{r}<s(\varepsilon)$
$B_{B} R_{y i}(\lambda)=\int_{0}^{s} e^{-\lambda t}{ }_{B} p_{y i}(t) d t+\int_{s}^{\infty} e^{-\lambda t}{ }_{B_{B} p_{y i}(t) d t}$
As $e^{-\lambda t}{ }_{B} p_{y i}(t) \leqslant 1$ for all $t$, we have for all $s<\min (\varepsilon, s(\varepsilon))$
(44) $B_{B y i}(\lambda) \leqslant \varepsilon+\int_{s}^{\infty} e^{-\lambda t}{ }_{B} p_{y i}(t) d t$

The integral on $[s, \infty$ ) is equal to

$$
\begin{aligned}
& \int_{S}^{\infty} e^{-\lambda t} \sum_{k \in A} B^{p}{ }_{y k}(s)_{B} p_{k i}(t-s) d t \\
\leqslant & \int_{\rho}^{\infty} e^{-\lambda t} \sum_{k \in A} p_{y k}(s)_{B} p_{k i}(t-s) d t
\end{aligned}
$$

By positivity we may interchange the summation and the integration
in the last term to get
$\sum_{k \in A} p_{y k}(s) \int_{\rho}^{\infty} e^{-\lambda t}{ }_{B} p_{k i}(t-s) d t$
$=e^{-\lambda} s \sum_{k \in A} p_{y k}(s)_{B} R_{k i}(\lambda)$
$=e^{-\lambda} s\left(\sum_{k \in C} p_{y k}(s)_{B} R_{k i}(\lambda)+\sum_{k \in \Lambda-C} p_{y k}(s)_{B} R_{k i}(\lambda)\right)$
$\leqslant e^{-\lambda s} \sup _{k \in C} R_{k i}(\lambda) \sum_{k \in C} p_{y k}(s)+e^{-\lambda s} \sum_{k \in A-C} p_{y k}(s)$
Now let $s$ decrease to 0 along $s_{r}$, the second term is bounded above by $\varepsilon^{(\text {see }}$ and the last expression remains bounded by
$\sup _{k \in C} B_{k i}(\lambda) \underset{r=}{\limsup } \sum_{k \in C} p_{y k}\left(s_{r}\right)+\varepsilon \quad \leqslant$

$$
\sup _{k \in C} B^{R_{k i}}(\lambda)+\varepsilon-113-\text { by } \operatorname{II}(16)
$$

The inequality (44) gives then
${ }_{B} R_{y i}(\lambda) \leqslant \sup _{B} R_{k i}(\lambda)+2 \varepsilon$
$k \in C$
which by our choice of $\varepsilon$ in (42) is incompatible with (40).
Hence $\alpha<1$.
As $\alpha$ is $<1$ we can now proceed to prove $\alpha=0$.
Fix $n$ in $N$ and let $B_{n}$ be the open sphere centred at $y$ and of radius
$1 / \mathrm{n}$. By II (38), for every $\varepsilon>0$ we can find $S_{n}(\varepsilon)$ such that
(45) $\sum$
$\mathrm{p}_{\mathrm{yk}}(\mathrm{s}) \geqslant 1-\varepsilon$ for all $\mathrm{s}<\mathrm{s}_{\mathrm{n}}(\varepsilon)$
By the analytical arguments we have just used we get for all $0<s<$ $\min \left(\varepsilon, s_{\mathrm{n}}(\varepsilon)\right)$
(46) $B_{B} R_{y i}(\lambda) \leqslant e^{-\lambda} s \sum_{k \in B_{n}} p_{y k}(s)_{B} R_{k i}(\lambda)+2 \varepsilon$

As $B_{n}$ is contained in ( $\left.B_{n}-C\right)$ UC the R. H.S. of (46) is bounded above by
$e^{-\lambda s} \sum_{k \in B_{n}-C} p_{y k}(s)_{B} R_{k i}(\lambda)+e^{-\lambda s} \sum_{k \in C} p_{y k}(s)_{B} R_{k i}(\lambda)+2 \varepsilon$
Taking into account the inequality (40) in the second sum the last expression is bounded above by
(47)

$$
e^{-\lambda s} \sup _{k \in B_{n}-c} B R_{k i}(\lambda) \sum_{k \in B_{n}-C} p_{y k}(s)+e^{-\lambda s}\left({ }_{B} R_{y i}(\lambda)-\delta\right) \sum_{k \in C} p_{y \dot{k}}(s)+2 \varepsilon
$$

So we have L.H.S (46) $\leqslant$ (47); next if we divide both sides by
(48) $e^{-\lambda} \sum_{k \in B_{n}-C} p_{y k}(s)$
we may rearrange the terms to get the inequality

$$
B R_{y i}(\lambda) \frac{\left[1-e^{-\lambda s} \sum_{k \in C} \rho_{y k}(s)\right]}{e^{-\lambda s} \sum_{k \in B_{n}-C} \rho_{y_{k}}(s)}+\frac{\delta e^{-\lambda s} \sum_{k_{\in \in C}} p_{y k}(s)}{e^{-\lambda s} \sum_{k \in \mathcal{B}_{n}-C} p_{y k}(s)}
$$

(49)

$$
\sin _{k \in \operatorname{Bin}_{n}-C} \mathbb{R}_{k j}(\lambda)+\frac{2 \varepsilon}{e^{-\lambda s} \sum_{k \in B_{n}-C} p_{y k}\left(s_{1}\right)}
$$

For all $s>0$ we have

$$
1-e^{-\lambda s} \sum_{k \in C} p_{y k}(s) \geqslant e^{-\lambda s} \sum_{k \in B_{n}} p_{y k}(s)-e^{-\lambda s} \sum_{k \in C} p_{y k}(s)
$$

Hence the coefficient of $B^{R} y i(\lambda)$ in the upper side of (49) is always $\neq 1$.
As $s$ decreases to 0 along the sequence $s_{r},(41)$ and (45) ensure that the denominator in (49) (which is (48)) is always bigger than $(1-\varepsilon-\alpha)$.

From the two last facts we can deduce that as $s$ decreases to 0 along $s_{r}$ (49) becomes
$B^{R} y_{i}(\lambda)+\frac{\delta \alpha}{\left(\not Q_{k} \theta_{i} \alpha\right)} \leqslant \sup _{k \in B_{n}-C} B^{R_{k i}}(\lambda)+\frac{2 \varepsilon}{(1-\varepsilon-\alpha)}$
Next let $\varepsilon$ decrease to 0 in this inequality to get
(50) $B^{R} y \dot{ }(\lambda)+\frac{\delta \alpha}{V^{\prime}-\alpha_{1}} \leqslant \sup _{k \in B_{n}-C} B_{B R_{i}}(\lambda)$

To establish (50) we do not use a particular property of $n$, hence as II (38) holds for all $n$ we can find a $y_{n}$ in every $B_{n}-C$ such that

$$
B_{R_{y i}}^{R^{\prime}}(\lambda)+\frac{\delta \alpha}{12 \alpha}-\frac{1}{n} \leqslant B_{R^{\prime} y_{n}}(\lambda)
$$

From this we get
$B^{R} y i(\lambda)+\frac{\delta \alpha}{1 \ln \alpha} \leqslant \liminf _{n=\infty} R_{y_{n} i}(\lambda)$
But as $\mathrm{y}_{\mathrm{n}}$ is in $\mathrm{B}_{\mathrm{n}}$ for all $\mathrm{n}, \mathrm{y}_{\mathrm{n}}$ tends to y in T as n tends to $\infty$, so that we can use (37) to get
$\limsup _{n=} B_{R_{y_{n}}}(\lambda) \leqslant B_{B_{y i}}(\lambda)$
These two last inequalities are obviously incompatible for $\alpha>0$.
Therefore $\alpha$ is equal to 0 and this completes the proof of the lemma.
Now we fix $\lambda=1$ for convenience.
In what follows $A$ is not only countable but actually enumerated along $N$ (ie. we use the order relation of $N$ to define subsets of $A$;
but this order has usually no relation whatever with the topology $T$ ). Choose a sequence of strictly positive numbers $\tau_{j}$ decreasing to 0 as $j$ tends to $\infty$.

For all i in A define the following sets in A.
$I_{i}\left(\sigma_{j}\right)=\left\{k\right.$ in $\left.\mid \quad B_{B} R_{k i}(1) \leqslant{ }_{B} R_{y i}(1)-\sigma j\right\}$
Note that $I_{i}\left(\sigma_{j}\right)$ is void if either $B_{B y}(1)=0$ or ${ }_{B} R_{y i}(1)<\sigma_{j}$.
By definition $I_{i}(\sigma j)$ satisfies (39) of the lemma; hence we get

$$
\begin{equation*}
\lim _{s=0} \sum_{k \in I_{i}\left(\sigma_{j}\right)} p_{y k}(s)=0 \tag{51}
\end{equation*}
$$

$j /$
Let $A_{j}=\therefore A-\bigcup_{i=1}^{\ddot{L}} I_{i}\left(\sigma_{j}\right)$
We have the inequality
$\sum_{k \in A_{j}} p_{y k}(s)+\sum_{i=1}^{j} \sum_{k \in I_{i}\left(\left\ulcorner_{j}\right)\right.} p_{y k}(s) \geqslant \sum_{k \in A} p_{y k}(s)=1$
The double sum above being a finite sum of sums satisfying (51), we get for all $j$
(52) $\quad \lim _{s=0} \sum_{\mathrm{k} \in \Lambda_{\mathrm{j}}} \mathrm{p}_{\mathrm{yk}}(\mathrm{s})=1$

Now for $n$ in $N$ (or $A$ ) consider at the same time $B_{n}$ and $A_{n}$. We have
(53) $\sum_{k \in A_{n} n B_{n}} p_{y k}(s)+\sum_{k \in A-A_{n}} p_{y k}(s)+\sum_{k \in A-B_{n}} p_{y k}(s) \geqslant \sum_{k \in A} p_{y k}(s)=1$

If $s$ decreases to 0 , the sum over $A-A_{n}$ in (53) tends to 0 by (52)
and so does the sum over $A-B_{n}$, by the known property of $T$-neighbourhoods (I I(38)), so that we find
$\lim _{s=0} \sum_{k \in A_{n} n} p_{n} p_{y k}(s)=1$
This is enough to ensure that $A_{n} \cap B_{n}$ is not void, and we can now choose $i_{n}$ in $A_{n} B_{n}$ for all n. Note that as $A_{n}$ is a subset of $A$ this point can be an $i_{n}$ and not just a $y_{n}$, which might be in $A_{e}$.

By definitions of $A_{n}$ and $B_{n}$, $i_{n}$ satisfies both
(54) $d\left(i_{n} ; y\right)<1 / n \quad$ for all $n$
and
(55) $B_{B y i}{ }^{\prime}(1)-\sigma_{n} \leqslant B_{B_{i_{n}}}{ }^{(1)}$
for all i in $A, 1 \leqslant i \leqslant n$.
(55) yields for all i in A
$B^{R_{y i}}(1) \leqslant \liminf _{n=\infty} B_{i_{n}}{ }^{(1)}$
By (54), (37) can be used and gives for all i in A
$\limsup _{n=\infty} B_{i_{i} i}(1) \leqslant B_{R_{y i}}(1)$
This proves that the sequence $i_{n}$ which converges to $y$ in $T$ is such that
(56) $\lim _{n=\infty} B^{R_{i_{n}}}{ }^{(1)}=B_{B i} R_{y i}(1)$ for all $i$ in $A$

The convergence is now extended to all $\lambda>0$
(a) Case of $\lambda<1$
for all $i_{n}$ we have

$$
B_{i_{n} i}^{R_{i}}(\lambda)=B_{i_{n}}^{R} i^{(1)}+(1-\lambda) \sum_{k \in A} B_{i_{n} k}^{R_{i}}(1)_{B} R_{k i}(\lambda)
$$

which yields by Fatou's lemma
(57) $\liminf _{n=\infty} R_{i_{n} i}(\lambda) \geqslant \liminf _{n=\infty} R_{i_{n} i}(1)+(1-\lambda) \sum_{k \in A} \liminf _{n=\infty} R_{i_{n} k}(1)_{B} R_{k i}(\lambda)$

But by (56), the R.H.S of (57) is in fact equal to

$$
B_{B} R_{y i}(1)+(1-\lambda) \sum_{k \in A} B^{R}{ }_{y k}(1)_{B} R_{k i}(\lambda)
$$

As we know that the resolvent equation holds for $y$ ( see $p 82$ ), (57) can be rewritten as
$\liminf _{n=\infty} \mathrm{B}_{\mathrm{i}_{\mathrm{n}} \mathrm{i}}(\lambda) \geqslant \mathrm{B}_{\mathrm{yi}}(\lambda)$ for all $i$ in $A$
Once again we use (37) and obtain
$B^{R} y i(\lambda) \geqslant \limsup _{n=\infty} R_{i_{n} i}(\lambda)$ for all $i$ in $A$
so that we have for all $i$ in $A$ and $\lambda \leqslant 1$
(58) $\lim _{\bar{D}=\infty} B_{B_{i_{n}}}(\lambda)=B_{B_{y i}}^{R}(\lambda)$
(b) Case of $\lambda>1$

First choose a $\mu<1$; we have for all $i_{n}$ and all $i$
$\sum_{k \in A} B_{D_{i} k}{ }^{(1)_{B} R_{k i}(\mu)-\sum_{k \in A} B^{R} y k{ }^{(1)} B^{R_{k i}}(\mu)=\cdot}$
(59)

$$
\frac{1}{1-\mu}\left({ }_{B} R_{i_{n}}(\mu)-{ }_{B} R_{i_{n}}(1)-{ }_{B} R_{y i}(\mu)+{ }_{B} R_{y i}(1)\right)
$$

By (56) and (58) the lover side of (59) tends to 0 as $n$ tends to $\infty$ hence we get

$$
\lim _{n=\infty} \sum_{k \in A} B_{i_{n} k^{k}}(1)_{B^{R} k i}(\mu)=\sum_{k \in A} B^{R}{ }_{y k}(1)_{B^{R} k i}(\mu)
$$

(60)

$$
=\sum_{k \in A} \lim _{n=\infty} R_{i_{n} k}(1)_{B} \dot{R_{k i}}(\mu)
$$

As $\mu<1<\lambda \quad$ we have for all $k$ and $i$ in $A$

$$
\begin{equation*}
B_{B_{k i}}^{R_{k i}}(\lambda) \leqslant B_{R_{k i}}(\mu) \tag{61}
\end{equation*}
$$

Consider the following sum

$$
\left.\sum_{k \in A} B_{R_{i}{ }_{k}(1)_{B} R_{k i}(\mu)\left(\frac{B^{R_{k i}}(\lambda)}{B^{R_{k i}}(\mu)}\right), ~(\lambda)}\right)
$$

By (61) the coefficients in parentheses are bounded by 1 for all $k$, so that (60) and the Scheffé's theorem are enough to give after obvious simplifications:

$$
\begin{equation*}
\lim _{n=\infty} \sum_{k \in A} B^{R_{i_{n}} k}{ }^{(1)} B_{B} R_{k i}(\lambda)=\sum_{k \in A} B^{R}{ }_{y k}(1)_{B} R_{k i}(\lambda) \tag{62}
\end{equation*}
$$

Write the resolvent equation for $i_{n}$ in the following form:

$$
B_{i_{n} i}(\lambda)={ }_{B^{R} i_{n} i}(1)+(1-\lambda) \sum_{k \in A} B^{R_{i_{n}} k}(1)_{B^{R_{k i}}}(\lambda)
$$

6 By (5 ) and (62) we see that the R.H.S. has a limit as $n$ tends to $\infty$, so the L.H.S. must also have one satisfying
$\lim _{n=\infty} B_{i_{n} i}(\lambda)=B^{R} y_{\dot{i}}(1)+(1-\lambda) \sum_{k \in A} B^{R}{ }_{y k}(1) B_{B} R_{k i}(\lambda)$

$$
=B_{B i}^{R}(\lambda)
$$

This completes the proof of the following theorem:
Theorem 4.
Let $B$ be a Bored set of $\left(A+A_{e}, T\right)$.
Let $y$ be a point in $A_{e}$.
Then there exists a sequence, $i_{n}, n$ in $N$, of points of $A$ such that
$i_{n} \rightarrow y$ in $T \quad$ as $n \rightarrow \infty$
and
$\lim _{n=\infty} B_{R_{i} i}(\lambda)=B_{R_{y i}}(\lambda) \quad$ for all $i$ in $A$ and all $\lambda>0$
This theorem is the so called "civilised" form of would be the. (for
a point in $A_{e}$ ).
Unfortunatelly it is not clear if the two are equivalent.
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