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## ABSTRACT.

The thesis is concerned with estimating, on-line, structural paremeters of a linear first order system in the presence of a correlated nonstationary disturbance. The first order system represents a dynamic relationship between two quantities called the input and the output, and may be a part of a large plent. The disturbance represents then the coupling effect of the rest of the plant on the system under consideration. It is assumed to affect the output of the system only.

The problem of on-line estimation is viewed as a part of a larger procedure of on-line control of the overall plant, and the estimates obtained are assumed to be required as additional paxameters necessary to control the plant. Therefore short computational times and moderate demends on the storage capacity of the process control computer are envisaged. Thus, only linear system is considered and relatively small series of sampled values of the input ond output are assumed to be stored.

First, the available digital techrigues of identification are critically reviewed in Chapters 1 to 4. The techniques
are divided into the non-parametric ones, dealing only with system responses to given inputs, and parametric ones, involving the determination of structural parameters, or, the parameters of the governing differential or difference equations.

The current problem cannot be solved by any of the se metrods, and a new approach, described in Chapter 5 and Appendices $C$ and $D$, is developed. The approach consists in representing the disturbance and the input as a nonstationery stochastic process, the model of which can be : identified from an analysis of the mean square value of the input and output. The parameters of the combined model are estimated by an iterative procedure based on the Least Squares Method. A series of hypothetical outputs is calculated from the assumed model and an assumed set of parameter values. The deviations of these outputs from the actual outputs are called quasi-residuals. The method aims at obteining a set of parameter values which result in the covariance matrix of the quasi-residuals being as close to the diagonal matrix as possible. Chapter 6 describes the application of this metrod to estimation of boiler dynamics.
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## Introduction.

The work described in this thesis was carried out in support of a project dealing with the control of a power station boiler and associated with the Automatic Control Research Project of the Central Electricity Generating Board. One of the modes of control considered required obtaining, on-line; estimates of certain perameters of dynamic relations and using these estimates for control purposes. This requirement has led to the development of a nevi technique which enables first order dynemic relationships, as well as nonstationary processes encountered in the boiler operation to be identified on-line.

The problem of identification consists in the determination of the causal relationships, assumed to exist between variables, from observations of the variables over a period of time. This involves finding a form of the relationship and estimating the values of its parameters in such a way that the observations are best explained in the sense of some accepted performance criterion.

The problem first appeared in the control systems literature in connection with the desigh of controllers for physical systems in which the characteristics of signals, with which the controller has to cope, change in time in a random

Pashion (Laning and Battin,1956; Newton, Gould and Kaiser, 1957) The introduction later of the analogue and digital computers opened new possibilities in the field of adaptive control systems. In such systems the controller, enalogue or digital, is automatically adjusted to maintain the desirable performance in the presence of rendom fluctuations of process parameters (Nishkin and Braun, 1960) and, therefore, the proces identification must be carried out automatically during the normal system operation.

The approach to the identification problem has been influenced by the developments in the theories of statistical estimation and communication. The former vas established as a mathemetical technique at the beginning of the last century with the work of Iegendre and Gauss on least squares estimation (Plackett,1949; Rosenbrock,1965). The estimation techniques, gradually developed owing to meny contributions, especially those due to K.Pearson and R.A.Fisher, were concerned, up to about 1940, mainly with the classical problem of determining the best estimates of distribution paremeters on the basis of a selection of samples taken from a given population.

Independently of this development, communication engineers were investigating the effect of noise, perturbing the trensmitted signals, on the intellegibility of the signals.

They wished to formulate theories and synthesize equipment which could effectively deject the presence or absence of signal. This resulted in the introduction of filters which estimated the power frequency spectrum of the desired signal. The pioneering work of Kolmogorov (1941) and Wiener (1949) showed that these problems could be incorporated in the framework of modern statistics if proper extensions were made from the classical discrete statements to those applicable. : in stochastic processes. The essence of Viener's contributions is, firstly, the demonstration that the estimation theory can be applied to syntresize an electrical filter providing the best separation of signal and noise, and, secondly, the treatment of signals and noise as stochastic processes.

Following Wiener's work, considerable body of literature discusses both the analysis of nonlinear systems (Wiener,1958; Zadeh,1953) or their identification by means of finite expansions in terms of orthogonal functions (Lubbock,1960; Iubbock and Earker,1963; Simpson,1964: Barker and Hawley,1966). However, although nonlinear systems use the information about the input and output in a more efficient way than do the linear systems (Iubbock,1060), most of the literature dealing with the identification problem is concerned with linear systems. This, no doubt, arises from the fect that,
first of all, verious proposed theories can be comparatively easily formulated and validated when linear relationships hold. Secondly,many moderately nonlinear relationships can be linearized in the range of veriations of interest so that the linear theory can be assumed to hold approximately and be applied (Pugachev,I963). Finally, for practical data reduction systems, the prediction precision is only one of several factors to be considered in the choice of an estimator. The prediction speed and computer capability are at least equally important considerations, and sometimes it may be desirable to exchange the simplicity of a computer program for prediction precision (Deutrch,1965). In fact, a relatively fast computation of estimates is of primary importence in the present application (in view of the processes drifting in time) and, therefore, the application of only linear systems theory is of concern in this thesis.

The first approach to the determination of the dynamical charecteristics of a linear system was to use Wiener's theory of optimum filtering. The variables in the system under. consideration were regarded as statistically fluctuating time series which constitutes a sample from an ensemble of series representing the underlying stochastic process. The parameter velues obtained from the solution of the Wiener-Hopf equation
are then considered to constitute the best epproximation to the underlying statistical parameters, by means of which variance of the estimates of the parameter values may be calculated.

Now the actual solutionspf the problem may be divided into two classes. The first class comprises. solutions obtained from the knowledge of the response of the process to external stimuli, and the estimated parameters are then the values of impulse response or the frequency response. The solutions of the second class stem from the knowledge of the physical nature of the process and the laws which govern it, and the perameters to be estimated are coefficients of the differentia (or difference) equetions describing the physical behaviour of the process.

In the early days the techniques employed involved the solutions of the first class only, using the time domain approach, frequency domain approach, and expansions in terms of orthogonal functions. While the application of the latter technique to digital computation has been recently reported (Simpson, 1964), this approach is essentially oriented towerds analogue computation (Kitamori, 1960 ; Braun et al., 1960; Dooge, 1965) and it is only mentioned here for completeness.

As regards the techniques of the first class, the pattern seems to have been set by Goodman and Reswick(1956) and Goodman(1955) who presented a way of obtaining the impulse response of a dynamical system from normal ope-ating records by means of a delay - line synthesizer. The introduction later of a digital computer enabled Levin(1960), Woodrow(1959) and Rosenberg and Shen(1963) to apply the fundamentals of mathemetical statistics by formulating the same problem in a metrix form, and solving it by using the least squares method.

The alternative approach involves obtaining the frequency response function of a dymamical system from the consideration of power spectra of input and output, and their crossspectrum. While excellent exposition of the theoretical aspects of the technique can be found in the literature comparatively early (James et R1.,1949; Laning and Battin,1956), its actual application was made possible only later owing to the pioneering work of N.R.Goodman(IO57) on the estimation aspects of the technique. These vere later discussed by Goodman and his associates (1961), Bendat(1960), Jenkins (1963a,1963b) and Enochson(1964). The application of the technique to estimation of system dynamics under closed loop control was dealt with by Vestcott(1960) and Florentin (1959)

The actual computational aspects of this approach when using a digital computer were discussed fairly recently by Fleming and Vichael(1065).

Kalman appears to be the first to seek the solutions of the second class. He formulated (1958) the response of a. dynamical system in terms of a pulse transfer function and obtained the estimates of its coefficients by using the weighted least squares method. Later he reformulated the Wiener filter by using the concept of state (1960,1963) and showed that the solution of the optimal filter can be characterized by a set of differential equations. Under the influence of Kalman's contributions the state spece description of dynamical systems has been almost universally accepted in control engineering (e.g.Zadeh and Desoer, 1963). and the approach to the identification problem has been reformulated in many works as that consisting in the determination of the coefficients of the state transition matrix of the system under consideration. Thus, for example, Kopp and Orford (1963) enlarge the state space to include the structural parameters and use the perturbation theory and the Kalman filter for state estimation, while Mayne (1963) shows that the problem of nonstationary estimation of the coefficients of the state transition matrix can be formulated in terms of an equivalent

Kalmen filter if the state of the systemis known completely at every instant of time. On the other hand, Lee(1964), after formulating the estimation problem of a single-inpuit single-output system in the state space form, points out an inefficiency in estimating the coefficients of transition matrix of such a system. He, therefore, transforms the state equations into equivalent difference equations and estimates the coefficients of the latter by the least squares method.

The common feature in all the above mentioned techniques is the synthesis of an optimum relationship between two sets of values, called "the input" and"the output", on the assumption that the latter are contaminated with white noise represent ing, for example, inaccuracies in measuxement. However, measurement errors are not the only type of disturbance affecting the measurements. For example, the disturbances can enter the system as inputs which are not measurable, or as disturbances generated inside the system. Disturbences of this type are always present in a practical problem and their effect should be acknoviledged in the design of the controller for the system under consideration. If only linear models are considered then the disturbances can always be transformed so as to appear as an effective disturbance entering the output. If such an effective disturbance is assumed to
constitute a stationary random process with rational spectral density, then it can be represented as an output of a linear filter driven by white noise. This approach vias adopted by Aström and Bohlin(1965a, 19650). They represented both the system dynamics and the output disturbence in a form of a pulse transfer function, used the canonical transformetion. to obtain the state equations and obtained the maximum likelihood estimates of the coefficients by employing the Newton-Raphson algorithm.

The inclusion of the model of the disturbance in the system description is a considerable improvement on the previously mentioned techniques as it allows for a better design of the process controller. Even this approach, however, may be open to criticism on the ground that it assumes the disturbence to be stationery. Indeed, it has been pointed out by Eox and Jenkins(1963) that a control system derived on a stationary assumption might be quite useless in the face of actual nonstationarity, and that it is often because the uncontrolled process may be highly nonstationary that the. control is required.

Suppose that the single input single output system under considerationforms a small part of a lerge interconnected system (such a situation might, for example, arise, when
one wishes to study a dynamic relationship between steam temperature and steam flowrate in a boiler, under normal operating conditions). In such circumstances the model of the disturbance should take into account the influence, on the output, of other processes coupled to it through the internal dynamics. If such processes are time-varying, the disturbance model representing their effect should be either time invariant and updated continuously or, which. is considered to be more satisfactory and elegant, they should model the nonstationary behaviour of the disturbing process.

A disturbance model of this type was sugeested by Box and Jenkins $(1062,1963)$ as part of their method of treating the problem of adaptive control systems. The model, discussed in Chapter 3, can be thought of as an unstable digital filter and is a generalization of the method of representing accumulated processes (Whittle,1063). Box and Jenkins suggest a method of identifying the structure of such . a model from observations of the process. If such a model, however, is included in the description of an "open loop". EASILY dynamic system, therefis, apparently, no way of identifying the structure of the model. If one is faced vith identificatio of the system dynamics as well, it seems that a formidable identification problem arises.

The problem to be solved by the writer was to estimate the parameters of system dynamics in the presence of an unknown correlated nonstationary disturbance. As the estimatio procedure was to be carried out on-line, the nonstationary . character of the disturbance was to be identified autometicall by the computer, and the parameters of the aisturbace model could then be estimated jointly with the parameters of the system dynamics. Since none of the available techniques was suitable for solving this problem a novel approach, for which originality is claimed, hes been developed. The approach involves a nev method of representation of nonstationary processes and a tew technique of parameter estimation.The $/ \mathrm{n}$ approach is characterized by the following features;
a)A nonstationary stochastic process is represented as an output of a linear filter with time-varying coefficients the filter being such that the mean square value of its output is a polynomial in time and the degree of the polynomial is associated with a definite structure of the filter; thus, when the degree of the polynomial is known, the structure of the filter js also known;
b) the input to the system under consideration, as well as the disturbance, representing the coupling effect of the rest of the system and assumed to affect the system output only, are both represented by a filter of the type (a);
c) sequences of sample mean square values of the input and of the output are calculated for increasing sample lengths up to the maximum length of the series stored in the computer;
d) small sample averages of the sequences near the beginning and end of each sequence are calculated; these indicate the relative magnitudes of the mean square values, as well as the trend of the series;
e) sequences are successively differenced until the small sample averages are less than some prescribed fraction of the values calculated originally at (d); since the. n-th difference of an n-th degree polynomial is zero, this stege determines the degree of the polynomials representing the mean square values of the input and output and, therefore, identifies the structure of the disturbance;
f) a set of parameter values for the combined system dynamics.. disturbance model is assumed and, using the actual values of inputs, hypothetical values of the outputs, corresponding to this assumed set of parameter values, are calculated;
g) a series of differences between these outputs and the corresponding actual outputs is calculated; these differences are called in the thesis "quasi-residuals" and are thought of as made up of two contributions; the white random process assumed to excite the disturbance filter and the effect of deviations of the assumed parameter values from the true values of parameters;
h) the estimates of the parameters will be close to their true values if the "quasi-residuals" exhibit the characteristics of the white noise; this can only happen if the contribution of the parameter deviations to the magitude of the quasi-residuals is small compered with the effect of the white noise; since the white noise is characterized by a diagonal covariance matrix, the convergence to the proper parameter values is achieved when the sum of squares of the quesi-residuals is minimized in such a way, that, at the same time, the covariance matrix of the quasi-residuals, is being reduced, as far as possible, to a diagonal form.

## In

The organization of the text is as follows.nChapters 1 to 4 a criticel review of the currently available techniques is given $\mathfrak{i}$ in addition, Appendix $A$ gives a short discussion of the theory of estimation). The novel technique is developed in Chapter 5 and Appendices $C$ and D. Chapter 6 discusses the application of the technique to estimation of boiler dynamics. Finally, Appendix B gives a general method, developed by the writer, of obtaining a difference equation of a general linear system with rational transfer function When the system is subject to an input smoothed by a kold circuit.

## SYMBOIS ATD CONVENTIONS:

Many symbols have been used in the thesis to denote differen quantities. The symbols are defined wherever they occur and, therefore, it is not proposed to list here all the symbols with all the meanings attached to them in various sections. of the thesis. On the other hand, certain conventions have been kept throughout the thesis, and, to denote the quantities listed in the lert hand column below the corresponding symbols listed in the right hand column have been used.

Quantity
backward difference operator backward shift operator complex conjugate of $x(t)$ correlation of lag I of the series $X(t)$ covariance of lag $L$ of
the series $X(t)$
continuous-time funtion $x$ discrete-time function $x$ ensemble average, or
expected value of $X(t)$ estimate of $X(t)$
exponential function of
a. paraneter $k$

Quantity
operator shifting by 90 degrees
Laplace Transform of $X(t)$
$n \times m$ matrix with elements $a_{i j}(t)$ set of values $X_{i}(t)$ for varying i
small increment in value of $X$
time parameter
time derivative of $X(t)$
transfer function
transpose of a matrix $A(t)$
transpose of a vector $\underline{X}(t)$.
vector with elements $x_{1}(t), \ldots x_{n}(t)$
weighting function
Z-transfer function
$Z$-transform of $X(t)$

Symbol

$$
\begin{gathered}
j \text { OR } i \\
\mathcal{L}(X(t))=X(s) \\
A(t) \text { or }\left(a_{i j}(t)\right) \\
\left\{x_{i}(t)\right\}
\end{gathered}
$$

$\Delta X$
$t$
$p X(t)$ or $\dot{X}(t)$ or $\frac{d X(t)}{d t}$ $H(s)$

$$
\begin{aligned}
& A^{T}(t) \\
& \underline{x}^{T}(t) \\
& X(t) \\
& h(t) \\
& H(z) \\
& X(X(t))=X(z)
\end{aligned}
$$

## CHAPTER 1.

GENERAL CONSIDERATIONS IN RHE EROBLEM OF IDENTIFICATION

> OF A IINEAR SYSTEM.
1.1. Introduction.

In a recent paper Tsypkin(1966) distinguishes three consecutive periods in the control theory: a deterministic period, a stockastic period and an adaptive period.

In the deterministic period the knowledge of the equations describing the behaviour of the system to be controlled, as well as thet of the external inputs and disturbances was assumed. This knowledge allowed the use of classical analytical techniques for the solution of various control problems.

The stochastic period is characterized by a more realistic approach to control problems. In this approach the equations of the system to be controlled vere still assumed to be known; however, the disturbences, and sometimes the system perameter were regarded as being probabilistic in nature. The mathematic al techniques developed in this period were based on the use of random functions with statistical characteristics known. in advance.

The cheracteristic feature of the current adaptive period follows from applications of automatic control to systems
whose properties change with time and may not be knovin in advence. This feature is the use of information about the past of the controlled process, or"plent", for meking current decisions.

Suppose that it is required to control a plant with incompletely defined dynamic characteristics. If the latter do not change very rapidly, a suitable controller may be required to compute, or identify, the characteristics of the plant while the system is in normel operation. The controller must then makes a decision concerning the way in which the available parameters of the system should be adjusted so as to improve the operation with respect to a defined performance index. Finally, certain signels or perameters must undergo a modification to accomplish the result. A control system, accomplishing the three functions of identification, decision and modifícation may be defined as an adaptive control system (Bellman et al,1966).

The iaentification problem, forming the subject of the present thesis, is concerned vith the determinetion of a mathematical relationship which describes the input-output. behaviour of an unknown system. The importance of the problem of identification was illustrated at a symposium organized recently in Prague by the International Federation of

Automatic Control, at which no fewer than 65 papers were presented.As observed by Godfrey and Fammond (1967), the symposium brought out a very wide range of techniques available for identification, coupled with an almost complete lack of any logical method for choosing the best one for a particular application, and with very few practical applications to industrial plants. It is hoped that the present work will not merit a comment of this type.

Reviewing the existing methods of ieentification Eykhoff (1966,1067) divided them into two broad classes, namely the techniques using "explicit mathematical relations" (or, ppen-loop techniques), and those using "model adjustment" (or closed-loop, or implicit techniques). In the first class he included the techniques which use a mathematical expression explicitly providing numerical values of parameters estimates in terms of known a priori knowledge and measured variables. The techniques of this class are least squares estimetion, Narkov estimation, maximum likelinood estimation and minimum risk estimation. They yiele solutions which
a) are available after a finite number of elementary operation
b) require considerable memory,
c) are not available in an approximate form as an intermediate result;

The techniques of the second class employ some kind of model of the system. The parameters of this model are adjusted in such a way that the model characteristics approach the characteristics of the system in some preassigned sense. The techniques of this class depend on the minimization of the gradient, with respect to the unknown parameters, of the exror between the output of the system and that of the model. The solutions obtained are
(a) available after (in principle) an infinite number of elementary operations,
(b) available in an approximate form as an intermediate result,
(c) found by a self-correcting procedure.

The approach adopted in these techniques is "closedloop" with respect to the system performance. That is to say, the system performance is monitored and the parameters are adjusted to minimize a performance index.

Mumerous papers have been written on the subject of model-reference adaptive systems incorporating the identification technique of the second class (e.g. Roberts,1962; Donaldson and Leondes,1963). These papers seem to imply that the main application of these techniques is in closed loop control
systems in which the parameters of the controlled systemexhibi wide variations due to changes in environment. In such applications the characteristics of suitable compensating networks are required to alter es the controlled system's parameters change. Such a procedure is usually effected throug the use of the method of steepest descents. In this method the gradient of the error, with respect to the unknown parameters, between the controlled system output and the system model output, is made proportional to the time rate of change of the respective parameters. This enables the adjustment of the compenseting network to be mechanised, witho" the necessity to use numerical values of any of the parameters involved.

This thesis is concerned with situations in which digitel . computers are employed to control processes and, therefore, analogue techniques are not relevant here. On the other hand, the last few years have vitnessed the development of another approachto identification. The approach involves the use of discrete-time (sampled-data) model of the controlled plant, the parameters of the model being estimated by employing a suitable hill-climbing techniques. This is, essentially, a model reference approach which, hovever, results in numerical values of paremeters, and which thus does not really fit in

Erkkoff's classification.
Assuming that all analogue techniques are excluded, a more appropriate way of discussing the existing digital techniques is to divide them into two classes as follows:
a) the techniques not involving any structural parameters and relationships between input and output of the controlle plant, and yielding a number of numerical velues of plant response;
b) the "model reference"techniques depending on an assumed form of differential or difference equation whicherelates the plant input and the plant output; the techniques yield numerical values of the coefficients of the equation. This classification is adopted in discussing existing techniques in the following chapters.

## 122. The two alternative formulations of the process

## identification problem

An on-line control of a process involves normallye predict: ion, over a suitable interval of time, of the process behaviot and taking an appropriate compenseting action in accordence with some specified control policy. The former objective is achieved through the use of a mathemetical model, usually in the form of a set of differential equations which expreas
the dynamic behaviour of the process.
Rigorous analysis of the dynamics of a tyṕical industrial process is extrenely difficult, if not impossible. The reason is that processes are usually very complex and contain numerous variables which are unwieldy to manipulate. Large number of variables, nonlinearities and uncertainties in certain physical phenomena, all contribute to the complexity of the problem, and a solution of a set, of equations may well be as difficult to obtain as the synthesis of the actual mathematical description. To facilitate a solution of the problem certain simplifying assumptions may be made as long as the solutions resulting from such simplifications can still be regarded as describing the character of the dynamic behaviour correctly. (It may be possible, for example, to s formulate some semi-empirical or approximate expressions for phenomena which are too complex to admit of an exact mathematical description).

The starting point of analysis is usually the formulation of mass-transfer balance equation, momentum equation and energy-balance equation. These equations are usually complicated (for example, Navier-Stokes flow equations(Davis, 1962)) and involve, in general, partial differentiation as well as nonlinearities. The introduction of allowable
simplifications yields a set of differential equations describing, possibly approximately, the dynamic behaviour of the process under consideration.

Under the influence of control theory it has been customary to regard such a set of differential equations as describing a dynamical system and to formulate the equations so as to relate a set of system inputs

$$
\left\{u_{i}(t)\right\},(i=1,2, \ldots m)
$$

and a set of system outputs $\left\{y_{j}(t)\right\},(j=1,2, \ldots, l)$
If the system parameters vary slowly as compared with the time necessary for the identification of the system, only small variations about the steady operating levels can be c considered and the process behaviour can then be approximately described by that of a linear dynamical system.

A single-input single-output system of interest in this thesis may be described by a differential equation of the type

$$
\begin{align*}
& {\left[a_{n}(t) p^{n}+a_{n-1}(t) p^{n-1}+\ldots+u_{0}(t)\right] y(t) } \\
&=\left[b_{n}(t) p^{n}+b_{n-1}(t) p^{n-1}+\cdots+b_{0}(t)\right] u(t) \tag{1.1}
\end{align*}
$$

in which some of the coefficients $b_{i}(t)$ may be equal to zero. An orthodox approach, discussed in the older literature on control systems theory is to represent the response characteristics of a linear system either in terms of an impulse
response in the time domain, or frequency function in the frequency domain (alternatively, transfer function in the complex frequency domain).

The impulse response $h(t, r)$ is defined by

$$
\begin{align*}
& y(x)=\int_{-\infty}^{\infty} h(t, r) u(\tau) d \tau  \tag{1.2a}\\
& h(t, r)=M_{r}^{*} K(t, r) \tag{1.2b}
\end{align*}
$$

where $M_{\boldsymbol{r}}^{\boldsymbol{\gamma}}$ is the adjoint operator of the right-hend side of the equation (1.1) and $K(t, r)_{\text {is }}$ the Green's function for the lefthand side of this equation (Niller,1955).

Both, the variable-coefficient system (1.1) and the constantcoefficient system

$$
\begin{align*}
&\left(a_{n} p^{n}+a_{n-1} p^{n-1}+\cdots+a_{0}\right) y(t) \\
&=\left(b_{n} p^{n}+b_{n-1} p^{n-1}+\cdots+b_{0}\right) u(t) \tag{1.3}
\end{align*}
$$

can be characterized in terms of the transfer or frequency function(Miller,1955; Laming ana Battin,1956). However, such a description of only constant coefficient system (1.3) has found application in the problem of identification.

If the weighting function of such a system is denoted byh( $t$ ) then the transfer function $H(s)$ is given by the Laplace transform of $h(t)$,

$$
\begin{equation*}
H(s)=\int_{0}^{\infty} h(t) e^{-s t} d t \tag{1.4a}
\end{equation*}
$$

or, alternałively by

$$
\begin{equation*}
H(s)=\frac{Y(s)}{U(s)}=\frac{a_{n} s^{n}+b_{n-1} s^{n-1}+\cdots+b_{0}}{a_{n} s^{n}+a_{n-1} s^{n-1}+\cdots+a_{0}} \tag{1.4b}
\end{equation*}
$$

where $Y(s)$ and $U(s)$ denote Laplace transform of the output and the input, respectively.

Similarly, the frequency function $H(j w)$ is defined as the Fourier transform of the impulse response

$$
\begin{equation*}
H(j w)=\int_{0}^{\infty} h(\tau) e^{-j v x} d r \tag{1.5a}
\end{equation*}
$$

or, alternatively by

$$
\begin{equation*}
H(J \sigma)=\frac{y(J v)}{U(J w)}=\frac{b_{n}(J \sigma)^{n}+b_{n-1}(J \omega)^{n-1}+\cdots+b_{0}}{a_{n}(J \sigma)^{n}+a_{n-1}(J \omega)^{n-1}+\cdots+a_{0}} \tag{1.5b}
\end{equation*}
$$

in which $U(j v i)$ is the Fourier trensform of the input and $Y(j w)$ is the Fourier transform of th output.

The method of obtaining the weighting function, and, theref fore, the frequency response or transfer function, is well known (Miller,1555; Laning and Eattin,1956). However, the , converse problem of identification of the dynamical equetion of a system from its impulse response presents formidable difficulties. In practical applications, therefore, one of ten identifies only the system response from the given velues of input and output. This is achieved by estimating values of the impulse response at a number of time instants,
or values of the frequency response at a chosen number of frequencies. The corresponding methods of identification do not allow the structural relationship between the input and output to be determined and will be referred to in the thesis as the "non-parametric methods of system identification".

A modern approach to the identification problem involves the determination of the second reatationship between input and output of the system under consideration and, therefore, the techniques associated with this second approach are called in the thesis "parametric techniques of system identification". This approach can take two different forms. The first of these employs the notion of state $x(t)$ (Zadeh and Desoer,1963), originated by $\operatorname{Kalman}(1960,1963 a)$ and almost universally accepted in modern control theory. A linear system is characterized by means of dynamical state equations (Kalman, 19636; Zadeh and Desoer,1963)

$$
\begin{align*}
& \dot{x}(t)=A(t) \underline{x}(t)+\underline{B}(t) u(t)  \tag{1.6a}\\
& y(t)=c(t) x(t)+D(t) u(t) \tag{1.6b}
\end{align*}
$$

the solution of which gives an explicit expression for the state $\underline{x}(t)$ as

$$
\begin{equation*}
\underline{x}(t)=\Phi\left(t, t_{0}\right) \underline{x}\left(t_{0}\right)+\int_{t_{0}}^{t} \Phi(t, \tau) \underline{B}(\tau) u(r) d \tau \tag{1.7}
\end{equation*}
$$

where $x(t)$ is an $n$-vector, $u(t)$ and $y(t)$ are scalars and
$A(t), B(t), \underline{C}(t)$ and $D(t)$ are matrices.
When the system (1.6) is controlled by a digital computer, the system output is sampled and the control is effected at discrete intervals of time. Continuous-tine analysis may still, however, be used if the sampling interval is small compared to the significant time constants of the system. This, indeed, is the case in the technique of system identification described by Kopp and Orford(1963). The technique involves enlerging the state space to include the structural parameters as vell as the assumption of the form of a differential equation which governs the dynamic behaviour of the system under consideration. Certain assumptions are also made about statisticel characteristics of noise contaminating the data and differential equations with random forcing functions describing the parameter variations are edjoined to the system of differential equations describing the process. A linear regression technique is then used to derive a recursive relationship for the updated estimates of the state variables as a function of the last estimates and new measurement data.

An advantage of the continuous time description is that it allows to predict the system behaviour not only at the sampling instants but also between them. In certain control
applications, however, it may be perfectly adequate to predict the system behaviour at the sampling instants only.. If such a relaxation of requirements is possible, the linear system is defined at discrete time instants and is referred to as a discrete time system. If such a system is time invariant, it may be defined by a linear difference equation of the form

$$
\begin{align*}
& a_{n} y(t-n)+\alpha_{n-1} y(t-n+1)+\cdots+\alpha_{0} y(t) \\
& \quad=\beta_{n} u(t-n)+\beta_{n-1} y(t-n+1)+\cdots+\beta_{0} u(t) \tag{1.8}
\end{align*}
$$

and its response may be described either by an impulse response in the form

$$
\begin{equation*}
h_{\alpha}(t)=\sum_{l=1}^{\infty} h_{e} \delta(t-l \Delta T) \tag{1.9}
\end{equation*}
$$

which is equal to sampled values of the continuous time impulse response and is called the weighting sequence.; or by the pulse transfer function (Hurewicz,1949;Barker,1952) given by

$$
\begin{equation*}
G(z)=\frac{\beta_{n} z^{n}+\beta_{n-1} z^{n-1}+\cdots+\beta_{0}}{\alpha_{n} z^{n}+\alpha_{n-1} z^{n-1}+\cdots+\alpha_{0}} \tag{1.10}
\end{equation*}
$$

As far as the writer is aware, there exist only two technoques which allow the system (1.8) to be identified parameter-
wise. (the method described by Falman(1958) deals with noise-free measurements and is not considered to be reali, tic enough in practical applications). In the first of these; due to $\AA$ Aström and Bohlin(1965a,19656) expressionsfor error

$$
\begin{equation*}
\varepsilon_{j}=y_{j}-y_{j}^{*} \tag{1.11}
\end{equation*}
$$

between the actual output $y_{j}$ and the predicted output $y_{j}{ }_{j}$ at time $j \Delta T$ are formed as functions of unknown parameters $\alpha_{i}, \beta_{i}$ and input $x_{j}$, using discrete-time state space description. On the assumption of the error being Gaussian, the likelihood equations are formed and solved by using the Newton-Raphson algorithm.

The starting point of the second technique, due to Box and Jenkins(1963,1967a,1967b) is also the formulation of the difference equation ( 1.8 ). Corresponding to the degree $n$ of the equation, an expression, valid between the sampling instants, for the response of the system (1.8) to a step or ramp input is derived in the form

$$
\begin{equation*}
V_{j}=\int_{j-1}^{j} h(x-r) u(r) d r \tag{1.12}
\end{equation*}
$$

where the weighting function $h(t)$ is expressed as a function of parameters of the difference equation (1.8).

An expression for error

$$
\begin{equation*}
\varepsilon_{\mathbb{K}}=y_{k}-y_{k}^{*} \tag{1.13}
\end{equation*}
$$

between the actual output $y_{k}$ and the predicted output $y_{k}{ }^{*}$.
at time $k \boldsymbol{A T}$
$\omega \quad y_{k}^{k}=\sum_{j=1}^{k-1} v_{j} x_{k-1-j}$
is formed and, assuming the error (l.13) to be normally distributed, the likelihood equations are obtained and solved by a nonlinear estimation technique.

The above mentioned techniques are discussed in some detail in Chapters 2 and 4.

## CHAPTER 2.

## DIGITAL NON-PARANETRIC mETHODS OF IDENTIFICATION

OF A LINEAR SYSTEM

### 2.1. Introduction.

As discussed in Chapter 1 , the response of a linear timeinvariant system (1.3) may be expressed in terms of its impulse response $h(t)$

$$
\begin{equation*}
y(t)=\int_{0}^{\infty} h(\tau) u(x-\tau) d p \tag{2.1}
\end{equation*}
$$

When estimating the response of such a system from records of input $u(t)$ and output $y(t)$ under normal operating conditions, it has been customary to formulate the problem in either of the following two ways(Westcott, 1960; Voodrov, 1959);
a) either one requires to determine an impulse response function $h(t)$ which, when operating on the recorded values Q recorded values of the output process $y(t)$. The error of approximation, $\varepsilon(t)$, is then minimized in some suitable, usually least squares, sense;
b) or, one assumes that the fluctuations about the mean operat. ing points, of the processes $u(t)$ and $y(t)$, constitute stationary time series the recorded values of which
represent one of many possible realizations of the processes．The output time series is then regarded as being the sum of two time series．One of these series is generated by operating on the linear system，having impulse response function $h(t)$ ，with the input series\｛ $u(t)\}$ The other series\} f ( t l i s ~ g e n e r a t e d ~ b y ~ i n t e r n a l ~ d i s t u r b a n c e s ~ not correlated with the input process $\{u(t)\}$ In most cases the series\｛氏日保s assumed to be normally distributed． Whichever viewpoint is taken，an ideal relationship between the measured quantities representing the process is written

$$
\begin{equation*}
y(t)=\int_{0}^{\infty} h(r) u(t-r) d r+\varepsilon(t) \tag{.2.2}
\end{equation*}
$$

on the assumption that the quantities can be observed and recorded over infinitely long time．．In any practical situat－ ion，however，estimates are obtained from records of finite duration．An estimation procedure must，therefore，provide an assessment of the validity of such results．

Only the second approach is discussed here．This involves multiplying equation（2．1）by $u(t-T)$ and ensemble averaging to obtain the well known Wiener－Fopf equation（Leaning and Satin，1956）

$$
\begin{equation*}
\gamma_{u y}(\tau)=\int_{0}^{\infty} h(\sigma) \gamma_{u u}(\tau-r) d r \tag{2.3}
\end{equation*}
$$

where,

$$
\begin{equation*}
\gamma_{u_{y}}(\tau)=E\langle u(t-r) y(t)\rangle \tag{2.4}
\end{equation*}
$$

is the crosscovariance function of the input and output, and

$$
\begin{equation*}
\gamma_{u u}(\pi)=E\langle u(x-\tau) u(t)\rangle \tag{2.5}
\end{equation*}
$$

is the autocovarience function of the input.
Taking Fourier transforms of equation (2.3). one obtains

$$
\begin{equation*}
\sigma_{u} \sigma_{y} g_{n y}(\omega)=H(\omega) \sigma_{u}^{2} g_{u n}(\omega) \tag{2.6}
\end{equation*}
$$

where

$$
\begin{array}{ll}
v_{u}^{2} & \text { is the variance of the input } \\
\sigma_{y}^{2} & \text { is the variance of the output } \\
g_{u y}(w) \quad \text { is the } & \\
& \text { of the incoss-spectral density function and output, }
\end{array}
$$

Thus one obtains (Jenkins, 1963),

$$
\begin{equation*}
H(0)=\frac{\sigma_{y}}{\sigma_{u}} \frac{g_{u y}(\Delta)}{g_{u u}(\Delta)} \tag{2.7}
\end{equation*}
$$

Given a finite length of record of the input $u(t)$ and output $y(t)$ the linear system under consideration may be identified
a) either in the time domain by using an approximation to equation (2.3) and solving it for a finite number of heights $h_{j}$ of the impulse response $h(t)$;
b) or in the frequency domain, by using equation (2.7) to estimate a finite number of heights of the frequency response function $\mathrm{H}(w)$. These techniques are discussed below.

### 2.2. Identification of the impulse response

Equation (2.3) involves infinite limits and, therefore, its solution for $h(t)$ cannot be obtained from a finite length of record of the input and output.

Suppose, however, that the input $u(t)$ and outputs $y(t)$ are sampled at intervals $\Delta T$ of time and are available in the form of a series of values

$$
\begin{aligned}
& \left\{u_{i}\right\},(i=0, I, 2, \ldots, N+K) \\
& \left\{y_{j}\right\},(j=K, K+I, \ldots \ldots, M)
\end{aligned}
$$

Suppose also that, correspondingly, the impulse response $h(t)$ to be estimated is restricted to have a finite memory time $\Delta T \cdot T$ and to be defined by

$$
\begin{align*}
h(t) & =\sum_{j=0}^{K} h j \delta\left(t-j \frac{T}{K}\right), 0 \leq t \leq T_{0} \Delta T  \tag{2.8}\\
& =0 \quad \text { otherwise }
\end{align*}
$$

Then the finite number $(K+1)$ of the values $h_{j}$ of the impulse response may be obtained by using an approximation to the Wiener Hop equation (2.7), first suggested by Goodman and

Reswick (1955,1956) and given by

$$
\begin{equation*}
C_{u y}(r)=\sum_{j=0}^{K} h_{j} \operatorname{cua}_{u}(r-j) \tag{2.9}
\end{equation*}
$$

where,

$$
\begin{equation*}
c_{u n}(r)=\frac{1}{M+1} \sum_{i=0}^{M-r} u_{i} u_{i+r} \tag{2.10}
\end{equation*}
$$

is the sample autocovariance function of the input, and

$$
\begin{equation*}
C_{u y}(x)=\frac{1}{M+1} \sum_{i=0}^{M-r} u_{i} y_{i+r} \tag{2.11}
\end{equation*}
$$

is the sample cross-covariance of the input and the output. (The formulae (2.10) and (2.11) are based on the assumption that both the input and the output are zeromean stationary time series).

The $(K+1)$ values $h_{j}$ of the impulse response may be obtained from equation (2.9) by substituting ( $K+1$ ) values of the covariances $C_{u y}(r)$ and $C_{u u}(r)$ corresponding to $r=0,1, \ldots, K$, and solving the resultant set of $(K+1)$ equations. Since the autocovarience function is an even function of its argument, ie. since

$$
\begin{equation*}
\operatorname{Cru}(r)=\operatorname{Cnu}(-r) \tag{2.12}
\end{equation*}
$$

the set of equations may be written in a matrix form as

or, symbolically,

$$
\begin{equation*}
\underline{C}_{u y}=\underline{C}_{u u} \cdot \underline{h} \tag{2.13b}
\end{equation*}
$$

The solution for $h$ is then

$$
\begin{equation*}
\underline{h}=\underline{C}_{u u}^{-1} \cdot \underline{C}_{u y} \tag{2.14}
\end{equation*}
$$

The equations (2.13),(2.14) resulting from the approximation (2.9) to the Wiener Hopi equation, cen also be given a different interpretation. When the input and output are given in the form of a series of discrete values $\left\{u_{i}\right\}$ and $\left\{y_{j}\right\}$, and the restriction (2.8) on the impulse response is imposed, the ideal relationship (2.2) may be approximated by

$$
\begin{equation*}
y_{i}=\sum_{j=0}^{k} h_{j} u_{i-j, j+\varepsilon_{i}}^{i=k, k+1, \ldots, k+1} \tag{2.15}
\end{equation*}
$$

where $\{\}$ are uncorrelated identically distributed random variables having zero mean and variance $\sigma^{2}$.

Equations (2.15) mey be put in a matrix form (Woodrow, l959; Levin,1960; Kerr, 1965 ) as

$$
\begin{equation*}
\underline{y}=\underline{U} \cdot \underline{H}+E \tag{2.16}
\end{equation*}
$$

or, explicitly,
$\left.\begin{array}{|c|}\hline y_{k} \\ \hline y_{k+1} \\ \hline \vdots \\ \hline \vdots \\ \hline y_{k+M} \\ \hline u_{k}\end{array} u_{k-1} \ldots \ldots . u_{0}\right)$

Equations (2.16) and (2.17) represent a linear system and may be solved by the least squares method, discussed in Appendix A. The least squeres estimates $\mathrm{F}^{*}$ of H are given by

$$
\begin{equation*}
H_{-}^{*}=\left(\underline{U}^{\mathrm{T}} \underline{U}^{-1} \underline{U}^{\mathrm{T}} \mathrm{Y}\right. \tag{2.18}
\end{equation*}
$$

After performing the matrix multiplications and dividing throug by ( $N+1$ ) the equations (2.18) become identical with ecuation (2.14). It is thus seen that the set of equations (2.13) resulting from an approximation to the Wiener Eopf Equation, can be interpreted as the normal equations of Least Squares Estimation (Flackett, 1060).

A great disadvantage of this approach is that, to identify
a weighting function reasonably well, K must be large:
However, as the number of terms in the equations is increased, the process of matrix inversion becomes disproportionately difficult, and this may create problems when on-line system identification for control purposes is required.

### 2.3. Identification of Frequency response.

An explicit relation

$$
\begin{equation*}
H(\omega)=\frac{\sigma_{y}}{\sigma_{u}} \frac{g_{u y}(\omega)}{g_{u u}(\omega)} \tag{2.7}
\end{equation*}
$$

obtained by Fourier transforming the Wiener Hop equation (2.3), expresses the frequency response function $H(w)$ of a linear system in terms of the spectral density $g_{u u}(w)$ of the input, end cross-spectral density $g_{u y}(w)$ of the input and the output.

The autocoveriance function $\gamma_{44}(\varphi)$ is an even function of the lag $T$ and, therefore, the spectral density $g_{u i}(w)$ is expressed as its cosine transform

$$
\begin{equation*}
\sigma_{u}^{2} g_{u u}(\omega)=\frac{2}{\pi} \int_{0}^{\infty} \gamma_{u u}(r) \cos \omega r d r \tag{2.19}
\end{equation*}
$$

However, the cross-covarience function is not an even function of the last. For this reason it is usual to introduce two
auxiliary functions (Jenkins,l963)

$$
\begin{align*}
& \sigma_{u} \sigma_{y} \alpha_{u y}(\tau)=\frac{1}{2}\left[\gamma_{u y}(\tau)+\gamma_{u y}(-\tau)\right]  \tag{2.20a}\\
& \sigma_{u} \sigma_{y} \beta_{k y}(\tau)=\frac{1}{2}\left[\gamma_{u y}(\tau)-\gamma_{u y}(-\sigma)\right] \tag{2.20b}
\end{align*}
$$

and to define, in terms of these functions, two components of the cross-spectral density, the in-phese component $c_{u y}(w)$ called the co-spectral density, and the quadrature component, $Q_{\text {up }}(w)$ called the quadrature spectral density (Goodman, IO57) as

$$
\begin{align*}
& C_{u y}(\omega)=\frac{2}{\pi} \int_{0}^{\infty} \alpha_{u y}(\pi) \cos \omega \pi d r \\
& Q_{u y}(\omega)=\frac{2}{\pi} \int_{0}^{\infty} \beta_{u y}(r) \sin \omega q d \sigma \tag{2.21b}
\end{align*}
$$

The cross-spectral density $g_{u y}(v)$ is then expressed as

$$
\begin{equation*}
g_{u y}(\omega)=C_{n y}(\omega)-j Q_{u y}(\omega) \tag{2.22}
\end{equation*}
$$

It is convenient to express the frequency response function in terms of the gain $G(w)$ and phase shift $\varnothing(w)$ as

$$
\begin{equation*}
H\left(w^{\prime}\right)=G(w) \cdot \exp (-j \phi(w)) \tag{2.23}
\end{equation*}
$$

in which

$$
\begin{equation*}
G(\omega)=\frac{\sigma_{y}}{\sigma_{u}} \frac{\sqrt{C_{u y}^{2}(\omega)+Q_{u y}^{2}(\omega)}}{g_{u u}(\omega)} \tag{2.24a}
\end{equation*}
$$

and

$$
\begin{equation*}
\phi(\omega)=\tan ^{-1}\left(\frac{Q_{\operatorname{lay} y}(\omega)}{C_{\operatorname{cog}}(\omega)}\right) \tag{2.24b}
\end{equation*}
$$

In practical situations the output $y(t)$ is contaminated by noise and, if the level of the latter is high as compered with the output, it may not be possible to obtain usgrul estimates of the gain $G(w)$ and phase $\varnothing(w)$. It is essential, therefore, to have some measure indicating to what extent the output $y(t)$ is dependent on the input $u(t)$. Such a measure is provided by the coherency (Wiener,1949; Goodman,1957) defined by

$$
\begin{gather*}
W_{u y}^{2}(\omega)=\frac{\left|g_{u y}(\omega)\right|^{2}}{g_{u x}(\omega) g_{y y}(\omega)}=\frac{C_{u y}^{2}(\omega)+Q_{u y}^{2}(\omega)}{g_{u u}(\omega) g_{y y}(\omega)}  \tag{2.25}\\
\left|W_{u y}^{2}(\omega)\right| \leqslant 1 \tag{2.26}
\end{gather*}
$$

The coherency is a measure of correlation between $u(t)$ and $y(t)$ at a frequency $w_{j}$; it tends to unity when the noise is negligible and tends to zero when the spectral density $\varepsilon_{\varepsilon \varepsilon}(w)$ of the noise ret) is large compared with the spectral density $G^{2}(w) \cdot \varepsilon_{u u}(w)$ of the input referred to the output.

The problem of identification of the frequency response appears to have been first studied by N.R. Goodman (1957)

The approach was later followed by Goodman and his
associates (1961), and also discussed by Jenkins (1963a,1963b) Eendat (1960) and Enochson(1964). The approach involves essentially a judicious choice of the amount of data required (this may or may not be a critical requirement) and a critical examination of the behaviour and of the sampling properties. of the estimates $\hat{G}(w)$ of gain, phase $\hat{\varnothing}$ and coherency $\hat{W}(w)$, as influenced by the length $N$ of series, maximum lag or truncation point $M$ and level of coherency $w(w)$. All the three quantities, gain, phase and coherencylare functions of the various spectral density functions and the -problem is thus seen to be that of estimation of spectral density function. It can be shown (Jenkins,1961,1963; Parzen,1964a,1964b) that the estimates of the four spectral densities $g_{u u}(w)$, $g_{y y}(w), C_{u y}(w)$ and $Q_{u y}(w)$ are respectively given by

$$
\begin{align*}
& \hat{g}_{N}^{u^{u}}\left(\omega_{j}\right)=\frac{\Delta T}{\hat{\sigma}_{u}^{2} \pi}\left[C_{0}^{u_{u}} 2 \sum_{S=1}^{M-1} k\left(\frac{S}{M}\right) C_{s}^{u n} \cos ^{\omega_{j} s}\right]  \tag{2.27a}\\
& \hat{g}^{y y}\left(\omega_{j}\right)=\frac{\Delta T}{\hat{\sigma}_{4}^{2} \pi}\left[C_{0}^{y y}+2 \sum_{s=1}^{M-1} R\left(\frac{s}{M}\right) C_{s}^{y y} \cos 0_{j} s\right] .  \tag{2.27~b}\\
& \hat{C}_{N}^{y y}(\Delta s)=\frac{\Delta T}{\hat{\sigma}_{4} \hat{\sigma}_{y} R}\left[\hat{\alpha}_{0}^{u y}+2 \sum_{s=1}^{M-1} k\left(\frac{s}{M}\right) \hat{\alpha}_{s}^{n y} \cos \omega, s\right]  \tag{2.27c}\\
& Q_{N}^{u y}\left(O_{j}\right)=\frac{2 \Delta T}{\hat{\sigma}_{u} \hat{\sigma}_{y} x}\left[\sum_{s=1}^{M-1} k\left(\frac{s}{M}\right) \hat{b}_{s}^{u y} \sin \omega_{j} s\right] \tag{2.27d}
\end{align*}
$$

where

$$
\hat{\varepsilon}_{N}\left(w_{j}\right) \text { is the spectral density, } \hat{C}_{N}\left(w_{j}\right) \text { is the in-phase }
$$ and ${\hat{\hat{Q}_{N}}}^{\left(w_{j}\right)}$ is the quadrature cross-spectral density. Using the estimates defined by equations (2.27), the expression for the estimates of gain $\hat{G}_{N}\left(w_{j}\right)$, phase $\hat{\phi}_{N}\left(w_{j}\right)$ and coherency $\hat{W}_{N}^{2}\left(w_{j}\right)$ are obtained in the form.

$$
\begin{align*}
& \hat{G}_{N}\left(\omega_{j}\right)=\frac{\hat{\sigma}_{y}}{\hat{\sigma}_{u}} \frac{\sqrt{\left(\hat{C}_{N}{ }^{n y}\left(\omega_{j}\right)\right)^{2}+\left(\hat{Q}_{N}^{4 y}\left(\omega_{j}\right)\right)^{2}}}{\hat{g}_{N}{ }^{n u}\left(\omega_{j}\right)}  \tag{2.28}\\
& \hat{\phi}_{N}\left(\omega_{j}\right)=\tan ^{-1}\left(\frac{\hat{Q}_{N}^{u y}\left(\omega_{j}\right)}{\hat{C}_{N}^{u y}\left(\omega_{j}\right)}\right)  \tag{2.29}\\
& \left(\hat{W}_{N}^{n y}\left(\omega_{j}\right)\right)^{2}=\frac{\left(\hat{C}_{N}^{u y}\left(\omega_{j}\right)\right)^{2}+\left(\hat{Q}_{N}^{u y}\left(\omega_{j}\right)\right)^{2}}{\hat{g}_{N}^{u n}\left(\omega_{j}\right) \hat{g}_{N}^{y y}\left(\omega_{j}\right)} \tag{2.30}
\end{align*}
$$

Approximate confidence limits for the above quantities are obtained from the covariance matrix of, the estimates which is derived by approximating infinite-semple properties of multinormel series by those of a sample of a finite length. The confidence limits depend on the scale on which the given estimated quantity is measured and, ideally, a scale should be chosen such that the limits are independent of the quantity being estimated.

Thus, if the estimates of the spectral density $\hat{g}_{N}\left(w_{j}\right)$
are measured on a logarithmic scale, the confidence intervals for $\log \left({\hat{g_{N}}}_{N}(w)\right)$ are

$$
\begin{equation*}
\left[ \pm Z \alpha \sqrt{\frac{2 M}{N}}\right] \tag{2.31}
\end{equation*}
$$

where $z_{\alpha}$ is the upper $\frac{\alpha}{2} \%$ limit of the normal distribution and $\mathcal{L}$ depends on the type of window (Jenkins, 1061; Parzen, $1964 \mathrm{a}, 1964 \mathrm{~b}$ ).

Logarithmic scale is also convenient for measuring the gain. Corresponding to estimates $\log \left(\hat{G}_{N}(w)\right)$, the approximate confidence limits are (Jenkins,1963a,1963b)

$$
\begin{equation*}
\left[\log \left(\frac{f_{1}^{\hat{G}}}{x_{1-\alpha}^{2}}\right), \log \left(\frac{f_{1} \hat{G}}{x_{\alpha}^{2}}\right)\right] \tag{2.32}
\end{equation*}
$$

where $\mathcal{X}_{1-\alpha}^{2}, \chi_{\alpha}^{2}$ are, respectively, the lover and upper $\alpha$ per cent point of $\chi^{2}$ distribution with $f_{1}$ degrees of freedom defined by

$$
\begin{equation*}
f_{1}=\frac{4 N}{l M\left[\frac{1}{w^{2}(\omega)}-1\right]} \tag{2.33}
\end{equation*}
$$

The estimates $(\tan \hat{\varnothing}(w))$ of $\tan \phi(w)$ can be taken to be approximately normally distributed about ten $\varnothing(w)$ with variance (Jenkins,19633,1963b)

$$
\begin{equation*}
\operatorname{Var} \tan (\hat{\phi}(c))=\frac{1}{2} \frac{l M}{N} \sec ^{4} \phi\left[\frac{1}{w^{2}(0)}-1\right] \tag{3.34}
\end{equation*}
$$

It follows that, for the confidence coefficient $(1-\alpha)$, the approximate confidence limits for tan $\varnothing$ are given by

$$
\beta_{1,2}=\operatorname{eap}\left[\tan \phi(\omega) \pm z_{\alpha} \sec ^{2} \phi \sqrt{\frac{1}{2} \frac{\ell M}{N}\left[\frac{1}{w^{2}(\omega)}-1\right]}\right.
$$

where $Z_{\alpha}$ is the upper $\frac{\alpha}{2}$ percent limit of the normal distribution. As observed by Jenkins (1963a,19636) a natural scale of measurement of the phase is $\varnothing /$ so that the confidence intervals for $\hat{\varnothing}(w)$ are

$$
\tan ^{-1}\left\{\left[\tan \hat{\phi}(\omega) \pm z_{\alpha} \sec ^{2} \phi \sqrt{\frac{1}{2} \frac{2 M}{N}\left[\frac{1}{w^{2}(\omega)}-1\right]}\right]\right\}_{(2.36)}
$$

Approximate confidence limits for the coherency have been suggested by Enochson and Goodman (1965). They applied the Fisher z-transformation (Cramér,1946) to the exact distribution of sample coherency obtained by Goodman (1057). If

$$
\begin{align*}
& z=\tanh ^{-1} \hat{W}_{N}^{u y}(\Delta) \\
&=\frac{1}{2} \log \frac{1+\hat{w}_{N}^{u y}(\omega)}{1-\hat{w}_{N}^{u y}(\omega)} \tag{2.37}
\end{align*}
$$

then it is shown by Enochson and Goodman that

$$
\begin{array}{r}
\tanh \left(z-\frac{1}{2\left(f_{2}-1\right)}-\operatorname{zod} \frac{1}{\sqrt{2\left(f_{2}-1\right)}}\right) \leq W^{n y}(\omega) \\
 \tag{2.38}\\
\leqslant \tanh \left(z-\frac{1}{2\left(f_{2}-1\right)}+z \alpha \frac{1}{\sqrt{2\left(f_{e}-1\right.}}\right)
\end{array}
$$

where $z_{\alpha}$ is the upper $\frac{\alpha}{2}$ per cent limit of the normal distribution and $f_{2}$ is the number of degrees of freedom associated with estimation of the cross-spectral density and is given by

$$
\begin{equation*}
f_{2}=\frac{N}{M L} \tag{2.39}
\end{equation*}
$$

### 2.4. Generel Remarks.

The two "non-parametric" techniques àiscussed in this Chapter, suffer from a disadventage in that they require a large number of estimates to characterize the system response sufficiently accurately. Noreover, long computational times required for identification of the system response are involved in both techniques, and especially the second one. An al ternative, more adventageous epproach is to characterize the system response by means of a finite number of parameters. The techniques associated with this approach involve characterization of the dynamic system in the discrete time. and the representation of the effect of a disturbance. These techniques are discussed in Chapter 4.

## CEAPTER 3 -

PARAEERTIC MODEIIING OF DISCRETE-TINE STOCFASTC PROCESSES
3.1 Introduction.

The Chapter discusses representation of discrete-time stochastic processes by means of finite-parameter models. Some general definitions relating to stochastic processes are given first. Modelling of stationary processes by means of autoregressive, moving average and mixed autoregressivemoving average schemes is then discussed. Finally, a brief review of modeling techniques applicable to nonstationary processes is given.

### 3.2. Some fundamental ideas and definitions relating to

 stochastic processes.The theory of stochestic processes is generally defined (Parzen,lC6I) as the" dynamic" part of the probability theory in which one studies a collection of random variables, called a "stochastic process", from the point of view of their interdependence and limiting behaviour.

Central to the definition of a stochastic process is the notion of a ranom variable. This may be defined (Doob, 1953) simply as a measurable function. More formally, a real function $X$, defined on a space $\Omega$ of points $w$ is called
a random variable if there is a probability measure defined on $w$ sets, and if, for every real number $\lambda$, the inequality $x(\omega) \leqslant \lambda$
delimits an w-set whose probability is defined, that is a measurable set (Doob,1953)

A stochastic process can now be defined (Perzen, 1962) as a collection $\{X(t, w), t \in T, w \in \Omega\}$ of random variables indexed by a parameter $t$ varying in an index set $T$, with $w$. varying over the probability space $\Omega$; when $T=\{0, \pm 1, \pm 2, \ldots\}$ the stochastic process is said to be a discrete parameter process.

A stochastic process is thus a process which is developing in time in a manner controlled by probabilistic laws, and the functions $X(t, w)$ depend on two arguments, the time $t$ and a random event w. If the time instant $t$ is fixed, say $t=t_{0}$, then $X\left(t_{0}\right.$, w $)$ is a random variable. If, on the other hand, $w=w_{0}$ is a fixed random event, then $X\left(t, w_{0}\right)$ is considered to be a possible observation, or a realization, of the stochastic process, and is called a time series (Parzen,1961)

An important role in the theory of stochastic processes is played by their first and second moments, assuming that the latter exist. For a stochastic process $\{X(t), t \in T\}$
these are defined by
(a) the mean value function

$$
\begin{equation*}
m(t)=E\langle x(t)\rangle, t \in T \tag{3.1a}
\end{equation*}
$$

(b) the covariance kernel

$$
\begin{equation*}
K(s, t)=\operatorname{Cov}[X(s), X(t)], s, t \in T \tag{3.1b}
\end{equation*}
$$

In general, however, a stochastic process may be described by the joint probability distribution function of the $n$ random variables $X\left(t_{1}\right), \ldots \times\left(t_{n}\right)$ for all integers $n$ and $n$ points,..., $t_{n}$ in T. Thus,
$F_{x\left(t_{1}\right) \ldots x\left(t_{n}\right)}\left(x_{1}, \ldots x_{n}\right)$

$$
\begin{equation*}
=P\left[X\left(\epsilon_{1}\right) \leqslant x_{1}, \ldots, X\left(t_{n}\right) \leqslant x_{n}\right] \tag{3.2}
\end{equation*}
$$

Among stochastic processes with finite second moments stationary processes are important for practical applications. Such processes arise when the random mechanism producing the process does not change with time. This situation is of ten met with in technology and physical sciences, and is often assumed to hold approximately in other fields, such as economics, if $T$ is not too large, and if any systematic component is isolated in an appropriate way. Such processes are classified as being either strictly or weakly stationary. These are defined as follows (Grenander and Rosenblatt,1957; Perzen,1062):
(a) A stochastic process $\{X(\epsilon), \epsilon \in T\}$ is said to be strictly stationary (or stationary in the strict sense) if for any integer $n$ and any $h$ in $T$, the $n$-dimensional vector $\left[x\left(\xi_{1}\right), \ldots x\left(t_{n}\right)\right]^{\top}$ has the same joint probability distribution function as the n-dimensional vector
$\left[x\left(t_{1}+h\right), \ldots, x\left(t_{n}+h\right)\right]^{\top}$. In other words, the simultaneous distributions depend only upon the time parameter differences $\left(t_{1}-t_{2}\right),\left(t_{1}-t_{3}\right), \ldots,\left(t_{1}-t_{n}\right)$
(b) A stochastic process $\{X(t), t \in T\}$ is said to be weakly stationary (or covariance stationary, or stationary in the wide sense) if it possesses finite second moments and if its covariance kernel $\mathrm{K}(\mathrm{s}, \mathrm{t})$ is a function only of the absolute difference $|s-t|$ in the sense that there exists a function $R(v)$ such that for all $s$ and $t$ in $T$,

$$
\begin{equation*}
K(s, t)=R(s-t) \tag{3.3}
\end{equation*}
$$

$R(v)$ is called the covariance function of the weakly stationary process $\{X(t), t \in \mathbb{T}\}$

## 3. 3 Spectral representation of weakly stationary discrete

parameter stochastic processes.
An important result proved by Wold (Parzen,1961) is that the covariance function $R(v)$ of a discrete parameter
weakly stationary stochastic process may be expressed in the form

$$
\begin{align*}
R(v)=\int_{-\pi}^{\pi} e^{j v \omega} d F(\omega)  \tag{3.4}\\
v=0, \pm 1, \ldots .
\end{align*}
$$

where the function $F(w)$, called the spectral distribution function, is bounded and nondecreasing. This function may be uniquely written as the sum of three components $F_{d}(w)$, $F_{\text {sc }}(w)$ and $F_{\text {ac }}(w)$ such that
(a) the function $F_{s c}(w)$ is a singular and continuous function;
(b) the function $F_{d}(w)$ is purely discontinuous, increases only at the discontinuity points and is defined by

$$
\begin{equation*}
F d(\omega)=\sum_{\omega_{j} \leq \omega} \Delta F\left(\omega_{j}\right) \tag{3.5a}
\end{equation*}
$$

$\left\{u_{j}\right\}$ being the discontinuity points of $F(w)$ and

$$
\begin{gather*}
\Delta F(v)=F(\omega+0)-F(\omega-0)  \tag{3.5b}\\
\Delta F(F)>0 \tag{3.5c}
\end{gather*}
$$

there being only a finite number of points of positive spectral mass in any finite interval on the real line;
(c) the function $F_{a c}(W)$ is absolutely continuous and is the integral of a non-negative integrable function $f(w)$ called the spectral density function; the latter function is continuous except at a finite number of points where it hes finite left-hend and right-hand limits.

In time series studies it is usually assured (Parzen, 1961) that the singular component $F_{G C}(w)$ is absent and that, therefore, the spectral distribution function $F(w)$ may be represented in the form

$$
\begin{equation*}
F(w)=\sum_{w^{\prime} \leqslant w} \Delta F\left(w^{\prime}\right)+\int_{-\infty}^{w} f\left(w^{\prime}\right) d w^{\prime} \tag{3.6}
\end{equation*}
$$

In terms of the spectral distribution function $F(w)$, one can characterize verious representations of a stationary process $\{X(t), t \in T\}$ One of the most important representations employs the notion of a process $\{y(t), t \in \mathbb{T}\}$ with orthogonal increments. This is defined (Doob,1953) as the process such that

$$
\begin{equation*}
\left.E\langle | y(t)-\left.y(s)\right|^{2}\right\rangle<\infty \tag{3.7a}
\end{equation*}
$$

and, whenever the parameter values satisfy the inequality $s_{1} \leqslant t_{1} \leqslant s_{2}<t_{2}$, the increments $y_{t_{1}}-y_{s_{1}}$ and $y_{t_{2}-y s_{2}}$ are orthogonal to each other, i.e.

$$
\begin{equation*}
\left.E\left\langle\left(y_{t_{2}}-y s_{3}\right) \overline{\left(y_{t_{1}}-y_{s_{1}}\right.}\right)\right\rangle=0 \tag{3.7b}
\end{equation*}
$$

Corresponding to such a process a monotone non-aecreasing function can be defined to satisfy

$$
\begin{equation*}
\left.E\langle | y(t)-\left.y(s)\right|^{2}\right\rangle=F(t)-F(s) \tag{3.7c}
\end{equation*}
$$

or, symbolically,

$$
\begin{equation*}
\left.\left.E\langle | d y(x)\right|^{2}\right\rangle=d F(x) \tag{3.7d}
\end{equation*}
$$

since the difference $F(t)-F(s)$ depends only on( ts) if the process $y(t)$ is covariance stationary.

In terms of the process with orthogonal increments, a weakly stationary process $\{X(t), t \in T\}$ has the so-called spectral representation (Doob, 1953; Grenenāer and Rosenblatt; 1957)

$$
\begin{equation*}
X(x)=\int_{-\pi}^{\pi} e^{j \omega t} d y(\omega) \tag{3.8}
\end{equation*}
$$

where

$$
\begin{equation*}
E\left\langle\left. 1 d y(\omega)\right|^{2}\right\rangle=d F(\omega) \tag{3.9}
\end{equation*}
$$

As fer as modelling of stochastic processes is concerned, an important case arises whenthe spectral jump function (3.5b) vanishes for all w and the stochastic process is characterized by the so-called absolutely continuous spectral distribution function.
It can then be shown (Job, 1953) that, if $\mathrm{g}(\mathrm{w})$ is a function measurable with respect to the class of Borel-measurable sets in en $n$-dimensional space, such that

$$
\begin{equation*}
|g(\omega)|^{2}=\frac{d F(\omega)}{d w} \tag{3.10}
\end{equation*}
$$

then there exists ${ }^{\sim}(w)$ process with orthogonal increments which satisfies

$$
\begin{gather*}
x(\not)=\int_{-\pi}^{\pi} e^{j t \omega} g(\omega) d \tilde{y}(\omega)  \tag{3.11a}\\
E \tag{3.11b}
\end{gather*}
$$

Moreover, if $\frac{d F(\xi)}{d(s)}$ never vanishes,

$$
\begin{equation*}
\tilde{y}(\omega)=\int_{-\pi}^{\infty} \frac{1}{g(\mu)} d y(\mu) \tag{3.12}
\end{equation*}
$$

The relations (3.11) and (3.12) play an important role in parametric models of stochastic processes as discussed in the following sections.
3.4. Parametric representation of discrete parameter weakly stationary processes.

As discussed in the preceding section, a stochastic process $\{X(t), t \in T\}_{\text {may }}$ be defined as a family of random variables indexed by a parameter $t$ which belongs to a linear index set $T$. It vas also observed in the preceding section that a set of observations $\{X(t), t \in T\}$, arranged chronologically, and called a time series, is regarded as one of many possible realizations of the stochastic process.

The statistical theory of time series analysis attempts to infer, from an observed sample, the probability law of the underlying stochastic process. This is effected by postulating a stochastic model which is completely specified except for the values of certain parameters. The parameters are then estimated on the basis of the observed sample so that the complete model may be used.
(a) either to understand the mechanism generating the process
(b) or to predict the future behaviour of the time series. The important and extensively used models of weakly stationany stochastic processes are the moving average scheme and the autoregressive scheme. Both schemes were discovered , in a finite parameter form, in lo20es. It was not until late 1930's, however, that they were shown by wold to constitute special cases of stationary stochastic processes possessing absolutely continuous spectral distribution function (Parzen,lo61;Doob,1953). In particular, it can be shown (Doob,1953; Grenander and Rosenblatt,1957; Whittle,l963) that if (and only if) a stochastic process $\{X(t), \varepsilon \in T\}$ possesses an absolutely continuous spectral distribution function $F(w)$, then the process can be represented as a process of moving averages defined by

$$
\begin{equation*}
x(t)=\sum_{j=-\infty}^{\infty} c_{j} \xi_{t-j} \tag{3.13}
\end{equation*}
$$

with the condition

$$
\begin{equation*}
\sum_{j=-\infty}^{\infty}\left|c_{j}\right|^{2}<\infty \tag{3.14}
\end{equation*}
$$

The $\left\}_{j}\right\}$ are mutually orthogonal random variables with mean zero and variance $\boldsymbol{\sigma}^{\mathbf{2}}$. They are defined, in terms of a process $\tilde{F}(w)$ with orthogonal increments (3.11) by

$$
\begin{equation*}
\xi_{m}=\int_{-\pi}^{\pi} e^{i \omega m} d \tilde{y}(\omega) \tag{3.15}
\end{equation*}
$$

$$
\begin{equation*}
E\left\langle\xi_{s} \xi_{\phi}\right\rangle=\sigma^{2} \delta_{3, \varepsilon}=\sigma^{2} \int_{-\pi}^{\pi} e^{i(\sigma-t) \omega} \frac{d \omega}{2 \pi} \tag{3.16}
\end{equation*}
$$

and have an absolutely continuous spectrum with constant spectral density.

$$
\begin{equation*}
f_{3}(L)=\frac{6^{2}}{2 r} \tag{3.17}
\end{equation*}
$$

The spectral density $f_{*}(w)$ of the process $\{X(t)\}_{\text {is }}$ then given by

$$
\begin{equation*}
f_{x}(c s)=\frac{\sigma^{2}}{2 \pi}\left|\sum_{j=-\infty}^{2} c_{j} e^{i \omega j}\right|^{2} \tag{3.18}
\end{equation*}
$$

As observed by whittle (1963), there are infinitely many functions $\varnothing\left({ }^{\prime}\right)$ satisfying

$$
\begin{align*}
f_{x}(\omega) & =|\phi(\omega)|_{\infty}^{2} \\
& =\frac{\sigma^{2}}{2 \pi}\left|\sum_{j=-\infty} c_{j} e^{i \omega_{j}}\right|^{2} \tag{3.19}
\end{align*}
$$

and, therefore, infinitely many representations of the form (3.13). However, for a process in time, there is only one physically meaningful moving average representation, namely, the one not involving future values of the $\xi_{\epsilon}$ so that

$$
\begin{equation*}
X(t)=\sum_{j=0}^{\infty} b_{j} \zeta_{t-j} \tag{3.20}
\end{equation*}
$$

The condition for the existence of such a representation is (Whittle,1c63)

$$
\begin{equation*}
\int_{-\pi}^{\pi} \log f(\omega) d(s)-\infty \tag{3.21}
\end{equation*}
$$

The relation (3.20) represents a stationary process $\{x(t)\}$ in therms of past values on an orthogonal random process $\{$ \}c\} It is possible, however, to represent the process $\{X(t)\}$ also as an autoregressive process, or, as a linear function of its past values plus a random shock

$$
\begin{equation*}
x(t)=\sum_{j=1}^{\infty} a_{j} x(t-j)+\xi_{t} \tag{3.22}
\end{equation*}
$$

Where the orthogonal random process $\} 3$ \}is defined by (3.15) and (3.16). The relationship between the coefficients db; S and $\{a j$ ) of equations (3.20) and (3.22) can be easily deduced (Box end Jenkins,1966) by introducing a backward shift operator $B$ defined by

$$
\begin{align*}
& B V_{t}=V_{t-1}  \tag{3.23a}\\
& B^{K} V_{t}=V_{t-K} \tag{3.23b}
\end{align*}
$$

Employing the operator $B$ in equations (3.20) and (3.22) one obtains,

$$
\begin{equation*}
x_{t}=\left(\sum_{i=0}^{\infty} b_{i} B^{i}\right) \xi_{t} \tag{3.20a}
\end{equation*}
$$

and

$$
\begin{equation*}
\zeta_{t}=\left[1-\sum_{j=1}^{\infty} a_{j} B^{j}\right] x_{t} \tag{3.22a}
\end{equation*}
$$

Substituting (3.22a) into (3.20a) (Box and Jenkins,1965; Whittle,lo63) one obtains

$$
\left(\sum_{i=0}^{\infty} b_{i} B^{i}\right)\left(1-\sum_{j=1}^{\infty} a_{j} B^{j}\right)=1
$$

This relation may be used to derive the coefficients Sajfrom the coefficients $\left\{_{b_{i}}\right\}$ and vice versa: This, however, can only be achieved if certain invertibility conditions are satisfied, namely (Whittle,1963; Box and Jenkins,1966)
(a) the autoregressive process (3.22) may be inverted into the one-sided moving average process (3.20) if (i) the expression $\left(1-\sum_{j=1}^{\infty} a_{j} B^{j}\right)$ is analytic in

$$
\begin{equation*}
|B|<1 \tag{3.24a}
\end{equation*}
$$

(ii) the coefficients $\left\{a_{j}\right\}$ in (3.22) satisfy

$$
\begin{equation*}
\sum_{j=1}^{\infty} a j^{2}<\infty \tag{3.24b}
\end{equation*}
$$

(b) the one-sided moving average process (3.20) may be inverted into the autoregressive process (3.22 )if (i) the expression $\sum_{j=0}^{\infty} b_{j} B^{j}$ is analytic in

$$
\begin{equation*}
|B|<1 \tag{3.25a}
\end{equation*}
$$

(ii) the coefficients $b_{j}$ in (3.20) satisfy

$$
\begin{equation*}
\sum_{j=0}^{\infty} b_{j}^{2}<\infty \tag{3.25b}
\end{equation*}
$$

Approaches to time series analysis based on finite parameter versions of the representations (3.20) and (3.22) were pioneered by Slutsky and Yule in 1920's (Parzen,1961). The former is credited, with discovering a finite moving average scheme, which, for some integer $m$, is defined by.

$$
\begin{equation*}
x_{t}=\sum_{i=0}^{m} b_{i} \xi_{t-i} \tag{3.26}
\end{equation*}
$$

The researches of Yule, on the other hand, led to the notion of a finite autoregressive scheme, which, for some integer $n$, is defined by

$$
\begin{equation*}
x_{t}=\sum_{j=1}^{n} a_{j} x_{t-j}+z_{t} \tag{3.27}
\end{equation*}
$$

The latter scheme may also be interpreted as a stochastic difference equation of order n (fani and Wald,1943; Grenander and Rosenblatt,1957).

An excellent exposition of characteristic features of finite autoregressive and moving average schemes is given by Box and Jenkins (1966). For the purpose of the present discussion it will be sufficient to note that
(a) the finite moving average scheme exhibits properties of disturbed periodicity; its autocorrelation function vanishes for lags greater than $m$ where $m$ is the order of the scheme.
(b) the autocorrelation function of an autoregressive process sotisfies the same difference equation as the process itself.
(c) the autoregressive process of order 1 , defined by

$$
\begin{equation*}
x_{\varepsilon}=a_{1} x_{k-1}+\xi_{\epsilon} \tag{3.28}
\end{equation*}
$$

relates the present value $\mathrm{x}_{\mathrm{t}}$ of the process to its past through only one past value $x_{t-1}$ and is generally called a Markov process.
(d) the autoregressive process of order 2 defined by

$$
\begin{equation*}
x_{t}=a_{1} x_{t-1}+a_{2} x_{\varepsilon-2}+\xi_{t} \ldots \tag{3.29}
\end{equation*}
$$

may exhibit a pseudo-periodic behaviour if the roots of the characteristic equation

$$
\begin{equation*}
1-a_{1} B-a_{2} B^{2}=0 \tag{3.30}
\end{equation*}
$$

are complex.
(e) as observed by Box and Jenkins(1966), there exists a duality between autoregressive and finite moving average processes. As a result of this duality,
1.the parameters of the autoregressive process are not required to satisfy any conditions to ensure invertibility; however, for stationarity, the roots of the characteristic equation

$$
\begin{equation*}
1-\sum_{j=1}^{n} a_{j} B^{s}=0 \tag{3.31}
\end{equation*}
$$

must lie outside the unit circle.
2. the parameters of the moving average process are not required to satisfy any conditions for the stationarity however, for the invertibility of the moving average process the roots of the characteristic equation

$$
\begin{equation*}
\sum_{i=0}^{m} b_{i} B^{i}=0 \tag{3.32}
\end{equation*}
$$

must lie outside the unit circle.
An extension of the representations (3.26) and (3.27) is provided by an important subclass of processes with absolutely continuous spectral distribution function. These are processes whose spectral density function can be represented as rational function of $\exp (i w)$ in the form

$$
\begin{equation*}
f(\omega)=\sigma^{2} \left\lvert\, \frac{\sum_{j=0}^{m} b_{j} e^{i \omega_{j}}}{\left.\sum_{j=0}^{n} a_{j} e^{i \omega_{j}}\right|^{2}}\right. \tag{3.33}
\end{equation*}
$$

where both polynomials in (ex p(iw)) are assumed to have all zeros strictly within the unit circle, and no common roots.

As shown by Doob(1953) such processes may be represented in the form

$$
\begin{equation*}
x_{t}=\int_{-\pi}^{\pi} e^{c \omega t}\left|\frac{\sum_{j=0}^{m} b_{j} e^{(\omega)}}{\sum_{j=0}^{n} a_{j} e^{(\omega j}}\right|^{2} d \tilde{y}(\omega) \tag{3.34}
\end{equation*}
$$

where $\tilde{y}(w)$ is a process with orthogonal increments. Alternatively, the process $x_{t}$ described by (3.34) may be represented by a stochastic difference equation

$$
\begin{equation*}
\left(\sum_{j=0}^{n}\left(a_{j} B^{j}\right)\right) x_{t}=\left(\sum_{j=0}^{m} b_{j} B^{j}\right) \xi_{t} \tag{3.35}
\end{equation*}
$$

where the orthogonal random variables $\left\}_{\}}\right\}$are defined by (3.15) and (3.16)

The representation (3.35) is referred to as the process of mixed type (Whittle,1963), or a mixed moving averageautoregressive process (Box and Jenkins,1966).

As discussed in the Appendix $B$, the difference equation of the type (3.35) may also be interpreted as that describing the output $\mid x_{t}\{$ of a linear filter with a pulse transfer function

$$
\begin{equation*}
H(z)=\frac{\sum_{j=0}^{m} b_{j} z^{-j}}{\sum_{j=0}^{n} a_{j} z^{-j}} \tag{3.36}
\end{equation*}
$$

the input to the filter being the white noise sequence In particular, if the sequence $\left\{Z_{f}\right\}$ is characterized by $a$ Gaussian distribution, the process $\left\{x_{t}\right\}$ is said to be a GaussMarkov process.

The idea that a rational spectral density may be associated with the output of a linear filter excited by a white noise was employed in a pioneering "shaping filter" method of Bode and Shannon(1950). They were concerned with the problem of prediction of a signal contaminated by noise. Since the only way in which the signal and noise entered their objective function to be minimized was through the power spectra, Bode and Shannon argued that the only statistics that are needed to solve the problen of prediction are the power spectrum of signal and noise. They suggested, therefore,
representing a process $\left\{x_{t}, t \in \mathbb{T}\right\}$ whose spectrum $P(w)=\sigma^{2} f(w)$ is known, as the output of a linear filter with gain

$$
\begin{equation*}
Y(w)=\sqrt{P(w)} \tag{3.37}
\end{equation*}
$$

and minimum phase

$$
\begin{equation*}
B\left(\omega_{0}\right)=-\frac{\omega_{0}}{\pi} \int_{0}^{0} \frac{\log P(\omega) \log P\left(\omega_{0}\right)}{\omega^{2}-\omega_{0}^{2}} \tag{3.37a}
\end{equation*}
$$

A somewhat similar method was also described. by Zadeh and Ragazzini(1950).

As is well known, two different types of signal may lead to the same spectrum and to the same optimum prediction filter The above representation is, therefore, not unique, and while it is suitable for prediction, it is not necessarily. so for the modelling of the behaviour of processes. It has been demonstrated by Box and Jenkins(1966), however, that a covariance structure can uniquely determine a model, provided that the model is of a stationary-invertible type (3.35) in which the current value of the process $x_{t}$ is expressed in terms of only the previous history.

It should be added that the comparatively recent approach to modelling of stochastic processes from discrete-time data does involve the use of a model of the type (3.35), (or its state space equivalent), the parameters of the model being estimated by employing either linear regression (Kalman,1963) or least squares technique (Box and Jenkins, 1962, 1963,1966,1967) or maximum likelihood method (Astrom and Bohlin, 1965a,1965b).

### 3.5. Modelling of discrete parameter nonstationary processes.

The preceding section dealt with the representation of stationary processes whose statistical characteristics do not change with time: Stationarity, however, seems to exist only as an ideal to which most physical processes do not conform, and, as a result, this feature may have to be acknowledged in the model of a given process.

When the assumption of stationarity is dropped, one is left with scarcely any restriction on one's model. For this reason, it is all the more difficult to specify the model, or even to specify some of the statistical characteristics of the variates. In consequence, the methods of modelling nonstationary processes have tended to be more or less empirical(Mittle,1963).

An orthodox approach to the problem was based on Wold's theorem (Wittle, 1963) that any stationary process $\left\{x_{t}, t \in \mathbb{T}\right\}$ can be uniquely represented as the sum of two mutually uncorrelated processes

$$
\begin{equation*}
\dot{x}_{t}=m_{t}+\eta_{t} \tag{3.38}
\end{equation*}
$$

in which

$$
\begin{equation*}
m_{t}=E\left\langle x_{t}\right\rangle \tag{3.39}
\end{equation*}
$$

is deterministic and called the mean value function, and $\eta_{t}$ represents a stationary random process with finite second moments and is called the fluctuation function (Parzen,1961).

The relation (3.38) has been used for a long time to explain a nonstationary behavour of certain processes by representing the function $m_{t}$ as an appropriate function of time. Thus, $\mathrm{m}_{\mathrm{t}}$ has been represented, by various researchers, as
(a) systematic oscillation (Parzen,1961)

$$
\begin{equation*}
m_{6}=\sum_{j=1}^{Q} A_{j} \cos \left(\omega_{j} t+\phi_{j}\right) \tag{3.40}
\end{equation*}
$$

in which the amplitudes $A_{j}$, the angular frequencies $w_{j}$ and the phases $\varnothing_{j}$ are constants, some of which are given, and the rest are unknown and have to be estimated;
(b) polynomial trend (Zadeh and Ragazzini, 1950)

$$
\begin{equation*}
m_{t}=\sum_{j=0}^{p} a_{j} t^{J} \tag{3.4I}
\end{equation*}
$$

in which the degree $p$ of the polynomial is assumed and the coefficients $a_{j}$ have to be estimated;
(c) sum of orthogonal polynomials (Whittle, 1963; Thrall and Bendat,1965)

$$
\begin{equation*}
m_{t}=\sum_{j=0}^{P_{j}} a_{j} P_{j}(t) \tag{3.42}
\end{equation*}
$$

where, for a sample $\mathrm{x}_{\mathrm{l}}, \ldots, \mathrm{x}_{\mathrm{N}}$

$$
\begin{gather*}
\sum_{t=1}^{N} P_{j}(\&) P_{k}(t)=\delta_{j k}  \tag{3.43a}\\
Q_{k}=\sum_{k=1}^{N} m_{t} P_{k}(t) \tag{3.43b}
\end{gather*}
$$

This type of model was used, for example, by

McCarty et al (1962,1963) for analyzing data contained in RF backscatter for information concerned with physical phenomena of missile flight. The many theorems which are presented and proved in the above reports seem, however, to be unnecessarily complicated and they could be presented in a more simple manner.

As discussed in the preceding section, the stationarity of the autoregressitue, moving average and mixed autoregressive moving average models was ensured by requiring that all the zeros of the appropriate polynomials in the backward shift operator B should lie outside the unit circle. It seems reasonable, therefore, to expect that when these requirements are relaxed, a nonstationary behaviour of the corresponding models will result. (Whittle,1963).

The earliest example of this approach (Whittle,1963) is provided by the model of an accumulated process defined by the relation

$$
\begin{equation*}
\left.x_{t}=\sum_{j=0}^{p} a_{j} x_{t-j}+\right\}_{t} \tag{3.44}
\end{equation*}
$$

in which the zeros of the polynomial

$$
\begin{equation*}
A(B)=\sum_{j=0}^{p} \text { oj } B^{j} \tag{3.45}
\end{equation*}
$$

approach the unit circle and the $\boldsymbol{\}} \boldsymbol{Z}_{8}$ fare orthogonal random variables, such as those characterized by the relations (3.15) and (3.16):

A more realistic approach to the representation of a process containing trends is to employ (Whittle, 1965) a generalization of the mixed autoregressive-moving average model

$$
\begin{equation*}
\left.\left(\sum_{j=0}^{n} a_{j} B^{j}\right) x_{t}=\left(\sum_{j=0}^{m} b_{j} B^{j}\right)\right\}_{t} \tag{3.46}
\end{equation*}
$$

in which the polynomial

$$
\begin{equation*}
A(B)=\sum_{j=0}^{n} a, B^{j} \tag{3.47}
\end{equation*}
$$

has zeros on or inside the unit circle. It has been observed by Whittle(1965) that the mechanism generating this process is itself constant, although the process is evolutive, and, moreover, the nonstationarity of the process is evident not merely in its mean but also in all its moments as, indeed, is the case with observed evolutive series.

A model of the type (3.46) has found an important. application in a prediction method based on an exponentially weighted moving average techniques (Whittle, 1965; Otterman, 1960). In this approach no explicit model of the process is given, but the predictops are assumed to obey a low order model of the type ( 3.46 ). The coefficients in the relation are determined, partly by requiring that the predictor be exact for certain sequences (such as polynomial sequences) and pertly by empirical search for values which seem to yield good predictors.

It has been observed by Box and Jenkins (1966) that, while a model of the type (3.44) (and, by virtue of the above remarks, also the model (3.46), may be of value in representing an explosive or evolutionary behaviour of processes such as bacterial growth, it is not suitable for representing many physical processes met with in practical applications. The reason is that, while, in general, the local behaviour of the latter appears to be independent of the current value $x_{t}$ of the process $\left\{x_{t}\right\}$, the local behaviour of the evolutionary series does depend on the current value $\mathrm{X}_{\mathrm{t}}$ of the series. In particular, the solution of the difference equation of the type (3.46) consists of a deterministic and a stochastic component. In the nonstationary case, the deterministic component builds up and dominates the stochastic component, the behaviour being essentially the same whether or not the "moving average". terms are introduced in this equation (Box and Jenkins, 1966).

Box and Jenkins(1966) show, therefore, that, for the representation of processes which are nonstationary, but nevertheless exhibit homogeneity, a model of the type

$$
\begin{equation*}
\left.\left(\sum_{j=0}^{n} a_{j} B^{j}\right) \nabla^{d} x_{t}=\left(\sum_{j=0}^{m} b_{j} B^{j}\right)\right\}_{t} \tag{3.48}
\end{equation*}
$$

should be used, Here

$$
\begin{align*}
\nabla x_{t} & =x_{t}-x_{t-1}  \tag{3.49a}\\
& =(1-B) x_{t} \tag{3.49b}
\end{align*}
$$

denotes a backward difference.
The polynomial $A(z)$ given by (3.47) may have some of its zeros inside the unit circle, but the introduction of the difference operator $\nabla$ ensures that the effective polynomial in $B$ on the left hand side of the equation (3.48) has some zeros outside and some inside the unit circle. As a result, processes containing trends, but not being explosive, can be generated.

The process characterized by (3.48) has been introduced by Box and Jenkins earlier (1962,1963a,1963b) but without. the above interpretation and in a different form as follows.

Replacing the operator $B$ on the right hand side of (3.48) by the backward difference operator . one obtains,

$$
\begin{gather*}
\left.A(B) \nabla^{d} x_{t}=\left(\lambda_{m-d} \nabla^{m-1}+\ldots+\lambda_{0} \nabla^{d-1}+\ldots+\lambda_{d-1}\right)\right\}_{6-1} \\
\& \nabla^{d} \zeta_{t} \tag{3.50}
\end{gather*}
$$

Employing now a summation operator $S$ defined by (Box and Jenkins, 1962)

$$
\begin{align*}
& S x_{t}=\sum_{j=0}^{\infty} x_{t-j}^{\infty}  \tag{3.51a}\\
& S^{2} x_{t}=\sum_{j=0}^{\infty} \sum_{k=0}^{\infty} x_{t-j-k} \tag{3.51b}
\end{align*}
$$

etc., and summing ( 3.50 ) d times, one obtains;

$$
\begin{align*}
A(B) x_{t} & =P_{d-1}(t)+\left(\lambda_{m-d} \nabla^{m-d-1}+\cdots+\lambda_{0} S\right.  \tag{3.52}\\
& \left.\left.\left.+\cdots+\lambda_{d-1} S^{d}\right)\right\}_{t-1}+\right\}_{t}
\end{align*}
$$

The process characterized by (3.52) has been called by Box and Jenkins(1966) an integrated autoregressive-moving average process of order $(n, d, m)$. The first term $P_{d-I}(t)$ is the complementary function of the difference equation (3.50) and is a polynomial in $t$ of degree (d-1), with coefficients depending on the starting values of the series.

The model introduced by Box and Jenkins earlier (1962,1963a, 1963b) in a rather empirical fashion, represents a particular case of (3.52) with $A(B)=1$ and $P_{d-1}(t)=0$.

### 3.6. Concluding remarks.

In this Chapter an attempt has been made to review critically the existing techniques, known to the writer, of parametric description of stationary and nonstationary processes (for this reason, the representations in terms of expansions (e.g. Karhuen, 1947) are outside the scope of the review) None of the techniques was suitable for application to the problem of on-line identification on which the writer was working. This has led to the development of another description of nonstationary processes, discussed in Chapter 5 and Appendix C.

## CHAPTER 4.

## DIGITAI TECENIQUES OF PARAMETRIC IDENTIFICATION

## OF A IINEAR SYSTEN.

### 4.1. Introduction.

Chapter 2 dealt with identification techniques yielaing estimates of the discrete values of the impulse response or frequency response. It was pointed out that a ereat disadvant age of these techniques is the large number of parameters required to represent a response adequately. An alternative approach is to characterize a system by a differential or difference equation and to identify the system by determining the order of such an equation, and estimating its parameters. The techniques identifying a system in such e fasion, and involving the use of regression enelysis: are reviewed in the following sections.
4.2. Systemidentification as a Kalmen filtering problem.

### 4.2.1. General.

When the coefincients of a differential or difference equation are knovn, the state of the system (Zadeh and Desoes 1963) may be estimated by using the well-established filtering techniques (Kalmen,1960,1961,1963a). It is possible, however, to employ the state spece approach in the
identification problem in which such coefficients are unknown and are treated as paremeters to be estimated. The parameters may then be considered as pert of the state vector and estimated jointly with the state variables proper.

Such an approach has been adopted, for example, by Kopp and Orford (1963). The approach may be briefly summarized as follows.
(a) observable output and effective input are regarded as being contaminated by noise with given statistical characteristics;
(b) parameters of the differential (on difference) equation ciescribing the system are considered as adaitional state variebles and incorporated in an enlarged state vector;
(c) assumptions are mede about the feshion in which these perameters are supposed to vary; from these assumptions a set of constreint equations is obteined and adjoined to the state equations of the system;
(d) the resultinc non-linear differential equations are perturbed about the current estimate of the enlarged state vector;
(e) the problem of estimating the Iinearized state vector is formulated as a solution of the Xalmen filtering proble

### 4.2.2. Statement of the problem and assumptions.

Consider a general single-input single-output system characterized by a differential equation

$$
\begin{align*}
& \left(a_{n}(t) p^{n}+a_{n-1}(t) p^{n-1}+\ldots \ldots+a_{0}(t)\right) y(t) \\
& \quad=\left(b_{n}(t) p^{n}+b_{n-1}(t) p^{n-1}+\cdots \cdot+b_{0}(t)\right) u(t) \tag{4.1}
\end{align*}
$$

in which $a_{n}(t) \neq 0$ and some of the coefficients $b_{j}(t)$ may be equal to zero.

In any practical situation the input and output of the system will be contaminated by noise which, in the technique being described, is assumed to be additive. Consequently, the state equations of the system (4.1) can be written in the form

$$
\begin{align*}
& \underline{x}(t)=\underline{F}(t) \cdot \underline{X}(t)+\underline{G}(t) \cdot \underline{u}(t)+\underline{n}(t)  \tag{4.2a}\\
& z(t)=\underline{E}(t) \cdot \underline{X}(t)+v(t) \tag{4.2b}
\end{align*}
$$

where

$$
\begin{aligned}
& \underline{X}(t) \text { is an } n x \cdot 1 \text { vector, } \\
& G(t) \text { is an } n \times 1 \text { matrix, } \\
& H(t) \text { is an } n \times n \text { matrix } \\
& H(t) \text { is a } 1 \times n \text { matrix }
\end{aligned}
$$

The disturbing noises $\{\eta(t)\}$ and $\{v(t)\{$ are assumed to have known characteristics as follows:
(a) $\{\nabla(t)\}$ is a normally distributed white noise with zero mean and variance $\sigma_{v}^{2}(t) \delta(t-T)$;
(b) $\{n(t)\{$ is a zero mean normally distributed variable which is a white noise modulated by a known function $S(u(t))$ of the noise-free input, that is

$$
\begin{equation*}
t(t)=S(u(t)) \cdot w_{o}(t) \tag{4.3}
\end{equation*}
$$

where $w_{0}(t)$ is white noise with zero mean and variance $N_{w_{0}}(t) E(t-\tau)$;

The manner in which the parameters $\left\{f_{i j}(t)\right\}$ and $\left\{g_{i}(t)\right\}$ of the matrices $E(t)$ and $G(t)$, respectively, are supposed to vary, is presented by the constraint relations in the form

$$
\begin{align*}
& \dot{\underline{E}}(t)=\underline{\theta}(t)  \tag{4.4a}\\
& \dot{\underline{G}}(t)=\underline{\Delta}(t) \tag{4.4b}
\end{align*}
$$

The coefficients $\theta_{i j}(t)$ and $\phi_{i}(t)$ of the matrices $\underline{Q}(t)$ and $\Delta(t)$, respectively, are supposed to vary continuous Dy in a random manner so that

$$
\begin{align*}
& \theta_{i j}(t)=\theta_{i j}^{*}(t) f_{i j}(t)+w_{i j}(t) \\
& \phi_{L}(t)=\theta_{i}^{*}(t) g_{j}(t)+W_{2}(t)
\end{align*}
$$

where the parameters $\left\{\theta_{i j}^{*}(t)\right\}$ and $\left\{\varnothing_{\mathcal{Z}}^{*}(t)\right\}$ are assumed to be given, and $\left\{w_{i j}(t)\right\}$ and $\left\{w_{2}(t)\{\right.$ are zero mean gaussian noises with known variances $\sigma_{0}^{2} \delta(t-T)$ and $\sigma_{0}^{2}(6) \delta(t-\gamma)$, respectively.
4.2.3. Method of solution.

Let an enlarged state vector $g(t)$, composed of the elements of the state vector $x(t)$ and the elements of matrices $F(t)$ and $G(t)$ be defined as

$$
\begin{array}{r}
\underline{q}^{T}(t)=\left(x_{1}(t), \ldots, x_{n}(t) ; f_{11}(t), \ldots, f_{n n}(t) ;\right. \\
\left.g_{1}(t), \ldots, g_{n}(t)\right) \tag{4.6}
\end{array}
$$

Similarly, let an enlarged disturbance vector $\boldsymbol{\lambda}(t)$, composed of the elements of the noise vector $\mathbb{f}(t)$ and random components of the matrices $\underline{\theta}(t)$ and $\underline{\Delta}(t)$ be defined by

$$
\begin{array}{r}
\underline{\lambda}(t)^{T}=\left(\mu_{1}(t), \ldots, \mu_{n}(t) ; w_{11}(t), \ldots, w_{n n}(t) ;\right. \\
\left.\tilde{w}_{1}(t), \ldots, \tilde{w}_{n}(t)\right)
\end{array}
$$

Then, when the constraint equations (4.4) are adjoined to the state equations (4.2), the enlarged nonlinear state equations ere written in the form

$$
\begin{equation*}
\dot{\underline{g}}(t)=\underline{I}(t) \underline{g}(t)+\underline{\lambda}(t) \tag{4.8}
\end{equation*}
$$

where


In the above matrix the diagonal terms $\mathbb{C}_{j, j}(t)$ correspond to the asterisked parameters of equation (4.5).

For a discrete-time analysis, of interest in this thesis, it is assumed that the input and the output are sampled every $\Delta T$ seconds, at the end of each interval, and that the input $u(t)$ is constant over any interval, changing in a stepwise manner between the intervals.**

Adopting, for a variable $\}(t)$, the notation,
$\xi(n)=\xi(n \Delta T)$
$\hat{\boldsymbol{\xi}}(t / n)=$ estimate of $\xi_{t}$ given observations $\}$
up to $n \Delta T \quad n \Delta T \leqslant t<(n+1) \Delta T$
$\tilde{\xi}(t / n)=\boldsymbol{\xi}(t)-\hat{\xi}(t / n)$
$=$ estimation error

$$
n \Delta T \leqslant t<(n+1) \Delta T
$$

the problem of estimation is formulated as a recursive problem of estimating the current state vector $g(n+1)$, given the conditional estimate $\hat{\underline{g}}(n / n)$ based on observations up to the time $n \Delta T$, and the current observation of output, $z(n+1)$. The procedure is carried out in the following steps:
(a) the estimates $\underline{\theta}(t / n)$ of the state vector $g(t)$ between the sampling intervals $n \Delta T$ and $(n+1) \Delta T$, given the observation up to the time $n \Delta T$ are governed by the equations

$$
\begin{equation*}
g(t / n)=I(t / n) g(t / n) \tag{4.11}
\end{equation*}
$$

where

(b) the differential equations governing the estimation errors

$$
\begin{equation*}
\tilde{g}(t / n)=\underline{q}(t)-\hat{g}(t / n) \tag{4.13}
\end{equation*}
$$

are obtained by perturbing equations (4.8) about the current estimate of the variables. Thus, subtracting equations (4.11) from (4.8) and neglecting second order quantities, the linearized perturbation equations are

$$
\begin{equation*}
\dot{\underline{\tilde{g}}}(t / n)=\underline{I}_{1}(t / n)_{\underline{\underline{q}}}^{N}(t / n)+{\underset{-1}{1}}(t) \tag{4.14}
\end{equation*}
$$

w where

$$
\begin{align*}
&{\underset{-}{I}}_{T}(t)=\left(\mu_{1}^{*}(t / n), \ldots, \mu_{n}^{*}(t / n) ; w_{I I}(t), \ldots, w_{n n}(t) ;\right. \\
&\left.\tilde{w}_{I}(t), \ldots, \tilde{w}_{n}(t)\right)  \tag{4.15a}\\
& v_{L}{ }^{*}(t / n)= \hat{E}_{I}(t / n) \cdot S(u(t))_{w_{0}}(t) \tag{4.15b}
\end{align*}
$$

The matrix $I_{1}(t / n)$, the components of which are the estimates of the components of the enlarged state vector $g(t / n)$ at time長 given data to time $n \Delta T$, is given by

(c) It is now assumed that the disturbance vector $\boldsymbol{\lambda}_{1}(t)$ is constant in the interval $n \Delta T \leqslant t<(n+1) \Delta T$ and that its components are zero mean gaussian variables with covariance matrix $\underline{Q}(+) \hat{S}(t-\tau)$

$$
\begin{gather*}
E\left\langle\underline{\lambda}_{1}(\tau) \underline{1}_{1}^{T}(\tau)\right\rangle=\underline{Q}(t) \underline{\delta}(t-\tau)  \tag{4.17a}\\
E\left\{\Lambda_{1}(t)\right\rangle=\underline{Q} \tag{4.17b}
\end{gather*}
$$

It is also assumed the the estimation error $\tilde{\underline{g}}(\mathrm{n} / \mathrm{n})$ at the sampling instants $n \Delta T$ is distributed multinormally with zero mean and covariance matrix $P(n / n)$, i.e.

$$
\begin{align*}
& E\left\langle\underline{\underline{G}}(n / n){\underset{\underline{G}}{ }}_{T}(n / n)\right\rangle=\underline{\underline{p}}(n / n)  \tag{4.18a}\\
& E\langle\tilde{\underline{G}}(n / n)\rangle=\underline{0} \tag{4.18b}
\end{align*}
$$

(d) With the assumptions as above, the solution of equation (4.14) is given by

$$
\begin{equation*}
\tilde{\underline{g}}(n+1 / n)=\underline{\underline{q}}(n+1, n) \underline{\underline{q}}(n / n)+\Gamma(n+1, n) \lambda_{1}(n) \tag{4.19a}
\end{equation*}
$$

where $\varnothing(n+1, n)$ is the transition matrix of equations (4.14) and
(e) The solution of equations (4.11) yields the estimate $\hat{g}(n+1 / n)$ of the enlarged state vector $g(t)$ at the time $(n+1) \Delta T$, given the observations up to the time $n \Delta T$. The problem is now to obtain the estimates of this vector at time $(n+1) \Delta I$, when the new observation $z(n+1)$ is available In other words, it is required to estimate

$$
\begin{equation*}
\hat{\underline{Q}}(n+1 / n+1)=\hat{\underline{a}}(n+1 / n)+\hat{\underline{g}}(n+1 / n+1) \tag{4.20a}
\end{equation*}
$$

 $(n+1) \Delta T$ is made by linear regression,i.e.

$$
\begin{equation*}
\tilde{\tilde{\tilde{N}}(n+1 / n+1)=K(n+1) \tilde{Z}(n+1)} \tag{4.20b}
\end{equation*}
$$

where
$\mathrm{K}(\mathrm{n}+\mathrm{I})$ is determined by minimizing the diagonal elements of the covariance matrix $E(n+1 / n+1)$ of the error $\tilde{g}(n+1 / n+1)$
$\tilde{Z}(n+1)$ denotes the difference between the actual new data received and the estimate of the data conditioned on the previous sampling interval

$$
\begin{equation*}
\tilde{z}(n+1)=z(n+1)-\hat{z}(n+1 / n) \tag{4.20c}
\end{equation*}
$$

Let a $1 \times\left(n+n^{2}+n\right)$ matrix $M$ be defined as

$$
\begin{equation*}
M=({\underset{n}{H}}_{\frac{H}{\tilde{n}}}^{0, \ldots \ldots, 0} \underbrace{}_{n^{2}+n}) \tag{4.21}
\end{equation*}
$$

Then,

$$
\begin{equation*}
\widetilde{z}(n+1)=\underline{M} \underset{\underline{g}}{ }(n+1 / n)+v(n+1) \tag{4.22}
\end{equation*}
$$

The expression for the optimal estimates $\hat{\underline{q}}(n+1 / n+1)$ of the enlarged state vector $g(n+1)$ at time $(n+1) \Delta T$ given the data up to $(n+1) \Delta T$, is obtained from (4.20a), (4.20b) and (4.22) as

$$
\begin{equation*}
\hat{\underline{a}}(n+1 / n+1)=\hat{\underline{a}}(n+1 / n)+\hat{\hat{g}}(n+1 / n+1) \tag{4.23a}
\end{equation*}
$$

or,

$$
\hat{\underline{g}}(n+1 / n+1)=\hat{\underline{g}}(n+1 / n)+K(n+1)(\underline{\sim} \hat{g}(n+1 / n)+v(n+1))(4.23 b)
$$

This equation is seen to represent a Kalman filter with the gain $K(n+1)$ given by
$K(n+1)=\underline{P}(n+1 / n) \underline{M}^{T}\left(\underline{M} \underline{E}(n+1 / n) \underline{M}^{T}+\sigma_{V}^{2}(n+1)\right)^{-1}$
and govemed by the nonlinear Ricatti-type differential equation, called the variance equation and given by

$$
\begin{align*}
E(n+1 / n)=\emptyset(n+1, n) & E(n / n) Q(n+1, n) \\
& +E(n+1, n) Q(n) E^{T}(n+1, n) \tag{4.25a}
\end{align*}
$$

where the relation $b \in t w \in \in \underline{P}(n+1 / n)$ and $P(n+1 / n+1)$ is

$$
\begin{equation*}
\underline{P}(n+1 / n+1)=(\underline{I}-K(n+1) M) P(n+1 / n) \tag{4.250}
\end{equation*}
$$

I being the unit matrix.

The estimates $g(t)$ are obtained in an iterative fashion as follows.
ances generated inside the system. Such disturbances are better represented as stationary random processes with rational spectral densities.

As discussed in Chapter-3, a process of this type may be modelled by an output of a linear dynamical system excited by white noise. In the discrete-time description, such a linear system is characterized by a pulse transfer function (see Appendix B) ,

$$
\begin{equation*}
H\left(z^{-1}\right)=\frac{N\left(z^{-1}\right)}{D\left(z^{-1}\right)} \tag{4.26}
\end{equation*}
$$

where $N\left(z^{-1}\right)$ and $D\left(z^{-1}\right)$ are polynomials in the variable $z^{-1}$, have no common factors, and have zeros. within the unit circle. A stationary discrete-time random process. e(t) may thus be represented by

$$
\begin{equation*}
e(t)=\frac{\mathbb{N}_{1}\left(z^{-1}\right)}{D_{1}\left(z^{-1}\right)} \cdot w(t) \quad t=\ldots,-\Delta T, 0, \Delta T, \ldots \tag{4.27}
\end{equation*}
$$

where $\{w(t)\}$ is a zero-mean gaussian white noise sequence.
By virtue of the superposition principle, characterizing linear dynamical systems, any disturbance affecting the input can be transformed so as to appear at the output. Such transformed disturbances may be combined with any other disturbances affecting the output, into an equivalent output disturbance $e(t)$ of the form(4.27).

By virtue of the superposition property the effects of
the disturbance $e(t)$ and of the input $u(t)$ on the output $y(t)$ can be considered separately. The dynamical system itself. is also characterized by a pulse transfer function

$$
\begin{equation*}
\mathrm{H}_{2}\left(\mathrm{z}^{-1}\right)=\frac{\mathrm{NF}_{2}\left(z^{-1}\right)}{\mathrm{D}_{2}\left(z^{-1}\right)} \tag{4.28}
\end{equation*}
$$

and the output $y(t)$ may be written in the form

$$
y(t)=\frac{N_{2}\left(z^{-1}\right)}{N_{2}\left(z^{-1}\right)} u(t)+\frac{N_{1}\left(z^{-1}\right)}{D_{1}\left(z^{-1}\right)} w(t)+k(4.29)
$$

where $k$ is a constant and all the zeros od $D_{2}\left(z^{-1}\right)$ and $D_{1}\left(z^{-1}\right)$ are strictly within the unit circle.

If

$$
\begin{align*}
& D_{2}\left(z^{-1}\right) \cdot D_{1}\left(z^{-1}\right)=D\left(z^{-1}\right)  \tag{4.30a}\\
& N_{2}\left(z^{-1}\right) \cdot D_{1}\left(z^{-1}\right)=N_{3}\left(z^{-1}\right)  \tag{4.30b}\\
& N_{1}\left(z^{-1}\right) \cdot D_{2}\left(z^{-1}\right)=N_{4}\left(z^{-1}\right) \tag{4.30c}
\end{align*}
$$

then the relation (4.29) may be written (Aström and Bohlin, 1965a,1965b)

$$
\begin{equation*}
y(t)=\frac{N_{3}\left(z^{-1}\right)}{D\left(z^{-1}\right)} u(t)+\frac{N_{4}\left(z^{-1}\right)}{D\left(z^{-1}\right)} w(t)+k \tag{4.31}
\end{equation*}
$$

or, explicitly,

$$
\begin{align*}
& y(x)=\frac{\beta_{n}^{\prime} z^{-n}+\beta_{n-1}^{\prime} z^{-(n-1)}}{\alpha_{n}^{\prime} z^{-1}+\alpha_{n-1}^{\prime} z^{-(n+1}+\cdots+\beta_{0}^{\prime}} u(x) \\
& +\frac{\gamma_{n}^{\prime} z^{-n}+\gamma_{n-1}^{\prime} z^{-(n-1)}+\cdots+\gamma_{0}}{\alpha_{n}^{\prime} z^{-n}+\alpha_{n+1}^{\prime} z^{-(n-1)}+\cdots+\alpha_{0}^{\prime}} w(A)+\beta \tag{4.32}
\end{align*}
$$

Some redundancy in this model is removed by a reparameterization as follows

$$
\begin{align*}
y(t) & =\frac{\beta_{n} z^{-n}+\beta_{n-1} z^{-(n-1)}+\cdots+\beta_{0}}{\alpha_{n} z^{-n}+\alpha_{n-1} z^{-(n-1)}+\cdots+1} u(t) \\
& +\lambda \frac{\gamma_{n} z^{-n}+\gamma_{n-1} z^{-(n-1)}+\ldots+1}{\alpha_{n} z^{-n}+\alpha_{n-1} z^{-(n-1)}+\cdots+1} w(t)+k \tag{4.33}
\end{align*}
$$

The model structure is the general representation of a finite-dimensional, completely controllable, completely observable single-input single-output system with arbitrary disturbances in terms of stationary, gaussian random process with rational spectral density.

It is clear from equations (4.29)-(4.33) that the dynamics represented by the polynomial $D\left(z^{-1}\right)$ is partly due to the system dynamics and partly due to the representation of disturbances. An investigation of the common factors of $\mathbb{N}_{3}\left(z^{-1}\right)$ $N_{4}\left(z^{-1}\right)$ and $D\left(z^{-1}\right)$ will separate one from the other. Should there be no such common factors, every state of the system (4.33) would be controllable either from $u(t)$ or from $w(t)$.

The equation (4.33) contains ( $4 n+3$ ) parameters $n$ coefficlents $d_{i},(n+1)$ coefficients $\beta_{6}, n$ coefficients $\gamma_{i}, n$ initial
conditions and $k$.The identification problem is, for an assumed value of $n$, to find estimates of these parameters from the given observations of the input $u(t)$ and output $y(t)$, $t=\Delta T, 2 \Delta T, \ldots, N \Delta T$

In the approach of Astrom and Bohlin, the parameters are estimated by using the method of maximum likelihood estimation (sec Appendix A), the essence of the approach being an efficient algorithm for minimizing the logarithm of the likelihood function. The approach is briefly sketched below. First, an expression for the probability density function of the observations $y(t)(t=\Delta T, 2 \Delta T, \ldots, N \Delta T$, is obtained as a function of the inputs $u(t)(t=\Delta T, \ldots, N \Delta T)$ and the parameters. For this purpose the variables $w(t)$ of equation (4.33) are replaced by new variables*

$$
\begin{equation*}
\varepsilon(t)=c_{0} w(t) \tag{4.34}
\end{equation*}
$$

and expressed as a function of observations. The problem is then formulated in terms of state equations as follows.

$$
\begin{align*}
x(t+1) & =\Phi x(x)+\Gamma u(x)+\Delta[y(t)-k]  \tag{4.35a}\\
\varepsilon(t) & =x_{n}(x)-b_{0} u(x)+y(x)-k \tag{4.35b}
\end{align*}
$$

where $X(t)$ is an n-dimensional state vector, the variables $\mathcal{E}$ are independent normal with zero mean and variance $c_{0}^{2}$ and the matrices $\bar{\Phi}, \underline{r}$, and $\boldsymbol{\Delta}$ are defined by

## * \{ret\} ~ h a v e ~ u n i t ~ v a r i a n c e ~

$$
\Phi=\left[\begin{array}{rrrrrr}
0 & 0 & \cdots & \cdots & 0 & -\gamma_{n} \\
1 & 0 & \cdots & & 0 & -\gamma_{n} \\
0 & \beta & \cdots & & & \vdots \\
\vdots & 0 & \ddots & & & \vdots \\
\vdots & \vdots & & \ddots & & \\
0 & 0 & & & \ddots & \vdots
\end{array}\right]
$$

$$
\Gamma=\left[\begin{array}{c}
-\beta_{n}+\beta_{0} \gamma_{n} \\
-\beta_{n-1}+\beta_{0} \gamma_{n-1} \\
\vdots \\
-\beta_{1}+\beta_{0} \gamma_{1}
\end{array}\right]
$$

$$
\Delta=\left|\begin{array}{c}
\alpha_{n}-\gamma_{n} \\
\alpha_{n-1}-\gamma_{n-1} \\
\vdots \\
\alpha_{1}-\gamma_{1}
\end{array}\right|
$$

(4.366)
(4.36c)

If $I$ is the logarithm of the likelihood function,

$$
\begin{equation*}
L=-\left(\frac{1}{2 c_{0}^{2}} \sum_{t=1}^{N} \varepsilon_{t}^{2}+N \log c_{0}+\frac{N}{2} \log 2 \pi\right) \tag{4.37}
\end{equation*}
$$

then the maximum likelihood estimates of the $4 n+3$ parameters are obtained as those estimates which result in the minimum of the function (4.37). To simplify the notation, all the parameters are denoted by l $\theta_{j}$ where

$$
\begin{aligned}
& \theta_{i}=\gamma_{i} \quad i=1, \ldots, n \\
& \theta_{n+i}=-\beta_{i}+\beta_{0} \gamma_{i} \quad i=1, \ldots n \\
& \theta_{2 n+i}=\alpha_{i}-\gamma_{i} \quad i=1, \ldots n \\
& \theta_{3 n+i}=x_{i}(t) \quad i=1, \ldots n \\
& \theta_{4 n+i}=b_{0} \\
& \theta_{4 n+2}=n \\
& \theta_{4 n+3}=c_{0}=\lambda
\end{aligned}
$$

The function $I$ is minimized in two stages:first, a minimum of the function

$$
\begin{equation*}
V(\theta)=\frac{1}{2} \sum_{t=1}^{N} e_{t}^{2} \tag{4.39}
\end{equation*}
$$

is obtained, where

$$
\begin{equation*}
\theta^{T}=\left(\theta_{1}, 0_{2}, \ldots, \theta_{4 n+2}\right) \tag{4.40}
\end{equation*}
$$

Then the estimate of $\theta_{4 n+3}$ is obtained from

$$
\begin{equation*}
\hat{\theta}_{4 n+3}^{2}=\hat{c}_{0}^{2}=\frac{1}{N} \operatorname{Min}_{\theta} \sum_{t=1}^{N} \varepsilon_{t}^{2} \tag{4.41}
\end{equation*}
$$

The log-likelihood function $I$ has continuous partial derivatives of all orders and the minimum is finite, though not necessarily unique.. For this reason the technique chosen for the minimization of the function (4.39) and (4.4I) is a gradient technique enabling fast convergence to be obtained through the use of th Newton-Raphson algorithm (Deutch, 1965). The maximum likelihood estimates are thus obtained from

$$
\begin{equation*}
\theta^{(A+1)}=\underline{\theta}^{(k)}-\left[V_{\theta Q}^{-1}\left(\underline{\theta}^{(k)}\right) V_{\theta}\left(\underline{\theta}^{(k)}\right]\right. \tag{4.42}
\end{equation*}
$$

where $\underset{\underline{V}}{ }$ is a vector with components

$$
\begin{align*}
& v_{\theta_{i}}=\frac{\partial V(\theta)}{\partial \theta_{i}}, i=1,2, \ldots 4 n+2  \tag{4.43a}\\
& \frac{\partial V(\theta)}{\partial \theta_{i}}=\sum_{t=1}^{N} \varepsilon(t) \frac{\partial \varepsilon(t)}{\partial \theta_{i}} \tag{4.43b}
\end{align*}
$$

Ye is a matrix of second partial derivatives with elements given by

$$
\begin{align*}
v_{\theta \theta i j} & =\frac{\partial^{2} \underline{V}(\underline{\theta})}{\partial \theta_{i} \partial \theta_{j}} \quad i, j=1,2, . .4 n+2  \tag{4.44a}\\
\frac{\partial^{2} \underline{V}(\theta)}{\partial \theta_{i} \partial \theta_{j}} & =\sum_{t=1}^{N} \frac{\partial \varepsilon(i)}{\partial \theta_{i}} \cdot \frac{\partial \varepsilon_{t}}{\partial \theta_{j}} \\
& +\sum_{t=1}^{N} \varepsilon(t) \frac{\partial^{2} \varepsilon(t)}{\partial \theta_{i} \partial \theta_{j}} \tag{4.44b}
\end{align*}
$$

and the derivatives of $\boldsymbol{\varepsilon}(\mathcal{E})$ are obtained from the relations (4.35) in terms of the partial derivatives of the state vector $x(t)$ with respect to the parameters $\theta$.
Astrom and Bohlin (1965a) show howto calculate these partial derivatives so as to achieve shortest possible computation tines. They prove also that their estimates possess all the desirable large sample properties. (see Appendix A). The details are, however, thought to be beyond the scope of this review and the interested reader is referred to the valuable report quoted above.
4.4 Identification of a linear system subject to a nonstationa fy correlated disturbance.

The identification technique discussed in the preceding section is really applicable under stationary conditions, when the statistical characteristics of the disturbance do not change with time. When this is not the case, the model may be cyclically updated, as suegested by $\AA$ strön and Bohlin. A more sophisticated way of dealing with such a situation is, however, to acknowledge the nonstationary character of the disturbance and to allow for it by including a suitable model in the input-output relation of the system unaer consideration.

This approach was adopted by Box and Jenkins. Their technique was first described in 1962 and 1963 and was originally devised to deal with closed-loop control systems. The technique has been greatly extended and consolidated during the last two years, and published as a series of Tancaster University Technical Reports (Box and Jenkins, 1966,1967). While it is comparatively easy to review the earlier work, it is rather difficult to give justice, within the framework of a small section, to the above mentioned reports, constituting effectively a preprint of a projected book. Therefore, only the more important aspects of the "Box and Jenkins" approach can be highlighted here.

The essence of the early "closed loop" phase of the approach (Box and Jenkins,1962,1963) is the design of a controller to control an industrial process subjected to a nonstationary disturbance. The design is carried out in two stages. First, the process dynamics and the character of the disturbance are identified. Then, a control law is derived such that the variation of the input signal matches, as closely as possible, the variations of the output of the process due to the disturbance. Only the identification part. of the procedure is revjewed below.

The characteristics of the process and the disturbance. are derived from the results of two tests. In one test, no control is exercised over the process and the process is allowed to drift under the influence of the output
disturbance. In the second test know adjustments are madeto the process and the resultant variations in the output, due to the combined effect of control and disturbance, are noted.

The nonstationary disturbance is represented as an "integrated autoregressive-moving average" stochastic process $V(t)$, discussed in Chapter 3 and defined by

$$
\begin{align*}
V(t=1)= & {\left[\gamma_{(l-1)} \nabla^{l}+\cdots+\gamma_{-1}+\gamma_{0} S\right.} \\
& \left.+\cdots+\gamma_{m} S^{m+1}\right] e_{\epsilon}+e_{t+1} \tag{4.45}
\end{align*}
$$

where $e(t)$ is a zero-mean gaussian white noise with variance $\sigma_{v}^{2}, \gamma_{j}$ are constants, and $\nabla$ and $S$ denote, respectively,
a backward difference operator

$$
\begin{equation*}
\nabla e_{t}=e_{t}-e_{t-1} \tag{4.46a}
\end{equation*}
$$

and a summation operator

$$
\begin{equation*}
S e_{t}=\sum_{j=0}^{\infty} e_{t-j} \tag{4.46b}
\end{equation*}
$$

The structure of the disturbance model (4.45) is obtained from the results of the first test, as the drifting output of the process under consideration represents the disturbance itself. On differencing the model ( $m+1$ ) times one obtains a moving average process of order $(l+m+1)$

$$
\begin{equation*}
\nabla^{m+1} v_{t+1}=e_{t+1}+\sum_{j=0}^{2+m} d_{j} e_{t-j} \tag{4.47}
\end{equation*}
$$

The characteristic feature of such a process is that all the autocorrelation of lag greater than $(\mathbb{N}+\mathrm{m})$ are zero.

The approximate constants $m$ and of the most appropriate model (4.45) of a given disturbance are thus obtained as. follows. First, the series of readings is difference until it appears stationary. Then sample autocorrelation function of the resultant series is obtained and the lag is estimated at which the correlations appear insignificant. When the structure of the model (4.45) and, therefore, the number of the parameters involved, has thus been determined, and an approximate structure of the system dynamics is known, the parameters of the overall input-output relation may be estimated from the results of the second test. To this end the dynamic characteristics of the process are expressed by . a difference equation (see Appendix B)
$C_{m u s}+C_{m-1} u_{n-1}+\ldots .+c_{o u_{k-m}}$

$$
\begin{equation*}
=d_{m} y_{k}+d_{m-1} y_{k-1}+\cdots+d_{0} y_{k-m} . \tag{4.48}
\end{equation*}
$$

or, introducing a backward shift operator $B$ defined by

$$
\begin{equation*}
B^{j} x_{t}=x_{t-j} \tag{4.49}
\end{equation*}
$$

the relation (4.48) is written

$$
\begin{equation*}
y_{t}=\frac{C_{m} B^{D_{t}} C_{m-1} B+\cdots+C_{0} B^{m}}{d_{m} B^{0}+d_{m-1} B+\cdots+d_{0} B^{m}} n_{t} \tag{4.50}
\end{equation*}
$$

The expression for the output $z(t)$ due to the combined effect of the input $u(t)$ and the disturbances $v(t)$ is then written as

$$
\begin{equation*}
z_{t+1}=y_{t+1}+v_{t+1} \tag{4.51}
\end{equation*}
$$

or, explicitly,

$$
\begin{align*}
z_{b+1} & =\frac{C_{m} B^{0}+\cdots+C_{v} B^{m}}{d_{m} B^{0}+\ldots+d_{0} B^{k}} 4 t+1 \\
& +\left[\gamma_{L-1}(1-B)^{l-1}+\cdots+\gamma_{0}(1-B)^{-1}+\cdots+\gamma_{m}(1-B)^{-(m+1)}\right] e_{e} \tag{4.52}
\end{align*}
$$

$$
\begin{align*}
& \nabla=1-B \\
& S=\nabla^{-1}=(1-B)^{-1} \tag{4.53a}
\end{align*}
$$

The parameters of the model (4.52) are then obtained as maximum likelihood estimates as follows. First, the errors.

$$
\underline{E}(\subseteq, d, \gamma \mid u, \underline{r})
$$

are calculated recursively as a function of the parameter vectors $c, \underline{d}, \underline{X}$ conditioned on the vector of observations 늘

$$
\begin{align*}
\varepsilon_{j+1} & =Z_{j+1}-\left(\frac{c_{m} B^{0}+\cdots+c_{v} B^{m}}{a_{m} B^{n}+\ldots+\alpha_{0} B^{m}}\right) u_{j+1} \\
& -\left[\alpha_{C+1}(1-B)^{\ell+} \ldots+\gamma_{m}(1-B)^{-\left(k_{1}+1\right)}\right] e_{j} \tag{4.54a}
\end{align*}
$$

where

$$
\begin{align*}
& \varepsilon^{T}=\varepsilon_{1}, \varepsilon_{2} \ldots, \varepsilon_{N}  \tag{4.54b}\\
& u_{T}^{T}=u_{1}, u_{2} \ldots, u_{N}  \tag{4.54c}\\
& z^{T}=z_{1}, z_{2} \ldots z_{N} \tag{4.54d}
\end{align*}
$$

Then the sum of squares

$$
\begin{equation*}
S(\underline{c}, \underline{d}, \gamma)=E^{\top} E \tag{4.55}
\end{equation*}
$$

proportional to the los-lirelihood function, is calculated
and minimized by using a standard nonlinear estimation program(Booth and Peterson,1960). The minimization yields the maximum likelihood estimates of the parameters.

It should be observed that the identification of the structSIMPLIFIED ure of the nonstationary disturbance is by the closed loop nature of the problem, However, in the "open-loop" systems the effect of the disturbance on the EASILY output cannot benseparated from that of the input, and the "closed-loop" Box and Jenkins approach cannot be employed.

Box and Jenkins have evidently realized this and in their later work $(1966,1967)$ they modified their approach to include the open loop systems also. This latest approach to the identification of open loop systems can be summarized as follows.

The technique consists of three parts: identification of the structure of the dynamic model, estimation of parameter in a tentatively entertained model, and diagnostic checks of the adequacy of the model. The technique applies now only under stationary conditions. Therefore, a preliminary check on the stationarity of the input and output is first made, for example, by obtaining and examining a sample cross-correlation function of the input and of the output. If necessary, the input and output series are differenced until they appear approximately stationary.

At this stage a preliminary identification procedure is carried out in order to obtain a rough idea of the probable structure of the dynamic model. For this purpose the output $y_{t}$ is represented in the form

$$
\begin{equation*}
y_{t}=\frac{N(B)}{D(B)} B^{b} u_{t}+e_{\epsilon} \tag{4.56}
\end{equation*}
$$

or, alternatively,

$$
\begin{align*}
& y_{t}=v(B) u_{t}+e_{t}  \tag{4.57a}\\
& v(B)=\sum_{j=0}^{\infty} v_{j} B^{j} \tag{4.57b}
\end{align*}
$$

In these relations $N(B)$ and $D(B)$ denote polynomials in the backward shift operator $B, V_{j}$ are heights of the impulse response at instants jAT when the input is passed through a zero-order hold, $B^{b}$ corresponds to a transport lag of $b$ sampling periods; and $\left\{e_{t}\right\}$ is the noise sequence uncorrelated with the input, the effect of the noise being assumed to be small compared with the variation of the input $u_{t}$.

The preliminary procedure is based on the fact that, if the input to a linear system is in the form of a white noise, the crosscorrelation function of the input and of the output is identical with the impulse response of the system.

An approximation to a white noise input is obtained by fitting to the actual inputseries a mixed autoregressivemoving average model

$$
\begin{equation*}
\left(1-\phi_{1} B-\cdots \cdot \phi_{p} B^{p}\right) u_{t}=\left(1-\theta_{1} B-\cdots-\theta_{q} s^{p}\right) \alpha_{\phi} \tag{4.58a}
\end{equation*}
$$

or,

$$
\begin{equation*}
\phi_{n}(B) u_{t}=\theta_{4}(B) \alpha_{t} \tag{4.58b}
\end{equation*}
$$

where $d_{\mathcal{L}}\left\{\right.$ is a white noise sequence with variance $\sigma_{\alpha}^{2}$, the estimate $\hat{\sigma}_{\alpha}^{2}$ of which is obtained from the sum of squares of residual errors.

The white noise input

$$
\begin{equation*}
\alpha_{t}=\frac{\phi_{n}(B)}{\theta_{n}(B)} u_{t} \tag{4.59}
\end{equation*}
$$

is then crosscorrelated with the transformed output

$$
\begin{align*}
& z_{t}=\frac{\phi_{4}(B)}{\theta_{u}(B)} y_{t}  \tag{4.60a}\\
& \text { or, } \\
& z_{t}=V(B) \alpha_{t}+\frac{\phi_{4}(B)}{\theta_{u}(B)} e_{t} \tag{4.60~b}
\end{align*}
$$

and the heights $v_{j}$ of the impulse response are obtained from the sample cross-covariance function

$$
\begin{equation*}
\hat{\gamma}_{\alpha 2}(j)=\hat{\sigma}_{\alpha}^{2} V_{j} \tag{4.6I}
\end{equation*}
$$

where

$$
\begin{equation*}
\gamma_{\alpha z}(j)=E\left\langle\alpha_{\epsilon} z++j\right\rangle \tag{4.62a}
\end{equation*}
$$

and

$$
\begin{equation*}
\hat{\gamma}_{\alpha z}(j)=\frac{1}{N} \sum_{i=1}^{N-j} \alpha_{t} z_{t+j} \tag{4.62b}
\end{equation*}
$$

The identification is effected by plotting the impulse response thus obtained and selecting a model whose theoretical
impulse response most closely resembles the plotted response. When an indication of the probable structure of the dynamic model has just been obtained, a model of the input-output. relation is tentatively postulated and its parameters are estimated by using the least squares method. At this stage Box and Jenkins make a difference between a "linearized". model and a "nonlinear"model. In the vriteris opinion, Box and Jenkins are not consistent either in their notation or convention and, as a result, it is not very easy to ascertain what do they actually mean by a "linearized" model.

As the writer understands it, the "linearized" model is the one in which the residuals in

$$
\begin{equation*}
D(B) y_{t}=N(B) B^{b} u_{t}+\varepsilon_{t} \tag{4.63}
\end{equation*}
$$

are represented by an autoregressive-moving average model

$$
\begin{equation*}
\left(1-\phi_{1} B-\cdots-\phi_{p} B^{p}\right) \varepsilon_{t}=\left(1-\theta, B-\cdots-\theta_{q} B^{q}\right) a_{t} \tag{4.64a}
\end{equation*}
$$ or,

$$
\begin{equation*}
\phi(B) \varepsilon_{t}=\theta(B) a_{t} \tag{4.64b}
\end{equation*}
$$

Where $\left\{a_{t}\{\right.$ is a white noise sequence. Thus, an input-output relation corresponding to a "linearized model is

$$
\begin{equation*}
D(B) y_{t}=N(B) B^{6} u_{t}+\frac{\theta(B)}{\phi(\beta)} a_{6} \tag{4.65}
\end{equation*}
$$

In the "nonlinear " model, on the other hand, it is not the residual error but the noise $e_{t}$ at the output in

$$
\begin{equation*}
y_{t}=\frac{N(B)}{D(B)} B^{b} u_{t}+e_{t} \tag{4.66}
\end{equation*}
$$

that is represented by an autoregressive-moving average model

$$
\left(1-\phi, \theta-\cdots-\phi_{p} B^{p}\right) e_{t}=\left(1-\theta, \beta-\cdots-\theta_{q} B^{*}\right) a_{E} \quad(4.67 a)
$$

or,

$$
\begin{equation*}
\phi(B) e_{t}=\theta(B) a_{t} \tag{4.67b}
\end{equation*}
$$

As a result the input-output relation is

$$
\begin{equation*}
y_{t}=\frac{N(B)}{D(B)} B^{b} u_{5}+\frac{\theta(B)}{Q(B)} a_{\epsilon} \tag{4.68}
\end{equation*}
$$

The parameters of the linearized model (4.65) are estimated" in the following way:
(a) First, a simple model $\frac{\theta(B)}{\varphi(B)}$ is postulated and some set of values is adopted as starting values of the parameters $\frac{\theta_{0}(B)}{\varphi_{0}(B)}$ of the model; often $\theta_{0}(B)=\phi_{0}(B)=1$
(b) Using these assumed values the relation (4.65) is written

$$
D(B) \times\left[\frac{\phi_{0}(B)}{\theta_{0}(B)} y_{t}\right]=N(B) B^{b}\left[\frac{\phi_{0}(B)}{\theta_{0}(B)}\right] u_{t}+a_{t} \text { (4.69a) }
$$

or,

$$
\begin{equation*}
D(B) y_{t}^{(0)}=N(B) B^{b} H_{\epsilon}^{(0)}+a_{t} \tag{4.69b}
\end{equation*}
$$

where

$$
\begin{align*}
& y_{t}(0)=\frac{\phi_{0}(B)}{\theta_{0}(B)} y_{t}  \tag{4.69c}\\
& u_{t}(0)=\frac{\phi_{0}(B)}{\theta_{0}(B)} u_{t} \tag{4.69d}
\end{align*}
$$

(c) Estimates $D^{(0)}(B)$ and $N^{(01}(B)$ of $D(B)$ and $N(B)$ in the relation (4.69b) are obtained by ordinary linear least
squares method, for a suitable set of integer values of b .
(d) Using the estimates $D^{(0)}(B), N^{(0)}(B)$, and $b^{(0)}$, residual errors $\varepsilon_{t}^{\text {(o) }}$ are computed from

$$
\begin{equation*}
\varepsilon_{t}^{(0)}=D^{(0)}(B) y_{t}^{(0)}-N^{(0)}(B) B^{b(\alpha)} u_{t}^{(0)} \tag{4.70}
\end{equation*}
$$

(e) from the study of the autocorrelation function of the residuals a more suitable model

$$
\begin{equation*}
\varepsilon_{t}^{(0)}=\frac{\theta^{(1)}(B)}{\phi^{(\prime \prime}(B)} \tag{4.71}
\end{equation*}
$$

may be inferred.
(f) if the indicated noise structure is sufficiently simple and depends only on one or two additional parameters, new values $y_{t}{ }^{(1)}, u_{t}^{(1)}$ may be generated from (4.69c), (4.69d) for a grid of values of noise parameters, and the values of parameters resulting in the smallest attainable sum of squares of residuals are finally chosen.

A different approach is suggested for estimating the parameters of the "nonlinear" model

$$
\begin{equation*}
y_{t}=\frac{N(B)}{D(B)} B^{b} u_{t}+\frac{\theta(B)}{\phi(B)} a_{t} \tag{4.68}
\end{equation*}
$$

where

$$
\begin{align*}
& \pi(B)=\omega_{0}-\omega, B-\cdots-\omega_{\nu} B^{2}  \tag{4.72a}\\
& D(B)=1-\delta_{1} B-\cdots-\delta_{u} B^{4} \tag{4.72b}
\end{align*}
$$

$$
\begin{align*}
& \phi(B)=1-\phi_{1} B-\cdots-\phi_{p} B^{p}  \tag{4.72c}\\
& \theta(B)=1-\theta_{1} B-\cdots-\theta_{q} B^{q} \tag{4.72~d}
\end{align*}
$$

In the relation (4.68) the dynamic model

$$
\frac{N(B)}{D(B)} B^{b}
$$

is known approximately from the preliminary identification procedure, but the structure of the noise model $\boldsymbol{\theta}(\boldsymbol{\beta})$ nay not be known initially, and may have to be obtained through a series of progressive improvements on a previously assumed structure, the improvements being indicated by the structure of the autocorrelation function of residual errors.

The suggested approach involves linearizing the expression

$$
\begin{equation*}
a_{t}=\frac{\phi(B)}{\theta(B)} y_{t}-\frac{\phi(\beta)}{\theta(\beta)} \cdot \frac{N(B)}{D(B)} u_{t-b-1} \tag{4.73}
\end{equation*}
$$

about current guessed values of parameters

$$
\begin{equation*}
\underline{\beta}_{i}^{\top}=\left[\phi_{1 i} \ldots \phi_{p i} ; \theta_{1 i} \ldots \theta_{q i} ; \delta_{1 i} \ldots \delta_{4 i} ; \omega_{1} \ldots \omega_{V i}\right] \tag{4.74}
\end{equation*}
$$

and using linear least squares technique to estimate the parameters of the linearized model. Specifically, if

$$
\begin{equation*}
a_{t}(i)=\frac{\phi_{i}(B)}{\theta_{i}(B)} y_{t}-\frac{\phi_{i}(B)}{\theta_{i}(B)} \times \frac{N_{i}(B)}{D_{i}(B)} u_{t-b-1} \tag{4.75}
\end{equation*}
$$

corresponds to the parameter vector (4.74), then linearizing the expression (4.73) about (4.75) yields

$$
\begin{align*}
a_{t}= & a_{t}^{(i)}+\sum_{j=1}^{p}\left(\phi_{j}-\phi_{j i}\right)\left[\frac{\partial a_{t}}{\partial \phi_{j}}\right]_{\beta_{i}}+\sum_{k=1}^{q}\left(\theta_{k}-\theta_{k i}\right)\left[\frac{\partial a_{t}}{\partial \theta_{k}}\right]_{\beta_{i}} \\
& +\sum_{l=1}^{u}\left(\delta_{l}-\delta_{l i}\right)\left[\frac{\partial a_{c}}{\partial \delta_{c}}\right]_{\beta_{i}} \\
& +\sum_{m=1}^{\nu}\left(\omega_{M}-\omega_{m} \dot{ }\right)\left[\frac{\partial a_{t}}{\partial \omega_{m}}\right]_{\beta_{i}} \tag{4.76}
\end{align*}
$$

The adjustments $\left(\phi_{j}-\phi_{j i}\right) \quad,\left(\theta_{k}-\theta_{R i}\right) \quad,\left(\delta_{l}-\delta_{l i}\right)$ and ( $\omega_{m}$ - $\omega_{m i}$ ) are estimated by regressing $a_{t}{ }^{(i)}$ on to the negative of the derivatives $\left(\frac{\partial a_{t}}{\partial \phi_{j}}\right),\left(\frac{\partial a_{t}}{\partial \theta_{k}}\right),\left(\frac{\partial a_{t}}{\partial \delta l}\right),\left(\frac{\partial a_{t}}{\partial o_{m}}\right)$ respectively, and the cycle is repeated until convergence occurs.

Box and Jenkins show that the linearized model to be fitted by linear least squares is approximately given by

$$
\begin{array}{r}
(i) \\
a_{t} \approx-\phi(B)\left[\frac{a_{t}^{(i)}}{\phi_{i}(\beta)}\right]+\theta(B)\left[\frac{a_{e}^{(i)}}{\theta_{i}(\beta}\right]  \tag{4.77}\\
-D(B)\left[\frac{u_{t-6}^{(i)}}{D_{i}(\beta)}\right]+N(B)\left[\frac{u_{t-6}}{N_{i}(\beta)}\right]
\end{array}
$$

Thus, at the i-th iteration, the estimates $\phi_{i}(B), \theta_{i}(B)$, $D_{i}(B)$ and $N_{i}(B)$ are obtained from the fitted regression

$$
\begin{array}{r}
a_{t}^{(i-1)}=-\phi_{i}(B)\left[\frac{\mu_{t}(i-1)}{\phi_{i-1}(B)}\right]+\theta_{i}(B)\left[\frac{a_{t}(i-1)}{\theta_{i-1}(B)}\right] \\
-D_{i}(B)\left[\frac{u_{t-1}}{D_{i-1}(B)}\right]+N_{i}(B)\left[\frac{u_{t-b}}{N_{i-1}(B)}\right]
\end{array}
$$

If $b$ is also to be estimated the iterative procedure is run for convergence for a series of values of $b$ in the likely range, and that value resulting in a minimum sum of squares
is selected.
After the estimation procedure has been completed, diagnostic checks are to be made to ascertain the validity of the identified model.

If the true model (4.68) is written as

$$
\begin{equation*}
y_{t}=V(B) u_{t}+\Psi(B) a_{t} \tag{4.79}
\end{equation*}
$$

and the identified model as

$$
\begin{equation*}
y_{t}=V_{0}(B) u_{t}+\psi_{0}(B) \hat{a}_{t} \tag{4.80}
\end{equation*}
$$

then the errors resulting from a wrong selection of the model are given by

$$
\begin{equation*}
\hat{a}_{t}=\frac{V(B)-V_{0}(B)}{\psi_{0}(B)} u_{t}+\frac{\psi(B)}{\psi_{0}(B)} a_{t} \tag{4,81}
\end{equation*}
$$

An indication of the validity of the model (4.80) may be obtained from an examination of the autocorrelation function of the errors $a_{t}$ and of the crosscorrelation function of the errors $a_{t}$ and input $u_{t}$.
In particular,
(a) If the dynamic model is corcect and the noise model is incorrect, then $a_{t}$ will not be cross-correlated with the input $u_{t}$ but the autocorrelation function of $a_{t}$ will not appear to correspond to that of white noise;
(b) If the noise model is correct but the dynamic model is iacorrect, the errors $a_{t}$ will be both autocorrelated and cross-correlated with the input $u_{t}$.

### 4.5. General Rernarks.

The paranetric techniques discussed infthis Chapter have been deliberately amanged in the order in which , in the writer's opinion, the degree of complexity of representing the effects of the disturbing noise increases. The first technique seems to be least attractive, at least in the a application to single-input single output systems, in that, in addition to several assumptions to be made aboyt the disturbances, it involves the estimation of state variables as well as the parameters of the system model. The remaining two techniques, while differing in details, have nevertheless some common factors. One of these is the minimization of the sum of squares of errors between the actual and the "predicted" output. In the case of a nonlinear relationship between parameters, the sum of squares function may possess multiple minima-the difficulty recognized by Astrom and Bohlin and also discussed in the theory of the nonlinear program employed by Box and Jenkins (Booth and Peterson, 1960). The other common feature of the two techniques is the modelling of stationary disturbances, because the mixed autoregressive-moving average scheme employed by Box and Jenkins can also be regarded as a pulsed filter excited by white noise.

The nonstationary model of the disturbance, employed by

Box and Jenkins in the solution of the"closed loop" problem, cannot be interpreted in this fashion. Bohlin(1966) considers this model in the form

$$
\begin{equation*}
V(\hat{R})=\left[1+\left(\gamma_{-c} \nabla^{l-1}+\ldots+\gamma_{0} \nabla^{-1}+\cdots+\gamma_{m} \nabla^{-(m+1)}\right)_{2}^{-1}\right] a(t) \tag{4,83}
\end{equation*}
$$

and claims, therefore, that Box and Jenkins model represents a special case of their model. It. is rather difficult to accept this point of view because the stationary model of Astrom and Bohlin should rather be regarded as a subclass of nonstationary models, and not the other way round.

Neither of the described techniques permit the identification of system dynamics to be performed automatically in the presence of a nonstationary disturbance, The development of such a technique is decribed in the next Chapter.

## CHAPTER 5.

ON-IINE ESTTMATION OF PARAFGTERS QF A SINGIE-INPUT SINGLEOUTPUT FIRST ORDER SYSTEM IN THE PRESENCE OF A HONSTATIONARY CORREIATED DISTURBANCE.

### 5.1. Introduction.

The work discussed in Chapters 5 and 6 has been carried out within the framework of the Automatic Control Research Project of the Central Electricity Generating Board. It was associated, in particular, with one aspect of the project, namely with the on-line control of a power station boider.

A method of on-line control of a boiler (Berger, 1967; Moran and Berger,1967; Moran,Berger and Xirokostas,1968) required the knowledge of certain quantities, the values of some of which had to be either assumed or estimated on-line. It was the writer's task to investigate the feasibility of on-line estimation of one such parameter, on the assumption that its estimate was to be used as a control parameter in the main control prosram.

A proliminary analysis carried out by the writer showed that such estimates are nonlinear functions of several quantities. It appeared, however, that it might be feasible, at least on paper, to obtain such estimates in real time by linearizing the relationships about the nean operating point and providing means to learn what the operating point is

As a result of such a procedure, therrequired quantity was expressible in terms of a small number of first order linear time-invariant differential equations. Thus, the problem of estimating the quantity in question was shown to be reducible to that of on-line estimation of single-input single-output linear time-invariant dynamical systems subject to disturbances representing other boiler quantities coupled to the systems under consideration. The problem appeared, therefore, to be solvable by employing one of the methods reviewed in . Chapters 2-4, provided that the quantities used in the estimation could be regarded as stationary stochastic processe

The supporting tests carried out at Croydon $B$ and:
Northfleet Generating Stations, and their results, are discussed in Chapter 6. It is shown there that (as, perhaps, was to be expected) the statistical characteristics of the various quantities of interest, like, for example, steam flowrate, boiler pressure or steam temperature, vary with time. This indicates that these quantities should properly be regarded as nonstationary stochastic processes. The problem became thus that of estimating parameters of single-input single-output first order dynamical systems subject to a nonstationary disturbance. Since, however, the estimates were to be used as control parameters in an overall plant control problem, two further requirements vere added, namely
(a) the input and output quantities were not to be examined by a human operator and, therefore, the character of the disturbance had to be learnt adaptively by the estimation procedure;
(b) since the estimation had to be effected in real time, and the estimation procedure was to be only a subroutine of a bigger program, only a limited storage capacity could be expected to be allocated to the estimation procedure. Therefore, relatively small-sample analysis was envisaged and the various large sample attributes of the estimates, discussed in the Appendix A, did not appear to be very relevant, the main objective being as good a fit to the recorded data as possịble, and reasonably. short computation times.

None of the methods reviewed in Chapters $2-4$ could be made to satisfy all these requirements and, therefore, a new technique has been developed by the writer. The technique includes a novel method of modelling nonstationary processes and a new method of parameter estimation, not assuming any of the large sample properties which estimates are usually required to have. The technique and examples of its application are described in the remainder of this Chapter.

### 5.2. Characterization of a nonstationary process in terms

> of its mean square value.

It has been observed in Chapter 3 that, in view of a difficul ty in specifying statistical characteristics of the variates, the methods of modelling nonstationary processes have tended to be more or less empirical. Various such methods, currently available, were reviewed in Chapter 3. In particular, it was observed that the model due to Box and Jenkins (1966) seems to describe the nonstationary behaviour of many physical processes, met with in practical applications, reasonably well. If $P_{d-1}(t)$ is the polynomial in time of degree $(d-1)$ (5.la)

$$
\begin{equation*}
\nabla \eta_{t}=\eta_{t}-\eta_{t-1} \tag{5.1b}
\end{equation*}
$$

is the backward difference operator, $S$ is a summation operator defined by

$$
\begin{align*}
& S \eta_{t}=\sum_{j=0}^{\infty} \eta_{t-j}  \tag{5.1c}\\
& S^{2} \eta_{t}=\sum_{j=0}^{\infty} \sum_{k=0}^{\infty} \eta_{t-j-k}
\end{align*}
$$

etc., and $\{\eta \in\{$ denotes a zero-mean white noise process characterized by

$$
\begin{equation*}
E\left\langle\eta_{t} \eta_{t^{\prime}}\right\rangle=\sigma^{2} \delta_{t t^{\prime}} \tag{5.1e}
\end{equation*}
$$

the Box and Jenkins model is written as

$$
\begin{align*}
z_{t}=P_{d-1}(t) & +\left[\lambda_{m-d} \nabla^{m-\alpha-1}+\cdots+\lambda_{0} S\right. \\
& \left.+\cdots+\lambda_{d-1} S^{d}\right] \eta_{t \rightarrow 1}+\eta_{t} \tag{5.2}
\end{align*}
$$

The problem to be solved by the writer was the estimation of parameters of a sinfle-input single output first order
system from a series of values of input $\left\{u_{G}\right\}$ and output $\{y \in\}$ sampled by a suitable scanner and stored in the computer. The input $u_{t}$ was expected to be nonstationary, and the output $y_{t}$ was to include the effect of an unknown nonstationary disturbance lt "buried" in the output and representing the coupling of the rest of the plant with the system $u-y$. The observable output $y_{t}$ is thengiven by .

$$
\begin{equation*}
y_{t}=y_{t}^{\prime}+\eta_{t} \tag{5.3}
\end{equation*}
$$

where $y_{t}{ }^{\prime}$ is the noise-free output due to the input $u_{t}$. The problem is illustrated in Fig,5.1.

Formulated in the above fashion, the problem bears some similarity to the Box and Jenkins approach, except that the input and output values are to be "seen" only by the computer. The estimation program was, therefore, required (a) to identify the structure of the nonstationary disturbance contaminating the output $\mathrm{y}_{t}$;
(b) to estimate the parameters of the disturbance jointiy with the parameters (gain and time constant) of the first order dynamic system under consideration.

It is obvious that, when human judgement is not allowed, in examination of the input and output values, as well as the processed results, the model of the type (5.2) is not very suitable for automatic identification of the structure of the disturbance from a series of input and output readings. For this reason, another appoach, utilizing some other characteristic of a nonstationary process must be sought.


FIG. 5.1
illustrating the nature of

THE ESTIMATION PROBLEM TO BE SOLVED

The various models, discussed in Chapter 3., represent a nonstationary stochastic process by a relation of the form

$$
\begin{equation*}
\dot{x}_{t}=m_{t}+v_{t} \tag{5.4}
\end{equation*}
$$

where
(a) either the mean value function $n_{t}$ is assumed to be zero and $v_{t}$ is a nonstationary stochastic process,
(b) or, a model is fitted to represent a deterministic trend $m_{t}$ and a stationary process $v_{t}$.
The first approach represents the nonstationarity by a timevarying variancfof the process; in the second approach, on the other hand, the nonstationary behaviour of the process $x_{t}$ is represented by the mean value function and trend $m_{t}$ as a function of time.

Now, since
$(\text { mean })^{2}+($ variance $)=$ (mean square value)
it seems reasonable to argue that either approach can be regarded as a particular case of fitting a model to represent a tine-varying behaviour of the mean square value of the process under considcration. It has, in fact, been observed by Thrall(1964), Thrall and Bendat(1965) and Piersol(1965) that in certain applications, like analysis of mechanical vibrations data, it is the mean square value which is the significant parameter.

If a Box and Jonkins model is employed to represent a disturbance $\eta_{t}$ in equation (5.3) or Fig.5.1, then there is no means of identifying its structure (short of reducing the model (5.3) to a stationary model and then applying a more or less trial and error procedure as indicated by Box and Jenkins (1966)). However, the model seems to represent the nonstationary behaviour of many physical processes reasonably well. Thus, what is required in the present investigation, is such a representation of a nonstationary process which would be at least as good as the representation of Box and Jenkins, and yet render itself to easy identification from the analysis of the input and output data.

The mean square value of the process (3.52) is given by $E\left\langle x t^{2}\right\rangle=E\left\langle\lambda^{2}{ }_{m-d}\left(\nabla^{d-m-1} \xi_{t-1}\right)^{2}\right\rangle+E E\left\langle A_{0}^{2}\left(S \xi_{t-1}\right)^{2}\right\rangle$

$$
\begin{align*}
& +\cdots+E\left\langle\lambda_{d-1}^{2} \cdot\left(s^{d} \xi_{t-1}\right)^{2}\right\rangle+\cdots \\
& +2 \lambda_{d-1} \lambda_{d-2} E\left\langle\left(S^{d-1} \xi_{t-1}\right)\left(s^{d} \xi_{t-1}\right)\right\rangle \tag{5.5}
\end{align*}
$$

Now the stochastic process $\}$ 解保 (3.52) is assumed to be a zero mean white noise, that is

Therefore,

$$
\begin{align*}
& E\left\}_{t}\right\rangle=0  \tag{5.6a}\\
& E\left\langle\xi_{t} \xi_{t^{\prime}}\right\rangle=\sigma^{2} \delta_{z^{\prime} t} \tag{5.6b}
\end{align*}
$$

$$
\begin{gather*}
E\left\langle\left(\nabla^{n} \xi_{t-1}\right)^{2}\right\rangle=E\left\langle\left(\sum_{j=0}^{n}(-1)^{j}\binom{n}{j} \xi_{t-j}\right)^{2}\right\rangle \\
=\sigma^{2} \sum_{j=0}^{n}\binom{n}{j}^{2} \tag{5.7}
\end{gather*}
$$

Also, the first three summations are

Thus,

$$
\begin{align*}
& \begin{array}{l}
S \xi_{t-1}=\sum_{i=0}^{t-2} \xi_{t-1-i}=\xi_{t-1}+\xi_{t-2}+\cdots+\xi_{1} \\
S^{2} \xi_{t-1}=\sum_{j=0}^{t-2} \sum_{i=0}^{t-2-j} \xi_{t-1-j-i}
\end{array}  \tag{5.8}\\
& \left.=\sum_{k=1}^{t-1}(t-k)\right\}_{k}  \tag{5.9}\\
& S^{3} \xi_{t-1}=\sum_{k=0}^{t-2} \sum_{j=0}^{t-2-k t-2-k-t} \sum_{i=0} \xi_{t-1+k-j s} \text { (5.11) }  \tag{5.10}\\
& \left.=\sum_{j=0}^{t-1} \sum_{k=1}^{t-1}(t-k-j)\right\}_{k} \tag{5.i2}
\end{align*}
$$

$$
\begin{align*}
& E\left\langle\left(S\left\{_{t-1}\right)^{2}\right\rangle=(t-1)^{\sigma^{2}}\right.  \tag{5.13}\\
& E\left\langle\left(S^{2}\left\{_{t-1}\right)^{2}\right\rangle=\sigma^{2} \sum_{k=1}^{t-1}\left(t^{2}-2 k+k k^{2}\right)\right.  \tag{5.14}\\
& \left.E\left\langle\left(S^{3}\right\}_{t-1}\right)^{2}\right\rangle=\sigma^{2}\left\{\sum_{j=0}^{t-1} \sum_{k=1}^{t-1}\left(t^{2}+\lambda^{2}+j^{2}-2 t k-2 t j+2 k j\right)\right\} \tag{5.15}
\end{align*}
$$

The last toe sums and, indeed, any higher order expressions, can be easily evaluated by using a technique of summating the factorial function (Filler, 1960). However, it is already apparent that the mean square value of the nonstationary stochastic process represented by the Box and Jenkins model (3.52) may be expressed in the form

$$
\begin{equation*}
E\left(x_{t}^{2}\right)=a_{0} t+a_{1} t+a_{2} t^{2} \cdots \cdot+a_{d+1} t^{d+1} \tag{5.1.6}
\end{equation*}
$$

A characteristic feature of a time polynomial is that the nth difference of the nth degree polynomial is zero. This feature makes it very suitable for identification purposes. The problem studied was to devise a learning technique which could enable a nonstationary disturbance to be identified, and then to be taken into account during the estimation of the system dynamics. Now although the polynomial (5.16)
can be identified in an automatic fashion relatively easily, its coefficients are complicated functions of the coefficients of the model (3.52). Therefore, the Box and Jenkins representation is of little use in the current problem and a new approach to modelling nonstationary processes has been develop ed by the writer . The approach, discussed in the Appendix $C$, is to associate the polynomial expression of the type (5.16) with a definite structure of a linear filter with timevarying coefficients, excited by white noise. It is show in Appendix $c$ that if a nonstationary process $\left\{\eta_{\epsilon}\right\}$ is represent ed in the form

$$
\begin{equation*}
\eta_{i}=\eta_{0}+\sum_{j=1}^{t-1} v_{j}(t) 3_{t-j}+\xi_{t} \tag{5.17}
\end{equation*}
$$

where $\left\{\xi_{\epsilon}\right\}_{\text {is }}$ a white noise process, then the mean square value of the process, $E\left\langle\eta_{t}{ }^{2}\right\rangle$, CANBEMADE ifna polynomial in time, the degree of the polynomial being associated with a definite structure of the weights $v_{j}(t)$. Therefore, the identification of the degree of the polynomial, describing the time variation of the mean square value, of the process implies also the identification of the structure of the filter, representing the process. This solves the first part of the problem.

The structure of the weights $v_{j}(t)$

$$
\begin{equation*}
v_{j}(t)=k \frac{(t-i)^{k} j^{l}}{t^{m}} \tag{5.18}
\end{equation*}
$$

was detemined in a sémi-empirical fashion from considerations
of conditions which have to be satisfied by the impulsive response of a linear system characterized by a general linear differential equation with time-varying coefficients(Miller, 1955). Trial and error procedure was then employed to arrive at a structure of the weights resulting in the required form of the mean square value.

As proved in the Appendix C, the processes whose mean square value is a polynomial in time, are characterized by the following difference equations:.
(a) for the first order polynomial,

$$
\begin{equation*}
\eta_{t}^{\prime}-\left(\frac{t-1}{t}\right)^{3 / 2} \eta_{\theta-1}^{\prime}=\left[G \frac{t-1}{t^{3 / 2}}-\left(\frac{t-1}{t}\right)^{3 / 2}\right] \xi_{s-1}+\xi_{\epsilon} \tag{5.19}
\end{equation*}
$$

(b) for the second degree polynomial,

$$
\begin{equation*}
\eta_{t}^{\prime}-\frac{t-1}{\tau} \eta_{t-1}^{\prime}=(6-1) \frac{t-1}{t} \xi_{t-1}+\xi_{t} \tag{5.20}
\end{equation*}
$$

(c) for the cubic polynomial

$$
\begin{equation*}
\eta_{t}^{\prime}-\left(\frac{t-1}{z}\right)^{1 / 2 \eta_{t-1}^{\prime}}=\left[G \frac{t-1}{t^{1 / 2}}-\left(\frac{t-1}{t}\right)^{\frac{1}{2}}\right] \xi_{t-1}+\zeta_{t} \tag{5.21}
\end{equation*}
$$

(d) for the quartic polynomial,

$$
\begin{align*}
\eta_{t}^{\prime} & -2 \frac{t-1}{t} \eta_{t-1}^{\prime}+\frac{t-2}{t} \eta_{t-2}^{\prime} \\
& \left.\left.=Z_{t}+\left[G \frac{t-1}{t}-2 \frac{t-1}{t}\right]\right\}_{t-1}+(G-1) \frac{t-2}{t}\right\}_{G-2} \tag{5.22}
\end{align*}
$$

The development of this approach represents the original contribution of the writer. The writer wishes, however, to acknowledge some similarity between the weights (5.16) and wetting functions for white noise described by Blackman(1965) and based on the Bode and Shemnon(1950) approac

In Blackman's method the weighting function $W_{r}(\tau)$ is given by

$$
\begin{equation*}
W_{r}(\tau)=\frac{K_{r}}{T}\left[\frac{r}{T}\left(1-\frac{\pi}{T}\right)\right]_{\text {in }}^{r} 0 \leq r \leq r \tag{5.23}
\end{equation*}
$$

where

$$
\begin{equation*}
K_{r}=\frac{(2 r+1)!}{(r!)^{2}} \tag{5.24}
\end{equation*}
$$

An approximate estimate of the degree of the polynomial assumed to characterize the time variation of the mean square value of $\left\{\eta_{t}\right\}$ may be found as follows.

Let

$$
\begin{equation*}
y_{t}=\frac{1}{t} \sum_{t=1}^{t} k_{t}^{2} \tag{5.25}
\end{equation*}
$$

where $t$ is greater than some number A (e.g.50), thus ensuring that the variability of the estimates (5.25) is not large. Then the series $\left\{y_{t}\{\right.$ is an estimate of

$$
E\left\langle\eta t^{2}\right\rangle
$$

for $t=A, A+1, \ldots . ., N .$, where $I N$ is the length of sample available for analysis.
Let also $\left\{\begin{array}{c}\text { (i) } \\ t\end{array}\right.$ denote a series formed by differencing the series $\left\{y_{t}\right\}$ i times, that is

$$
\begin{align*}
& \left\{y_{t}^{\left({ }^{(l)}\right\}}=\left\{y_{t}-y_{t-1}\right\}=\left\{\nabla y_{t}\right\}\right.  \tag{5.26}\\
& \left\{y_{t}{ }^{(2)}\right\}=\left\{y_{t}-2 y_{t-1}+y_{t-2}\right\}=\left\{\nabla^{2} y_{t}\right\} \tag{5.27}
\end{align*}
$$

and so on.
Then,

$$
\begin{equation*}
\hat{y}_{t}(i)=\frac{1}{D-c} \sum_{t=c}^{D} y_{t}^{(i)} \tag{5.28}
\end{equation*}
$$

is an estimate, averaged over a small number ( $D-C$ ) of samples, of the magnitude of the i-th difference of the mean square value series $\left\{\eta_{\epsilon}^{2}\right\}$.

The identification procedure involves then the following steps:
(a) Obtain a series of estimates of mean square values for increasing sample lengths, starting from a minimum length A.
(b) Obtain an estimate of the order of magnitude of the estimates near the beginning and near the end of the series; the relative magnitudes will indicate the increasing or decreasing trend of the series;
(c) difference the series of estimates (b);
(d) Keep repeating the steps (b) and (c) until the small sample averages near the beginning and end of the series are small fraction (say 5 per cent) of the corresponding original estimates of the mean square value. The number of differencings required to arrive at this stage will be equal to the degree of the polynomial representing the time variation of the mean square value. The identification of the model is now complete.

### 5.3. Representation of a first order system.

The quantities recorded during the tests described in Chapter 6 were obtained by sampling outputs of transducrs every 10 seconds in the Croydon test and every 15 seconds in the Northfleet tests. Most of the results indicate that
any two consecutive readings differ only in the third (least significant) digit. For this reason, the use of a zero order hold for reconstructing the sampled functions appears to be justified.

It is shown in the Appendix $B$ that, if a continuous-time first order system ${ }_{A}^{\text {dis }}$ described by the transfer function

$$
\begin{equation*}
H(s)=\frac{K}{s+\alpha} \tag{5.29}
\end{equation*}
$$

then the difference equation corresponding to a discrete-time version of the system (5.29) with a zero-order hold is

$$
\begin{equation*}
y t^{\prime}-\phi y_{t-1}^{\prime}=g(1-\phi) u_{t-1} \tag{5.30}
\end{equation*}
$$

where

$$
\begin{equation*}
g=\frac{k}{\alpha} \tag{5.31}
\end{equation*}
$$

is the gain of the system and

$$
\begin{equation*}
\phi=e^{-\frac{\Delta T}{b \Delta T}} \tag{5.32}
\end{equation*}
$$

$\Delta T$ being the sampling interval, and $L \Delta T$ being the time constant of the system.

The difference equation (5.30) was employed by the writer to estimate the parameters $\varnothing$ and $g$ by means of the estimation procedure to be described.
5.4. The overall input-output relation.

In the development below it will be assumed that the disturbance $h_{t}$ is represented by the second order model (5.29). Using the backward difference operator $\boldsymbol{\nabla}$ defined by

$$
\begin{equation*}
\nabla v_{t}=v_{t}-v_{t-1} \tag{5.33}
\end{equation*}
$$

the difference equations (5.30) and (5.20) may be respectively written as.

$$
\begin{equation*}
\left(1+\frac{\phi}{1-\phi} \nabla\right) y_{t}^{\prime}=g u_{6}-1 \tag{5.34}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(\frac{1}{t}-\frac{t-1}{t} \nabla\right) \eta_{t}^{\prime}=\xi_{t}-(1-G) \frac{t-1}{Z} \xi_{G-1} \tag{5.35}
\end{equation*}
$$

where

$$
\begin{equation*}
\eta_{t}^{\prime}=\eta_{t}-20 \tag{5.36}
\end{equation*}
$$

Mo being the starting value.
Using (5.34)-(5.36) the overall input-output relation is written as

$$
\begin{equation*}
y_{t}=\frac{g u_{G-1}}{1+\frac{\phi}{1-\phi} \nabla}+\frac{\xi_{t}-(1-G) \frac{t-1}{\epsilon} \xi_{t-1}}{\frac{1}{t}-\frac{t-1}{E} \nabla} \mathrm{t} /_{2} \tag{5.37}
\end{equation*}
$$

where the starting value of the disturbance is at $t=2$.
5.5 Equation of estimation.

In the relation (5.37) the starting value $\mathcal{R}_{0}$ of the disturb ane is not known and, therefore, must be estimated together
with the systern parameters in one form or another. An approach suggested by the writers to regard the quantity

$$
y_{2}-\eta_{2}
$$

as an initial state of the system represented by (5.34) and to form a dual of the Kopp and Oxford method (Chapter 4) by treating this quantity as an additional parameter and adjoining it to the system parameters.

Let then

$$
\begin{equation*}
\frac{H_{2}}{y_{2}}=\delta \tag{5.38a}
\end{equation*}
$$

$$
\begin{equation*}
0<\delta<1 \tag{5.38b}
\end{equation*}
$$

Then, (5.37) may be written as

$$
\begin{align*}
y_{t}= & \frac{q u_{t-1}}{1+\frac{\phi}{1-\phi} \nabla} \\
& +\frac{\xi_{t}-(1-\sigma) \frac{\varepsilon-1}{t} \xi_{t-1}}{\frac{1}{t}-\frac{t-1}{\tau} \nabla}+\delta_{y_{2}} \tag{5.39}
\end{align*}
$$

$$
t=2,3, \ldots, N
$$

The relation (5.39) may be written in the form

$$
\begin{gather*}
y \in=\hat{r}(\underline{\theta}, \underline{u}, \underline{y}, \underline{z})+\xi_{\epsilon}  \tag{5.40a}\\
\underline{\theta}^{T}=(9, p, G, \delta) \tag{5.40~b}
\end{gather*}
$$

which expresses the output as a function of past values of the input, output and the white noise process $\left\{\mathcal{\zeta}_{\mathcal{N}}\right\}$, and true values of the parameter vector $\mathcal{\theta}$.

When the parameter vector assumes values ${ }^{\circ}$ which differ from the true values $\underline{\theta}$, the calculation of the right hand side of equation (5.39) yields "predicted" values of output $\mathrm{y}_{\mathrm{t}}{ }^{*}$. which differ from the actually observed values $y_{t}$. The differences between the actual and the predicted values

$$
\begin{equation*}
\varepsilon_{t}=y_{t}-y_{t}^{*} \tag{5.4I}
\end{equation*}
$$

combining the effect of the white noise process $\left\{\mathcal{\xi}_{t}\right\}$ and the effect of the parameter deviations

$$
\theta-\theta^{\circ}
$$

have been called by the writer the "quasi-residuals", They can be recursively calculated from

$$
\begin{aligned}
\varepsilon_{t} & =\left[\left(1-\phi^{0}\right)+\nabla \phi^{0}\right]\left[\frac{1}{\varepsilon}-\frac{t-1}{\varepsilon} \nabla\right]\left[y_{t}-\delta^{0} y_{2}\right] \\
& +\left[\phi^{0}+\frac{t-1}{\varepsilon}\left(1-G^{0}\right) \cdot\right] \varepsilon_{t-1}+\frac{\phi^{0}}{1-\phi^{0}}(1-G 0) \frac{t-2}{t-1} \varepsilon_{t-2}
\end{aligned}
$$

$$
\begin{equation*}
-9\left[\frac{1}{z}-\frac{t-1}{\epsilon} \nabla\right] u_{5-1} \tag{5.42}
\end{equation*}
$$

which relation can be easily obtained from equation ( 5,39 ): It is show in the Appendix $D$ that estimates of the parameter vector $\hat{\boldsymbol{\theta}}$ may be obtained by minimizing the sum of squares of the quasi-residuals in such a way, that, at the same time, the covariance matrix of the quasi-residuals is also reduced. This is discusged in the following section.
5.6. The method of parameter estimation.

The parameters are to be estimated subject to the following constraints:
(a)
(b)
$0<\phi<1$
(5.43a)
$0<\delta<1$
(c)
$0<6<1$
(5.43c)
(d) in addition; by considering the initial values, one obtain from (5.37),

$$
\begin{align*}
y_{2}= & \frac{9 u_{1}}{1+\frac{\Phi}{1-\phi} \nabla}+\eta_{2}  \tag{5.44a}\\
& =\frac{9 u_{1}}{1+\frac{Q_{0}}{1-\phi} \nabla}+\delta y_{1} \tag{5.44b}
\end{align*}
$$

from which;

$$
\begin{equation*}
\frac{y_{2}}{1-\phi}-\frac{\phi}{1-\phi} y_{1}=9 u_{1}+y_{1} \delta \tag{5.4.4c}
\end{equation*}
$$

This yields a constraint condition on the gain:

$$
\begin{equation*}
9>\frac{y_{2}}{1-\phi}-\frac{\phi}{1-\phi} y_{1}-y_{1}, \delta \tag{5.43d}
\end{equation*}
$$

The object of a suitable minimization routine was to minimize the sum of squares of the quasi-residuals, subject to the constraints (5.43), so as to reduce the covariance matrix of the quasi-residuals to a diagonal matrix as far as possibly

When the investigations started, only one technique of constrained optimization, due to Rosenbrock(1960) was available. The technique is a variant of the well known steepest descent
method and involves:
(a) working in $n$ orthogonal directions when a function of n parameters is being minimized; $\cdot$.
(b) moving along a direction of steepest descent, rotating the direction after a complete cycle of adjustmentis of the $n$ parameters;
(c) representing the 1 constraints on the parameters in the form of 1 finctions each of which is zero if the associated parameter is outside the permitted range,it is equal to unity when the associated parameter is within the permitted range, and varies parabolically fromizenorow
unity in a narrow boundary region, the width of which is directly related to the accuracy obtainable with a given product of computer word length. The Al constraint functions and the sum of squares is then the effective function to be minimized.

The method was tried in many simulation studies. It was found, however, that the rotation of axes at the end of each stage made in many cases the convergence to the proper minimum impossible, and the program tended to converge onto the nearest local minimum.

By monitoring the variance and coveriances of lag one and two, of the quasi-residuals it was observed that, whenever
the program converged on to a wrong minimum, the correlations: and covariances of the quasi-residuals were either increasing, or decreasing only by negligible amount. However, the convergence on to the proper minimum could only be obtained if the starting values of parameters were near to the true values, in which case the convergence to the true minimum was accompanied by a rapid decrease of the correlations and covariances of the quasi-residuals.

These observations have led to abandoning the Rosenbrock method and developing a new method as follows.
(a) corresponding to $n$ parameters, $n$ orthogonal directions are chosen; these remain fixed throughout the minimization procedure, which corresponds to the adjustment of one parameter at a time;
(b) the method of allowing for constraints on parameters is the same as that in the Rosehbrock's technique; the boundary region was assumed to be $10^{-4}$. (allowable parameter range), as suggested by Rosenbrock;
(c) Let a "success" be defined to mean that the "new" value of the function, resulting from a change in a parameter, is smaller than or equal to the "old" value, prior to the change, and, at the same time, both the product of the $I$ constraint functions is not zero and the first three covariances of the quasi-residuals are decreased;

Similarly, let a "failure" be defined to mean that either the new value of the function being minimized is greater than the old value, or that the product of the 1 constrain functions is equal to zero, or that the first three covariances do not decrease after the change.
Then the minimization procedure developed consists in a cyclic adjustment of the parameters in such a way as to achieve as many "successes" as possible. The adjustments are effected as follows:
(a) at the beginning of each cycle the first change to be applied to the parameter $\theta_{i}$ is $\boldsymbol{\omega} \theta_{i}$ where- $w=0.02$;
(b) in the case of a failure, the direction of the change is reversed; if this,too, results in a failure, the value of the paraneter is restored to the original value;
(c) after each success, every succeeding change applied to a given parameter, is equal to the preceding change times two;
(d) the convergence to the proper minimun value of the minimiz ed function is achieved if attention is paid to the rate at wich the decrease in variance is increasing; In particular,let the value of the variance of the quasiresiduals $\gamma_{\mathcal{R}}(0)$ after $n$ successes be denoted by $\gamma_{n}$. Then it is shown in the Appendix $D$ that the convergence to the proper minmun is ensured if the quantity

$$
\gamma_{n-1}^{(3)}=\gamma_{n-3}-3 \gamma_{n-2}+3 \gamma_{n-1}-\gamma_{n}
$$

does not become negative;
(e) the procedure is terminated when the changes in the parameters do not result in a significant change of the minimized sum of squares, and the correlations of lag 1 and 2 of the quasi-residuals do not exceed the theoretical standard deviation $1 / \sqrt{\mathbb{N}}$ of white noise determined from the sample of size $N$.

### 5.7. Confidence regions for the parameters.

### 5.7.1. General.

At the end of the estimation procedure one wishes usually to obtain a rough idea of the precision with which the estimates have been obtained. This may be obtained from the consideration of confidence regions, the theory of which based on the work of Booth and Peterson (1960), Rosenbrock (1962), Rosenbrock and Storey (1965) and Derstch(1965), is discussed in the following subsections.

A method of deriving eigenvalues and eigenvectors of the correlation matrix of the estimates, employed by the writer, is described in subsection 5.7.3.
5.7.2. Confidence regions for the estimates of parameters. The well-established theory of confidence regions(Booth and Reterson,1960; Rosenbrock,1962; Rosenbrock and Storey, 1965;

Deutsch,1965) is based on the assumption that estimated values $\hat{\theta}$ of the parameter vector are very near to their true values $\underline{\theta}$. Therefore, when the parameters are perturbed about their optimum estimated values $\hat{\boldsymbol{\theta}}$, only first order changes in the resultant predicted outputs need be considered. Under these circumstances, the small changes

$$
\delta \hat{Q}=\hat{\theta}-\hat{\theta}
$$

are linear functions of the observation errors, and if the latter are assumed to be gaussian, the small changes $\boldsymbol{\delta} \boldsymbol{\theta}$ in the parameters are also normally distributed with the covariance matrix. (Booth and Peterson, 1960)

$$
\begin{equation*}
M=\left(D^{\top} \cdot D\right)^{-1} \tag{5.45}
\end{equation*}
$$

Where $D$ denotes the matrix of partial difference quotients

$$
D=\left(\begin{array}{ccc}
\frac{\Delta y_{1}}{\Delta \theta_{1}} & \cdots & \frac{\Delta y_{1}}{\Delta \theta_{p}}  \tag{5.46}\\
\cdots \frac{\Delta y_{n}}{\Delta \theta_{1}} & \cdots & \frac{\Delta y_{n}}{\Delta \theta_{p}}
\end{array}\right)
$$

and in which $\Delta y_{i}$ denotes a change in the i-th predicted output value due to a small change $\Delta \theta_{j}$ in the parameter $\theta_{j}$. With the above assumptions the sum of squares $S$ corresponding to the perturbed values of parameters in the neighbourhood of the minimum sum of squares $S_{m}$ defines a contour in the p-dimensional parameter space, defined by

$$
\begin{equation*}
S=S_{m}\left(1+\frac{p}{N-p} F_{p, N-p}(\alpha)\right) \tag{5.47}
\end{equation*}
$$

where
$S=S(\underline{\Theta}, \underline{\hat{u}}, \underline{Y})=$ contour sum or squares,
$S_{m}=$ minimum sum of squares,
$\mathbb{N}=$ number of observations,
$p=$ number of parameters,
$\alpha=$ significance level
${ }^{F} p_{p, M-p}(\alpha)=$ Fisher's distribution with $p$ and ( $N-p$ ) degrees of freedom, corresponding to the significance level $\alpha$.

For $S(\underline{\theta}, \underline{u}, \underline{y})$ equal to a constant, there is an associated conte our of values of $\theta$. Assuming that the deviations in the predicted outputs, resulteing from the small changes of parameters are normally distributed, the contour $S(\underline{\theta}, \underline{u}, \underline{v})$ defines a likelihood contour for the estimated parameters. If the parameters are linearly related to the dependent variable, the set of parameters $\underline{\theta}$ for which $S(\underline{\underline{Q}}, \underline{u}, \underline{y})$ is a constant, is a $p$-dimensional ellipsoid in the space of $p$ parameters.

It has been observed by Booth and Peterson (1960) that inferences regarding the estimates can be drawn from the consideration of the ellipsoid in the space of normalized parameters

$$
\begin{equation*}
\underline{\varphi}=\Delta^{-\frac{1}{2}} \underline{\theta} \tag{5.48}
\end{equation*}
$$

where

$$
\Delta=\left(\begin{array}{ccc}
\Delta_{1} & & 0  \tag{5.49}\\
0 & \ddots & \Delta_{p}
\end{array}\right)
$$

and $\Delta_{j}^{\frac{1}{2}}$ is equal to the square root of the $j$-th diagonal element of the covariance matrix $\left(D^{T} D\right)^{-1}$. .

In the normalized parameter space, the likelihood contours are given by

$$
\begin{equation*}
\underline{\varphi}^{T} \Delta^{\frac{1}{2}} \underline{D}^{+} \underline{D} \Delta^{\frac{1}{2}} \zeta=\left(S-S_{m}\right) \tag{5.50}
\end{equation*}
$$

The semi-axes of the ellipsoid defined by the quadratic form (5.50), will have lengths equal to the square roots of the eigenvalues, and the orientation of the axes will be governed by the eigenvectors.

The eigenvalues and eigenvectors of the correlation matrix may yield useful information. For, example, if the correlation matrix were an identity matrix, this would imply that the estimates of the parameters are uncorrelated. On the other hand, if the correlation matrix contained off-diagonal elements, its eigenvalues might differ by several orders of magnitude. The inference would then be that a certain linear combination of parameters has been determined with a smaller variance than some others. The linear combination determined with greater precision would be given by the eigenvector associated with the smallest eigenvalue.
5.7.3. Calculation of eigenvalues and eigenvectors of the correlation matrix of parameter estimates.

After the optimum values of the parameters have been obtained, the eigenvalues and eigenvectors of the correlation matrix are obtained as indicated below.

First, the matrix $D$ of partial difference quotients defined b

$$
\begin{align*}
& D=\left(\begin{array}{llll}
\frac{\Delta y_{2}^{*}}{\Delta G} & \frac{\Delta y_{2}^{*}}{\Delta g} & \frac{\Delta y_{2}^{*}}{\Delta \phi} & \frac{\Delta y_{2}^{*}}{\Delta \sigma} \\
\cdots & \cdots & - \\
\frac{\Delta y_{N}^{*}}{\Delta G} & \frac{\Delta y_{i}^{*}}{\Delta g} & \frac{\Delta y_{N N}^{*}}{\Delta \beta} & \frac{\Delta y_{N}^{*}}{\Delta \sigma}
\end{array}\right)  \tag{5.50}\\
& \text { ind, the perturbations } \\
& \Delta \theta=\frac{\theta}{100}
\end{align*}
$$

was obtained, the perturbations
having been employed (In the actual application of the method, IN was of the order of 200-300; in view of the restrictions in the computer, the multiplication of two matrices $300 \times 4$ each presented some interesting programing difficulties) The elements in the j-th row of the covariance matrix

$$
\begin{equation*}
M=\left(D^{T} D\right)^{-1} \tag{5.51}
\end{equation*}
$$

were then divided by the j-th diagonal element to yield the correlation matrix

$$
\begin{equation*}
\underline{R}=\Delta^{-\frac{1}{2}} M \Delta^{-\frac{1}{2}} \tag{5.52}
\end{equation*}
$$

The eigenvectors and eigenvalues of this matrix were determine by using the Jacobi nethod(Ralston, 1965), particularly

Suitable for application to matrices whose off-diagonal elements are small as compared with the diaconal elements. The method consists in determining, in an iterative fashion, a sequence $\left\{\right.$ Se $_{\text {S }}$ of orthogonal matrices with the property

$$
\begin{equation*}
\lim _{R \rightarrow \infty} \underline{S}_{1} \underline{S}_{2} \ldots \underline{S}_{k}=Q \tag{5.53}
\end{equation*}
$$

and

$$
\begin{equation*}
\underline{Q}^{\top} \underline{R} \underline{Q}=\underline{\Lambda} \tag{5.54}
\end{equation*}
$$

$\wedge$ being the diagonal matrix of the eigenvalues of the matrix $R$, and $Q$ being the matrix of eigenvectors. Let a matrix $\mathrm{F}_{\mathrm{k}}$ be defined by

$$
\begin{equation*}
\underline{T_{k}}=\underline{S}_{k}^{\top} \underline{S}_{k-1}^{\boldsymbol{T}} \ldots \underline{S}_{1}^{\top} \underline{R} \underline{S}_{1} \underline{S}_{2} \ldots \underline{S}_{k}, \underline{T}_{0}=\underline{R}: \tag{5.55}
\end{equation*}
$$

Then the Jacobi method consists in choosing $S_{k}$ in such a way that if $t_{p q}(k-1)$ is the largest off-diagonal non-zero element of the matrix $\mathbb{m}_{k-1}$, the off diagonal term $t_{p q}(k)$ of the inatrix $\mathbb{T}_{x}$ is zero.
The elements of the "plane rotation matrix" $S_{k}$ are defined by

The required conditions are obtained if the angle $\theta_{k}$ is chosen from the relation

$$
\begin{equation*}
\tan 2 \theta_{k}=\frac{-t_{p q}{ }^{(k-1)}}{\frac{1}{2}\left(\epsilon_{p p}^{(k-1)}-t_{q q}{ }^{(2 R-T)}\right)} \tag{5.57}
\end{equation*}
$$

The procedure is terminated when the ratio of the sum of squares of the diagonal elements in two consecutive iterations is less than some prescribed value; ( the value $10^{-11}$ was acturally used by the writer).

### 5.8. Summary of the estimation method developed.

The method described above was programed in Extended Mercury Autocode which involves one instruction per line. The program is rather bulky and, if reproduced here, it would increase the volume of the thesis by some 30 pages. It is believed that anyone wishing to pursue the line of development indicated here would employ a higher level language. For this reason, the method is summarized in steps in such a way that it can be easily coded in any higher level language.

1. Define as a success such a change in the value of the parameter $\theta_{i}$ that it results in
a) smaller or equal sum of squares of quasi-residuals;
b) smaller variance, covariance of 1 ag 1 and covariance of lag 2, the latter covariance being smaller than the covariance of lagil;
c) stability limits being satisfied;
2. Define as a failure a parameter change resulting in any one of the above conditions not being satisfied;
3. Define a trial to mean a change in the parameter resulting in either a success or a failure, and define a stage to mean a cycle of trials on each parameter in turn.
4. At the beginning of a stage, start from the first parameter $\dot{\theta}_{i}$. The initial change to be applied to the current value $\theta_{i}^{k}$ of the parameter at the $k-t h$ stage is $\boldsymbol{\omega} \theta_{\boldsymbol{c}}^{\boldsymbol{k}}$ where $w=0.02$.
5. In the case of a success, the next change to be applied to the parameter is equal to the preceding change times two
6. In the case of a failure the change is applied in the opposite direction. If this results in a success, proceed as in step 5; if the result is the failure, reset the parameter to the value it had berore the change and start adjusting parameter $\theta_{i+1}$ if $i+1<p$, or the parameter $\theta_{1}$ if i+1>p, where $p=$ the number of parameters involved;
7. In the event of there occurring more then one success, monitor the rate at which the decrease in variance increases; stop adjusting the parameter if this rate starts decreasing;
8. If no more progress is obtained with the parameter $\theta_{i}$, start adjusting the parameter $\theta_{i+1}$ if $i+1<p$, or the parameter $\theta_{I}$ if $i+l>p$, where $p$ is the number of parameters
9. Stop adjustnents if two successive stage results differ by less then somee prescribed value; when this occurs, $f$
the correlations of the qusi-residuals of lag 1 and 2 should $b$ of the order of $\pm 1 / \sqrt{N}$ where $\mathbb{N}$ is the sample size; also, the covariance of lag 2 should be smaller than the covariance of lag 1 .
10. Calculate the eigenvalues of the correlation matrix by the method of the preceding section, and check that the ratio of the largest to the smallest eigenvalue is not very different from unity;
11. In the case of bad estimation indicated either by lack of convergence or the ratio of the eigenvalues being. very large, assume a different set od starting values /f and start againfromtstep. 4 .

### 5.9. Examples.

As an illustration of the method two examples are given. Both examples involve input derived from test recordings of boiler pressure at Croydon (and, therefore, very realistic and nonstationary) being applied to a first order system with a zero order hold. In the first example the gain of the system isl 3.00 , the tine constant is 7.61 sampling intervals and the describing difference equation is

$$
y_{t}^{\prime}-0.8769 y_{t-1}=13(1-0.8769) u_{t-1}
$$

In the second example the gain of the system is 15.00 , the time constant is 12.5 sampling intervals and the difference equation is

$$
y_{t}^{\prime}-0.923 y_{t-1}=15(1-0.923) u_{t-1}
$$

In both examples the disturbance is generated recursively by using the model (5.20) with $G=40$, and a pseudo-randompumber generator the statistical characteristics of which, corresponding to sample sizes used in the examples, are shown in Fig. 5.2.

In the first example $\eta_{2}=1103, \mathrm{~J}^{\prime}{ }_{2}=6405$ and $\mathrm{y}_{2}=7509$; This gives $\delta=0.147$.
In the second example $\eta_{2}=1104, \mathrm{y}_{2}^{\prime}=7392$, and $\mathrm{y}_{2}=8496$.

## Tuss,$\delta=0.13$

Figs. 5.3-5.5 show the beginning and end of the estimation procedure relating to Example 1. Figs. 5.6-5.8 show similar results relating to exaraple 2.

It is seen that, owing to different starting values in the two examples the number of iterations required to reach the optimum values is different ( 81 iterations in Example 1 and 109 iterations in example 2). The results show that the technique yields correct estimates and that minimization of the sum of squares ("SUF ETA") is accompanied by minimization of the first three covariances of the quasi-residuals. In both examples the eigenvalues of the correlation matrix are of the same order of magnitude which, according to the established theory, confirms that the estimation procedure is satisfactony.

## $N=200$

MEAN $=5.144842,-1 \quad$ MEAN SQUARE $=3.477219, \quad-1, \quad$ VARIANCE $=8.302797, \quad-2 \quad$ SLOPE $=-3.248129,-4$
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```G
\(\square\)
    0.0n0000, 0. 2.344031, 3 3.364356, 3, 3.636827, 3 3.612630, 3, 3.492320, 3
#
    STAGE RESULTS
```



```
        9.100456, -1 1.288200, 1 8.791076, -1 1.408994, 1
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        O- FINISH
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.
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```
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FIG. 5.3
SHOWING START AND END OF ESTIMATION PROCEDURE EXAMPLEI.
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MATRIX OF EIGENVALUES AND EIGENVECTORS. EXAMPLEI.

INPUT PARAMETER VALUES
SYSTEM DYNAMICS GAIN= \(1.5000, \quad 1 \quad\) TIME CONSTANT \(=9.2310,1.249723,1\)
(G) \(S L O P E=4.0000,1\)
DISTUREANCE SLOPE \(=4.0000,1\)
\(\square\) (d)

\section*{(8)}
GUESSES
\(1.000000, \quad-1 \quad, \quad 5.000000\)
\(A=1\)
FIRST MEAN= 7.405322,

\(Y^{\prime}=9.827160, \quad-1 \quad Z^{\prime}=0.430521, \quad-1\)
FIRST SIX RECONSTRUCTED RANDOM NUMBERS


STAGE RESULTS
F: \(=3.11488724, \quad 5 \quad M^{\prime}=109\)
\(0.861037,-1,468548\),
 MEAN \(=2.276950124083,12\)
COY. \((0)=5.177788889923,2\) RR. (1) \(=5.388031\), COR. \((2)=3.064891\) -2 COV. (1) \(=-2,7808078821674\) GOV. \((2)=-1.586935861894,1\) MEAN SQUARE \(=1.03775877\), 3

RATE OF CHANGE OF VARIANCE PRECEDING \(=6.600087038983,1\) CURRENT \(=7.894253275252,1\)
```

Z=1.022522
R=0

```
TV 7

OPTIMUM VALUES OF PARAMETERS
\(9.861037,-1 \quad 1.468548,1 \quad 1 \quad 9.205341,-1 \quad 1.210259,11\)
SYSTEM DYNAMICS TIME CONSTANT \(=1.368517, \ldots, \quad\) GAIN \(=1.468548, \ldots 1\)
DISTUREANCE ORDINATE \(=1.210259,-1 \quad\) SLOPE \(=9.861037,-1\)

INVERTED (COVARIANCE) MATRIX
\begin{tabular}{rrr}
\(9.315646,-13\) & \(8.550022,-16\) \\
\(8.550022,-16\) & \(4.751862,-16\) \\
\(-5.607506,-16\) & \(-2.611110,-17\) \\
\(-8.131704,-16\) & \(-1.956710,-16\)
\end{tabular}
\begin{tabular}{rrr}
\(-5.607506,-16\) & -8.131704, & -16 \\
-2.611119, & -17 & -1.956719, \\
4.129940, & -16 & -1.719135, \\
-1.719135, & -16 & 5.260066,
\end{tabular}

DIAGONAL MATRIX OF NORMALITING SIGMAS
\begin{tabular}{ccccccc}
1.036081, & 6 & 0.000000, & 0 & 0.000000, & 0 & 0.000000, \\
0.000000, & 0 & 4.587416, & 7 & 0.000000, & 0 & 0.000000, \\
0.000000, & 0 & 0.000000, & 0 & 4.920714, & 7 & 0.000000, \\
0.000000, & 0 & 0.000000, & 0 & 0.000000, & 0 & 4.360180,
\end{tabular}
\begin{tabular}{rrr} 
CORRELATION MATRIX \\
1.000000, & 4.063767, & -2 \\
4.063767, & -2 & 1.000000 \\
-2.858850, & -2 & -5.894172, \\
-3.673495, & -2 & -3.913821,
\end{tabular}
\[
\begin{array}{rrrr}
-2.858850, & -2 & -3.673495, & -2 \\
-5.894172, & -2 & -3.913821, & -1 \\
1.000000, & -3.688439, & -1 \\
-3.688439, & -1 & 1.000000 &
\end{array}
\]
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MATRIX OF EIGENVALUES AND EIGENVECTORS. EXAMPLE?.

\subsection*{5.10. Conclusions.}

In this Chapter a novel method of estination of parameters or a first order system has been described. The method consist in identifying a nonstationary disturbance, assumed to contemi ate the output only, from the input and output readings; the parameters of the combined model are then estinated by minimizing the sum of squares of the quasi-residuals in such a way that, at the same time, their covariance matrix is made to approach the diagonal matrix.

The examples illustrate the technique and show it to be quite satisfactory. The drawback of the nethod, discussed in the Appendix D, is that the starting value of the parameter \(\delta\) must be reasonably close to its true value if convergence to the minimum is to be obtained.

\section*{CHAPTER 6.}

\section*{APPIICATION OF TEE NETHOD TO ESTIMATION OF EOILER}

\section*{DYNANICS.}

\subsection*{6.1. Introduction}

This Chapter describes briefly the tests carried out in support of this project, analysis of test results, and application of the method, described in Chapter 5, to estimation of boiler dynamics.

\subsection*{6.2. Description of plant.}

The testis on a boiler-turbogenerator unit vere carried out at Croydon 'B' and Northfleet Generating Stations of the Central Electricity Generating Board. The full description of a boiler and its operation would merit more than one craptexfana is, therefore, outside the scope of the thesis. It might be helpful, hovever, to give a simple picture of processes occurring in a typical boiler, and factors goveming the boiler response (foran et al.,I968).

In a typical boiler, new coal is fed to mills where it is ground and dried by hot primary air. It is then carried by the air stream to burners where it ignites, the remaining air required for combustion being. supplied as secondary air. Steam is generated in the waterwalls of the furnace, mainly
by radiation and superheated to the final required temperatur in the superheater which may be both radiative and convective Heat is recovered from the hot gases by an economiser, which heats the feedwater, and the air heater which heats both the primary and secondary air. The coal flov into the furnace is, at least transiently, mainly controlled by varying the primery air flow. This varies the pickup of coal in the mills, drawing on the ground coal stored therein. The raw coal feed is then adjusted to maintain the storage. The response in heat release to primary air-flow changes is rapid, being typically for large drum-type boilers a dead lag of about 5-10 sec., corresponding to the transport time from the mills to the burners.

The response of steam generation to heat release, manifest as pressure or steam flow changes,is approximately a single lag, typically of about 5 minutes, \(d \in p \in n d e n t\) on the thermal inertia of the boiler. The response of the. temperature of the steam leaving the superkeater to heat absorption is slower still, and is more complex, but the simplest approximation is a single lag of about 10 min .

The boilers at Croydon B Generating Station are Simon-Carv tri-drum with twin natural circulation and pulverized fuel firing. They supply steam at 625 psi and 875 deg . F at the
boiler stop valve, each boiler being rated at 320,000 Ibs/hour at maximum continuous rating, equivalent to approximately 35 NW generated. Each pair of boilers supply one of the four main steam receivers which are interconnected Except for automatic control of drum water level, no other automatic control systems are provided.

The Northfleet Generating Station is provided with six Foster Wheeler boilers having each evaporative capacity of \(860,000 \mathrm{lbs} /\) hour, at a pressure of \(1600 \mathrm{lb} / \mathrm{sq}\) in and temp. of 543 deg.C. at the superheater outlet. Each boiler is singl drum, natural circulation and has a water tube radiant furnace radiant superheater, primary and secondary convection superheater, reheater and economizer. Each boiler is associated witr a separate turbine. Automatic control of drum pressure and steam outlet temperature is provided. The control of drum pressure is effected by verying the flow of mixture of pulverized coal and hot air by means of dempers. Steam temperature is controlled by varying the moist ure of steam from the drum.
6.3. Description of the tests.

The tests at Croyaion 'B', carried out in Narch 1965, consisted in running the boiler at low output ( 20 NW) with governor valve locked, and recording drum pressure,
megawatts output and final steam temperature. There was no provision for directly measuring the steam flow, and the tests were regarded as necessary to obtain some rough idea about the behaviour of the processes. The various transduces had been installed previously in connection with the boiler optimization project (Moran et al.,1968). The analogue outputs of the transducers were scanned every 10 seconds and recorded on a 5-hole tape by means of the equipment shown in Fig.6.1. Two tests, of 6 hours duration each, Were carried out . However, as the moist coal blocked one of the mills during one tests, the results of only one test could be used for the analysis.

The tests carried out at Northfleet in Oهtober 1965, comprised recording, at full output ( 120 MW ) of boiler pressures, steam temperature, throttle valve movement, and movement of the coal feed damper when it was in operation. Two six hour tests vere carried out with manual control of the dampers, and two six-hour tests with automatic control of the dampers. Automatic temperature controllers were out of action during the tests.

The various transducers hac been installed before for dynamic boiler trials (Williams and Dart,1967). The analogue outputs of these transducers were sampled every 15 seconds
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and recorded on a 5 -hole tape by means of the equipment shown in Fig.6.2.

The discussion of the transducers and data logeing equipment is considered to be beyond the scope of this Chapter.

\subsection*{6.4. Data processing.}

The test results were punched on a five-hole tape in a special C.E.G.B. code. As a result, a data translation proced ure had to be developed to enable the analysis to de made on the Iondon University Atlas computer.

It is not intended to go into details of the translation program which, in theory, should form a simple "look-up" table. It turned out, however, that the data logging equipment shown in Figs, 6.1. and 6.2, although expensive, was not entirely free from errors. As a result, what should have been a simple procram, it became an elaborate procedure, adaptively learning such possible faults as missing of a scan, and correcting the translated data in a proper maner. Fig.6.3 illustrates a new fault.found by the translation program, and FiE.6.4. shows that the program hes completed translation after having recognized a type of fault.
DSC43EN1, RDDZINSKI NORTHFLEET TEST 3 NORO11 AOGUST66
DATE 34.08 .66
TIME 11.08.42
SERIAL NIMMER \(\quad 0521554\) START OF THEDATA \(\square, \square\)150
CHANNELSEPARATIONG11= ..... 54
CHANNEL SEPARATIONVIE \(=69\) ..... 1
CHANNEL SEPARATIONEII \(\square 77\)
CHANNELSSEPARATIONSI= 78
CHANNEL SEPAPATION IT= ..... 89
CHANNEL SEPARATION ..... 92
CHANNEL SEPARATION I' = ..... 98
CHANNEL SEPARATION I'= ..... 99
GHANNEL SEPARATION IV ..... 102
CHANNEL SEPARATION IT= ..... 105
CHANNEL SEPARATION JI= 124
CHANNEL SEPARATION \(1: 131\)
CHANNEL SEPARATION \(I^{\prime}=148\)
CHANNEL SEPARATION \(I^{\prime}=148\)
CHANNELSSEPARATION II= 154
CHANNEL SEPARATION \(I^{\prime}=158\)
CHANNEL SEPARATION IT=165
CHANNEL SEPARATION \(1=166\)
ITHANNELSSEPARATION \(T=226\)
CHANNEESEPARATION \(11=312\)
FAUETYESCANHING
\(Q=3 \quad I=1447\)
DATA TAPES FAULTY
FIG. 6.3
ILLUSTRATING FAULT IN TAPE
NOT ALLOWED FOR IN PROGRAM
```

00.03.06
UC.U8.06
11.35.00
OUTPUT }
DSC43EP1; RUDZINSKI NORTHFLEET TEST 1 NOR010 JULY66

```

AMA 16 DEC 1965 \(\qquad\)

5: HEADING FOR ROUTINE 1
6: START OF CHAPTER O
253: START OF ROUTINE 1
282: END OF ROUTINE
PROGRAMME ENTERED
START OF THE DATA
FIRST CHARACTER VALUE O (61) \(I^{\prime \prime}=225\)
FIRST CHARACTER VALUE O \((61) \quad 1{ }^{\prime}=334\)
FIRST CHARACTER VALUE O (61) \(\quad I^{1=} 343\)
FIRST CHARACTER VALUE O \((61) \quad I^{\prime}=346\)
FIRST CHARACTER VALUE O \((61) \quad I^{\prime}=515\)
FIRST CHARACTER VALUEO (61) \(\boldsymbol{1}^{\prime}=533\)
FIRST CHARACTER VALUE O (61) \(1^{\prime}=-553\)
FIRST CHARACTER VALUEO (61) \(I^{\prime}=586\)
FIRST CHARACTER VALUEO (61) \(\quad 1^{1}=650\)
FIRST CHARACTER VALUE O \((61) \quad 1^{\prime}=715\)
FIRST CHARACTER VALUEO (61) \(1^{1}=751\)
FIRST CHARACTER VALUE O \((61) \quad 1^{\prime}=878\)
FIRST CHARACTER VALUEO (61) I' \(=1020\)
FIRST CHARACTER VALUE \(0^{(61) \quad I^{\prime}=1053}\)
FIRST CHARACTER VALUE O \((61) \quad I^{\prime}=1185\)
NUMBER OF READINGS \(=1256\)
DATA TAPES IN ORDER

FIG 6.4

\section*{illustrating}

FAULT IN

\subsection*{6.5. Scaling of the recorded data.}

All quantities were recorded as three-digit integers in th range 0-999. The scaling factors to be applied to the record tings \(\theta\) were as follows.
a) Croydon Test.

Drum pressure \(\theta \times \frac{250}{1000}+550\) p.s.i
Power output
\(\theta \times \frac{10}{1000} \mathrm{MW}\)
Steam temperature. \(\theta \times \frac{312}{1000}+700 \circ \mathrm{~F}\)
b) Northfleet Test

Steam flowrate \(83.2 \sqrt{0.0456(\theta-207)+17} \mathrm{klb} / \mathrm{hr}\)
Drum pressure \(0.284(\theta-212)+1620\) p.s.1.
Steam temperature \(0.398(\theta-2165)+980^{\circ} \mathrm{F}\).

\subsection*{6.6. Analysis of the data.}

The analysis of the data comprised
a) obtaining sample correlation functions, by using the formulae quoted in the thesis,
b) investigation of the behaviour of mean square values, as discussed in Chapter 5.

Figs.6.5-6.6. show sample correlation functions of arum pressure and final steam temperature., relating to Croydon test, and calculated for each quarter (l hour recording) of the total recorded data.



\(F I G=6.6\).
CROYDON TEST
AUTOCORRELATION FUNCTION OF FINAL STEAM TEHPERTURE-
CURVE A: FIRST HALF
curve B: second half
CURVE C, TOTAL SERIES ( 1900 READINGS)
SAMPLING. INTERVAL: 10.5 ECONOS


FIG. 6.7.


FIG, 6.8
AUTO CORRELATION FUNCTION OF FINAL STEAM
TEMPERATURE. TESTA.


Figs.6.7,6.8 and 6.9 show, respectively, sample correlation functions of steam flowrate, final steam temperature and drum pressure, calculated for various quarters ( 90 minutes records) of the total recorded data.

The plots show a nonstationary behaviour of the processes. Analysis of mean square value shows that typical values of mean square and its second difference are as follows:
a) temperature (Test 3)
mean square value \(\quad 6.33 \times 10^{4}\)
second difference \(\quad 6.63 \times 10^{2}\)
b) drum pressure (Test 4)
mean square value \(1.56 \times 10^{5}\)
second difference \(1.72 \times 10^{3}\)
c) steam flovirate (Test 2).
mean square value \(\quad 3.22 \times 10^{5}\)
second difference \(\quad 3.41\)
The results sugcest that the processes can be represented by a second order model developed in Appendix \(C\).
6.7. Estimation of steam flow-drum pressure and steam flow
steam tempereture cynamics.
Analysis of boiler equations (Evans and Fry, 1964)
shows that both these relationships can be represented by a first order lag with negative gain. They represent a second order effects of the variations inf team flowrate about mean operating point, the temperature and pressure being established by heat release.

Attempt has been made to estimate these small negative variations by supposing that the main process, ide. relation between heat release and temperature, and between heat release and drum pressure, acts as a big disturbance (about \(95 \%\) of the output) opposing the negative relation between steam flow and temperature, and between steam flow and drum pressure, respectively. The input-output relation of Chapter 5 was used and. each of the two dynamic relationships was estimated, using this model, fromthe test results of two tests. Figs. 6.10-6.13 illustrate the estimation procedure of steam flow to drum pressure dynamics. Figs.6.14-6.17 illustrate the estimation of steam flow to steam temperature. dynamics.

The results seem to indicate that
a) for the steam flow to drum pressure dynamics the gain is of the order of \(8 \times 10^{-4}\) and the time constant is of the order of \(20 \times 15=300 \mathrm{sec}\) onds.
```

00.00.27
OUTPUT: }
12.04.67 03.15.28
DSC22EE1, RUDZINSKI STEAM FLOW/DRUM PRESSURE TZ NORS42A(5) MARCH 67

```

AlEST 1 MEAN 9.917033 , 1 o
TAN SOUARE \(=7.18880524, \quad 4 \quad\) COV \((0)=6.201829, \quad 4 \quad \operatorname{COV} .(1)=5.588789, \quad 4 \quad \operatorname{COV} .(2)=4.617712\),
MEAN SQUARE \(=7,18880524, \quad 4, \operatorname{COV},(0)=6.201829, \quad 4 \quad \operatorname{COV} \cdot(1)=5.588789\)
\(\operatorname{COR} .(1)=9.011518, \quad-1 \quad \operatorname{COR},(2)=7.445706, \quad-1 \quad \operatorname{SUM} \quad E T A=2.875604, \quad 7\)
STAGE RESULTS
\(F^{\prime}=2.34280418, \quad 5 \quad M 1=90\)
    \(9.860544,-1 \quad-8.692880,-4 \quad 9.453797,-1 \quad 9.987840,-1 \quad T=1.7804, \quad 1\)
MEAN \(=5.534645511317 \quad\) COR. (1) \(=3.461770, \quad-2 \quad\) COR. \((2)=7.177395, \quad-2\)
\(\operatorname{COV.(0)}=5.549911931986,2 \quad \operatorname{COV} .(1)=1.921251951379, \quad 1 \quad \operatorname{COV} .(2)=3.98339107 .0656, \quad 1\)
MEAN SGUARE \(=5.85640734,2\)
RATE OF CHANGE OF VARIANCE PRECEDING=2.170266693821, \(1 \quad\) CURRENT \(=0.000000000000,0\)
```

Z=1.000000
R=0
TI=7

```
OPTIMUN VALUES OF PARAMETERS
    \(9.860544,-1 \quad-8.692880,14, \quad 9.453797, \quad-1 \quad 9.987840,-1\)
SYSTEM DYNAMICS TIME CONSTANT= \(1.780352, \quad 1 \quad\) GAIN \(=-8.692880^{\circ},-4\)
DISTUREANCE ORDINATE \(=9.987840,-1 \quad\) SLOPE \(=9.860544,-1\)

FIG. \(6 \cdot 10\)
ESTIMATION OF STEAM FLOW TO DRUM. PRESSURE. DYNAMICS TEST2.
\begin{tabular}{rl} 
INVERTED (COVARIANCE) MATRIX, \\
\(2.312186,-10\) & \(-4.897563,-12\) \\
\(-4.897563,-12\) & \(2.761013,-12\) \\
\(-6.847243,-12\) & \(-1.037585,-12\) \\
\(-4.725473,-12\) & \(-1.004540,-12\)
\end{tabular}


ITERATION
\begin{tabular}{|c|c|c|c|}
\hline \(9.998434,1\) & 1].000000, & \(7.242331,-18\) & 2.138208,-18 \\
\hline 0.000000, & \(9.997625,-1\) & \(1.546143, \%-29\) & -6.877070, -18 \\
\hline 7.242331,-18 & \(1.546143,-29\) & 1.000191 & 0.000000 \\
\hline \(2.138608,-18\) & \(-6.877070,-18\) & \(0 \cdot 000000, \% 0\) & 1.000204 \\
\hline
\end{tabular}

\section*{eigenvalues}

FIG. 6.11.

DSC2つEB1, RUDZINSKI STEAM FLOW/DRUM PRESSUEE T3 NOR543A(1) MARCH 67
\((G) \quad(g)\)
```

ESTAGERESULTS
F''=2.33752063, 5, 5, M'= 94

```

```

    MEAN=5.748088887907 COR.(1)=7.767915, - C COR,(2)= - CO.983663, - - - CO
    ```



```


# 

```

```

\#N

```

```

    T'=7
    \square
OPTIMUM VALUES OF PARAMETERS

```

```

    SYSTFM DYNAMICS_ TIME CONSTANT= 2.346602, 1, GAIN=-8.692880, -4
    ```

FIG. 6. 12.
ESTIMATION OF STEAM FLOW TO DRUM PRESSURE DYNAMIES
TEST3.
\begin{tabular}{|c|c|c|c|}
\hline 2.089435, -10 & -4, 287859, -12 & \(-6.213936,-12\) & -4.156194, \\
\hline -4.2878.59,-12 & 2.551960,.-12 & -9.702686, -13 & -9.514557, \\
\hline -6.213936. -12 & 9.702686,-13 & 2.784901, -12 & -5.217420, \\
\hline -4.156194,-12 & -9.514557,-13 & \(-5.217420,-13\) & 3.007818, \\
\hline
\end{tabular}

DIAGONAL MATRIX OF NORMALIZING SIGMAS
\begin{tabular}{|c|c|c|c|c|}
\hline 6.918080 . & 4 & \(0.000000,0\) & 0.000000 .0 & 0.000000 \\
\hline 0.000000 & 0 & \(6.259837,5\) & 0.000000 .0 & 0.000000. \\
\hline 0.000000 & 0 & 0.0000000 & \(5.992322,5\) & 0.000000. \\
\hline 0.000000 , & 0 & 0.00000000 & 0.000000 & 5.765995. \\
\hline
\end{tabular}

CORRELATION MATRIX
\begin{tabular}{|c|c|}
\hline 1.00000 & 1.856903, \\
\hline -1.856903, & -1 1.000000 \\
\hline -2.576010, & -1 -3.639571. \\
\hline -1.657890 & -1 -3.434202, \\
\hline
\end{tabular}
\begin{tabular}{rrrr}
-2.576010, & -1 & -1.657890, & -1 \\
-3.639571, & -1 & -3.434202, & -1 \\
1.000000, & -1.802707, & -1 \\
-1.802707, & -1 & 1.00000 &
\end{tabular}
\begin{tabular}{lllllllll} 
CURRENT MATRIX OF EIGENVFCTORS & & & & \\
8.484203, & -1 & 3.6241 .87, & -1 & -3.840710, & -1 & -3.640360, & -2 \\
-4.100105, & -1 & 4.379536, & -1 & -5.653657, & -1 & 5.594537, & -1 \\
-5.380619, & -2 & 7.815820, & -1 & 6.209912, & -1 & -2.458623, & -2 \\
3.189328, & -1 & -2.568637, & -1 & 3.836940, & -1 & 8.276967, & 1
\end{tabular}

ITERATION
\begin{tabular}{rrrrrr}
1.045299, & 0.000000, & 0 & -4.127667, & -23 & \(-7.278016,-15\) \\
0.000000, & 1.129540, & -3.728128, & -14 & 1.271671, & -22 \\
\(-4.127667,-23\) & \(-3.728128,-14\) & 6.535135, & -1 & 0.00000, & 0 \\
\(-7.278016,-15\) & \(1.271671,-22\) & 0.00000, & 0 & 1.171647 &
\end{tabular}

\section*{ElGENVALUES}

FlG. 6.13
ESTIMATION OF STEAM FLOW TO DRUM PRESSURE DYMAMISS TEST3.

OUTPUT 0
\(23.04 .67 .10 \cdot 20.12\)
QSC22EE1, RUDZINSKI STEAM FLOW/TEMPERATURE T4 NOR534A(5) MARCH 67


FIRST MEAN \(=1.053770,2\)
START
MEAN SQUARE \(=9.19492415, \quad 4 \quad \operatorname{COV},(0)=8.080398, \quad 4, \quad \operatorname{COV},(1)=6.827251, \quad 43 \quad\) COV. \((2)=5.418149, \quad 4\) \(\operatorname{COR},(1)=8.449151,-1 \quad \operatorname{COR},(2)=6.705300,-1 \quad\) SUM ETA \(=3.678046, \quad 7\)

STAGE RESULTS
\(F 1=9.44193991, \quad 4 \quad M 1=112\)
\(9.860544,-1^{\prime} \quad-3.841040,4 \quad 9.261731, \quad-1 \quad 9.737993,-1, \quad T=1.3039, \quad 1\)
MEAN \(=2.634759570893\). COR.(1) \(=4.920410,-2\)

COR. \((2)=3.536004,-3\)
Cov, \((0)=2.290798996443,2\) COV.(1) \(=-1.127167124519\), CoV. \((2)=-8.100273810909, \quad-1\) MEAN:SGUARE \(=2.36047246,2\)

RATE OF CHANGE OF VARIANCE PRECEDING \(=4.136272594347,-1 \quad\) CURRENT \(=3.454622766017\)
\(z=1.007506\)
\(R=0\)
TIE 8
- OPTIMUM VALUES OF PARAMETEÖS
9.860544, - 1
\(-3.84104 n,-4 \quad 9.261731,-1 \quad 9.737993,-1\)
SYSTEM DŸNAMICS TIME CONSTANT \(=1.303881, \quad 1, \quad\) GAIN \(=-3.841040, \quad-4\).
DISTUREANCE ORDINATE= \(9.737993,-1 \quad\) SLOPEE \(9.860544,-1\)
FIG. 6. 14.
ESTIMATION OF STEAM FLOW TO STEAM TEMPERATURE DYNAMICS TEST 4.

1
CURRENT MATRIX OF EIGENVECTORS


\section*{ITERATION}


\section*{eigenvalues}

FIG. 6.15.
ESTIMATION OF STEAM FLOW TO STEAM TEMPERATURE DYNAMICS
\(\begin{array}{llll}00.02 .4012 .04 .67 & 05.02 .37\end{array}\)
DSC22EE1, RUDZINSKI STEAM FLOW/TEMPERATURE TS NOR 533A(4) MARCH 67
(G)

GUESSES
\[
\begin{array}{cccccc}
8.000000,-1 & -1.000000, & -2 & 6.000000, & -1 & 9.000000,-1
\end{array}
\]

FIRST MEAN \(=1.062175, \quad 2\)
(ф)
( \(\delta\) )
\[
A^{\prime}=1 \quad M I=0 \quad S I=0
\]
\(\qquad\)
\(\qquad\)

MEAN SQUARE \(=9.49735330, \quad 4 \quad \operatorname{COV}(0)=8.363655, \quad 4 \quad \operatorname{COV},(1)=7.050390, \quad 4 \quad \operatorname{COV} .(2)=5.592658, \quad 4\)
\[
\operatorname{COR} .(1)=8.429795, \quad-1 \quad \operatorname{COR},(2)=0.686859,-1 \quad \text { SUM } \quad E T A=3.79 .8942, \quad 7
\]

STAGE RESULTS
\[
\begin{aligned}
& Z=1.005683 \\
& T_{I}=6
\end{aligned}
\]

OPTIMUM VALUES OF PARAMETERS
\[
\text { FIG. G. } 16
\]

ESTIMATION OF STEAM FLOW TO STEAM TEMPERATURE DYNAMICS TEST 3.
\[
\begin{aligned}
& 9.860544,-1 \quad-3.764210,-4 \quad 9.399807,-1 \quad 9.741889, \quad 1 \\
& \text { SYSTEM DYNAMICS TIME CONSTANT }=1.615615,1 \quad \text { GAIN=-3.764219, }-4 \\
& \text { DISTURbANCE ORDINATE }=9.741889,-1 \quad \text { SLOPE }=9.860544,-1 \text {. }
\end{aligned}
\]
\[
\begin{aligned}
& \begin{array}{l}
M E A N=2.640907763750 \quad \operatorname{COR} \cdot(1)=4.029480, \quad-2 \quad \operatorname{COR},(2)=3.293044, \quad-4 \\
\operatorname{COV}(0)=2.136159219677, \quad 2 \quad \operatorname{COV},(1)=-8.607611231855 \quad(2)=-7.034467057776, \quad-2
\end{array} \\
& \text { MEAN SqUARE }=2.20648568, \quad 2 \\
& \text { RATE OF CHANGE OF VARIANCE PRECEDING }=2.467473523705, \quad 1 \quad \text { CURRENT }=2.925607306894
\end{aligned}
\]

INVERTED (COVARIANCE) MATRIX
\(1.143475,-9,-2.985362,-11\)
\(-2.985362,-11,1.365080,-11\)
\(-3.967433,-11\)
\(-2.770582,-11\)
\(-3.967433,-11\)
\(-4.724625,-12\)
\(1.486773,-11\)
\(-2.460040,-12\)



DIAGONAL MATRIX OF NORMALITING SIGMAS
\begin{tabular}{llllllll}
2.957241, & 4 & 0.000000, & 0 & 0.000000, & 0 & 0.000000, & 0 \\
0.00000, & 0 & 2.706572, & 5 & 0.000000, & 0 & 0.000000, & 0 \\
0.000000, & 0 & 0.000000, & 0 & 2.593448, & 5 & 0.000000 .0 \\
0.000000, & 0 & 0.000000, & 0 & 0.000000, & 0 & 2.513244, & 5
\end{tabular}

CORRELATION MATRIX
\begin{tabular}{rrrr}
1.000000, & -2.389479, & -1 \\
-2.389479, & -1 & 1.000000 & -1 \\
-3.042203, & -1 & -3.316382, & -1 \\
-2.059468, & -1 & -3.214277, & -1
\end{tabular}
\begin{tabular}{rrrr}
-3.042803, & -1 & -2.059468, & -1 \\
-3.316382, & -1 & -3.214272, & -1 \\
1.000000 & -1.603446, & -1 \\
-1.603446, & -1 & 1.000000 &
\end{tabular}

\[
\begin{array}{rr}
-7.086997, & 1 \\
-5.154664, & -2 \\
-5.930163, & -1 \\
3.787076, & -1
\end{array}
\]

FIG. 6.17.
b) for the steam flow to steam temperature dynamics the gain is of the order of \(4 \times 10^{-4}\)
and the time constant is of the order of. \(15 \times 15=225\) seconds.

These results are in agreement with the corresponding results obtained by Williams and Dart (1967) during dynamic boiler trials.

\section*{1. CONCIUSIONS.}

The results of tests described in Chapter 6 confirm a highly nonstationary behaviour of the processes encountered in boile plant operation. It is shown that they can be represented by nonstationary models developed in the thesis.

The nonstationary estimation procedure can be applied to the particular examples of boiler aynamics considered only becarse of the negative relationships relating steam flow and temperature or pressure, which makesit possible to differentiate between the characteristics of the big disturbance and small dynamic relationship.

The instability relating to the parameter expressing the initial state of the system dynemics, showed itself when starting values of this parameter, very aifferent from the true value, were assumed. It was then necessary to increase gradually the starting value until progress in the iterations could be obtained. This is vadoubtedly, a big drawback of the method presented.

The method was discussed with relation to a single lag. only, because this was to be the ultimate application of the method. Simulated studies with double exponential cynamics have, however, been made and the estimetion procedure was shown to be satisfactory.
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\section*{Estimation.}

\section*{A.1.Introduction.}

In simplest terms, the problem of estimation can be formulated as follows. Given a sample of \(n\) observations, \(x_{1}, \ldots, x_{n}\), taken at random from a parent population, and assuming as a working hypothesis that the population is distrib uted in a form which is completely determinate except for values of some parameters \(\theta=\left\{\theta_{i}\right\}, i=1,2, \ldots, p\).
it is required to determine, with the eid of the observations, numbers which can be taken as the values of the parameters \(\theta\), or a range of numbers which can be taken to include these values.

Since observations are random variables, any function of the observations alone, called a statistic, is also a rendom variable. Therefore, if a statistic is used to estimate the parameters \(\theta\), the estimated values may on occasion differ considerably from the true values of \(\theta\). Therefore, a method of estimation, or an estimator, is regarded as generating a distribution of particular values, or estimetes, and the merit of such a method are judged by the properties of this sampling distribution. The required properties axe consistency, unbiassedness,minimum variance, efficiency and sufficiency.

The discussion of these properties and of the estimators, given below, is based on Kendall and Stuart(IC61), Cramér (1946), Plackett(1960) and Deutfich (1965).
A.2. Desired properties of estimators.
A.2.1. Consistency.

This property requires that the estimator should give more and more accurate values of estimates as the number of observations in the sample increases. In other words, the variance of the sampling distribution of the estimator should decrease, and the central value of the distribution should tend to the true value \(\underline{\theta}\) as the sample size increases.

Stated more formally, an estimator \(t_{n}\) computed from a samplefor \(n\) values, is said to be a consistent estimator of \(\theta\) if, for any positive \(\underline{E}\) and \(\boldsymbol{\eta}\), however small there is some \(N\) such that the probability \(P\) that \(\left|\underline{t}_{n}-\underline{\theta}\right|<\underline{\varepsilon}\) is given by
\[
\begin{equation*}
P\left\{\left|t_{n}-\underline{\theta}\right|<\varepsilon\right\}>I-n I, n>N \tag{AMI}
\end{equation*}
\]

\section*{A.2.2. Unbiassedness.}

This criterion requires that the central value of the sample ing distribution should tend to the true value \(\theta\) for all sample sizes, not merely large. In other words, an estimator \(t_{n}\) is unbiassed if
\[
E\left\langle t_{n}\right\rangle=\underline{\theta}
\]

It should be noted that consistent estimators are not necessari my unbiassed.

\section*{A.2.3. Minimum variance.}

If there exisfmore than one unbiassed consistent estimators of parameters, this further criterion chooses among them the one with the smallest sampling variance. :

The variance of an estimator \(t\) of a function \(\boldsymbol{\gamma}(\underline{\theta})\) \(\left[\underline{\theta}=\left\{\theta_{1}, \ldots, \theta_{p}\right\}\right]\) is related to the likelihood function \(L\) through the well known Cramér-Rao inequality
\[
\operatorname{var}[t] \geqslant \sum_{i=1}^{p} \sum_{j=1}^{p} \frac{\partial r}{\partial \theta_{i}} \frac{\partial r}{\partial \theta_{j}} I_{i j}^{-1}
\]
where the matrix I to be inverted is given by
\[
\begin{equation*}
\left.\left\{I_{i j}\right\}=\left\{E<\frac{1}{L} \cdot \frac{\partial L}{\partial \theta_{i}} \cdot \frac{\partial L}{\partial \theta_{j}}\right\rangle\right\} \tag{A.4}
\end{equation*}
\]
and the Likelihood Function \(L\) of sample of \(n\) independent observations is defined as the joint frequency function of the observations
\[
L\left(x_{1}, \ldots, x_{n} \mid \underline{\theta}\right)=f\left(x_{1} \mid \theta\right) \ldots \ldots f\left(x_{n} \mid \underline{\theta}\right)
\]
assuming the existence of the first two derivatives of \(L\) with respect to \(\theta\) for all \(\theta\), as well as the independence of the
range of variation of \(x\) of the \(\boldsymbol{\theta}\).
The smallest possible variance attainable by an estimator, corresponding to the equality sign in (A.3), is called the minimum variance bound. The estimator which attains this variance is then referred to as the Ninimum Variance Bound Estimator.

It may be shown (Kendall and strart,1961) that if a minimum variance bound estimator exists it is always unique (irrespective of whether any bound is attained) and that the minimum variance bound is attained when
\[
\begin{equation*}
\frac{\partial \log L}{\partial \underline{\theta}}=A(\underline{\theta}) \cdot[t-\gamma(\hat{\theta})] \tag{A.6}
\end{equation*}
\]
where \(A(\theta)\) is independent of observations.
If the relation (A.6) is not satisfied, then the best attainable variance may be greater than the minimum variance bound. The estimator of \(\boldsymbol{f}\) (olwhich, under these conditions, has uniformly in 0 Omaller variance than any other estimator, is the called a Minimum Variance Estimator.

\section*{A.2.4. Efficiency.}

The criterion of efficiency is concerned with large sample properties of estimators. Since most of the estimators are asymptotically normelly distributed in virtue of the Central

Limit Theorem (Cramér,1946), the large sample distribution of an estimator depends only on its mean and variance. However, as a consistent estimate is asymtotically unbiased, it is the variance of the asymptotically normal distribution which discriminates between consistent estimators of the same parametric function.

An estimator which in large samples attains minimum variance is called efficient. The efficiency of any other estimator, relative to the efficient estimator, is defined as the reciprocal of the ratio of sample numbers required to give the estimators equal sampling variances. The criterion of e efficiency chooses an estimator with greater efficiency, other properties being equal.

\section*{A.2.5. Sufficiency.}

An estimator \(\underline{t}\) of \(\underline{\theta} \quad\left(\underline{\theta}=\left\{\theta_{1}, \ldots, \theta_{\rho}\right\}\right)\) is said to be a jointly sufficient statistic for \(\theta\) if the Likelihood function \(I\) of the observations can be represented as a product of two factors, one of which is a function of the observations alone,i.e.if
\[
L\left(x, \ldots, x_{n} \mid \theta\right)=g(\underline{t} \mid \underline{\theta}) \cdot p\left(x_{1}, \ldots, x_{n}\right)
\]
where
\[
\begin{aligned}
& t=\left\{t_{1}, \ldots, t_{s}\right\} \\
& \theta=\left\{\theta_{\theta}, \theta_{2}, \ldots, \theta_{p}\right\}
\end{aligned}
\]
is the vector of estimators, is the vector of parameters.

Under these conditions the estimator \(t\) contains all the information in the sample, and the sufficient statistic is unique. A point to observe, however, is that, whereas individval sufficiency of the components of the vector \(t\) implies joint sufficiency of the estimator \(t\), the converse is not necessarily true.

It can be shown that a Minimum Variance Bound Estimator can only exist if there is a sufficient statistic. In general, irrespective of the attainability of any variance bound, the minimum variance unbiassed estimator of \(r(0))_{1}\) always a function of the sufficient statistic, if one exists.

It can be shown also that the class of distributions in which sufficient statistics exist for the parameters \(\boldsymbol{\theta}\) belongs to the exponential family of distributions defined by
\[
\begin{equation*}
f(x \mid \underline{\theta})=\exp \{A(\underline{\theta}) B(x)+C(x)+D(\theta)\} \tag{A.8}
\end{equation*}
\]

\section*{A.Z. Maximum Likelihood Estimation.}

As stated in the preceding section, the Likelihood Function I of \(n\) independent observations from the same distribution is defined as the joint probability of the observations regarded as a function of the set of parameters \(\underline{\theta}=\left\{\theta_{1}, \ldots, \theta_{\rho}\right\}\)
\[
\begin{equation*}
L(x \mid \theta)=f\left(x_{1} \mid \underline{\theta}\right) \cdot f\left(x_{2} \mid \theta\right) \ldots f f\left(x_{n} \mid \theta\right) \tag{A.9}
\end{equation*}
\]

The maximum likelihood estimation of the set of parameters \(\mathcal{O}\) : consists in choosing that set \(\hat{\boldsymbol{\theta}}=\left(\hat{\theta}_{1}, \ldots, \hat{\theta}_{p}\right)\) of the \(c_{2}\) admissible values of the parameters \(\theta\) which makes the likelihood function an absolute maximum. It is usually simpler to employ the logarithm of the likelihood function rather than the function itself. If the range of the frequency function \(f(x \mid \theta)\) does not depend on the set of parameters \(\underline{\theta}\), and if the set of the parameters \(\boldsymbol{\theta}\) may take any set of values in the pdimensional space, then the logarithm of the function and the function will have the maxima together. Under these colditions the local turning point will be given by the roots of the set of equations
\[
\begin{equation*}
\frac{\partial}{\partial \Theta_{i}} \log L(x \mid \theta)=0 \tag{A.10}
\end{equation*}
\]

A sufficient condition that any of these stationary values be
a local maximum is that the matrix
be negative definite.
The solutions of the equations (A.10) are the set of \(p\) maximum likelihood estimates

If there exists a set of \(\boldsymbol{S}_{\wedge}\) statistics \(t_{1},,,, t_{s}\) which are jointly sufficient for the parameters \(\underline{\theta}=\left\{\theta_{1}, \ldots, \theta_{p}\right\}\), the set of maximum likelihood estimators \(\hat{\theta}=\left\{\hat{\theta}_{1}, \ldots, \hat{\theta}_{p}\right\} \quad\) will be a function of the sufficient statistics. If this is the case,
the likelihood function can be factorized into two factors, one of which is independent of the set of parameters \(\theta \theta=\left\{\theta_{1}, \ldots, \theta_{p}\right\}\), i.e.
\[
\begin{equation*}
L(x \mid \underline{\theta})=g(\underline{t} \mid \underline{\theta}) h(x) \tag{A.12}
\end{equation*}
\]
where
\[
t=\left\{t_{1}, \ldots, t_{s}\right\}
\]

If the regularity conditions mentioned in Section \(A .2 .3\). are satisfied then it may be shown (Kendall and Stuart,1961) that the likelihood equations have a unique solution if \(s=p\), and the this solution is a maximum of the likelihood function

Under these conditions the most general form of distribution (A.8), admitting a set of p jointly sufficient statistics, results in the logarithm of the likelihood function of the form
\[
\begin{equation*}
\log L=\sum_{j=1}^{p} A_{j}(\theta) \sum_{i=1}^{n} B_{j}\left(x_{i}\right)+\sum_{i=1}^{n} C\left(x_{i}\right)+n D(\underline{\theta}) \tag{A.13}
\end{equation*}
\]

The solutions \(\hat{\theta}=\left\{\hat{\theta}_{1}, \ldots, \hat{\theta}_{p}\right\}\) of the corresponding likelihood equations
\[
\begin{equation*}
\frac{\partial \log L}{\partial \theta_{r}}=\sum_{j=1}^{p} \frac{\partial A_{j}(\underline{\theta})}{\partial \theta_{r}} \sum_{i=1}^{n} B_{j}\left(x_{i}\right)+n \frac{\partial D(\underline{\theta})}{\partial \theta_{r}}=0 \tag{A.14}
\end{equation*}
\]
is a maximum if the matrix
\[
\begin{align*}
\left(\frac{\partial^{2} \log L}{\partial \theta_{r} \partial \theta_{s}}\right)_{\hat{\theta}}=\sum_{j=1}^{p} & \left(\frac{\partial^{2} A_{j}(\theta)}{\partial \theta_{r} \partial \theta_{s}}\right)_{\hat{\theta}} \sum_{i=1}^{n} B_{j}\left(x_{i}\right) \\
& +n\left(\frac{\partial^{2} D(\underline{\theta})}{\partial \theta_{r} \partial \theta_{s}}\right)_{\hat{\theta}} \tag{A.15}
\end{align*}
\]
is negative definite.
If there is not necessarily a set of \(p\) sufficient statistics for the p parameters, the likelihood function no longer has a unique maximum value and the joint maximum likelihood estimators \(\hat{\theta}=\left\{\hat{\theta}_{1}, \ldots, \hat{\theta}_{p}\right\}\) are chosen such that
\[
L(x \mid \hat{\theta}) \geq L(x \mid \underline{\theta})
\]

Such estimators are, under very broad conditions, consistent and converge in probability, as a set, to the true set of parameter values \(\underline{\theta}_{0}\)

If the range of the frequency function \(f(x)\) ( 0 does not depend on the set of parameters \(\underline{\theta}\), the estimators are asymptotically efficient and tend to a multivariate normal distribution with a covariance matrix whose inverse is given (Kendall and stiert,1961) by
\[
\begin{align*}
\left(V_{r s}^{-1}\right)=-E\left\langle\left(\frac{\partial^{2} \log L}{\partial \theta_{r} \partial \theta_{s}}\right)\right\rangle & =E\left\langle\left(\frac{\partial \log L}{\partial \theta_{r}} \frac{\partial \log L}{\partial \theta_{s}}\right)\right\rangle  \tag{A.17}\\
r & =1,2, \ldots, p \\
s & =1,2, \ldots, p
\end{align*}
\]

An important result proved by Kendall and Short(1961) is that the determinant \([D /\) of the covariance matrix \(D\) of any set of estimators, which is called the generalized variance, cannot be less than
in value asymptotically. Since, asymptotically, for the maximum likelihood estimators,
\[
\begin{equation*}
|D|=|v|=1 /\left|v^{-1}\right| \tag{A.18}
\end{equation*}
\]
it follows that the meximum likelihood estimators minimize the generalized variance in large samples.

As regards the bias, the maximum likelihood estimators are in geheral, biassed, although the bias will tend to zero-for very large samples, if the estimators have finite mean value.

\section*{A.4. Least Squares Estimation.}

\section*{A.4.1. The principle of Ieast Squares.}

The least squares method of estimation has been known for quite a long time, as it appears to have originated from Gauss (Plackett, 1949; Rosenbrock, 1965). The method in the present form has been mainly employed in situations in which observations are distributed with constant varience about (possibly differing) mean values, which are linear functions
in a finite number of unknown parameters, and in which the observations are uncorrelated in pairs.

The situation is then described as the linear model
\[
\begin{equation*}
y=x \underline{\theta}+E \tag{A.19}
\end{equation*}
\]
where \(\theta\) is a \((p \times I)\) vector of parameters,
y is an ( \(n \times 1\) ) vector of observations,
\(X \quad\) is an ( \(n \times p\) ) matrix of known coefficients,
\(\mathbb{E}\) is an ( \(n \times 1\) ) vector of error random variables whose mean and covariance matrix are respectively given by
\[
\begin{equation*}
E\langle\varepsilon\rangle=\theta \tag{A.20}
\end{equation*}
\]
and,
\[
\begin{equation*}
V(\underline{\varepsilon})=E\left\langle\varepsilon \varepsilon^{\top}\right\rangle=\sigma^{2} I \tag{A.2I}
\end{equation*}
\]

The Least Squares method selects simultaneously those values of Which minimize the scalar sum of squares
\[
\begin{equation*}
S=(\underline{y}-x \underline{\theta})^{\top}(\underline{y}-x \underline{\theta}) \tag{A.2.2}
\end{equation*}
\]
for variation in the components of \(\theta\).
The solution of equation (A.22), resulting in the computation of the least squares estimators \(\hat{\boldsymbol{\theta}}\), as well as the computation of the covariance matrix of the estimators,
involves the inversion of the matrix \(X\), and thus depends on the rank of the latter. For this reason, there exist two forms of the solution, one corresponding to the rank of \(X\) being equal to the number of the parameters, \(p\), and the other applying when the rank is smaller than \(p\). (Plackett,1960). Only the former case is of interest in this thesis and is discussed below.
A.4.2. Least squares estimation when the rank of matrix \(X\)
is equal to the number \(p\) of parameters.
In this case the matrix \(X^{T} X\) is invertible. Differentiating (A.22) with respect to \(\theta\), and equating to 0 , yields the least squares estimator in the form
\[
\begin{equation*}
\hat{\theta}=\left(x^{\top} x\right)^{-1} x^{\top} \underline{y} \tag{A.23}
\end{equation*}
\]

The estimator is unbiassed, for from (A.19) and (A.23) we have,
\[
\begin{equation*}
\hat{\theta}=\underline{\theta}+\left(x^{\top} x\right)^{-1} x^{\top} \underline{\varepsilon} \tag{A.24}
\end{equation*}
\]
and the expected value of this expression is equal to \(\theta\).
Also, the covariance matrix of the estimators is
\[
\begin{align*}
V(\underline{\hat{\theta}})=E\langle(\underline{\hat{\theta}}-\underline{\theta}) & \left.(\hat{\theta}-\underline{\theta})^{T}\right\rangle  \tag{A.25}\\
& =\sigma^{2}\left(x^{T} x\right)^{-1}
\end{align*}
\]

If \(t\) is any vector of estimators, linear in the observations y, ie. of the form,
\[
\begin{equation*}
\underline{t}=T \cdot \underline{Z} \tag{A.26}
\end{equation*}
\]
and if \(t\) is unbiassed for a set of linear functions of the parameters, say, \(\boldsymbol{C} \underline{\theta}\), ie. if
\[
\begin{equation*}
E\langle\underline{t}\rangle=C \cdot \underline{\theta} \tag{A.27}
\end{equation*}
\]
then it may be shown (Kendall and stuart,1961) that.
AND \(\quad \begin{aligned} \underline{t}(\underline{t}) & =C \cdot \frac{\hat{\theta}}{\sigma^{2}} C\left(x^{\top} x\right)^{-1} C^{\top}\end{aligned}\)
These results state that the least squares method yields minimum variance, linear estimators of any set of linear functions of the parameters \(\underline{\theta}\). It can be shown (Kendall and Stuart, 1961) that the least squares estimator \(\hat{\underline{e}}\) minimizes the value of the generalized variance for linear estimators of \(\underline{\theta}\)
always, and not only asymptotically as is the case with the maximum likelihood estimator.

By considering the set of residuals in the least squares estimation,
\[
\begin{equation*}
y-x \hat{\theta}=\left\{I_{n}-x\left(x^{\top} x\right)^{-1} x^{\top}\right\} \varepsilon \tag{A.30}
\end{equation*}
\]
and observing that the matrix \((y-x \hat{\theta})^{r}(y-x \hat{\theta})^{\dot{~}}\) is idempotent, and that trace \(\left\{x\left(X^{\boldsymbol{\top}} X\right)^{-1} X^{\boldsymbol{\top}}\right\}\)
\(=\operatorname{trace}\left\{X^{\top} X\left(X^{\top} x\right)^{-1}\right\} \quad\), it can be shown that (Flackett,1960)
\[
\begin{equation*}
\left.E<(\underline{y}-x \underline{\hat{\theta}})^{\top}(\underline{y}-x \underline{\hat{\theta}})\right\}=\sigma^{2}(n-p) \tag{A.31}
\end{equation*}
\]

It follows from the above that an unbiassed estimator. \(s^{2}\) of the variance \(\sigma^{2}\) is the sum of the squared residuals divided by ( the number of observations minus the number of parameters estimated) , ie.
\[
\begin{equation*}
s^{2}=\frac{1}{n-p} \times(\underline{y}-x \hat{\theta})^{T}(\underline{y}-x \hat{\theta}) \tag{A.32}
\end{equation*}
\]

It should be noted that, as lone as it is not required to test hypotheses concerning the parameters, no assumptions about the forms of distribution of errors are necessary for obtaining the least squares estimates.

In the above discuss ion the only restriction placed on the random errors\{E\} i s ~ t h a t ~ t h e y ~ b e ~ u n c o r r e l a t e d . ~ I f , ~ i n ~ addition, the errors are normally distributed, then they are also independent. Under these conditions the quantity
\[
\frac{(n-p) s^{2}}{\sigma^{2}}
\]
is a chi-square variate with ( \(n-p\) ) degrees of freedom (since an idempotent quadratic form in independent standarized normal variates is a chi-square variate with degrees of freedom given by the rank of the quadratic form).

Now,
\[
\begin{equation*}
\underline{y}^{\top} \underline{y} \equiv \underline{y}-(x \underline{\hat{\theta}})^{\top}(\underline{y}-x \underline{\hat{\theta}})+(x \underline{\hat{\theta}})^{\top}(x \underline{\hat{\theta}}) \tag{A.33}
\end{equation*}
\]
and,
\[
(x \hat{\theta})^{\top}(x \hat{\theta})=\hat{\theta}^{\top} x^{\top} x \hat{\theta}=\underline{y}^{\top} x\left(x^{\top} x\right)^{-1} x^{\top} \underline{y}
\]
or,
\[
\begin{equation*}
(X \hat{\theta})^{\top}(X \hat{\theta})=\left(\underline{\varepsilon}^{\top}+\underline{\theta}^{\top} X^{\top}\right) X\left(X^{\top} X\right)^{-1} X^{\top}(X \underline{\theta}+\underline{\varepsilon}) \tag{A.3.4}
\end{equation*}
\]
which for \(\underline{\theta}=\underline{0}\) gives,
\[
\begin{equation*}
\hat{\theta}^{\top} X^{\top} X \hat{\theta}=\underline{\varepsilon}^{\top} X\left(X^{\top} X\right)^{-1} X^{\top} \underline{\varepsilon} \tag{A.35}
\end{equation*}
\]

From (A.35), (A.33) and (A.30) we have then,
\[
\begin{align*}
\underline{\varepsilon}^{\top} \underline{\varepsilon}=\varepsilon^{\top} & \left\{I_{n}-x\left(x^{\top} x\right)^{-1} x^{\top}\right\} \underline{\varepsilon} \\
& +\varepsilon^{\top}\left\{x\left(x^{\top} x\right)^{-1} x^{\top}\right\} \underline{\varepsilon}
\end{align*}
\]

The rank of the first matrix in the curly brackets is ( \(n-p\) ) and that of the second matrix is \(p\). The ranks of the matrices add up to the rank \(n\) of the matrix \(\mathcal{E}^{\top} \underline{E}\). Applying Cochran s theorem \({ }^{*}\) we have then the result that the two quadratic forms in equation (A.36) are independently distributed like chi-square with ( \(n-p\) ) and pidegrees of freedom.
** Cochran's Theorem (Lindgren,lc62) states:
Let \(U_{1}, \ldots U_{r}\) be independent and normally distributed with
zero means and unit standard deviations.
Let \(\sum_{i=1}^{r} U_{i}^{2}=Q_{1}+Q_{2}+\ldots+Q_{s}\), where each \(Q_{i}\) is a sum of square of linear combinations of \(U_{1}, \ldots U_{r}\), with \(t_{i}\) degrees of freedo Then, if \(t_{1}+\ldots+t_{5}=r\), , the quantities \(Q_{1}, \cdots Q_{s}\)
are independent chi square variates with \(t_{1}, \ldots t_{s}\) decrees of freedom.

\section*{Linear Discrete-Time Systems.}
B.1. Introduction.

The Appendix discusses linear discrete-time systems derived from linear differential systems by means of periodic sampling. A review of the well established theory of \(Z\) transforms (Hurewicz,1947; Barker,1952; Tou,1959) is first given as an introduction. The \(Z\)-transform technique is then used to derive difference equations describing linear discrete time systems which are suitable for their identification. The Appendix uses certainm results of the recent work by Box and Jenkins (1063; 1066;1967) but the formulae developed are general and include those derived by Box and Jenkins as special cases.

\section*{B.2. Definition of a Iinear Discrete-Time System.}

Nost physical systems are continuous by nature and their dynamic behaviour can, therefore, be represented by that. of continuous-time differential systems, as discussed in Chapters 1 and 2. If, hovever, such a process is controlled by a digital computer, the discreteness, specific to the digital computer control, is brought about by the periodic sampling of the variables.

Suppose that a linear differential system characterized by the impulse response \(h(t)\) and described by a relation such as
\[
\begin{align*}
&\left(a_{n} p^{n}+a_{n-1} p^{n-1}+\cdots+a_{0}\right) y(t) \\
&=\left(b_{m} p^{m}+b_{m-1} p^{m-1} s \cdots+b_{0}\right) u(t) \tag{E.1}
\end{align*}
\]
is subject to a digital computer control and that, therefore, its continuous input \(u(t)\) and output \(y(t)\) are sampled every \(\Delta T\) seconds. Then the resulting input sequence \(\left\{u_{t}\right\}\) and the output sequence \(\left\{\mathrm{y}_{t}\right\}\)
\[
\begin{align*}
& \left\{u_{t}\right\}=u(k \Delta T+0)  \tag{B.2a}\\
& \left\{y_{t}\right\}=y(k \Delta T+0) . \tag{B.2b}
\end{align*}
\]
\[
h=1,2, . .
\]
describes a linear system in which the variables can change only at discrete instants of time (sampling instants). Such a system is referred to as a discrete-time system or a sampled-date system.
B. Z. Two alterative characterizations of a linear discretetime system.

As discussed in Chapter 1, a linear continuous-time system can be characterized either by its impulse response in the time domain, or by a transfer function in the frequency domain. The dynamic response of a discrete-time system can also be formulated in two domains as follows.

In the time domain, the sampled output time function \(y(k \Delta \mathbb{P})\) is related to the sampled input time function \(u(k \Delta T)\) by a so-called convolution summation
\[
\begin{array}{r}
y(k \Delta T)=\sum_{j=0}^{\infty} h(j \Delta T) u(k \Delta T-j \Delta T)  \tag{B.3}\\
k=1,2, \ldots
\end{array}
\]
in which the sampled values of the impulse response \(h(t)\),
\[
h(n \Delta T)=\left.h(t)\right|_{t=n \Delta T}
\]
are referred to as the weighting sequence of the discretetime system.

With the notation
\[
h_{n}=h(n \Delta T)
\]
the relation (B.3), characterizing the linear discrete-time system in the time domain is written
\[
\begin{equation*}
y_{k}=\sum_{j=0}^{\infty} h_{j} u_{k-j} \tag{B.6}
\end{equation*}
\]

Let the sampled time functions, corresponding to the continuous time functions \(u(t), y(t)\) and \(h(t)\) be denoted \(u^{*}(t)\), \(y^{*}(t)\) and \(h^{*}(t)\), respectively. Then, bearing in mind that for physical systems both \(u(t)\) and \(y(t)\) are zero for \(t<0\), one can write the expressions for the sampled input, output and the impulse response functions in the form
\[
\begin{align*}
& u^{*}(t)=\sum_{n=0}^{\infty} u(n \Delta T) \delta(t-n \Delta T)  \tag{B.7a}\\
& y^{*}(t)=\sum_{n=0}^{\infty} y(n \Delta T) \delta(t-n \Delta T)  \tag{B.7b}\\
& h^{*}(x)=\sum_{n=0}^{\infty} h(n \Delta T) \delta(x-n \Delta T) \tag{B.7c}
\end{align*}
\]

The Laplace transforms of these expressions are
\[
\begin{align*}
& U^{*}(s)=\sum_{n=0}^{\infty} u(n \Delta T) e^{-n \Delta T s}  \tag{B.8a.}\\
& Y^{*}(s)=\sum_{n=0}^{\infty} y(n \Delta T) e^{-n \Delta T s}  \tag{B.8b}\\
& H^{*}(s)=\sum_{n=0}^{\infty} h(n \Delta T) e^{-n \Delta T s} \tag{B.8c}
\end{align*}
\]

If a complex variable \(\Sigma\), defined by the relation
\[
\begin{equation*}
z=\exp (\Delta T s) \tag{B.9}
\end{equation*}
\]
is substituted into (B.8), the resulting relations
\[
\begin{align*}
& U(z)=\sum_{n=0}^{\infty} u(n \Delta T) z^{-n}=\sum_{n=0}^{\infty} u_{n} z^{-n}  \tag{B.10a}\\
& Y(z)=\sum_{n=0}^{\infty} y(n \Delta T) z^{-n}=\sum_{n=0}^{\infty} y_{n} z^{-n}  \tag{B.10b}\\
& H(z)=\sum_{n=0}^{\infty} h(n \Delta T) z^{-n}=\sum_{n=0}^{\infty} h_{n} z^{-n} \tag{B.10c}
\end{align*}
\]
are referred to, respectively, as the \(z\) transform of the input, \(z\) transform of the output and the \(z\) transform of the impulse response.

The relation
\[
\begin{equation*}
Y(z)=H(z) \cdot U(z) \tag{B,II}
\end{equation*}
\]
between the three \(z\) transforms is derived by Laplace transform ing the expression (B.3) and substituting in it (B.8) and (B.9) The relation applies to the output signal \(y(t)\) at the sampling instants only. The ratio
\[
\begin{equation*}
H(z)=\frac{Y(z)}{U(z)} \tag{B.12}
\end{equation*}
\]
of the \(z\) transforms of the input and of the output is identica with the \(z\) transform of the sampled impulse response and is referred to as the z-transfer function or the pulse transfer function of the system.

It has been observed by Hurewicz(1947) that the expression for a rational transfer function
\[
\begin{equation*}
H(s)=\frac{b_{m} s^{m}+b_{m-1} s^{m-1}+\ldots \ldots+b_{0}}{a_{n} s^{n}+a_{n-1} s^{n-1}+\ldots+a_{0}} \tag{B.13}
\end{equation*}
\]
can be decomposed into a finite number of simple partial fractions
\[
\begin{equation*}
H(s)=\sum_{i=1}^{k} \sum_{j=1}^{t} \frac{K_{i j}}{\left(s+\alpha_{i}\right)^{j}} \tag{B.14}
\end{equation*}
\]
the non-zero numbers \(\alpha_{i}\) and \(K_{i j}\) being not necessarily real. However, many physical transfer functions are characterized
by a multiple pole at \(s=0\) (fou, 1959). In general, therefore, the denominator of the transfer function \(H(s)\) can be factorize in the form
\[
\begin{array}{r}
a_{n} s^{n}+a_{n-1} s^{n-1}+\cdots+a_{0}=s^{r}\left(s+\alpha_{i}\right)^{t}  \tag{B.15}\\
i=1,2, \ldots, k
\end{array}
\]

Thus, in general, a transfer function \(H(s)\) can be decomposed into partial fractions as follows
\[
\begin{equation*}
H(s)=\sum_{i=1}^{k} \sum_{j=1}^{t} \frac{K_{i j}}{\left(s+\alpha_{i}\right)^{j}}+\sum_{j=1}^{r} \frac{L_{j}}{s^{j}} \tag{3.16}
\end{equation*}
\]

Noting that a component of the form
\[
\begin{equation*}
\frac{K_{i j}}{s+\alpha_{i}} \tag{B.17}
\end{equation*}
\]
corresponds to a weighting function
\[
\begin{equation*}
h(t)=k_{i j} \exp \left(-\alpha_{i} t\right) \tag{в.18}
\end{equation*}
\]
and a component of the form
\[
\begin{equation*}
\frac{L_{j}}{s^{j}} \tag{B.19}
\end{equation*}
\]
corresponds to a weighting function
\[
\begin{equation*}
h(t)=\frac{L_{j}}{(j-1)!} t^{j-1} \tag{B.20}
\end{equation*}
\]
one obtains the \(z\) transfer function of the general expansion (E.16) in the form
\[
\begin{align*}
& H(z)=\sum_{i=1}^{k} \sum_{j=1}^{t} \frac{k_{i j}}{(j-1)!}(-1)^{j-1} \frac{\partial^{j-1}}{\partial \alpha_{i}^{j-1}}\left(\frac{1}{1-z^{-1} e^{-\alpha i \Delta T}}\right) \\
&+\sum_{j=1}^{r}(-1)^{j-1} L_{j}  \tag{B.21}\\
&(j-1)!\lim _{\alpha \rightarrow 0} \frac{\partial^{j-1}}{\partial \alpha^{j-1}}\left(\frac{1}{1-z^{-1} e^{-\alpha \Delta T}}\right)
\end{align*}
\]

The pulse transfer function \(H(z)\) is thus a rational function - \(\alpha_{k} \Delta T\) of the complex variable \(z\), the poles of which are at \(z_{K}=e\)
\[
z_{k}=\exp \left(-\alpha_{k} \Delta T\right)
\]
or at
\[
z_{k}=1
\]

It follows, therefore, that the pulse transfer function of the system ( \(B .1\) ) can be obtained in a closed form as
\[
\begin{equation*}
H(z)=\frac{c_{m}+c_{m-1} z^{-1}+\cdots+c_{o} z^{-m}}{d_{m}+d_{m-1} z^{-1}+\cdots+d_{o} z^{-m}} \tag{B.22}
\end{equation*}
\]
where some of the coefficients \(c_{j}\) may be equal to zero.
The weighting sequence (B.5) and the pulse transfer function (B.22) provide two alternative characterizations of a linear. discrete-time system.
B.4. Linear discrete-time systems with transport lag.

The discussion in the preceding section refers to a dynamic al system in which the response to an applied input is instantaneous. Some physical systems, however, are characterizeed by a so-called transport lag, or dead time during which
the system yields no response to the applied input. In the analysis and synthesis of such systems it is usual to represent the effect of a transport \(\operatorname{lag} \lambda\) by that of a separate element having the transfer function
\[
\begin{equation*}
H_{D}^{\prime}(s)=\exp \left(-\lambda_{s}\right) \tag{B.23}
\end{equation*}
\]
and relating the input \(y(t)\) and output \(y_{D}(t)\) by
\[
\begin{equation*}
y_{D}(t)=y(t-\lambda) \tag{B.24}
\end{equation*}
\]

If the transfer functions of linear dynamical systems without the transport lag and with the transport lag are respectively denoted by \(H(s)\) and \(H_{D}(s)\) then
\[
\begin{equation*}
H_{D}(s)=H(s) \cdot \exp (-\lambda s) \tag{B.25}
\end{equation*}
\]
and the outputs of the two systems are related by (B.24)
"The pulse transfer function of a linear discrete-time system with transport lag is derived below. The time-domain description of such a system, however, depends on the type of input, or, rather, on its behaviour between the sampling instants. This question is discussed within the framework of the identification problem in the next section.

In general, the transport lag \(\lambda_{\text {is }}\) not an integral multiple of the sampling interval \(\Delta T\) and can be written
\[
\begin{equation*}
\lambda=(n+m) \Delta T \tag{B.26}
\end{equation*}
\]
where \(n\) is an integer and \(m\) is a positive number, smaller than unity **.

The pulse transfer function of a linear discrete-time syste with a transport lag \(\lambda\) defined by (B.26) is obtained by means of a so-called modified \(z\) transform. The transform is a functIon of the parameter \(m\) and for a time function \(X(t)\) is defined by
\[
\begin{equation*}
X(z, m)=z^{-n} \sum_{c=0}^{\infty} x(k \Delta T-m \Delta T) \tag{B.27}
\end{equation*}
\]

The modified \(z\) transforms corresponding to the weighting i functions (B.18) and (B.20) are respectively given by
\[
\begin{equation*}
H_{D}^{\prime}(m, z)=z^{-n} K_{i j}^{\prime} \frac{e^{\alpha i m \Delta T}}{1-z^{-1} e^{-\alpha i \Delta T}} \tag{B.28}
\end{equation*}
\]
and
\[
\begin{equation*}
\left.H_{D}^{\prime \prime}(m, z)=z^{-n L j^{\prime}}(-1)!\right)^{j-1} \lim _{\alpha \rightarrow 0} \frac{\partial^{j-1}}{\partial \alpha^{j-1}}\left(\frac{e^{\alpha m \Delta T}}{1-z^{-1} e^{-\alpha \Delta T}}\right) \tag{B.29}
\end{equation*}
\]

Hence a general expression for a pulse transfer function of a linear dynamical system with a transport lag
\[
\lambda=(n+m) \Delta p
\]
is given by
** According to the convention adopted in literature (Barker, IC52; Tou,1959) the fractional delay is (1-m) \(\Delta T\) and \(\lambda=[(n-1)+(1-m)] \Delta T\). The convention adopted in this thesis facilitates the treatment of the next section and enables the results of Box and Jenkins to be included as a special case.
\[
\begin{aligned}
H_{D}(z)= & z^{-n} \sum_{i=1}^{k} \sum_{j=1}^{t} \frac{K_{i j} j^{j-1]!}}{(-1)^{j-1}} \frac{\partial^{j-1}}{\partial \alpha_{i}^{j-1}}\left(\frac{e^{\alpha_{i} m^{\prime} \Delta T}}{1-z^{-1} e^{-\alpha \Delta T}}\right) \\
& +z^{-n} \sum_{j=1}^{r}(-1)^{j-1} \frac{L_{j}^{\prime}}{(j-1)!} \lim _{\alpha \rightarrow 0} \frac{\partial^{j-1}}{\partial \alpha^{j-1}}\left(\frac{e^{\alpha m \Delta T}}{1-z^{-1} e^{-\alpha \Delta T}}\right)
\end{aligned}
\]

This expression may also be written in a closed form similar to (B.22).

\section*{B.5. The problem of identification of linear discrete-time}

\section*{systems.}

The aim of the analysis and synthesis of sampled-data and digital control systems is to assess the stability of the system and to obtain the output time function resulting from the application of known input time function to a known linear system. The output response at the sampling instants is obtained by first evaluating the overall \(z\) transform of the input and of the system and then inverting this transformby any of the recommended standard procedures (e.g. Thou, 1959)..

Converse requirements have to be satisfied, however, when considering the problem of system identification. This problem is concerned with situations in which the order and the coeffi dents of en unknown transfer function of the system (B.I)
are to be determined from series of known values of both, the input \(\left\{u_{i}\{\right.\) and output \(\left.\} . y_{i}\right\}(i=\Delta T, 2 \Delta T, \ldots, N \Delta T)\)
In a practical situation both sets of values will include the effect of various kinds of disturbances, and this effect must be allowed for or made insignificant. In the following it is assumed that the disturbances are allowed for and that, therefore, the input and the output values can be considered to be noise-free.

Since the input and output readings are available in the time domain, the most convenient characterization of the system to be identified is also in the time domain, in terms of difference equations rather than in terms of the \(z\) transforms. The required difference equations can be formulated in two different ways as follows.

The first formulation relates \((m+1)\) values of samples \(\left\{u_{j}\right\}\) of the input and \(\left\{y_{i}\right\}\) of the output, and can be easily derived from the \(z\) transform equation (Zadeh and Desoer,1963)
\[
\begin{equation*}
Y(z)=H(z) \cdot U(z) \tag{B.11}
\end{equation*}
\]
which relates the \(z\) transform \(U(z)\) of the input, \(Y(z)\) of the output and the pulse transfer function \(H(z)\). If expressions (B.10b), (B.10a) and (B.22) are substituted in (B.11), one obtains
\[
\begin{align*}
& \left(c_{m}+c_{m-1} z^{-1}+\cdots+c_{0} \hbar^{-m}\right)\left(u_{0}+u_{1} z^{-1}+\cdots+u_{k} z^{-k}\right) \\
& \quad=\left(d_{m}+d_{m-1} z^{-1}+\cdots+d_{0} z^{-m}\right)\left(y_{0}+y_{1} z^{-1}+\cdots+y_{k} z^{-k}+\ldots\right) \tag{B.31}
\end{align*}
\]

This equality has to be satisfied for every power of \(z\). Therefore, equating coefficients of,say, \(z^{-k}\), one obtains a difference equation
\[
\begin{align*}
& c_{m} u_{k}+c_{m} u_{k-1}+\ldots+c_{0} u_{k-m} \\
&=d_{m} y_{k}+d_{m-1} y_{k-1}+\cdots+d_{0} y k-m
\end{align*}
\]

A set of such equations, corresponding to \(k=1,2, \ldots N\), and an assumed value of \(m\), can then be solved as discussed in Chapters 2, 3 , and 4.

The second formulation, employed by Box and Jenkins(1963, 1967a,1967b) is obtained by approximating to a convolution integral
\[
\begin{equation*}
y(t)=\int_{0}^{\infty} h(r) u(t-r) d r \tag{B.33}
\end{equation*}
\]
by means of an infinite sum of definite integrals
\[
\begin{equation*}
y(t) \approx \sum_{j=1}^{\infty}\left(\int_{j-1) \Delta T}^{j \Delta T} h(r) u(t-\tau) d r\right) \tag{B.34}
\end{equation*}
\]

The latter formulation is derived as follows.
The input series \(\left\{u_{i}\{,(i=\Delta T, 2 \Delta T, \ldots, N \Delta T\}\right.\)
may correspond either to a genuinely discrete sequence of values, or to sampled values of continuous time function. In the former case, pertaining to sampled-data control systems the sampling process introduces high frequency complementary
components into the actuating signals. These unwanted components are usually removed by a smoothing device, called a holding or a clamping circuit.. In the latter case, the sampled values of continuous output correspond to continuous input, only sampled values of which are available; in such a case the continuous input can be reconstructed to a required degree of approximation by means of mathematical interpolators (Cruickshank,1961). It is thus seen that, whether the input is'genuinely discrete, or continuous and sampled, the discrete sequence of input values is converted into a piece-wise continuous time function. For this reason no difference will be made in the treatment of these two cases. (such a difference is made, however, by Box and Jenkins, as will be discussed later).

The extrapolated time function between the consecutive sampling instants \(n \Delta T\) and \((n+1) \Delta T\) depends upon its values at the preceding sampling instants \(n \Delta T,(n-1) \Delta T,(n-2) \Delta T \ldots\) and can be generally described by a power series expansion in the interval \(t=n \Delta T\) and \(t=(n+1) \Delta T\). If \(y(t)\) is the output time function and \(y_{n}(t)\) is the output between sampling instant \(n \Delta T\) and \((n+1) \Delta T\), then, in general,
\[
\begin{align*}
& y n(t)=y(n \Delta T)+y^{(1)}(n \Delta T)(t-n \Delta T) \\
&+\cdots+\frac{y^{(k)}(n \Delta T)}{n!}(z-n \Delta T)^{*} \tag{B.35}
\end{align*}
\]

In the above relation the approximated value of the kith derivative \(\mathrm{y}^{(k)}(n \Delta T)\) at \(t=n \Delta T\) is obtained from
\[
\begin{align*}
y^{(k)}(n \Delta T)= & \frac{1}{(\Delta T)^{\beta}}\{y(n \Delta T)-\alpha y[(n-1) \Delta T]+\cdots \\
& \left.+(-1)^{k} y[(n-\kappa) \Delta T]\right\} \tag{B.36}
\end{align*}
\]

Because of a high cost and the constructional complexity involved in the high order holding devices, and a large amount of shift introduced by them, the most common holding devices used in the sampled data control systems are
a) the zero order hold circuit resulting in the interpolatio by means of
\[
\begin{equation*}
y_{n}(x)=y(n \Delta T), n \Delta T<t \leqslant(n+1) \Delta T \tag{B.37}
\end{equation*}
\]
and having the transfer function
\[
\begin{equation*}
H_{h_{0}}(s)=\frac{1-e^{-\Delta T s}}{S} \tag{B.38}
\end{equation*}
\]
and
b) the first order hold circuit interpolating by means of
\[
\begin{equation*}
y_{n}(x)=y(n \Delta T)+y^{\prime}(n \Delta T)(x-n \Delta T) \tag{B.39}
\end{equation*}
\]
and having the transfer function
\[
\begin{equation*}
H_{h}(s)=\left(\frac{1+\Delta T s}{\Delta T}\right)\left(\frac{1-e^{-\Delta T s}}{s}\right)^{2} \tag{B.40}
\end{equation*}
\]

Nathematical interpolators employed in digital control systems can be realized by a computer program and higher order interpolation can be achieved, It has been pointed out by Cruickshank(1961), however, that little gain in the accuracy of reproducing a function is obtained in engineering calculations by employing orders of interpolators higher than the second. For the above reasons the following discussion ism limited to zero and first order interpolators only.

When hold circuits or interpolators are assumed to be present, the appearance of the infinite sum (B.34) is greatly simplified and difference equations similar to (B.32) can be derived. Box and Jenkins (1967a) obtain such difference equations, which relate to a first and second order linear dynamical system, through direct integration of the differential equation of the system. This approach, however, requires the knowledge of the relevant differential equation and lacks the generality and elegance of the expression (B.21) obtained before. Moreover, it involves expressions which are quite complicated even for a relatively simple second order system. In order to preserve both the simplicity and generality of the results presented so far, an alternative approach, utilizing the \(z\) transform theory, is adopted below. With this approach, the pulse transfer function of a linear
system subject to a piece-wise continuous input is obtained first and then used to derive a difference equation in a way in which the equation (B.32) has been obtained. This is discussed in the following two sections.
B.6. The case of a zero order hold or interpolator

In this case, (referred to by Box and Jenkins as the case of . a stepped input), illustrated in Fig.B.I., the input is. constantfover any sampling interval
\[
\begin{equation*}
u(t)=u_{l} \quad t \Delta T<t \leqslant(l+1) \Delta T \tag{3.41}
\end{equation*}
\]
and the convolution integral may be approximated by
\[
\begin{equation*}
y_{n}=\sum_{l=1}^{\infty}\left(\int_{(l-1) \Delta T}^{l \Delta T} h(\xi) Q \xi\right) u_{n-l} \tag{B.42}
\end{equation*}
\]

Adopting the notation (Box and Jenkins,1967a)
\[
\begin{equation*}
v_{L}=\left\{_{(L-1) \Delta T}^{d \Delta T} h(\xi) d\right\} \tag{B.43}
\end{equation*}
\]
the response of a linear system is written
\[
\begin{equation*}
y_{n}=\sum_{c=1}^{\infty} v_{c} u_{n-e} \tag{B.44}
\end{equation*}
\]

Now, referring to equations (B.16), (B.18), (B.20) and (B.21),
\[
\begin{align*}
V_{L}=\{(-1) \Delta T & K_{i j} e^{-\alpha_{i} x^{t}} d t \\
& =\frac{K_{i j}}{\alpha_{i}}\left(1-e^{-\alpha_{i} \Delta T}\right) e^{-\alpha_{l}(l-i) \Delta T} \tag{B.45}
\end{align*}
\]
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and
\[
\begin{align*}
\mathcal{Z}\left(v_{l}\right) & =v(z) \\
& =\frac{K_{i j}}{\alpha i}\left(1-e^{-\alpha i \Delta T}\right) z^{-1} \times \frac{1}{1-e^{-\alpha \Delta \Delta} z^{-1}} \tag{B.46}
\end{align*}
\]

Also,
\[
\begin{align*}
& V_{i}^{\prime}=\int_{(l-1) \Delta T}^{\ell \Delta T} \frac{L_{j} t^{j-1}}{(j-1)!} d t=\frac{L_{j}}{j!}\left[(l \Delta T)^{j}-((\ell-1) \Delta T)^{j}\right] \\
& \quad=\lim _{a \rightarrow 0}\left[\frac{L_{j}}{j!}(-1)^{j} \frac{\partial^{j}}{\partial a^{j}}\left(e^{-a \ell \Delta T}-e^{-a(\ell-1) \Delta T}\right)\right] \tag{B.47}
\end{align*}
\]
or,
\[
\begin{equation*}
v_{l}^{\prime}=\lim _{a \rightarrow 0}\left[\frac{L_{j}}{j!}(-1)^{j+\prime} \frac{\partial^{j}}{\partial a^{j}}\left(1-e^{-a \Delta T}\right) e^{-a((-1) \Delta T}\right] \tag{B.48}
\end{equation*}
\]

Hence,
\[
\begin{align*}
Z\left(v_{l}^{\prime}\right) & =v^{\prime}(z) \\
& =\frac{L j}{j!}(-1)^{j+1} \lim _{a \rightarrow 0} \frac{\partial^{j}}{\partial a^{j}} \frac{z^{-1}\left(1-e^{-a \Delta T}\right)}{1-z^{-1} e^{-a \Delta T}} \tag{B.4.9}
\end{align*}
\]

An expression for the pulse transfer function of a general linear system with a zero order hold or interpolator is obtain ed if in the relation (E.2l) components corresponding to \(z\) transforms of the weighting functions are replaced by the expressions ( 5.48 ) and (B.49), corresponding to integrals of the weighting functions. One obtains thus,
\[
\begin{align*}
H^{\circ}(z) & =\sum_{i=1}^{k} \sum_{j=1}^{t} \frac{K_{i j}}{(j-1)!}(-1)^{j-1} \frac{\partial^{j-1}}{\partial \alpha_{i}^{j-1}}\left(\frac{1}{\alpha_{i}} \frac{z^{-1}\left(1-e^{-\alpha \alpha_{i} \Delta T}\right)}{1-z^{-1} e^{-\alpha(\Delta T}}\right) \\
& +\sum_{j=1}^{\infty}(-1)^{j+1} \frac{L_{j}}{j!} \lim _{a \rightarrow 0} \frac{\partial^{j}}{\partial a^{j}}\left(\frac{z^{-1}\left(1-e^{-a \Delta T}\right)}{1-z^{-1} e^{-a \Delta T}}\right) \tag{B.50}
\end{align*}
\]

A similar procedure is adopted in deriving an expression similar to ( E .50 ) but corresponding to the case when the line system under consideration includes the effect of the transpor lag
\[
\begin{equation*}
\lambda=(n+m) \Delta T \tag{B.26}
\end{equation*}
\]

That is to say, expressions in brackets in (B.30), which correspond to weighting functions, have to be replaced by corresponding expressions relating to integrals of the weighting functions, This time, however, the input is not constant over the whole interval \([(\mathbb{L}-1) \Delta T, \ell \Delta T]\) but only over its sections, namely \([(\mathbb{Q}-1) \Delta T,(1-m) \Delta T]\) and
\([(l-m) \Delta T, \ell \Delta T]\). In order to retain the simplicity of the expressions derived previously, a backward shift operator \(B\) defined by (Box and Jenkins,1063,1966)
\[
\begin{equation*}
B^{k} x_{t}=x_{t-k} \tag{B.51}
\end{equation*}
\]
will be introduced.
When the input \(u(t)\) is delayed by \(m \Delta T(0<m<1)\),
the corresponding convolution integral may be approximated by
\[
\begin{align*}
& y(n \Delta T)=\sum_{l=1}^{\infty}\left[\left(\int_{(l-1) \Delta T}^{(l-m) \Delta T} h(r) d r\right) u_{n-l}\right. \\
&\left.+\left(\int_{(l-m) \Delta T}^{l \Delta r} h(r) \Delta r\right) u_{n-l-1}\right] \tag{B.52}
\end{align*}
\]

If
\[
\begin{equation*}
h_{1}(t)=\exp \left(-\alpha_{i} t\right) \tag{B.53}
\end{equation*}
\]
then, noting that
\[
\begin{equation*}
u_{n-1-1}=B u_{n-1} \tag{B.54}
\end{equation*}
\]
the relation (B.52) may be written,
\[
\begin{align*}
& y(n \Delta T)=\sum_{l=1}^{\infty}\left[\left(\int_{(l-1) \Delta T}^{(2-1+1-m) \Delta T} e^{-d_{i} \tau} d r\right)\right. \\
&\left.+\left(\int_{(-1+1-m) \Delta T}^{2 \Delta T} e^{-d_{i} T} d \tau\right) B\right] u_{n-l} \tag{B.55}
\end{align*}
\]

This is seen to be of the form of the relation (B. 42) with
\[
\begin{equation*}
v_{l}=\left(\int_{(l-1) \Delta T}^{(l-1+1-m) \Delta T} e^{-d i \tau} d \tau\right)+\left(\int_{(l-1+1-m) \Delta T}^{l \Delta T} e^{-d_{i} \tau} d q\right)_{B} \tag{B.56}
\end{equation*}
\]

Performing the integrations one obtains,
\[
\begin{gather*}
V_{c}=\frac{1}{\alpha_{i}}\left[\left(1-e^{-\alpha i(1-m) \Delta T}\right) e^{-\alpha i(l-1) \Delta T}\right. \\
+\left(e^{-\alpha_{i}(1-m) \Delta T}-e^{-\alpha_{i} \Delta T}\right) e^{-\alpha i(l-1) \Delta T} B \tag{B.57}
\end{gather*}
\]

Since
\[
\begin{equation*}
B x_{t}=x_{t-1} \tag{B.58}
\end{equation*}
\]
and
\[
\begin{equation*}
Z\left(z t_{-1}\right)=z^{-1} Z(z+) \tag{B.59}
\end{equation*}
\]
then, taking the \(z\) transform of (E.57) one obtains;
\[
\begin{equation*}
V(z)=\frac{1}{\alpha_{i}} \frac{\left(1-e^{-\alpha_{l}(1-m) \Delta T}\right)_{z}^{-1}+\left(e^{-\alpha_{l}\left(1-m_{1}\right) \Delta T}-e^{-\alpha_{i} \Delta T}\right) z^{-2}}{1-z^{-1} e^{-\alpha_{i} \Delta T}} \tag{B.60}
\end{equation*}
\]

Similarly, if
\[
\begin{equation*}
h(t)=\frac{t^{j-1}}{(j-1)!} \tag{B.61}
\end{equation*}
\]
then
\[
\begin{equation*}
v_{c}^{\prime}=\left(\int_{(l-1) \Delta T}^{(l-1+1-m) \Delta t} \frac{t^{j-1}}{(j-1)!} d t\right)+\left(\int_{j-1+1-m}^{l \Delta T} \frac{t^{j-1}}{(j-1)!} d t\right) B \tag{B.62}
\end{equation*}
\]

Integrating, one obtains,
\[
\begin{align*}
& v_{l}^{\prime}=\frac{1}{j!}\left\{[(l-1+1-m) \Delta T]^{j}-[(l-1) \Delta T]^{j}\right\} \\
&-\frac{1}{j!}\left\{[l \Delta T]^{j}-[(l-1+1-m) \Delta T]^{j}\right\} B \tag{B.63}
\end{align*}
\]

This can be easily put in the form
\[
\begin{align*}
& V_{c}^{\prime}=\frac{(-1)^{j+1}}{j!} \lim _{a \rightarrow 0} \frac{\partial a^{j}}{\partial a^{j}}\left\{\left(1-e^{-a(1-m) \Delta T}\right) e^{-a(1-1) \Delta T}\right. \\
&\left.+\left(e^{-a(1-m) \Delta T}-e^{-a \Delta T}\right) e^{-a(l-1) \Delta T} B\right\} \tag{B.64}
\end{align*}
\]

The \(z\) transform of this relation is
\[
\begin{align*}
& V^{\prime}(z)=\frac{(-1)^{j+1}}{j!} \lim _{a \rightarrow 0} \frac{\partial^{j}}{\partial a^{j}}\left\{\frac{\left(1-e^{-a(1-m) \Delta T}\right) z^{-1}}{1-z^{-1} e^{-a \Delta T}}\right. \\
&\left.+\frac{\left(e^{-a(1-m) \Delta T}-e^{-a \Delta T}\right) z^{-2}}{1-z^{-1} e^{-a \Delta T}}\right\} \tag{B.65}
\end{align*}
\]

Using (B.60), and (B.65) in (B.30) one obtains an expression for a \(z\) transform of a general linear dynamical system subject to a stepped input (or a zero-order hold) and including the effect of the transport lag (B.26). in the form
\[
\begin{align*}
H^{\prime}(z)= & z^{-n} \sum_{i=1}^{R} \sum_{j=1}^{t} \frac{K_{i j}}{(j-1)!}(-1)^{j-1} \frac{\partial^{j-1}}{\partial \alpha c^{j-1}} \frac{1}{\alpha i}\left\{\frac{\left(1-e^{-\alpha i(1-m) \Delta T}\right) z^{-1}}{1-z^{-1} e^{-\alpha \Delta \Delta T}}\right. \\
& +\frac{\left(e^{-\alpha i(1-m) \Delta T}-e^{-\alpha \Delta \Delta T}\right) z^{-2}}{1-z^{-1} R^{-\alpha i \Delta T}} \\
+ & z^{-n} \sum_{j=1}^{r}(-1)^{j+1} \frac{L j}{j!} \lim _{a \rightarrow 0} \frac{\partial^{j}}{\partial a^{j}}\left\{\frac{\left(1-e^{-a(1-m) \Delta T}\right) z^{-1}}{1-z^{-1} e^{-\alpha \Delta T}}\right. \\
& +\frac{\left(e^{-a(1-m) \Delta T}-e^{-a \Delta T}\right) z^{-2}}{1-z^{-1} e^{-a \Delta T}} \tag{B.66}
\end{align*}
\]
B.7. The case of a first order hold circuit or interpolator.

When a first order holding device is used, the input. \(u(t)\) between the sampling instants \(k \Delta T\) and \((k+1) \Delta T\) is extrapolated using two previous samples, \(u_{k}\) and \(u_{k-1}\).

From (B.35) and (B.36) the law of extrapolation is
\[
\begin{array}{r}
u(t)=u_{k}+\frac{u_{k}-u_{k-1}}{\Delta T}(x-\$ \Delta T)  \tag{B.67}\\
u_{K}<u(t) \leqslant u_{k+1}
\end{array}
\]

In this case the convolution integral is approximated by
\[
\begin{align*}
&(\text { see Fig.E.2) } \\
& y(n \Delta T)= \sum_{l=1}^{\infty}\left\{\int_{(-1) \Delta T}^{\ell \Delta T} h( \}\right)\left[u_{n-l}\right. \\
&\left.\left.\left.\left.+\frac{u_{n}-\ell-u_{n-l-1}}{\Delta T}(\Delta T-\}\right)\right] d\right\}\right\} \tag{B.68}
\end{align*}
\]

If the backward shift operator is employed, this can be written,
\[
\begin{align*}
& y(n \Delta T)= \sum_{l=1}^{\infty}\left\{\left(\int_{(-1) \Delta T}^{l \Delta T} h(\xi) d \xi\right)(2-B)\right. \\
&\left.\left.-\frac{1-B}{\Delta T}\left(\int_{(L-1) \Delta T}^{(l \Delta T)}\right\} h(\xi) d \xi\right)\right\} u_{n-l} \tag{B.69}
\end{align*}
\]

Hence,
\[
\begin{align*}
v_{l} & =2 \int_{(l-1) \Delta T}^{l \Delta T} h(\xi) d \xi-\frac{1}{\Delta T} \int_{(l-1) \Delta T}^{l \Delta T}\{A(\xi) d \xi \\
& \left.-B\left[\int_{(l-1) \Delta T}^{l \Delta T} h(\xi) d \xi-\frac{1}{\Delta T} \int_{(l-1) \Delta T}^{l \Delta T}\right\} h(\xi) d \xi\right] \tag{B.70}
\end{align*}
\]

The variable \(\}\) in the second and fourth integral varies linear only between \(O\) and \(\Delta T\) over any interval \([k \Delta T,(k+1) \Delta T]\)
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\[
\begin{align*}
v_{l}=2 & \int_{(L-1) \Delta T}^{\ell \Delta T} h(\xi) d \xi-\frac{1}{\Delta T} \int_{-\Delta T}^{0} \xi h(\xi+\ell \Delta T) d \xi \\
& -B\left[\int_{(l-1) \Delta T}^{\ell \Delta T} h(\xi) \in \xi-\frac{1}{\Delta T} \int_{-\Delta T}^{0}\right\} h(\xi+\ell \Delta T) d \xi \tag{B.71}
\end{align*}
\]

If
\[
\begin{equation*}
h(t)=k_{i j} \exp \left(-\alpha_{i} t\right) \tag{B.18}
\end{equation*}
\]
then,
\[
\begin{aligned}
V_{l}= & \left.\left.K_{i j}\left\{2 \int_{(L-1) \Delta T}^{L \Delta T} e^{\left.-\alpha_{i}\right\}} d\right\}-\frac{1}{\Delta T}\left(\int_{\Delta T}^{0}\right\} e^{\left.-L_{i}\right\}} d\right\}\right) e^{-\alpha_{i} \ell \Delta T} \\
& \left.\left.\left.-B\left[\int_{(l-1) \Delta T}^{l \Delta T} e^{-\alpha_{i} \zeta} d\right\}-\frac{1}{\Delta T}\left(\int_{\Delta T}^{0}\right\} e^{-\alpha_{i} \zeta} d \xi\right) e^{-\alpha_{i} \ell \Delta T}\right]\right\}(B .72)
\end{aligned}
\]

Performing the integrations one obtains
\[
\begin{aligned}
V_{c}= & K_{i j}\left\{2\left(1-e^{-\alpha_{i} \Delta T}\right) e^{-\alpha_{i}(l-1) \Delta T}+\frac{1}{\Delta T}\left[\Delta T e^{-\alpha_{i} \Delta T}+\frac{1}{\alpha_{i}}\left(1-e^{-\alpha_{i} \Delta T}\right)\right] e^{\alpha_{i} l \Delta}\right. \\
& -B\left[\left(1-e^{-\alpha i \Delta T}\right) e^{-\alpha_{i}(l-1) \Delta T}+\frac{1}{\Delta T}\left(\Delta T e^{-\alpha_{i} \Delta T}+\frac{1}{\alpha_{i}}\left(1-e^{-\alpha_{i} \Delta T}\right) k^{-\alpha_{i} \Delta T l}\right]\right\}
\end{aligned}
\]

The \(z\) transform of this relation is
\[
\begin{align*}
& V(z)=\frac{K_{i j}}{\alpha_{i}}\left\{2\left(1-e^{-\alpha i \Delta T}\right) \frac{z^{-1}}{1-z^{-1} e^{-\alpha i \Delta T}}\right. \\
& +\left(e^{-\alpha_{i} \Delta T}+\frac{1}{\Delta T \alpha_{i}}\left(1-e^{-\alpha_{i} \Delta T}\right)\right) \frac{1}{1-z^{-1} e^{-\alpha i \Delta T}} \\
& +z^{-1}\left[( 1 - e ^ { - \alpha i \Delta T } ) \frac { z ^ { - 1 } } { 1 - z ^ { - 1 } e ^ { - \alpha i \Delta T } + } \left(e^{-\alpha_{i} \Delta T}+\frac{1}{\Delta T \alpha_{i}}\left(1-e^{-\alpha i \Delta T}\right) \times\right.\right. \tag{B.74}
\end{align*}
\]
\[
\begin{equation*}
V(z)=K_{i j} V^{\prime}(z) \tag{B.75}
\end{equation*}
\]
where
\[
\begin{align*}
V^{\prime}(z) & =\frac{1}{\alpha_{i}} \frac{1}{1-z^{-1} e^{-\alpha i \Delta T}}\left\{\left[\left(1-\frac{1}{\Delta T \alpha_{i}}\right) e^{-\alpha_{i} \Delta T}+\frac{1}{\Delta T \alpha_{i}}\right]\right. \\
& +\left[\left(2+\frac{1}{\Delta T \alpha_{i}}\right)-\left(1+\frac{1}{\Delta T \alpha_{i}}\right) e^{-\alpha_{i} \Delta T}\right] z^{-1} \\
& +\left[\left(1-e^{-\alpha i \Delta T}\right) z^{-2}\right\} \tag{B.76}
\end{align*}
\]

If
\[
\begin{equation*}
h(t)=\frac{I^{1}}{(j-1)!} \tag{B,20}
\end{equation*}
\]
then,
\[
\begin{align*}
v_{l} & \left.\left.=\frac{L j}{(j-1)!}\left\{2 \int_{(l-1) \Delta T}^{l \Delta T}\right\}^{j-1} d \zeta-\frac{1}{\Delta T} \int_{-\Delta T}^{0}\right\} *(\zeta+l \Delta T)^{j-1} d\right\} \\
& \left.\left.\left.\left.-B\left[\int_{(l-1) \Delta T}^{l \Delta T} \xi^{j-1} d\right\}-\frac{1}{\Delta T} \int_{-\Delta T}^{0}\right\}=(\zeta+l \Delta T)^{j-1} d\right\}\right]\right\} \tag{B.77}
\end{align*}
\]

Performing the integrations,
\[
\begin{align*}
V_{L}= & \frac{L j}{(J-1)!}\left\{2\left[\frac{\xi^{j}}{j}\right]_{(L-1) \Delta T}^{\ell \Delta T}-\frac{1}{\Delta T}\left[\xi=\frac{\left.(\xi+\ell \Delta T)^{j}\right]_{0}^{0}}{j}\right]_{-\Delta T}^{032}\right. \\
& -B\left[\int_{-\Delta T}^{0}(\xi+\ell \Delta T)^{j} d \xi\right] \\
& \left.\left.-\int_{-\Delta T}^{0}(\zeta+\ell \Delta T)^{j} d \xi\right]\right\}
\end{align*}
\]
or,
\[
\begin{align*}
v_{c}= & \left.\frac{L j}{j!}\left\{2\left((\ell \Delta T)^{j}-((l-1] \Delta T)^{j}\right)-\frac{1}{\Delta T}\left(\Delta T((l-1) \Delta T)^{j}\right)-\int_{-\Delta T}^{0}( \}+l \Delta T\right)^{j} d\right\} \\
& -B\left[(\ell \Delta T)^{j}-((\ell-1) \Delta T)^{j}-\frac{1}{\Delta T}\left(\Delta T((l-1) \Delta T)^{j}\right.\right. \\
& \left.\left.\left.\left.-\int_{-\Delta T}^{0}(\eta+L \Delta T)^{j} d\right\}\right)\right]\right\} \tag{B.79}
\end{align*}
\]

On carrying out the remaining integrations and tidying up
\[
\begin{align*}
& \text { this becomes, } \\
& V_{l}=(-1)^{j+1} \frac{L_{j}}{j!} \lim _{a \rightarrow 0} \frac{\partial^{j}}{\partial a^{j}}\{ {\left[2\left(1-e^{-a \Delta T}\right) e^{-a(l-1) \Delta T}\right.} \\
&+\left.\left(e^{-a \Delta T}+\frac{1}{\Delta T a}\left(1-e^{-a \Delta T}\right)\right) e^{-a l \Delta T}\right] \\
&-B\left[\left(1-e^{-a \Delta T}\right) e^{-a(L-1) \Delta T}\right.+\left(e^{-a \Delta T}\right. \\
&+\frac{1}{\left.\left.\left.\Delta T a\left(1-e^{-a \Delta T}\right)\right) e^{-a l \Delta T}\right]\right\}} \tag{B.80}
\end{align*}
\]

The expression in the curly brackets is of the same form as that in (B.73). Hence, by inspection, the \(z\) transform of (B. 80 is
\[
\begin{equation*}
V(z)=(-1)^{j+1} \frac{L j}{J!} \lim _{a \rightarrow 0} \frac{\partial^{j}}{\partial a^{j}} V^{\prime \prime}(z) \tag{B.81}
\end{equation*}
\]
where
\[
\begin{align*}
V^{\prime \prime}(z)= & \frac{1}{1-z^{-1} e^{-a \Delta T}}\left\{\left[\left(1-\frac{1}{\Delta T a}\right) e^{-a \Delta T}+\frac{1}{\Delta T a}\right.\right. \\
& +\left[\left(2+\frac{1}{\Delta T a}\right)-\left(1+\frac{1}{\Delta T a}\right) e^{-a \Delta T}\right] z^{-1} \\
& \left.+\left[\left(1-e^{-\Delta \Delta T}\right)\right] z^{-2}\right\} \tag{B.82}
\end{align*}
\]

The pulse transfer function H'l(z) of a general linear system with a first order hold is obtained in a way similar to that in which (B.50) has been obtained. Thus, finally,
\[
\begin{align*}
H^{\prime \prime}(z) & =\sum_{i=1}^{k} \sum_{j=1}^{t} \frac{K_{i j}}{(j-1)!}(-1)^{j-1} \frac{\partial^{j-1}}{\partial \alpha_{i}^{j-1}} V^{\prime}(z) \\
& +\sum_{j=1}^{\infty}(-1)^{j+1} \frac{L_{j}}{j!} \lim _{a \rightarrow 0} \frac{\partial^{j}}{\partial a^{j}} V^{\prime \prime}(z) \tag{B.83}
\end{align*}
\]
where \(V^{\prime}(z)\) and \(V^{\prime}(z)\) are given by (B.76) and (B.82). respectively.

A similar expression corresponding to the transport lag given by (B.26) is obtained, as in the case of a zero order hold, by first deriving a pulse transfer function of a system with a fractional delay \(m \boldsymbol{A}\), and then multiplying the result by \(z^{-n}\). From Fig.B. 2 b it can be seen that the convolution
integral is now approximated by
\[
\begin{align*}
y(n \Delta T) & =\sum_{l=1}^{\infty}\left\{\int _ { ( l - 1 ) \Delta T } ^ { ( l - m ) \Delta T } h ( \xi ) \left[u_{n-l}+\frac{\left.\left.u_{n-\ell-u_{n-l-1}}^{\Delta T} \int(1-m) \Delta T-\xi\right)\right] d \xi}{}\right.\right. \\
& \left.+\int_{(l-n) \Delta T}^{l \Delta T} h(\xi)\left[u_{n-l-1}+\frac{u_{n-l-1}-u_{n-l-2}}{\Delta T}(\Delta T-\xi)\right] d \xi\right\} \tag{B.84}
\end{align*}
\]

Using the backward shift operator \(B\) this can be written
\[
\begin{align*}
& \left.y(n \Delta T)=\sum_{l=1}^{\infty}\left\{(2-m-(1-m) B) \int_{(l-1) \Delta T}^{(l-m) \Delta T} h(\xi) d\right\}-\frac{1-B}{\Delta T} \int_{(l-1) \Delta T}^{(l-m) \Delta T} h(\xi) d\right\} \\
& \left.+\left(2 B-B^{2}\right) \int_{(l-m) \Delta T}^{e \Delta T} A(\xi) d\right\} \\
& -\frac{B-\beta^{2}}{\Delta T} \int_{(l-m) \Delta T}^{\ell \Delta T}\{h(\xi) d \xi\} u_{n-\ell} \tag{B.85}
\end{align*}
\]

Noting that \(\}\) varies from -0 to (1-m) \(\Delta T\) over the interval \([(1-1) \Delta T,(1-m) \Delta T]\), and from 0 to \(m \Delta T\) over the interval \([(1-m) \Delta T, \ell \Delta T],(B .85)\) may be written,
\[
\begin{align*}
y(n \Delta T) & =\sum_{l=1}^{\infty}\left\{(2-m-(1-m) B) \int_{(l-i) \Delta T}^{(l-m) \Delta T} h(\xi) d\right\} \\
& \left.\left.-\frac{L-B}{\Delta T} \int_{0}^{(1-m) \Delta T}\right\} h(\xi+(l-1) \Delta T) d\right\} \\
& \left.\left.\left.+\left(2 B-B^{2}\right) \int_{(l-m) \Delta T}^{l \Delta T} h(\xi) d \xi-\frac{B-B^{2}}{\Delta T} \int_{0}^{m \Delta T}\right\} h(\xi+(l-m) \Delta T) d\right\}\right\} u_{n-l} \tag{B.86}
\end{align*}
\]

Hence,
\[
\begin{align*}
& V_{l}=\left(2-m-(l-m) B\left\{_{\{-1) \Delta T}^{(l-1+l-m) \Delta T} h(\xi) d \xi-\frac{1-B}{\Delta T} \int_{0}^{(1-n}\right\} h(\xi+(l-1) \Delta T) d\right\} \\
&+\left(2 B-B^{2}\right) \int_{(l-1+1-m) \Delta T}^{l \Delta T} h(\xi) d \xi \\
&-\frac{B-B^{2}}{\Delta T} \int_{0}^{m \Delta T} \zeta h(\zeta+(l-m) \Delta T) d \xi \tag{B.87}
\end{align*}
\]

For \(h(t)\) defined by (B.18),
\[
\begin{align*}
& v_{c}=K_{i j}\left\{(2-m-(1-m) B) \int_{(l-1) \Delta T}^{(l-1+1-m) \Delta T-\alpha i\}} e^{-\alpha,} d\right\} \\
&-\frac{1-B}{\Delta T} e^{-\alpha i(l-1) \Delta T} \int_{0}^{(1-m) \Delta T}\left\{e^{\left.-\alpha_{i}\right\}} d\right\} \\
&+\left(2 B-B^{2}\right) \int_{(l-1+1-m) \Delta T}^{l \Delta T} e^{-\alpha i \xi} d \xi \\
&\left.\left.\left.-\frac{B-B^{2}}{\Delta T} e^{-\alpha i(l-m) \Delta T} \int_{0}^{m \Delta T}\right\} e^{-\alpha i} d\right\}\right\} \tag{B.88}
\end{align*}
\]

Performing the integrations one obtains,
\[
\begin{align*}
& v_{i}=\frac{K_{i j}}{\alpha_{i}} e^{-\alpha i(l-1) \Delta T}\left\{(2-m-(1-m) B)\left(1-e^{-\alpha_{i}(1-m) \Delta T}\right)\right. \\
&+\frac{1-B}{\Delta T}\left[(1-m) \Delta T e^{-\alpha_{i}(1-m) \Delta T}-\frac{1}{\alpha_{i}}\left(1-e^{-\alpha_{i}(1-m) \Delta T}\right)\right] \\
&+\left(2 B-B^{2}\right)\left(e^{-\alpha_{i}(1-m) \Delta T}-e^{-\alpha_{i} \Delta T}\right) \\
&\left.+\frac{B-B^{2}}{\Delta T}\left[m e^{-\alpha_{i} \Delta T}-\frac{1}{\alpha_{i}}\left(e^{-\alpha_{i}(1-m) \Delta T}-e^{-\alpha i \Delta T}\right)\right]\right\} \tag{B.89}
\end{align*}
\]

Collecting corresponding terms,
\[
\begin{aligned}
& v_{l}=\frac{k_{i j}}{\alpha_{i}} e^{-\alpha_{i}(\ell-1) \Delta T}\left\{\left[(2-m)\left(1-e^{-\alpha_{i}(1-m) \Delta T}\right)\right.\right. \\
& \left.+[1-m) e^{-d_{i}(1-m) \Delta T}-\frac{1}{\Delta T d_{2}}\left(1-e^{-\alpha_{i}(1-m) \Delta T}\right)\right] \\
& +\left[-(1-m)\left(1-e^{-\alpha \alpha_{i}(1-m) \Delta T}\right)-\left(1-m_{2}\right) e^{-d_{i}(1-m) \Delta T}+\frac{1}{\Delta T \alpha_{i}}\left(1-e^{-\alpha \cdot(1-m) \Delta T}\right)\right. \\
& \left.+2 e^{-\alpha_{i}(1-m) \Delta T}-2 e^{-\alpha i \Delta T}+m e^{-\alpha l \Delta T}-\frac{1}{\Delta T \alpha_{l}} e^{-d_{i}(1-m) \Delta T}+\frac{1}{\Delta T \alpha_{i}} e^{-d_{i} \Delta T}\right] B \\
& -\left[e^{-\alpha i(1-m) \Delta T}-e^{-\alpha i \Delta T}+m e^{-\alpha i \Delta T}-\frac{1}{\Delta T \alpha_{i}} e^{-\alpha i(1-m) \Delta T}+\right. \\
& \left.\left.+\frac{1}{\Delta T \alpha_{i}} e^{-\alpha i \Delta T}\right] B^{2}\right\} \quad(B .90)
\end{aligned}
\]

Simplifying,
\[
\begin{align*}
V_{c} & =\frac{K_{i j}}{\alpha_{i}} e^{-\alpha_{i}(1-1) \Delta T}\left\{\left[\left(2-m-\frac{1}{\Delta T \alpha_{i}}\right)+\left(\frac{1}{\Delta T \alpha_{i}}-1\right) e^{-\alpha_{i}(1-m) \Delta T}\right]\right. \\
& +\left[\left(\frac{1}{\Delta T \alpha_{i}}-1+m\right)+\left(2-\frac{2}{\Delta T \alpha_{i}}\right) e^{-\alpha_{i}(1-m) \Delta T}+\left(\frac{1}{\Delta T \alpha_{i}}+m-2\right) e^{-\alpha_{i} \Delta T}\right] B \\
& \left.-\left[\left(1-\frac{1}{\Delta T \alpha_{i}}\right) e^{-\alpha_{i}(1-m) \Delta T}+\left(\frac{1}{\Delta T \alpha_{i}}-1+m\right) e^{-\alpha_{c} \Delta T}\right] B^{2}\right\} \tag{B.91}
\end{align*}
\]

Taking \(z\) transform of (B.91) one obtains,
\[
\begin{equation*}
V(z) K_{i j} V^{\prime \prime \prime}(z) \tag{B.92}
\end{equation*}
\]
where
\[
\begin{align*}
& V^{\prime \prime \prime}(z)=\frac{1}{\alpha_{i}} \frac{1}{1-z^{-1} e^{-d i \Delta 7}}\left\{\left[\left(2-m-\frac{1}{\Delta T \alpha_{i}}\right)+\left(\frac{1}{\Delta T \alpha_{i}}-1\right) e^{-d_{i}\left(1-N_{1}\right) \Delta T}\right] z^{-1}\right. \\
& +\left[\left(\frac{1}{\Delta T \alpha_{i}}-1+m\right)+\left(2-\frac{2}{\Delta T \alpha_{i}}\right) e^{\alpha_{i}(1-m) \Delta T}+\left(\frac{1}{\Delta T \alpha_{i}}+m-2\right) e^{-\alpha i \Delta T}\right] z^{-2} \\
& \left.-\left[\left(1-\frac{1}{\Delta T \alpha_{i}}\right) e^{-d i(1-m) \Delta T}+\left(\frac{1}{\Delta T \alpha_{i}}-1+m\right) e^{-\alpha_{i} \Delta T}\right] z^{-3}\right\} \tag{B.93}
\end{align*}
\]

For \(h(t)\) defined by (B.20),
\[
\begin{align*}
& V_{l}=\frac{L j}{(1-1)!}\{(2-m-(1-m) B)\{(l-m) \Delta T \\
&\left.L^{j-1} d\right\} \\
&\left.\left.-\frac{1-B}{\Delta T} \int_{0}^{(1-m) \Delta T}\right\} \cdot(\xi-(L-1) \Delta T)^{j-1} d\right\} \\
&+\left(2 B-B^{2} \int_{(l-m) \Delta T}^{l \Delta T}\left\{{ }^{j-1} d\right\}\right.  \tag{B.94}\\
&\left.\left.-\frac{B-B^{2}}{\Delta T} \int_{0}^{m \Delta T}\{=( \}+(l-m) \Delta T)^{j-1} d\right\}\right\}
\end{align*}
\]

Performing the integrations,
\[
\begin{align*}
v_{l}= & \frac{L j}{j!}\left\{(2-m+(1-m) B)\left[(l(l-m) \Delta T)^{j}-((l-1) \Delta T)^{j}\right]\right. \\
- & \frac{1-C}{\Delta T}\left[(l-m) \Delta T=((l-m) \Delta T+(l-1) \Delta T)^{j}-\int_{0}^{(1-m) \Delta T}(\zeta+(l-1) \Delta T)^{j} d\right\} \\
& +\left(2 B-B^{2}\right)\left[(l \Delta T)^{j} \sim((l-m) \Delta T)^{j}\right] \\
- & \left.\frac{\left(B-B^{2}\right)}{\Delta T}\left[m \Delta T *(m \Delta T+(l+m) \Delta T)^{j}-\int_{0}^{m \Delta T}(\zeta+(l-m) \Delta T)^{j} d l\right]\right\}
\end{align*}
\]

This can be written in the form,
\[
\begin{aligned}
& V_{c}=(-1)^{j+1} \frac{L_{j}}{j!} \lim _{a \rightarrow 0} \frac{\partial^{j}}{\partial a^{j}} e^{-a(l-1) \Delta T}\left\{(2-m-(1-m) B)\left(1-e^{-a(1-m) \Delta T}\right)\right. \\
& +\frac{1-B}{\Delta T}\left[(1-m) \Delta T e^{-a(1-m) \Delta T}-\frac{1}{a}\left(1-e^{-a(1-m) \Delta T}\right)\right] \\
& \left.+\left(2 B-B^{2}\right)\left(e^{-a(1-m) \Delta T}-e^{-a \Delta T}\right)+\frac{B-B^{2}}{\Delta T}\left[m \Delta T e^{-a \Delta T}-\frac{1}{a}\left(e^{-a(1-m \Delta T-a \Delta T}-e^{-a}\right)\right]\right\} \\
& \text { (B.96) }
\end{aligned}
\]

The expression in the curly brackets is seen to be of the sam form as that in the relation (B. 89 ). Hence the pulse transfer function can be written by inspection as
\[
\begin{equation*}
V(z)=(-1)^{j+1} L_{j!} \lim _{a \rightarrow 0} \frac{\partial^{j}}{\partial a^{j}} V^{\prime \prime}(z) \tag{B.97}
\end{equation*}
\]
\[
\begin{align*}
& \text { where } \\
& V^{\prime \prime}(z)=\frac{1}{1-z^{-1} e^{-a \Delta T}}\left\{\left[\left(2-m-\frac{1}{\Delta T a}\right)+\left(\frac{1}{\Delta T a}-1\right) e^{-a(1-m) \Delta T}\right] z^{-1}\right. \\
& +\left[\left(\frac{1}{\Delta T a}-1+m\right)+\left(2-\frac{2}{\Delta T a}\right) e^{-a(1-m) \Delta T}+\left(\frac{1}{\Delta T a}+m-2\right) e^{-a \Delta T}\right] z^{-2} \\
& \left.-\left[\left(1-\frac{1}{\Delta T a}\right) e^{-a(1-m) \Delta T}+\left(\frac{1}{\Delta T a}-1+m\right) e^{-a \Delta T}\right] z^{-3}\right\} \tag{B.98}
\end{align*}
\]

The pulse transfer function of a general linear system, inclu ing the effect of the transport lag, and the effect of a firs
\[
\begin{align*}
H^{\prime \prime \prime}(z)= & z^{-n} \sum_{i=1}^{k} \sum_{j=1}^{k} \frac{K_{i j}}{(1-1)!}(-1)^{j-1} \frac{\partial^{j-1}}{\partial \alpha_{i}^{j-1}} V^{\prime \prime \prime}(z) \\
& +z^{-n} \sum_{j=1}^{\infty}(-1)^{j+1} \frac{L_{j}}{J!} \lim _{a \rightarrow 0} \frac{\partial^{j}}{\partial a^{j}} V^{i N}(z)
\end{align*}
\]
where \(V^{\prime \prime}(z)\) and \(V^{i v} I z\) ) are given by (B.93) and (B.98) respectively.
B.8. The case of a first order interpolation according to Box and Jenkins (1967a)

This case, discussed by Box and Jenkins (1967a,1967b), and illustrated in Fig.B.3, differs from the first order hold of the preceding section in that the values of the input function \(u(t)\) between the sampling instants \(k \Delta T\) and \((k+1) \Delta T\) are obtained from
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\[
u(t)=u_{k}+\frac{u_{k+1}-u_{k}}{\Delta T} t
\]

That is to say, current values \(u_{k}\) and \(u_{k+1}\) are used for interpolation, a complete record of sampled values being assum ed to be available for analysis.

Box and Jenkins call this the case of "identification" or sampling a continuous function, in contradistinction to the "control" problem in which the control. commands are given only at discrete instants of time. Box and Jenkins argue that "the most sensible" way of approximating an input function is by means of the interpolation (B.100) in the "identification problem, and by means of (B.41) (zero order hold) in the " "control" problem. This may be so in the control of batch processes, but not necessarily so in the control of many physical processes, where, as discussed before, higher order interpolation may be employed.

It is suggested here that this case be regarded as just anther case of the first order interpolation which may be employed when a complete record of input and output is given. This case is discussed below for completeness.

Corresponding to the lav of interpolation (B.100), the convolution integral is approximated by
\[
\begin{equation*}
\left.\left.y(n \Delta T)=\sum_{l=1}^{\infty}\left\{\int_{(l-1) \Delta T}^{l \Delta T} h(\xi)\left[u_{n-l+1}-\frac{u_{n-c+1}-u_{n-l}}{\Delta T}\right\}\right] d\right\}\right\} \tag{B.101}
\end{equation*}
\]

Employing the backward shift operator B
\[
\begin{equation*}
\left.y(n \Delta T)=\sum_{l=1}^{\infty}\left\{B^{-1} \int_{(l-1) \Delta T}^{l \Delta T} h(\xi) d\right\}-\frac{3^{-1}-1}{\Delta T} \int_{(l-1) \Delta T}^{l \Delta T}\left\{h_{i}(\xi) d\right\}\right\} u_{n-l} \tag{B.102}
\end{equation*}
\]

Hence,
\[
\begin{equation*}
v_{c}=B^{-1} \int_{(i-1) \Delta T}^{c \Delta T} h(\xi) d \xi-\frac{B^{-1}-1}{\Delta T} \int_{(L-1) \Delta T}^{L \Delta T} \zeta h(\xi) d \xi \tag{B.103}
\end{equation*}
\]

Since the variable \(\boldsymbol{Z}\) in the second integral varies only between 0 and \(\Delta T\),
\[
\begin{equation*}
v_{l}=B^{-1} \int_{(l-1) \Delta T}^{l \Delta T} h(\zeta) d \zeta-\frac{B^{-1}-1}{\Delta T} \int_{0}^{\Delta T} \zeta h(\zeta+(l-1) \Delta T) d \zeta \tag{B.104}
\end{equation*}
\]

For \(h_{1}(t)\) defined by (B.18),
\[
v_{l}=K_{i j}\left\{B^{-1}\left\{\begin{array}{ll}
l \Delta T & e^{\left.-\alpha_{i}\right\}} d \xi \\
\hline
\end{array} \frac{B^{-1}-1}{\Delta T}\left(\int_{0}^{\Delta T}\right\} e^{-\alpha_{i} \xi} d \xi\right)^{-\alpha_{i}(l-1) \Delta T}\right\}_{(B .105)}
\]

Carrying out the integrations,
\[
\begin{align*}
& v_{L}=\frac{\alpha_{i j}}{\alpha i} e^{-\alpha_{i}(\ell-1) \Delta T}\left\{B^{-1}\left(1-e^{-\alpha i \Delta T}\right)+\frac{B^{-1}-1}{\Delta T}\left[\Delta T e^{-\alpha i \Delta T}\right.\right. \\
&\left.\left.-\frac{1}{\alpha_{i}}\left(1-e^{-\alpha_{i} \Delta T}\right)\right]\right\} \tag{B.106}
\end{align*}
\]

When corresponding terms are collected, one obtains
\[
\begin{align*}
v_{L}= & \frac{K_{i} j}{\alpha_{l}} e^{-\alpha_{i}(l-1) \Delta T}\left\{\frac{1}{\alpha_{i}}\left(1-e^{-\alpha_{i} \Delta T}\right)-e^{-\alpha i \Delta T}\right. \\
& \left.+\left[e^{-\alpha_{i} \Delta T}+\left(1-e^{-\alpha_{i} \Delta T}\right)\left(1-\frac{1}{\Delta T \alpha_{i}}\right)\right] B^{-1}\right\} \tag{5.107}
\end{align*}
\]

Since
\[
\begin{align*}
& B^{-1} x_{t}=x_{t+1}  \tag{E.108a}\\
& Z\left(B^{-1} x_{t}\right)=z Z\left(x_{t}\right)
\end{align*}
\]
(E.108b)
the \(z\) transform of (B.107) is
\[
\begin{equation*}
V(z)=K_{i j} \quad V^{V}(z) \tag{B.109}
\end{equation*}
\]
where
\[
\begin{align*}
V^{\prime}(z)= & \frac{1}{\alpha_{i}} \frac{1}{1-z^{-1} e^{-\alpha i \Delta T}\left\{\left[\frac{1}{\alpha_{i}}\left(1-e^{-\alpha_{i} \Delta T}\right)-e^{-\alpha i \Delta T}\right] z^{-1}\right.} \\
& \left.+\left[e^{-\alpha i \Delta T}+\left(1-e^{-\alpha_{i} \Delta T}\right)\left(1-\frac{1}{\Delta T \alpha_{l}}\right)\right]\right\} \tag{B.110}
\end{align*}
\]

For the weighting function \(h(t)\) defined by (B.20),
\[
\begin{equation*}
\left.\left.v_{l}=\frac{L j}{(j-1)!}\left\{B^{-1} \int_{(l-1) \Delta T}^{l \Delta T}\right\}^{j-1} d\right\}-\frac{B^{-1}-1}{\Delta T} \int_{0}^{\Delta T} Z \cdot(\zeta+(l-1) \Delta T)^{j-1} d\right\} \tag{B.111}
\end{equation*}
\]

Performing the integrations one obtains,
\[
\begin{align*}
& v_{c}=\frac{L j}{J!}\left\{B^{-1}\left[(l \Delta T)^{j}-((l-1) \Delta T)^{j}\right]-\frac{B^{-1}-1}{\Delta T}\left[\Delta T(\Delta T+(l-1) \Delta T)^{j}\right.\right. \\
&\left.\left.-\int_{0}^{\Delta T}\left(\zeta+(l(l) \Delta T)^{j} d\right\}\right]\right\} \tag{B.112}
\end{align*}
\]

This can be written as
\[
\begin{align*}
V_{L}= & \frac{L_{j}}{j!}(-1)^{j+1} \lim _{a \rightarrow 0} \frac{\partial^{j}}{\partial a^{j}} e^{-a(\ell-1) \Delta T}\left\{B^{-1}\left(1-e^{-a \Delta T}\right)\right. \\
& \left.+\frac{B^{-1}-1}{\Delta T}\left(\Delta T e^{-a \Delta T}-\int_{0}^{\Delta T-a \zeta} e^{-a\}}\right)\right\} \tag{B.113}
\end{align*}
\]
or,
\[
\begin{align*}
V_{c}= & \frac{L_{j}}{j!}(-1)^{j+1} \lim _{a \rightarrow 0} \frac{\partial^{j}}{\partial a^{j}} e^{-a(\ell-1) \Delta T}\left\{B^{-1}\left(1-e^{-a \Delta T}\right)\right. \\
& \left.-\frac{B^{-1}-1}{\Delta T}\left[\Delta T e^{-a \Delta T}-\frac{1}{a}\left(1-e^{-a \Delta T}\right)\right]\right\} \tag{B.114}
\end{align*}
\]

This relation is of the same form as (B.106) and, therefore, the corresponding \(z\) transform may be written by inspection as
\[
\begin{equation*}
V(z)=\frac{L j}{j!}(-1)^{j+1} \lim _{a \rightarrow 0} \frac{\partial^{j}}{\partial a^{j}} V^{V!}(z) \tag{B.115}
\end{equation*}
\]
where
\[
\begin{align*}
V^{\prime \prime}(z)= & \frac{1}{1-z^{-1} e^{-a \Delta T}}\left\{\left[\frac{1}{a}\left(1-e^{-a \Delta T}\right)-e^{-a \Delta T}\right] z^{-1}\right. \\
& \left.+\left[e^{-a \Delta T}+\left(1-e^{-a \Delta T}\right)\left(1-\frac{1}{\Delta T a}\right)\right]\right\} \tag{B.116}
\end{align*}
\]

Hence the pulse transfer function of a general linear system using Box and Jenkins interpolation (B.100) is
\[
\begin{align*}
H^{i v}(z)= & \sum_{i=1}^{k} \sum_{j=1}^{t} \frac{K_{i j}}{(j-1)!}(-1)^{j+1} \frac{\partial^{j-1}}{\partial \alpha_{i}^{j-1}} V^{r}(z) \\
& +\sum_{j=1}^{r}(-1)^{j+1} \frac{L_{j}}{j!} \lim _{a \rightarrow 0} \frac{\partial^{j}}{\partial a^{j}} V^{v 1}(z) \tag{B.117}
\end{align*}
\]
where \(\mathrm{V}^{\mathrm{v}}(z)\) and \(\mathrm{V}^{\mathrm{vi}}(z)\) are given by (B.110) and (B.116), respectively.

When the system under consideration includes a transport lag (B.26), the corresponding pulse transfer function is obtained, as before, by first deriving a pulse transfer function of a system with fractional transport \(\operatorname{lag} m \Delta T\), and then multiplying the result by \(z^{-n}\).

Referring to Figs. 3 b , the convolution integral is now approximated by
\[
\begin{align*}
& y(n \Delta T)=\sum_{\ell=1}^{\infty}\left\{\int_{(\ell-1) \Delta T}^{(l-m) \Delta T} h(\zeta)\left[u_{n-\ell}+\frac{u_{n-\ell-1}-u_{n-\ell}}{\Delta T}((1-m) \Delta T-\xi)\right] d\right\} \\
& \left.\left.\left.\left.+\int_{(\ell-m) \Delta T}^{\ell \Delta T} h(\zeta) d\right\}\left[u_{n-\ell-1}+\frac{u_{n-\ell-1+1}-u_{n-\ell-1}}{\Delta T}(\Delta T-\}\right)\right] d\right\}\right) \tag{B.118}
\end{align*}
\]

Using the backward shift operator \(B\), this can be written as
\[
\begin{align*}
& y(n \Delta T)=\sum_{l=1}^{\infty}(1-m) B^{-1} \int_{(l-1) \Delta T}^{(l-m) \Delta T} h(\xi) d \xi-\frac{B^{-1}-1}{\Delta T} \int_{(l-1) \Delta T}^{(l-m) \Delta T} \zeta h(\zeta) d \xi \\
& \left.+\int_{(l-m) \Delta T}^{l \Delta T} h(\xi) d\right\}-\frac{1-B}{\Delta T} \int_{(l-m) \Delta T}^{l \Delta T} \zeta h(\zeta) d 3 \tag{B.119}
\end{align*}
\]

Since the variable 3 varies between 0 and \((1-m) \Delta T\) over the interval \([(\mathbb{L}-1) \Delta T,(\boldsymbol{L}-m) \Delta T]\), end between 0 and \(m \Delta T\) over the interval \([(1-n) \Delta T,(\ell \Delta T]\) r, (B.119) may be written,
\[
\begin{align*}
y(n \Delta T)= & \left.\sum_{l=1}^{\infty}(1-m) B^{-1} \int_{(l-l) \Delta T}^{(l-m) \Delta T} h(\zeta) \propto\right\} \\
& \left.\left.-\frac{B^{-1}-1}{\Delta T} \int_{0}^{(1-m) \Delta T} \zeta \times h( \}+(l-1) \Delta T\right) d\right\} \\
+ & \left.\left.\left.\int_{(l-m) \Delta T}^{l \Delta T} h(\zeta) a \xi-\frac{1-B}{\Delta T} \int_{0}^{m \Delta T}\right\} \times h(\zeta+(l-m) \Delta T) d\right\}\right\} u_{n-l} \tag{B.120}
\end{align*}
\]

Hence,
\[
\begin{align*}
v_{L} & =(1-m) B^{-1} \int_{(l-1) \Delta T}^{(l-m) \Delta T} h(\zeta) d \xi-\frac{B^{-1}-1}{\Delta T} \int_{0}^{(1-m) \Delta T} \eta h(\zeta+(l-1) \Delta T) d \xi \\
& +\int_{(l-m) \Delta T}^{l \Delta T} h(\xi) d \xi-\frac{1-B}{\Delta T} \int_{0}^{m \Delta T} \zeta h(\zeta+(l-m) \Delta T) d \xi \tag{E.121}
\end{align*}
\]

For \(h(t)\) defined by (B.18),
\[
\begin{aligned}
& \text { For } \left.h(t) \text { defined by }(B .18), K_{i j}\left\{(1-m) B^{-1} \int_{(l-1) \Delta T}^{(l-1+1-m) \Delta T} e^{-\alpha i\}} d\right\}-\frac{B^{-1}-1}{\Delta T}\left(\int_{0}^{(1-m) \Delta T}\right\} e^{-\alpha i\}}\right) e^{-\alpha_{i}(l-1) \Delta} \\
& \left.\left.+\int_{(l-l+1-m) \Delta T}^{l \Delta T} e^{-\alpha i\}} d\right\}-\frac{1-B}{\Delta T}\left(\int_{0}^{m \Delta T} \zeta e^{-\alpha i \xi} d \xi_{i}\right) e^{-\alpha_{i}(l-m)}\right\}
\end{aligned}
\]
(B.122)

Performing the integrations one obtains,
\[
\begin{align*}
v_{c}= & \frac{K_{i} j}{\alpha_{i}} e^{-\alpha_{i}(l-i) \Delta T}\left\{(1-m) B^{-1}\left(1-e^{-\alpha_{i}(1-m) \Delta T}\right)\right. \\
& +\frac{B^{-1}-1}{\Delta T}\left[(1-m) \Delta T e^{-\alpha_{l}(1-m) \Delta T}-\frac{1}{\alpha_{i}}\left(1-e^{-\alpha_{i}(1-m) \Delta T}\right)\right] \\
+ & \left.\left(e^{-\alpha_{i}(1-m) \Delta T}-e^{-\alpha_{i} \Delta T}\right)+\frac{1-B}{\Delta T}\left[m \Delta T e^{-\alpha_{i} \Delta T}-\frac{1}{\alpha_{i}}\left(e^{\left.-\alpha_{i}(1-m) \Delta T-e^{-\alpha i \Delta T}\right)}\right)\right]\right\} \tag{B.123}
\end{align*}
\]

Collecting corresponding terms,
\[
\begin{align*}
& v_{c}=\frac{k_{i j}}{\alpha_{i}} e^{-\alpha_{c}(l-1) \Delta T}\left\{\left[1-m-\frac{1}{\Delta T \alpha_{i}}\right]+\frac{1}{\Delta T \alpha_{i}} e^{-\alpha_{i}(1-m) \Delta T}\right] B^{-1} \\
& +\left[\frac{1}{\Delta T \alpha_{i}}+\left(m-\frac{2}{\Delta T \alpha_{i}}\right) e^{-\alpha_{i}(1-m) \Delta T}+\left(m-1+\frac{1}{\Delta T \alpha_{l}}\right) e^{-\alpha_{i} \Delta T}\right] \\
& \left.-\left[\left(m+\frac{1}{\Delta T \alpha_{i}}\right) e^{-\alpha_{i} \Delta T}-\frac{1}{\Delta T \alpha_{i}} e^{-\alpha_{i}(1-m) \Delta T}\right] B\right\} \tag{B.124}
\end{align*}
\]

The \(z\) transform of (B.124) is
\[
\begin{equation*}
V(z)=K_{i j} V^{V \prime \prime}(z) \tag{B.125}
\end{equation*}
\]
where
\[
\begin{align*}
& V^{v \prime \prime}(z)=\frac{1}{\alpha_{i}} \frac{1}{1-z^{-1} e^{-\alpha i \Delta T}}\left\{\left[\left(1-m-\frac{1}{\Delta T \alpha_{i}}\right)+\frac{1}{\Delta T \alpha_{i}} e^{-\alpha_{i}(1-m) \Delta T}\right]\right. \\
& +\left[\frac{1}{\Delta T \alpha_{i}}+\left(m-\frac{2}{\Delta T \alpha_{i}}\right) e^{-\alpha_{i}(1-m) \Delta T}+\left(m-1+\frac{1}{\Delta T \alpha_{i}}\right) e^{-\alpha_{i} \Delta T}\right] z^{-1} \\
& \left.-\left[\left(m+\frac{1}{\Delta T \alpha_{i}}\right) e^{-\alpha_{i} \Delta T}-\frac{1}{\Delta T \alpha_{i}} e^{-\alpha_{c}(1-m) \Delta T}\right] z^{-2}\right\} \tag{B.126}
\end{align*}
\]
\[
\begin{align*}
& \text { For } h(t) \text { defined by }(B \cdot 20), \Delta T \\
& \left.\left.\left.\left.v_{c}=\frac{L j}{(j-1)!}\left\{(1-m) B^{-1} \int_{(l-1) \Delta T}^{(l-m) \Delta T}\right\}^{j-1} d\right\}-\frac{B^{-1}-1}{\Delta T} \int_{0}^{(1-m) \Delta T}\right\}( \}+(l-1) \Delta T\right)^{j-1} d\right\} \\
& \left.\left.\left.\left.\left.+\int_{(l-m) \Delta T}^{l \Delta T} Z^{j-1} d\right\}-\frac{1-B}{\Delta T} \int_{0}^{m \Delta T}\right\} \times( \}+(l-m) \Delta T\right)^{j-1} d\right\}\right\} \tag{B.127}
\end{align*}
\]

Performing the integrations one obtains,
\[
\begin{align*}
& V_{c}=\frac{L j}{j!}\left\{(1-m) B^{-1}\left[((l-m) \Delta T)^{j}-((l-1) \Delta T)^{j}\right]\right. \\
& -\frac{B^{-1}-1}{\Delta T}\left[(1-m) \Delta T((l-m) \Delta T+(l-1) \Delta T)^{j}-\int_{0}^{(l-m) \Delta T}(\zeta+(l-1) \Delta T)^{j} d\right\} \\
& \\
& +\left[(l \Delta T)^{j}-((l-m) \Delta T)^{j}\right]-\frac{1-B}{\Delta T}\left[m \Delta T(m \Delta T+(l-m) \Delta T)^{j}\right.  \tag{B.128}\\
& \left.\left.\left.\left.\quad-\int_{0}^{m \Delta T}( \}+(l-m) \Delta T\right)^{j} d\right\}\right]\right\}
\end{align*}
\]

This can also be written as
\[
\begin{aligned}
& V_{L}=\frac{L j}{j!}(-1)^{j+1} \lim _{a \rightarrow 0} \frac{\partial^{j}}{\partial a^{j}} e^{-a(l-1) \Delta}\left\{(1-m) \theta^{-1}\left(1-e^{-a(1-m) \Delta T}\right)^{2 \& T}\right. \\
&+\frac{B^{-1}-1}{\Delta T}\left[(1-m) \Delta T e^{-a(1-m) \Delta T}-\frac{1}{a}\left(1-e^{-a(1-m) \Delta T}\right)\right] \\
&+ {\left[e^{-a(1-m) \Delta T}-e^{-a \Delta T}\right] t } \\
&\left.+\frac{1-a}{\Delta T}\left[m \Delta T e^{-a \Delta T}-\frac{1}{a}\left(e^{-a(1-m) \Delta T}-e^{-a \Delta T}\right)\right]\right\}
\end{aligned}
\]

The above expression is of similar form to .(B.123) and the \(z\) transform of (B.129) can, therefore, be written by inspection as
\[
\begin{equation*}
V(z)=\frac{L j}{j!}(-1)^{j+1} \lim _{a \rightarrow 0} \frac{\partial^{j}}{\partial a^{j}} V^{\text {ViII }}(z) \tag{B.130}
\end{equation*}
\]
where
\[
\begin{align*}
V^{v \prime \prime \prime} & (z)=\frac{1}{1-z^{-1} e^{-a \Delta T}}\left\{\left[(1-m)-\frac{1}{\Delta T a}+\frac{1}{\Delta T a} e^{-a(1-m) \Delta T}\right]\right. \\
& +\left[\frac{1}{\Delta T a}+\left(m-\frac{2}{\Delta T a}\right) e^{-a(1-m) \Delta T}+\left(m-1+\frac{1}{\Delta T a}\right) e^{-a \Delta T}\right] z^{-1} \\
& \left.-\left[\left(m+\frac{1}{\Delta T a}\right) e^{-a \Delta T}-\frac{1}{\Delta T a} e^{-a(1-m) \Delta T}\right] z^{-2}\right\} \tag{B.131}
\end{align*}
\]

Finally, the pulse transfer function of a general linear dynam ical system with transport lag and subject to an input with the interpolation law (B.100) is
\[
\begin{align*}
H^{v}(z)= & z^{-n} \sum_{i=1}^{12} \sum_{j=1}^{t} \frac{K_{i j}}{(-1)!}(-1)^{j-1} \frac{\partial^{j-1}}{\partial \alpha_{i}^{j-1}} V^{v n}(z) \\
& z^{-n} \sum_{j=1}^{v}(-1)^{j p 1} \frac{L_{j}}{j!} \lim _{a \rightarrow 0} \frac{\partial^{j}}{\partial a^{j}} V^{v \prime \prime \prime}(z) \tag{B.132}
\end{align*}
\]
where \(V^{v i i}(z)\) and \(V^{\text {vijii}}(z)\) are respectively given by (B.126) and (B.131).

\section*{B.9. Examples of difference equations describing first and} second order systems with interpolated input.

The relations (B.50), (B.66), (B.83), (B.99), (B.117) and (B.132) give expressions for a \(z\) transfer function with or without transport lag, corresponding to three methods of interpolating the input function \(u(t)\). The method of derivation of these equations is superior to that used by Box and Jenkins (1967a,1967b) and holds for any linear system with a rational transfer function. once the transfer function \(H(s)\) is specified, it is factorized according to (B.16) or (E.25) and the corresponding \(z\) transfer function can then be obtained directly by using one of the relations developed in this Appendix.

The \(z\) transfer function thus obtained can be put in the form
\[
\begin{equation*}
H(z)=\frac{c_{m}+c_{m-1} z^{-1}+\cdots+c_{0} z^{-m}}{d_{m}+d_{m-1} z^{-1}+\cdots+d_{0} z^{-m}} \tag{B.133}
\end{equation*}
\]

The corresponding difference equation can be derived from the relation (E.II) as described in Section B.5. That is to say, substituting (B.10b),(B.10a) in (B.11) and using (B.133),
one obtains,
\[
\begin{aligned}
& \left(c_{m}+c_{m-2} z^{-1}+\cdots+c_{0} z^{-m}\right)\left(y_{0}+u_{1} z^{-1}+\cdots+u_{k} z^{-k}+\ldots\right) \\
& =\left(d_{m}+d_{m-1} z^{-1}+\cdots+d_{0} z^{-m}\right)\left(y_{0}+y_{1} z^{-1}+\cdots+y_{k} z^{-k}+\ldots\right)
\end{aligned}
\]
(B.134)

This relation holds for any power of \(z\). Therefore, equating coefficientsfof, say, \(z^{-k}\), one obtains the required difference equation
\[
\begin{align*}
& c_{m} u_{k}+c_{m} u_{k-1}+\cdots+c_{0 u_{k-m}}= \\
& \quad=d_{m y k}+d_{k-1} y_{k-1}+\cdots+d_{0} y_{k-m} \tag{B.135}
\end{align*}
\]

This approach will now be adopted to derive difference equations describing first and second order systems. The object of these examples is,first, to illustrate how the formulae, developed in the Appendix, and holding for a general linear system, can be used to obtain difference equations corresponding to some specified transfer functions. Secondly, it is required to obtain the formulae used in the thesis and compar them with those obtained elsewhere. Only zero order interpol ion will be considered here.
a) First order system without transport lac and with
transport las
Consider first a simple first order system given by
\[
\begin{equation*}
H(s)=\frac{K}{s+\alpha} \tag{B.136}
\end{equation*}
\]

Using the formula (B.50),

Employing the"parsimonious parameterization" of Box and Jenkins,
\[
\begin{align*}
& g=\frac{K}{\alpha}  \tag{B.138a}\\
& \phi=e^{-\alpha \Delta T}
\end{align*}
\]

F (B.138b)

Then
\[
\begin{equation*}
H^{0}(z)=\frac{\phi(1-\phi) z^{-1}}{1-\phi z^{-1}} \tag{B.140}
\end{equation*}
\]

Using (B.134), the difference equation is obtained as
\[
\begin{equation*}
y_{k}-\phi y_{k-1}=g(1-\phi) u_{k-1} \tag{B.141}
\end{equation*}
\]
which agrees with the relation given by Box and Jenkins (1967a) If the system (B.136) includes transport lag (B.26), then, using (B.66) one obtains,
\[
\begin{align*}
H^{\prime}(z)=z^{-n} \frac{K}{\alpha}\{ & \frac{\left(1-e^{-\alpha(1-m) \Delta T}\right) z^{-1}}{1-z^{-1} e^{-\alpha \Delta T}} \\
& +\frac{\left(e^{-\alpha(1-m) \Delta T}-e^{-\alpha \Delta T}\right) z^{-2}}{1-z^{-1} e^{-\alpha \Delta T}} \tag{B.142}
\end{align*}
\]

Employing (B.138) this becomes,
\[
\begin{equation*}
H^{\prime}(z)=z^{-n} 9\left[\frac{\left(1-\phi^{1-m}\right) z^{-1}}{1-\phi z^{-1}}+\frac{\left(\phi^{1-m}-\phi\right) z^{-2}}{1-\phi z^{-1}}\right. \tag{B.143}
\end{equation*}
\]

Using (B.134) the corresponding difference equation is obtained as
\[
\begin{equation*}
y_{k-\phi} y_{k-1}=g\left[\left(1-\phi^{1-m}\right) u_{k-1-n}+\left(\phi^{1-m} \phi\right) u_{k-2-n}\right] \tag{B.144}
\end{equation*}
\]
which again agrees with Box and Jenkins (1967a).
b) Second order system

Consider,finally, a second order system described by a transfer function
\[
\begin{equation*}
H(s)=\frac{k}{\left(s+\alpha_{1}\right)\left(s+\alpha_{2}\right)} \tag{B.145}
\end{equation*}
\]
where and are real and not equal.
Splitting \(H(s)\) into partial fractions one obtains
\[
\begin{equation*}
H(s)=\frac{K}{\alpha_{2}-\alpha_{1}} \frac{1}{s+\alpha_{2}}-\frac{K}{\alpha_{2}-\alpha_{1}} \frac{1}{s+\alpha_{1}} \tag{B.146}
\end{equation*}
\]

Using (B.50) one obtains, \(\left.e^{-\alpha_{2} \Delta T}\right)_{z^{-1}}\)
\(H^{\circ}(z)=\frac{K}{\alpha_{2}-\alpha_{1}}\left[\frac{1}{\alpha_{2}} \frac{\left(1-e^{-\alpha_{2} \Delta T} z^{-1}\right.}{1-1}\right.\)
\[
\begin{equation*}
\left.-\frac{1}{\alpha_{1}} \frac{\left(1-e^{-\alpha_{1} \Delta T}\right)_{z}^{-1}}{1-e^{-\alpha_{1} \Delta T} z^{-1}}\right] \tag{B.147}
\end{equation*}
\]

Let
\[
\begin{align*}
& \phi_{1}=e^{-\alpha_{1} \Delta T} \\
& \phi_{2}=e^{-\alpha_{2} \Delta T} \\
& g=\frac{K}{\alpha_{1} \alpha_{2}} \tag{B.148b}
\end{align*}
\]

Then, after some calculations, one obtains,
\[
\begin{align*}
H^{0}(z)= & \frac{g}{\frac{1}{d_{1}}-\frac{1}{\alpha_{2}}}\left\{\frac{\frac{1}{\alpha_{1}}\left(1-\phi_{1}\right)-\frac{1}{\alpha_{2}}\left(1-\phi_{2}\right)}{1-\left(\phi_{1}+\phi_{2}\right) z^{-1}+\phi_{1} \phi_{2} z^{-2}} z^{-1}\right. \\
& +\frac{\frac{1}{\alpha_{2}} \phi_{1}\left(1-\phi_{2}\right)-\frac{1}{\alpha_{1}} \phi_{2}\left(1-\phi_{1}\right)}{1-\left(\phi_{1}+\phi_{2}\right) z^{-1}+\phi_{1} \phi_{2} z^{-2}} \tag{B.149}
\end{align*}
\]

The corresponding difference equation is easily obtained from (B.149) and is
\[
\begin{align*}
& y_{k}-\left(\phi_{1}+\phi_{2} y_{k-1}+\phi_{1} \phi_{1} y k-2=\right. \\
& =\frac{\frac{g}{1}}{\alpha_{1}-\frac{1}{\alpha_{2}}}\left\{\left[\frac{1}{\left.\alpha_{1}\left(1-\phi_{1}\right)-\frac{1}{\alpha_{2}}\left(1-\phi_{2}\right)\right] u_{k-1}}\right.\right. \\
& \left.+\left[\frac{1}{\alpha_{2}} \phi_{1}\left(1-\phi_{2}\right)-\frac{1}{\alpha_{1}} \phi_{2}\left(1-\phi_{1}\right)\right] u_{k-2}\right\} \tag{B.150}
\end{align*}
\]
\[
\begin{align*}
& \frac{1}{\alpha_{1}}=T_{1}  \tag{B.15la}\\
& \frac{1}{\alpha_{2}}=T_{2} \tag{B.151b}
\end{align*}
\]
then, finally,
\[
\begin{align*}
y_{k}- & \left(\phi_{1}+\phi_{2}\right) y_{k-1}+\phi_{1} \phi_{2} y_{k-2}= \\
= & \frac{g}{T_{1}-T_{2}}\left\{\left[T_{1}\left(1-\phi_{1}\right)-T_{2}\left(1-\phi_{2}\right)\right] u_{k-1}\right. \\
& \left.+\left[T_{2} \phi_{1}\left(1-\phi_{2}\right)-T_{1} \phi_{2}\left(1-\phi_{1}\right)\right] u_{k-2}\right\} \tag{B.152}
\end{align*}
\]

Thus, the equation involves gain and only two additional
parameters \(T_{1}\) and \(T_{2}\), or, alternatively, \(\varnothing_{1}\) and \(\varnothing_{2}\),
as indeed should be the case for the second order system.
The relation (B.152) differ in appearance from the corresponding relation derived by Box and Jenkins (1967a) by direct integration of a second order differential equation. In order to reduce (B.152) to this form, let
\[
\begin{align*}
& \delta_{1}=\phi_{1}+\phi_{2}  \tag{B.153a}\\
& \delta_{2}=-\phi_{1} \phi_{2}
\end{align*}
\]
(B.153b)
\[
\begin{equation*}
\nu=\frac{\frac{1}{\alpha_{2}} \phi_{1}\left(1-\phi_{2}\right)-\frac{1}{\alpha_{1}} \phi_{2}\left(1-\phi_{1}\right)}{\left[1-\left(\phi_{1}+\phi_{2}\right)+\phi_{1} \phi_{2}\right]\left[\frac{1}{\alpha_{1}}-\frac{1}{\alpha_{2}}\right]} \tag{B.154}
\end{equation*}
\]

Substituting (B.153), (B.154) into (B.149), one obtains,
\[
\begin{equation*}
H_{0}^{0}(z)=g\left(1-\delta_{1}-\delta_{2}\right) \frac{(1-\nu) z^{-1}+\nu z^{-2}}{1-\delta_{1} z^{-1}-\delta_{2} z^{-2}} \tag{B.155}
\end{equation*}
\]

The corresponding difference equation
\[
\begin{align*}
& y_{k}-\delta_{1} y_{k-1}-\delta_{2} y_{k-2}= \\
& =g\left(1-\delta_{1}-\delta_{2}\right)\left[(1-v) u_{k-1}+\nu u_{k-2}\right] \tag{B.156}
\end{align*}
\]
is now identical with the relation given by Box end Jenkins.

Appendix \(C\).
Representation of a nonstationary stochastic process as an output of a time-varying linear filter excited by white noise the mean square value of the process being a polynomial function of time.
C.I. Introduction

In this Appendix a novel method of representation of a nonstationary stochastic process is developed. The process is represented as an output of a linear filter with time varying coefficients, excited by white noise. The mean square value of the output of the filter is a polynomial in time such that the degree of the polynomial is a property of the filter structure.

The terms of a white noise \(\left.\}_{t}\right\}\) with mean \(m_{3}\) and variance \(\sigma^{2}\) defined by
\[
\begin{gather*}
E\left\langle z_{t}\right\rangle=m ;  \tag{C.1}\\
E<\left(\xi_{t}-m_{;}\right)\left(\xi_{t^{\prime}}-m_{t}\right)=\sigma^{2} \delta\left(x^{t}-t^{\prime}\right) \tag{C.2}
\end{gather*}
\]
the nonstationary stochastic process \(\left\{\eta_{\epsilon}\{\right.\) is given by
\[
\eta_{t}=\eta_{0}+\sum_{j=1}^{t-1} v_{j}(t) \xi_{t-j}+\xi_{t} \quad(c .3)
\]
where クodenotes the starting value.

The weighting functions \(v_{j}(t)\) are of the form
\[
\begin{equation*}
v_{j}(z)=K \frac{(t-j)^{k} j i}{t^{m}} \tag{C.4}
\end{equation*}
\]

Where K is the gain factor.
The weighting functions are determined in a semi-empirical fashion by first considering the conditions which have to be satisfied by an impulsive response of a linear time-varying filter characterized by a linear time-varying differential equation (Niller, 1955). The weighting functions \(v_{j}(t)\) resulting in the mean square value of the output of the corresponding filter being a polynomial in time of a prescribed degree were then determined by trial and error.

Difference equations characterizing the various filters are developed from the relations (C.3) using the variables defined by
\[
\begin{equation*}
\eta_{t}^{\prime}=\eta_{t}-\eta_{0} \tag{C.5}
\end{equation*}
\]

If these relations are used for modelling a given process \(\left\{\eta_{\neq}\right\}\) then stability constrainds are placed on the gain factor with the result. that the effective gain factor \(G\) in the difference equations is smaller than the gain factor \(K\) in the relations (c.3), while the magnitude of the process \(\left\}_{0}\right\}\)
C.2. Representation of a first order process whose mean square
value varies linearly with time.
This case corresponds to a process with a constant mean (zero or non-zero) and whose variance varies linearly with time;

Setting in (C.4) \(k=1, I=0, m=3 / 2\), one obtains,
\[
\begin{equation*}
\eta_{0}=\eta_{0}+\sum_{j=1}^{t-1} K \frac{t-j}{t^{3 / 2}} \zeta_{t-j}+\xi_{t} \tag{C.6}
\end{equation*}
\]

Now,
\[
\begin{align*}
\left.E<2 t^{2}\right\rangle & \left.\left.=\eta_{0}^{2}+E<\left[\sum_{j=1}^{t-1} K \frac{t-j}{t^{3 / 2}}\right\}_{t-j}\right]^{2}\right\rangle+E<\xi_{t}^{2}>  \tag{C.7}\\
& =\eta_{0}^{2}+\left(\sigma^{2}+M s^{2}\right)\left[1+\left(\sum_{j=1}^{t-1} K \frac{t-j}{t^{3 / 2}}\right)^{2}\right] \tag{C.8}
\end{align*}
\]

Also
\[
\begin{equation*}
\sum_{j=1}^{t-1} K \frac{t-j}{t^{3 / 2}}=\frac{K}{t^{3 / 2}}\left[t\left(t^{t-1)}-\frac{t(t-1)}{2}\right]=\frac{1}{R} K \frac{t(t-1)}{t^{3 / 2}}\right. \tag{C.9}
\end{equation*}
\]

Hence
\[
\begin{align*}
E\left\langle\eta_{t}^{2}\right\rangle & =\eta_{0}^{2}+\left(\sigma^{2}+m_{3}^{2}\right)\left[1+\frac{1}{4} \frac{k^{2} t^{2}(t-1)^{2}}{t^{3}}\right]  \tag{C.IO}\\
& =\eta_{0}^{2}+\left(\sigma^{2}+m_{3}^{2}\right)\left[1+\frac{k^{2}}{4}\left[\left(\frac{1}{t}-2\right)+t\right]\right] \tag{0.1.1}
\end{align*}
\]

The effect of the term \((1 / t)\) decreases as \(t\) increases.

For \(t>10\) the relation (c.11) may be taken to represent a linear variation in the mean square value fairly accurately.

From (C.5) and (C.6) one obtains,
\[
\begin{equation*}
t^{3 / 2} \eta_{t}^{\prime}=\sum_{j=2}^{t-1} K(x-j) \xi_{s-j}+K(x-j)+x^{3 / 2} \xi_{t} \tag{C.12}
\end{equation*}
\]
and
\[
\begin{equation*}
(t-1)^{3 / 2} \eta_{t-1}^{\prime}=\sum_{j=1}^{t-2} k(t-1-j) \xi_{t-1-j}+(z-1)^{3 / 2} \xi_{t-1} \tag{c.13}
\end{equation*}
\]

Substituting in (C.13)
\[
\begin{equation*}
k=j+l \tag{C.14}
\end{equation*}
\]
eliminating the summation between ( \(C .12\) ) and (C.13), and repla ing \(K\) by \(G\) one obtains the difference equation
\[
\begin{align*}
& \eta_{t}^{\prime}-\left(\frac{t-1}{t}\right)^{3 / 2} \eta_{t-1}^{\prime}= \\
& =\left[G \frac{t-1}{t^{3 / 2}}-\left(\frac{t-1}{t}\right)^{3 / 2}\right] \xi_{t-1}+\xi_{t} \tag{c.15}
\end{align*}
\]

The stability condition for the parameter \(G\) is obtained by writing ( \(C .15\) ) in the form
\[
\begin{equation*}
\xi_{t}=\frac{\left[1-\left(\frac{t-1}{t}\right)^{3 / 2} B\right] q_{t}}{1-\left[\left(\frac{t-1}{t}\right)^{3 / 2}-G \frac{t-1}{t^{3 / 2}}\right] B} \tag{c.16}
\end{equation*}
\]
and noting that the process of estimating recursively \(\left\}_{\in}\right\}\) from \(\{\eta t\}_{i s}\) stable provided that the root of the equation
\[
\begin{equation*}
1-\left[\left(\frac{z-1}{t}\right)^{3 / 2}-G \frac{t-1}{t^{3 / 2}}\right] x=0 \tag{c.17}
\end{equation*}
\]
lies outside the unit circle.
This yields the condition
\[
\begin{equation*}
\left|\left(\frac{t-1}{t}\right)^{3 / 2}-G \frac{t-1}{t^{3 / 2}}\right|<1 \tag{c.18}
\end{equation*}
\]
from which
\[
\begin{equation*}
|G|<1 \tag{C.19}
\end{equation*}
\]
follows.
C.3. Representation of a second order process whose mean
square value is a parabolic function of time.

This case corresponds to a process with linearly varying mean and/or parabolically varying variance.

Setting in (C.4) \(k=1,1=0, m=1\), one obtains,
\[
\begin{align*}
\eta_{t} & =\eta_{0}+\sum_{j=1}^{t-1} K \frac{t-j}{t} s_{t-j}+s_{t}  \tag{C.20}\\
E\left\langle\eta_{t}^{2}\right\rangle= & \eta_{0}^{2}+E\left\langle\left(\sum_{j=1}^{t-1} K \frac{t-j}{t} \zeta_{t-j}\right)^{2}\right\rangle+E\left\langle\xi_{t}^{2}\right\rangle  \tag{C.21}\\
= & \eta_{0}^{2}+\left(\sigma^{2}+m_{3}^{2}\right)\left[1+\left(\sum_{j=1}^{t-1} K \frac{t-j}{t}\right)^{2}\right] \tag{C.22}
\end{align*}
\]

Now,
\[
\begin{equation*}
\sum_{j=1}^{t-1} K \frac{t-j}{t}=\frac{K}{t}\left\{t(t-1)-\frac{1}{2}(t-1)=\hat{c}\right\}=\frac{1}{2} K t(x-1) \tag{C.23}
\end{equation*}
\]

Hence
\[
\begin{equation*}
\left.E<\eta \varepsilon^{2}\right\rangle=10^{2}+\left(v^{2}+m \xi^{2}\right)\left[1+\frac{k^{2}}{4}\left(x^{2}-2 x^{2}+1\right)\right] \tag{C.24}
\end{equation*}
\]
which confirms a parabolic variation of the mean square value of the process represented by (c.20).

From (C.5) and (C.20) one obtains;
\[
\begin{align*}
& t \eta_{t}^{\prime}=\sum_{j=2}^{t-1} K(t-j) \xi_{t-j}+K\left(s_{1}-1\right) \xi_{t-1}+t \xi_{t}  \tag{C.25}\\
& (t-1) \eta_{t-1}^{\prime}=\sum_{j=1}^{t-2} K(t-1-j) \xi_{t-j-1}+(t-1) \xi_{t-1} \tag{C.26}
\end{align*}
\]

Using again (C.14) in (C.26), eliminating the summation term between (C.25) and (C.26), and replacing \(K\) by \(G\), one obtains the difference equation corresponding to (c.20) as
\[
\eta_{t}^{\prime}-\frac{t-1}{t} \eta_{t-1}^{\prime}=(G-1) \frac{t-1}{t} \xi_{t-1}+\xi_{t}
\]

By using the method of the section \(C .3\) the stability condition is easily shown to be given again by (c.19).
C.4. Representation of a third order process whose mean square value is a cubic function of time.

Substituting in (C.4) \(k=1, j=0, m=\frac{1}{2}\), one obtains,
\[
\begin{align*}
\eta_{t} & \left.=\eta_{0}+\sum_{j=1}^{t-1} k \frac{t-j}{t^{1 / 2}}\right\rangle_{t-j}+\xi_{t}  \tag{C.28}\\
E\left\langle\eta_{t}{ }^{2}\right\rangle & \left.=\eta_{0}^{2}+E<\left(\sum_{j=1}^{t-1} K \frac{t-j}{t^{1 / 2}} \xi_{t-j}\right)^{2}\right\rangle+E\left\langle\xi_{t}^{2}\right\rangle  \tag{C.29}\\
& =\eta_{0}^{2}+\left(\sigma^{2}+m_{s}^{2}\right)\left\{1+\left(\sum_{j=1}^{t-1} K \frac{t-j}{t^{1 / 2}}\right)^{2}\right\} \tag{C.30}
\end{align*}
\]

Since
\[
\begin{align*}
\sum_{j=1}^{t-1} K \frac{t-j}{t^{1 / 2}} & =\frac{K}{t^{1 / 2}}\left\{t^{( }(t-1)-\frac{t(t-1)}{2}\right\}=\frac{1}{2} \frac{k t(t-1)}{t^{1 / 2}}  \tag{C.31}\\
E\left\langle t^{2}\right\rangle & =\eta_{0}^{2}+\left(\sigma^{2}+m_{3}^{2}\right)\left\{1+\frac{k^{2}}{4} \frac{t^{2}(t-1)}{t}\right\}  \tag{C.32}\\
& =\eta_{0}^{2}+\left(\sigma^{2}+m_{3}^{2}\right)\left[1+\frac{k^{2}}{4} t(t-1)^{2}\right] \tag{C..33}
\end{align*}
\]
which shows that the mean square value of the process (C.28) is a cubic function of time.

From (C.5) and (C.28),
\[
\begin{align*}
& t^{1 / 2} \eta_{t}^{\prime}=\sum_{j=2}^{t-1} k(t-j) \zeta_{t-j}+k(t-1) \zeta_{t-1}+\zeta_{t}  \tag{C.34}\\
& (t-1)^{1 / 2} \eta_{t}^{\prime}=\sum_{j=1}^{t-2} K(t-t) \zeta_{t-1-j}+(t-1)^{1 / 2} \zeta_{t-1} \tag{C.35}
\end{align*}
\]

Again, using (C.14) in (C.35), eliminating the summation term between ( \(C .34\) ) and ( \(C .35\) ), and replacing \(K\) by \(G\), one obtains the difference equation corresponding to the process (C.28). in the form
\[
\begin{equation*}
\left.\eta_{t}{ }^{\prime}-\left(\frac{t-1}{t}\right)^{1 / 2} \eta_{t}^{\prime}=\left[G \frac{t-1}{t^{1 / 2}}-\left(\frac{t-1}{t}\right)^{1 / 2}\right]\right\}_{t-1}+\xi_{t} \tag{C.36}
\end{equation*}
\]

The stability condition for \(G\) is again given by (C.19) as can be shown by using the method of section c.2.
C.5. Representation of a fourth order process whose mean

Square value is a quartic function of time.

Substituting in ( \(C .4\) ) \(k=1, j=1, m=1\), one obtains,
\[
\begin{align*}
\eta_{t} & =\eta_{0}+\sum_{j=1}^{t-1} K \frac{(t-j)_{j}}{t} \xi_{t-j}+\xi_{t}  \tag{C.37}\\
E\left\langle\eta_{t}^{2}\right\rangle & \left.\left.=\eta_{0}{ }^{2}+E<\left(\sum_{j=1}^{t-1} K \frac{(t-j) j}{t}\right\}_{t-j}\right)^{2}\right\rangle+E\left\langle\xi_{t}^{2}\right\rangle  \tag{C.38}\\
& =\eta_{0}^{2}+\left(\sigma^{2}+m_{3}^{2}\right)\left\{1+\left(\sum_{j=1}^{t-1} K \frac{(t-j)(j)}{t}\right)^{2}\right\} \tag{c.39}
\end{align*}
\]

Now,
\[
\begin{align*}
\frac{K}{t} \sum_{j=1}^{t-1}\left(t j-j^{2}\right) & =\frac{K}{t}\left\{t \frac{t(t-1)}{2}-\frac{2(t-1)^{3}+3(t-1)^{2}+(t-1)}{6}\right\} \\
& =\frac{K(t-1)}{t}\left\{\frac{3 t^{2}-2(t-1)^{2}-3(t-1)-1}{6}\right\} \\
& =\frac{k(t-1)}{t} \frac{3 t^{2}-2\left(t^{2}-2 t^{2}+1\right)-3(t-1)-1}{6} \text { (C. } 4 \tag{C.40}
\end{align*}
\]
or,
\[
\begin{equation*}
\sum_{j=1}^{t-1} k \frac{(z-j) j}{t}=\frac{k(t-1)}{t} \cdot \frac{t^{2}-t+1}{6} \tag{C.41}
\end{equation*}
\]

Thus,
\[
\begin{align*}
\left(\sum_{j=1}^{t-1} \frac{K(\pi-j) j}{t}\right)^{2} & =\frac{\kappa^{2}}{36} \times \frac{t^{2}-2 t+1}{t^{2}}\left(t^{2}-t+1\right)^{2} \\
& =\frac{K^{2}}{36}\left\{\left[\left(\frac{1}{t^{2}}-\frac{1}{t}\right)+1\right]\left(t^{2}-t+1\right)^{2}\right. \tag{C.42}
\end{align*}
\]

The term ( \(1 / t^{2}-1 / t\) ) decreases rapidly as \(t\) increases; it is less than 0.02 when \(t=50\). Therefore, (c.42) can be taken to be a good representation of the stochastic process whose mean square value is a quartic function of time, if length of series considered is greater than 50 terms.

The difference equation corresponding to the process ( \(C, 37\) ) is, this time, a little more difficult to obtain because of the nonlinear nature of the weights \(v_{j}(t)\). The equation is obtained as follows.

From (C.37),
\[
\begin{align*}
& \eta_{t}^{\prime}=\sum_{j=3}^{t-1} k \frac{(t-j) j}{t} \xi_{t-1}+k \frac{t-2}{t} \xi_{t-2}+k \frac{t-1}{t} \xi_{t-1}+\xi_{t}(c .43)^{\prime} \\
& \eta_{t-1}^{\prime}=\sum_{j=2}^{t-2} k \frac{(t-1-j) j}{t-1} \zeta_{t-1-j}+k \frac{t-2}{t-1} \xi_{t-2}+\xi_{t-1} \quad \text { (c.44) } \tag{C.44}
\end{align*}
\]
and
\[
\begin{equation*}
\eta_{t-2}^{\prime}=\sum_{j=1}^{t-3} \mu \frac{(t-2-j) j}{t-2} \zeta_{t-2-j}+\xi_{t-2} \tag{C.45}
\end{equation*}
\]

Substitute
\[
\begin{equation*}
k=j+1 \tag{C.46}
\end{equation*}
\]
in (C.44) and
\[
\begin{equation*}
l=j+2 \tag{C.47}
\end{equation*}
\]
in (C.45)
Then \((C .43),(C .44)\) and \((C .45)\) become
\[
\begin{align*}
& \left.\eta_{t}^{\prime}=\sum_{j=3}^{t-1} k \frac{(t-j) j}{t}\right\rangle_{t-j}+k \frac{t-2}{t} \xi_{t-2}+k \frac{t-1}{t} \xi_{t-1}+\xi_{t} \quad \text { (c.48) } \\
& \left.\eta_{t-1}^{\prime}=\sum_{k=3}^{t-1} K \frac{t-k) k}{t-1} \xi_{t-k}-\sum_{k=3}^{t-1} K \frac{t-k}{t-1} \zeta_{t-k}+k \frac{t-2}{t-1}\right\}_{t-2}+\xi_{t-1} \text { (c.49) } \\
& \left.\eta_{t-2}^{\prime}=\sum_{i=3}^{t-1} K \frac{(t-l / l}{t-2}\right\}_{t-1}-2 \sum_{l=3}^{t-1} K \frac{t-l}{t-2} \xi_{t-l}+\xi_{6-2} \tag{C.50}
\end{align*}
\]

These can be written as
\[
\begin{align*}
& \left.\left.t_{t}^{\prime}=\sum_{j=3}^{t-1} K(t-j)_{j} \xi_{t-1}+K(t-2) \xi_{t-2}+K(t-1)\right\}_{t-1}+x\right\}_{t}  \tag{C.51}\\
& \left.\left.\left.(t-1) \eta_{t-1}^{\prime}=\sum_{j=3}^{t-1} 1 k(t-j) j \zeta_{t-j}-\sum_{j=3}^{t-1} k(t-j)\right\rangle_{t-j}+K l-2\right) \zeta_{t-2}^{-}+(t-1)\right\}_{t-1}(c .52) \\
& \left.\left.(t-2) \eta_{t-2}^{\prime}=\sum_{j=3}^{t-1} K(t-j) j\right\}_{t-j}-2 \sum_{j=3}^{t-1} K(t-j) \xi_{t-j}+(t-2)\right\}_{t-2}(c .53) \text {. } \tag{C.53}
\end{align*}
\]

From (C.51) and (C.52)
\[
\begin{align*}
t \eta_{t}^{\prime}-(t-1) \eta_{t-1}^{\prime} & \left.=\sum_{j=3}^{t-1} 1 R(t-j) \xi_{t-j}+(k-1)(t-2)\right\}_{t-2} \\
& \left.+(1<-1)(t-1)\}_{t-1}+t\right\}_{t} \tag{c.54}
\end{align*}
\]
and from \((C .51)\) and \((C .53)\)
\[
\begin{align*}
\left.x^{t} \eta_{t}^{\prime}-t-2\right) \eta_{t-2}^{\prime}= & \left.2 \sum_{j=3}^{t-1} N\left(t_{t}-j\right)\right\}_{t-j}+(k-1)(x-2) \xi_{t-2} \\
& \left.+K(t-1) \xi_{t-1}+t\right\}_{t} \tag{C.55}
\end{align*}
\]

Hence, from (C.54) and (C.55), replacing K by \(G\), one obtains finally,
\[
\begin{align*}
\eta_{t}^{\prime}- & 2\left(\frac{t-1}{t}\right) \eta_{t-1}^{\prime}+\left(\frac{t^{t-2}}{t}\right) \eta_{t-2}^{\prime} \\
& =\xi_{t}+\left[G\left(\frac{t-1}{t}\right)-2\left(\frac{t-1}{t}\right)\right] \xi_{t-1}+(6-1)\left(\frac{t-2}{t}\right) \xi_{t-2} \tag{C.56}
\end{align*}
\]

This equation may be witt ten in the form
\[
\begin{equation*}
Z=\frac{\left[(E-2) B^{2}-2(E-1) B+x\right] \eta t^{\prime}}{(G-1)(E-2) B^{2}+[G(B-1)-2(E-1)] B+t} \tag{C.57}
\end{equation*}
\]

The estimation procedure will be stable if the roots of the equation
\[
\begin{equation*}
0=(G-1)(t-2) x^{2}+[G(t-1-2(t-1)] x+t \tag{C.58}
\end{equation*}
\]
lie outside the unit circle.
Now the representation (C.42) is valid for relatively large t. Hence under these conditions
\[
x \approx t-1 \approx z-2
\]
and the stability condition \((C .58)\) is equivalent to the condition that the roots of 1
\[
\begin{equation*}
0=(G-1) x^{2}+[G-2] x+1 \tag{C.59}
\end{equation*}
\]
lie outside the unit circle
Since the product of the roots is \(1 /(G-1)\), the stability condition is again given by (C.19).

\section*{C.6. Representation of higher order processes.}

The models of Sections C.2-C.5 have been treated in some detail in order to illustrate the theory and to provide a comparison with the stochastic models developed by Box and Jenkins (1963,196?,1966). It is thought that the four models discussed illustrate the theory adequately and that they are sufficient for the purpose of this thesis. Higher order models may, however; be easily developed from the weighting function (C.4) by using a suitable combination of the exponents \(k, l\), and \(m\).

\section*{Estimation of parameters of a first order system}
in the presence of a disturbance.
D.1. Introduction.

It is shown in the Appendix'B that a first order system with gain \(K\) and the time constant \(T\) may be described by a difference equation
\[
\begin{equation*}
y_{t}^{\prime}-\varnothing y_{t-1}=g(1-\varnothing) x_{t-1} \tag{DID}
\end{equation*}
\]
where \(y_{t}^{\prime}\) denotes the output, \(x_{t}\) is the input and
\[
\begin{equation*}
g=K T \tag{D.2}
\end{equation*}
\]
is the effective gain, and
\[
\begin{equation*}
\varnothing=\exp (\div \Delta T / T) \tag{D.3}
\end{equation*}
\]

If, for a given sampling rate, the time constant \(T\) is expressed as a multiple of the sampling interval \(\Delta T\), say \(T=I \Delta T\), then
\[
\begin{equation*}
\varnothing=\exp (-1 / L) \tag{D.4}
\end{equation*}
\]

The relation (D.I) corresponds to the representation of the relation between the output \(y_{t}\) and the input \(x_{t}\) in the form
\[
\begin{equation*}
y_{t}^{\prime}=\sum_{j=0}^{\infty}\left[g(T-\phi) \phi^{j}\right] x_{t-1-j} \tag{D.5}
\end{equation*}
\]

Any physically observed quantity is usually subject to experimental errors. If such errors can be assumed to be
characterized by a zero mean white noise process, then the noisy output \(y_{t}\) can be represented as
\[
\begin{equation*}
\mathrm{y}_{t}=\mathrm{y}_{\mathrm{t}}^{\prime}+\varepsilon_{t}^{0} \tag{Di}
\end{equation*}
\]
or, explicitly,
\[
\begin{equation*}
y_{t}=\sum_{j=0}^{\infty}\left[g(1-\phi) \phi^{j}\right]_{x_{t-1-j}}+\varepsilon_{t}^{0} \tag{D.7}
\end{equation*}
\]

Given a series of values of the input \(x_{t}\) and of the output \(y_{t}\) various estimation procedures, using least squares or maximum likelihood method, (see Appendix A), assume a set. of parameter. values, use it to calculate "predicted" values of output \(y_{t}^{*}\), and obtain estimates of the parameters by minimizing the sum of squares of deviations of the predicted outputs \(y_{t}^{*}\) from the corresponding actual outputs \(y_{t}\). Procedures of this kind involve a tacit assumption that a relation of the form (D.6) holds throughout the minimization process. This assumption is probably justified when the length \(N\) of the series used for the estimation is very large. However, in small samples, the effect of correlated errors. generated by the differences between the true and the assumed values of parameters may become significant. The differences between the actual and the predicted values of the output have been called by the writer the"quasiresiduals" in order to describe their correlated character. It is shown in this Appendix that correct estimates can be
obtained when the sum of squares of the quasi-residuals is minimized in such a way that their first three covariances are minimized and approximate the covariances of white noise. Section D. 2 discusses the estimation procedure when (D.6) . holds, that is, when the output readings are subject to white noise. In section D. 3 the output readings are assumed to include the effect of a nonstationary disturbance discussed in the Appendix \(C\).

Since the relation (D.5) is used to derive only the first three covariances, it is approximated by lit first three terms. Employing the formulation used earlier by Box and Jenkins (1963), let
\[
\begin{equation*}
\beta=1-\varnothing \tag{Di}
\end{equation*}
\]
then the noise-free output \(y_{t}\) is represented by
\[
\begin{equation*}
y_{t}^{\prime}=g \beta\left[x_{t-1}+(1-\beta)_{x_{t-2}}+(1-\beta)_{x_{t-3}}^{2}\right] \tag{D.9}
\end{equation*}
\]
D.2. Output reacings subject to a white noise disturbance.

Under these conditions, from (D. 6 ) and (D. \()\) ) we have
\[
y_{t}=g \beta\left[x_{t-1}+(1-\beta) x_{t-2}+(1-\beta)^{2} x_{t-3}\right]+\varepsilon_{t}^{0} \quad(D .10)
\]

Suppose that, at the start, the values of the gain and of the exponential factor (D.8) are assumed to be \(g_{0}\) and \(\boldsymbol{\beta}_{0}\), when the corresponding true but unknown values are \(g\) and \(\beta\) Then the deviations \(g^{*}\) and \(\beta^{*}\) of the parameters \(g\) and \(\beta\) from their true values are given by
\[
\begin{align*}
& g^{*}=g-g_{0}  \tag{D.11}\\
& \beta^{*}=\beta-\beta_{0} \tag{D.12}
\end{align*}
\]

Using the relations (D.11) and (D.12) in (D.10),
\[
\begin{equation*}
y_{t}=\left(g-g^{\prime \prime}\right)\left(\beta-\beta^{*}\right)\left[x_{t-1}+(1-\beta+\beta) x_{t-2}+\left(1-\beta+\beta^{*}\right)^{2} x_{t-3}\right]+\varepsilon_{t}^{0} \tag{D.13}
\end{equation*}
\]

This can be written
\[
\begin{align*}
y_{t}= & g \beta\left[x_{t-1}+(1-\beta) x_{t-2}+(1-\beta)^{2} x_{t-3}\right] \\
& +g \beta \beta^{*} x_{t-2}+\left[2 g \beta \beta^{*}(1-\beta)+g \beta \beta^{* 2}\right] x_{t-3} \\
+ & \left(g \beta^{*}-g^{*} \beta-g \beta^{*}\right) \times\left[x_{t-1}+(1-\beta) x_{t-2}+\beta^{*} x_{t-2}+(1-\beta)^{2} x_{t-3}\right. \\
& \left.+\left\{2 \beta^{*}(1-\beta)+\beta^{*}\right\} x_{t-3}\right]+\varepsilon_{t} \tag{D.14}
\end{align*}
\]

Let the total effect of the white noise disturbance and the errors caused by assuming wrong values of the parameters, be represented by a "quasi-resiaual" error \(\varepsilon_{t}\) given by
\[
\begin{align*}
\varepsilon_{t}= & g \beta \beta^{x} x_{t-2}+\left[2 g \beta \beta^{*}(1-\beta)+g \beta^{*} \beta^{*}\right] x_{t-3} \\
& +\left(g^{*} \beta^{x}-g^{*} \beta-g \beta^{x}\right) \times\left\{x_{t-1}+(1-\beta) x_{t-2}+\beta^{*} x_{t-2}+(1-\beta)^{2} x_{t-3}\right. \\
+ & {\left.\left[2 \beta(1-\beta)+\beta^{*}\right] x_{t-3}\right\}+\varepsilon_{t} \quad(1.15) } \tag{0.15}
\end{align*}
\]

Then (D.14) can be written
\[
\begin{equation*}
y_{t}=y_{t}^{\prime}+\varepsilon_{t} \tag{D.16}
\end{equation*}
\]
where \(\mathrm{y}_{\mathrm{t}}\) is given by (D.9)

To simplify calculations let
\[
\begin{align*}
A= & g^{*} \beta^{*}-g^{*} \beta-g \beta^{*}  \tag{D.17}\\
B= & g^{\beta} \beta^{*}+\left(1-\beta+\beta^{*}\right)\left(g^{*} \beta^{*}-g^{*} \beta-g \beta^{*}\right)  \tag{D.18}\\
C= & g \beta \beta^{* 2}+2 g \beta(1-\beta) \beta^{*} \\
& +\left(1-\beta^{*}+\beta^{*}\right)^{2}\left(g^{*} \beta^{*}-g^{*} \beta-g \beta^{*}\right) \tag{D.19}
\end{align*}
\]

Then (D.15) may be written as
\[
\begin{align*}
\varepsilon_{t}=A x_{t-1}+B_{t-2} & +C_{t-3}+\varepsilon_{t}  \tag{D.20}\\
t & =4,5, \ldots, N
\end{align*}
\]

In the following, \(N\) is assumed to be sufficiently large for the difference between \(N,(N-1),(N-2),(N-3)\) and \((N-4)\) to be negligible.

Let the sample mean of the input and of the quasi-resiauals. be respectively given by
\[
\begin{equation*}
m_{x}=\frac{1}{N} \sum_{t=1}^{N-3} x_{t} \tag{D.21}
\end{equation*}
\]
and
\[
\begin{align*}
m_{\varepsilon} & =\frac{1}{N} \sum_{v=4}^{N} \varepsilon_{e}  \tag{D.22}\\
& =(A+B+C) m_{n}
\end{align*}
\]

Also let the deviations of the input values from their mean value and the deviations of the quasi-residuals from their mean value be respectively,
\[
\begin{align*}
& \tilde{x}_{t}=x_{t}-m_{t}  \tag{D.23}\\
& \tilde{\varepsilon}_{t}=\varepsilon_{t}-m_{\varepsilon} \tag{D.24}
\end{align*}
\]

Then from \((D .20),(D .21),(D .22),(D .23)\) and \((D .24)\),
\[
\begin{gather*}
\tilde{\varepsilon}_{t}=A \tilde{x}_{t-1}+B \tilde{x}_{t-2}+C \tilde{x}_{t-3}+\varepsilon_{t}^{0}  \tag{D.25}\\
t=4,5, \cdots, N
\end{gather*}
\]

Let sample covariances of the input, quasi-residuels and the disturbance be respectively defined by
\[
\begin{align*}
& \gamma_{x}(k)=\frac{1}{N} \sum_{t=1}^{N-1-k} \widetilde{x}_{t} \tilde{x}_{t+k}  \tag{D.26}\\
& \gamma_{\varepsilon}(k)=\frac{1}{N} \sum_{t=-k}^{N-k} \tilde{\varepsilon}_{t} \widetilde{\varepsilon}_{t+k}  \tag{D.27}\\
& \gamma_{\varepsilon}(k)=\frac{1}{N} \sum_{t=+}^{N-K} \varepsilon_{e}^{0} \varepsilon_{t+k}^{\theta} \tag{D.28}
\end{align*}
\]

Let also the sum of squares of the quasi-residuals be given by
\[
\begin{equation*}
S=\sum_{t=1}^{N} \varepsilon_{t}^{2} \tag{D.29}
\end{equation*}
\]

Then,
\[
\begin{align*}
\gamma_{\varepsilon}(0)= & (A B+B C)\left[\gamma_{x}(1)+\gamma_{x}(1)\right]+A C\left[\gamma_{x}(2)+\gamma_{x}(2)\right] \\
& +\left(A^{2}+B^{2}+C^{2}\right) \gamma_{x}(0)+\gamma_{\varepsilon}(0) \tag{D.30}
\end{align*}
\]
\[
\begin{align*}
\gamma_{\varepsilon}(1)= & (A B+B C)\left[\gamma_{x}(0)+\gamma_{x}(2)\right]+A C\left[\gamma_{x}(1)+\gamma_{x}(3)\right] \\
& +\left(A^{2}+B^{2}+C^{2}\right) \gamma_{x}(1)+\gamma_{\varepsilon^{0}}(1) \tag{D.31}
\end{align*}
\]
\[
\begin{align*}
\gamma_{\dot{E}}(2)= & (A B+B C)\left[\gamma_{x}(0)+\gamma_{x}(3)\right]+A C\left[\gamma_{x}(0)+\gamma_{x}(4)\right] \\
& +\left(A^{2}+B^{2}+C^{2}\right) \gamma_{x}(2)+\gamma_{\varepsilon}(2) \tag{D.32}
\end{align*}
\]
\[
\begin{align*}
& A^{2}+B^{2}+C^{2}= \\
& =\beta^{* 3}\left[-6 g^{2} \beta-2 g^{2}\right]+\beta^{* 3} g^{x}\left[4 g-16 g \beta^{*}\right]+\beta^{* 3} g^{\times 2}[24 \beta-14] \\
& +\beta^{x 2}\left[2 g^{2}-4 g^{2} \beta\right]+\beta^{* 2} g^{x}[-4 g]+\beta^{* 2} g^{* 2}[2+2 \beta] \\
& +\beta^{*} g^{*}[4 g \beta]+\beta^{*} g^{22}[-4 \beta] \tag{D.33}
\end{align*}
\]
\[
\begin{align*}
& A B+B C= \\
& =\beta^{x 3}\left[4 g^{2}-8 g^{2} \beta\right]+\beta^{x 3} g^{x}\left[8 g \beta^{\beta-8 g]+\beta^{* 3} g^{22}[4-12 \beta]}\right. \\
& +\beta^{x 2}\left[g^{2}-3 g^{2} \beta\right]+\beta^{x^{2}} g^{y}[12 g \beta-2 g]+\beta^{* 2} g^{\times 2}[1-3 \beta] \\
& +\beta^{x} g^{x}[2 g \beta]+\beta^{y} g^{* 2}[-2 \beta] \tag{D.34}
\end{align*}
\]
\[
\begin{align*}
& A C= \\
& =\beta^{* 3}\left[3 g^{2} \beta-2 g^{2}\right]+\beta^{\times 3} g^{x}[7 g \beta-4 g]+\beta^{x 3} g^{\times 2}[2-4 \beta] \\
& +\beta^{x 2}\left[g^{2}-4 g^{2} \beta\right]+\beta^{\times 2} g^{\times}[10 g \beta-2 g]+\beta^{\times 2} g^{\times 2}[2 \beta-3] \\
& +\beta^{x} g^{x}[2 g \beta] \rightarrow \beta^{x} g^{* 2}[-2 \beta] \tag{D.35}
\end{align*}
\]

Let
\[
\begin{align*}
& x=\frac{y}{g} / g  \tag{D.36}\\
& y_{1}=\beta / \beta \tag{D.37}
\end{align*}
\]
and
\[
\begin{align*}
& A_{0}^{2}+B_{0}^{2}+C_{0}^{2}=\frac{1}{9^{2} \beta^{3}}\left(A^{2}+B^{2}+C^{2}\right)  \tag{D.38}\\
& A_{0} B_{0}+C_{0} B_{0}=\frac{1}{9^{2} \beta^{3}}(A B+C B)  \tag{D.39}\\
&=\frac{1}{9^{2} \beta^{3}}(A C)  \tag{D.40}\\
& A_{0} C_{0}
\end{align*}
\]
\[
\begin{align*}
& A 0^{2}+B_{0}^{2}+C_{0}^{2}= \\
& =y_{1}^{3}(-6 \beta-2)+y_{1}^{3} x(4-16 \beta)+y_{1}^{3} x^{2}(24 \beta-14) \\
& +y_{1}^{2}\left(\frac{2}{\beta}-4\right)+y_{1}^{2} x\left(-\frac{4}{\beta}\right)+y_{1}^{2} x^{2}\left(\frac{2}{\beta}+2\right) \\
& +y_{1} \times\left(\frac{4}{\beta}\right)+y_{1} x^{2}\left(-\frac{4}{\beta}\right) \tag{D.4I}
\end{align*}
\]
\[
\begin{align*}
& A_{0} B_{0}+B_{0} C_{0}= \\
= & y_{1}^{3}(4-8 \beta)+y_{1}^{3} \times(8 \beta-8)+y_{1}^{3} x^{2}(4-12 \beta) \\
& +y_{1}^{2}\left(\frac{1}{\beta}-3\right)+y_{1}^{2} \times\left(12-\frac{2}{\beta}\right)+y_{1}^{2} x^{2}\left(\frac{1}{\beta}-3\right) \\
& +y_{1} \times\left(\frac{2}{\beta}\right)+y_{1} x^{2}\left(-\frac{2}{\beta}\right) \tag{D.42}
\end{align*}
\]
\[
\begin{align*}
& A_{0} C_{0}= \\
\therefore & =y_{1}^{3}(3 \beta-2)+y_{1}^{3} x(7 \beta-4)+y_{1}^{3} x^{2}(2-4 \beta)+y_{1}^{2}\left(\frac{1}{\beta}-4\right) \\
& +y_{1}^{2} x\left(10-\frac{2}{\beta}\right)+y_{1}^{2} x^{2}\left(2-\frac{3}{\beta}\right)+y_{1} x\left(\frac{2}{\beta}\right)+y_{1} x^{2}\left(-\frac{2}{\beta}\right) \tag{D.43}
\end{align*}
\]

Define
\[
\begin{equation*}
\gamma_{\varepsilon}^{*}(k)=\frac{\gamma_{\varepsilon}(k)-\gamma_{\varepsilon}(k)}{g^{2} \beta^{3} \gamma_{x}(0)} \tag{D.44}
\end{equation*}
\]
and the autocorrelation function
\[
\begin{equation*}
\rho_{2}(k)=\frac{\gamma_{2}(k)}{\gamma_{2}(0)} \tag{D.45}
\end{equation*}
\]

Then,
\[
\begin{align*}
\gamma_{\varepsilon}^{*}(0)= & 2\left(A_{0} B_{0}+B_{0} C_{0}\right) \rho_{x}(1)+2 A_{0} C_{0} \rho_{x}(2) \\
& +\left(A_{0}^{2}+B_{0}^{2}+C_{0}^{2}\right) \tag{D.46}
\end{align*}
\]
\[
\begin{align*}
\gamma_{\varepsilon}^{*}(1)= & \left(A_{0} B_{0}+B_{0} C_{0}\right)\left[1+\rho_{x}(2)\right]+A_{0} C_{0}\left[\rho_{x}(1)+\rho_{x}(3)\right] \\
& +\left(A_{0}{ }^{2}+B_{0}^{2}+C_{0}^{2}\right) \rho_{x}(1) \tag{D.47}
\end{align*}
\]
\[
\begin{align*}
\gamma_{\varepsilon}^{r}(2)= & \left(A_{0} B_{0}+B_{0} C_{0}\right)\left[1+\rho_{x}(3)\right]+A_{0} C_{0}\left[1+\rho_{x}(4)\right] \\
& \propto\left(A_{0}^{2}+B_{0}^{2}+C_{0}^{2}\right) \rho \times(2) \tag{D.48}
\end{align*}
\]

Also let
\[
\begin{array}{r}
S^{\times 2}=\frac{1}{\rho^{2} \beta^{3}}\left[\frac{1}{N} S^{2}-Y_{\varepsilon}(0)\right] \\
\text { or, explicitly, } \\
\quad S^{y 2}=\gamma_{\varepsilon}^{y}(0) \times \gamma_{ \pm}(0)+\left[\left(A_{0}^{2}+B_{0}^{2}+C_{0}^{2}\right)\right. \\
 \tag{D.50}\\
\left.+2\left(A_{0} B_{0}+B_{0} C_{0}\right)+2 A_{0} C_{0}\right] m_{x}
\end{array}
\]
\[
\begin{align*}
S^{42}= & 2\left(A_{0} B_{0}+B_{0} C_{0}\right) \gamma_{2}(0)+2 A_{0} B_{0} \gamma_{x}(2) \\
& +\left(A_{0}^{2}+B_{0}^{2}+C_{0}^{2}\right) \gamma_{x}(0) \\
+ & {\left[\left(A_{0}^{2}+B_{0}^{2}+C_{0}^{2}\right)+2\left(A_{0} B_{0}+B_{0} C_{0}\right)+\right.} \\
& \left.+2 A_{0} C_{0}\right] m_{x}^{2} \tag{D.5I}
\end{align*}
\]
\(S *\) is the mean square value of the quasi-residuals normalized so that it is a function of the time constant only. The covariances (D.46) - (D.48) are likewise normalized. It is seen from the above relations that the values \(x=y=0\) make the absolute minimum of \(S^{*^{2}}\) equal to that of either covariance. However, for \(x \neq 0\) and/or \(y \neq 0\) the minimum of \(s *^{2}\) ? is not necessarily the same as the minimum of the covariances. Now, according to the well established theory (Anderson, 1942; Koopmans,1942; Dixon,1944) the distribution of the serial correlation coefficient of lag 1 of a white noise sequence is approximately normal with mean \(-1 /(\sqrt{(N-1)}\) and variance \((\mathbb{N}-2) /(N-1)^{2}\) when the sample size \(N\) is large. Thus, at best, the estimated value of
\[
\begin{equation*}
\rho_{\varepsilon^{\circ}}(1)=\frac{\gamma_{\varepsilon_{0}}(1)}{\gamma_{\varepsilon^{\circ}}(0)} \tag{D.52}
\end{equation*}
\]
which, according to the definition of white noise, is the oretically zero, will lie in the range
\[
\left(-\frac{1}{\sqrt{N}}, \frac{1}{\sqrt{N}}\right)
\]

Since the expressions in ( \(A_{0}, B_{0}, C_{0}\) ) are the same in all the three covariances eq. (D.46), (D.47) and (D.48), and the input autocorrelations \(\mathcal{q}^{(t u)}\) are of the same order of magnitude, the asymptotic value of can be achieved only if the expressions on the right hand side of (D.46), (D.47) and (D.4E) are of the same order of magnitude as covariances \(\gamma_{\varepsilon \sim}(k)\) of the disturbing noise. It follows, therefore, that the absolute minimum of the sum of squares of the quasi-residuals may be approached by monitoring and minimizing at the same time the covariances of the quesi-residuals.

It will be shown below that this aim may be achieved if attention is paid to the rate at which the variance of the quasi-residuals is being decreased.

The expression (D.46) requires the knowledge of the first four autocorrelation of the input.. If the input process is not stationary then any assumed set of four autocorrelat-. ions would only apply to one particular sample, the sets of values varying from sample to sample. For the purpose of the present exposition it will not greatly matter, the refore, if instead, the first two autocorrelations are assumed to be equal. Table D.I. shows the results of the tests discussed in the next chapter. It is seen that the variability of

TABLE DI.
CORRELATION FUNCTION \(\rho_{x}(k)\) OF STEAM FLOW

the autocorrelation is such that the approximation 278
\[
\rho_{x}(1) \approx \rho_{x}(2) \approx 1
\]
resulting in a great simplification of the expressions appears to be reasonable.

With this approximation,
\[
\begin{equation*}
\gamma_{2}^{*}(0)=2\left[A_{0}^{2}+B_{0}^{2}+C_{0}^{2}+A_{0} C_{0}+A_{0} B_{0}+B_{0} C_{0}\right] \tag{D.53}
\end{equation*}
\]

Now, since it is the parameter \(\varnothing=1-\beta\) which is to be estimated, it is convenient to introduce at this stage the following change.

From (D.12) and (D.8),
\[
\begin{equation*}
\beta^{x}=\beta-\beta_{0}=(1-\phi)-\left(1-\phi_{0}\right) \tag{D.54}
\end{equation*}
\]

If
\[
\begin{equation*}
\phi^{\prime \prime}=\phi-\phi_{0} \tag{D.55a}
\end{equation*}
\]
and
\[
\begin{equation*}
y=\phi^{*} / \phi \tag{D.55b}
\end{equation*}
\]
then
\[
\begin{equation*}
y=-\frac{\beta}{1-R} y_{1} \tag{D.55c}
\end{equation*}
\]

Using (D.55C), (D.52) and (D.42)-(D.44),
\[
\begin{align*}
\gamma_{2}^{*}= & a_{1} y^{3}+a_{2} y^{3} x+a_{3} y^{3} x^{2}+a_{4} y^{2} \\
& +a_{5} y^{2} x+a_{6} y^{2} x+q_{7} y x+a_{8} y x^{2} \tag{D.56}
\end{align*}
\]
or, explicitly,
\[
\begin{align*}
\gamma_{\varepsilon}^{*}(0)= & y^{3}\left[\frac{22 \beta^{4}}{(1-\beta)^{3}}\right]+y^{3} \times\left[\frac{(2 \beta+32) \beta^{3}}{(1-\beta)^{3}}\right] \\
& +y^{3} x^{2}\left[\frac{(16-16 \beta) \beta^{3}}{(1-\beta)^{3}}\right]+y^{2}\left[\frac{(3-22 \beta) \beta}{(1-\beta)^{2}}\right] \\
& +y^{2} x\left[\frac{(44 \beta-16) \beta}{(1-\beta)^{2}}\right]+y^{2} x^{2}\left[\frac{2 \beta^{2}}{(1-)^{2}}\right] \\
& +y x\left[-\frac{16}{1-\beta}\right]+y x^{2}\left[\frac{16}{1-\beta}\right] \tag{D.57}
\end{align*}
\]

Table D. 2 shows the values of the coefficients \(a_{i}\) calculated for foul values of system time constant in the expected range of variation.

The hill climbing procedure, developed by the writer and discussed in Chapter 5, involves minimizing the sum of squares function along \(n\) orthogonal directions, corresponding to the \(n\) parameters. The \(n\) directions are fixed throughout the procedure. Att the start of each stage the initial parameter change was obtained as the product of a fixed fraction \(w\) (the value \(w=0.02\) was actually employed by the writer) and the currently available estimate of the parameter. After a "success" (that is, the parameter change such that the new value of the parameter satisfies all the constraints and decreases the sum of squares and the covariances of the quasi-residuals) the new change to be applied to the parameter is equal to the preceding change multiplied by two.

TABLE D. 2.
VARIATION OF COEFFICIENTS ai IN (D.56)
WITH SYSTEM TIME CONSTANT \(L=-1 / L O G(1-\beta)\)
\begin{tabular}{|c|c|c|c|c}
\hline\(i-\beta\) (L) & \(0.87(16.5)\) & \(0.90(21.9)\) & \(0.92(27.6)\) & \(0.95(44.9)\) \\
\hline\(a_{1}\) & 00.095 & 0.0030 & 0.0012 & 0.0002 \\
\hline\(a_{2}\) & 0.108 & 0.044 & 0.021 & 0.005 \\
\hline\(a_{3}\) & 0.046 & 0.020 & 0.010 & 0.002 \\
\hline\(a_{4}\) & 0.882 & 0.716 & 0.590 & 0.382 \\
\hline\(a_{5}\) & -1.76 & -1.43 & -1.18 & -0.76 \\
\hline\(a_{6}\) & 0.067 & 0.037 & 0.023 & 0.008 \\
\hline\(a_{7}\) & -18.40 & -17.80 & -17.40 & -16.80 \\
\hline\(a_{8}\) & 18.40 & 17.80 & 17.40 & 16.80 \\
\hline
\end{tabular}

Thus, if at the start of a stage, the currently available estimates of the gain and the exponential factor are denoted by \(g\) and \(\varnothing\), respectively, then the initial changes to be applied to these estimates, expressed as fractions of the parameters, are
\[
\begin{align*}
& w\left(g-g^{*}\right) / g=w(1-x)  \tag{D.58a}\\
& w\left(\varnothing-\phi^{*}\right) / \varnothing=w(1-y) \tag{D.58b}
\end{align*}
\]

Also, after \(n\) successes, the total change applied to the parameter a is
\[
\begin{equation*}
\frac{w\left(a-a^{*}\right)}{a}(1+2+\cdots+2(n-1))=\frac{w\left(a-a^{*}\right)}{a}\left(2^{n}-1\right) \tag{D.59}
\end{equation*}
\]

Let the value of the variance \(\gamma_{\varepsilon}^{(0)}\) after \(n\) successful steps be denoted by. \(\gamma_{n}\). Then, for the decreasing variance, we must have,
\[
\begin{equation*}
\gamma_{n}<\gamma_{n-1} \tag{0.60}
\end{equation*}
\]

Let
\[
\begin{align*}
& \gamma_{n-1}^{(1)}=\gamma_{n-1}-\gamma_{n}  \tag{D.6la}\\
& \gamma_{n-2}^{(1)}=\gamma_{n-2}-\gamma_{n-1}  \tag{D.61b}\\
& \gamma_{n-3}^{(1)}=\gamma_{n-3}-\gamma_{n-2} \tag{D.61c}
\end{align*}
\]

We want the increases in the decrease of variance to keep on increasing, so that
\[
\gamma_{n-2}^{(1)}>\gamma_{n-1}^{(1)}
\]

Let
\[
\begin{align*}
& \gamma_{n-1}^{(2)}=\gamma_{n-1}^{(1)}-\gamma_{n-2}^{(1)} \\
& \gamma_{n-2}^{(2)}=\gamma_{n-2}^{(1)}-\gamma_{n-3}^{(1)}  \tag{D.62b}\\
& \gamma_{n-1}^{(3)}=\gamma_{n-1}^{(2)}-\gamma_{n-2}^{(2)} \tag{D.62c}
\end{align*}
\]

We want to investigate what happens when the rate, at which the variance decreases; itself decreases, that is, when \(\boldsymbol{\gamma}_{n-1}^{(3)}\) given by (D.62c) becomes negative.

Now, from (D.60) \(\div(D .62)\), we have
\[
\begin{align*}
\gamma_{n-1}^{(3)} & =\gamma_{n-1}^{(2)}-\gamma_{n-2}^{(3)} \\
& =\left(\gamma_{n-1}^{(1)}-\gamma_{n-2}^{(1)}\right)-\left(\gamma_{n-2}^{(1)}-\gamma_{n-3}^{(1)}\right) \\
& =\gamma_{n-1}^{(1)}-2 \gamma_{n-2}^{(1)}+\gamma_{n-3}^{(1)} \\
& =\left(\gamma_{n-1}-\gamma_{n}\right)-2\left(\gamma_{n-2}-\gamma_{n-1}\right)+\left(\gamma_{n-3}-\gamma_{n-2}\right) \\
& =\gamma_{n-3}-3 \gamma_{n-2}+3 \gamma_{n-1}-\gamma_{n} \tag{D.63}
\end{align*}
\]

Now, the procedure adjusts one parameter at a time. Therefore, the variance relation may be written either as a function of the variable \(x\),
\[
\begin{align*}
\gamma_{2}^{u}(0)= & \left(a_{1} y^{3}+a_{4} y^{2}\right)+x\left(y^{3} a_{2}+a_{6} y^{2}+a_{8} y\right) \\
& +x^{2}\left(a_{3} y^{3}+a_{5} y^{2}+a_{7} y\right) \tag{D.64}
\end{align*}
\]
or as a function of the variable \(y\)
\[
\begin{gather*}
\gamma_{\varepsilon}^{*}(0)=y\left(a_{7} x^{2}+a_{8} x\right)+y^{2}\left(a_{4}+a_{5} x^{2}+a_{6} x\right) \\
+y^{3}\left(a_{2} x+a_{3} x^{2}\right) \tag{D.65}
\end{gather*}
\]

Consider first the fractional parameter \(x\).
\[
\begin{align*}
\text { Using } & (D .64),(D .63),(D .62),(D .61) \text { and }(D .59), \\
y_{n-1}^{(3)}= & 2^{n-3} \omega(1-x)\left\{\left(a_{2} y^{3}+a_{6} y^{2}+a_{0} y\right)\right. \\
& +\left(a_{3} y^{3}+a_{5} y^{2}+a_{7} y\right)[2 \dot{x}+2 \omega(1-x) \\
& \left.\left.-\omega(1-x) \times 27 \times 2^{n-3}\right]\right\} \tag{D.66}
\end{align*}
\]

This expression becomes negative when
\[
\begin{equation*}
2 x+2 w(1-x)<w(1-x) \times 27 \times 2^{n-4} \tag{D.67}
\end{equation*}
\]

This can be written as
\[
\begin{equation*}
x+w(1-x)<\left(1+\frac{9}{16}\right) \times 2^{n} v(1-x) \tag{D.68}
\end{equation*}
\]
or,
\[
\begin{equation*}
x-\left(2^{n}-1\right) \omega(1-x)<\frac{9}{16} \times 2^{n} \operatorname{co}(1-x) \tag{D.69}
\end{equation*}
\]

From (D.68) and (D.59) it follows that the rate at which the variance is decreasing begins to decrease when the remaining deviation of the current estimate of the parameter from its true value,
\[
\begin{equation*}
x-\left(2^{n}-1\right) \cos (1-x) \tag{D.70}
\end{equation*}
\]
is smaller than
\[
\frac{9}{16} \times 2^{n} \operatorname{cr}(1-x)
\]

Since on the \((n+1)\) th iteration the parameter change would be \(2^{n} w(1-x)\), the "overshoot" will be prevented if the iteration procedure is stopped when \(\gamma_{n-1}^{(3)}\) becomes negative.

The conditions for negative \(\gamma_{\rightarrow}^{(3)}\) when the parameter y is being adjusted are obtained in a similar fashion. Thus, from (D.65), (D.63), (D.62), (D.6I) and (D.59),
\[
\begin{align*}
\gamma_{n-1}^{(3)}= & 2^{n-3} \omega(1-y)\left\{\left(a_{7} x^{2}+a x\right)\right. \\
& +2\left(a_{4}+a_{5} x^{2}+a_{6} x\right)\left(y+\omega(1-y)+\omega(1-y) \times 27 \times 2^{n-4}\right) \\
& +3\left(a_{2} x+a_{3} x^{2}\right)\left[y+v(1-y)+2^{n-4}(-27+16 \cdot 5) \omega(1-y)\right] \\
& \left.\times\left[y+w(1-y)+2^{n-4}(-27-16 \cdot 5) w(1-y)\right]\right\} \tag{D.71}
\end{align*}
\]

This can be written
\[
\begin{align*}
\gamma_{n-1}^{(3)}= & 2^{n-3} w(1-y)\left\{\left(a_{7} x^{2}+a_{p} x\right)\right. \\
& +2\left(a_{4}+a_{5} x^{2}+a_{6} x\right)\left[y-\left(2^{n} 1\right) w(1-y)-\frac{9}{16} 2^{n} w(1-y)\right] \\
+ & 3\left(a_{2} x+a_{3} x^{2}\right)\left[y-\left(2^{n}-1\right) w(1-y)+\frac{5.5}{16} \times 2^{n}(w(1-y)] x\right. \\
& \left.\times\left[y-\left(2^{n}-1\right) w(1-y)-1 \frac{11}{16} \times 2^{n} \omega v(1-y)\right]\right\} \tag{D.72}
\end{align*}
\]

The product of the first two brackets in the last member is greater then the first bracket in the second member. Hence \(\gamma_{n-1}^{(3)}\) first becomes negative when the overshoot has already occurred

The minimum value is attained when, on the next step, the variance increases, that is, when
\[
\begin{equation*}
\gamma_{n-1}^{(1)}=x_{n-1}-\gamma_{n}<0 \tag{D.73}
\end{equation*}
\]

Therefore, it is necessary to consider now the expressions for the rate of change of variance \(\gamma_{n-1}^{(1)}\).
Using equations previously developed . the expressions for \(\gamma_{n \rightarrow 1}^{(1)}\) corresponding to alterations in parameters \(x\) and \(y\) are found to be, respectively,
\[
\begin{align*}
\gamma_{n-1}^{(1)}=2^{n-1} \omega(1-x) & \left\{\left(a_{2} y^{3}+a_{6} y^{2}+a_{8} y\right)\right. \\
& \left.+2\left(a_{3} y^{3}+a_{5} y^{2}+a>y\right) \times\left[x+\cos (1-x)-\frac{3}{4} \times 2^{n} w(1-x)\right]\right\} \tag{D.74}
\end{align*}
\]
and
\[
\begin{align*}
\gamma_{n-1}^{(1)}=2^{n-1} v(1-y) & \left\{\left(a_{7} x^{2}+a_{8} x\right)+2\left(a_{4}+a_{5} x^{2}+a_{6} x\right)\right. \\
& {\left[y+\operatorname{co}(1-y)-\operatorname{cr}(1-y) \times \frac{3}{4} \times 2^{n}\right] } \tag{D.75}
\end{align*}
\]
the last expression being obtained on the assumption that, approximately,
\[
\begin{align*}
\frac{9}{4} \cos ^{2}(1-y)^{2} \times 2^{2 n-2} & =\frac{27}{12} \omega^{2}(1-y)^{2} \times 2^{2 n-2} \\
& \approx \frac{28}{12} \cos ^{2}(1-y)^{2} 2^{2 n-2} \tag{D.76}
\end{align*}
\]

The expressions (D.75) and (D.76) become negative when, respectively,
\[
\begin{align*}
& x+w(1-x)-\frac{3}{4} 2^{n} \operatorname{w}(1-x)<0  \tag{1.77}\\
& y+w(1-y)-\frac{3}{4} \times 2^{n} \operatorname{w}(1-x)<0 \tag{D.78}
\end{align*}
\]

This means that the minimum variance will be obtained when the parameters \(x\) and \(y\) are overestimated, respectively, by
\[
\begin{align*}
& x^{x}=\frac{1}{4} 2^{n} \omega(1-x)  \tag{D.79}\\
& y^{*}=\frac{1}{4} 2^{n} \operatorname{cs}(1-y) \tag{D.80}
\end{align*}
\]

The amount of overshoot will depend on the values of the parameters at the start of a stage. The absolute minimum will be attained when \(n=1\), or when
\[
\begin{align*}
& x=\frac{\omega}{2+\omega}  \tag{D.81}\\
& y=\frac{\omega}{2+\omega} \tag{D.82}
\end{align*}
\]

\section*{D.3. Output readings subject to a nonstationary correlated disturbance.}

This section indicates how the approach of Section D. 2 can be employed when the disturbance corrupting the output readings is characterized by a nonstationary behaviour and is represented by models of Appendix C. In particular,
a second order disturbance characterized by
\[
\begin{equation*}
\eta_{t}=\eta_{0}+\sum_{i=1}^{t-1} k \frac{t-j}{t} \xi_{t-1}+\xi_{t} \tag{D.83}
\end{equation*}
\]
\[
\begin{equation*}
\left.\eta_{t}^{\prime}-\frac{t-1}{t} \eta_{t-1}^{\prime}=(G-1) \frac{t-1}{t}\right\}_{t-1}+\xi_{E} \tag{D.84}
\end{equation*}
\]
will be considered.
The proportion of the output due to the disturbance is, of course, not known and must be estimated. To this end, an approach, in a sense a dual of that used by Gop and oxford (1963), will be employed. Kopp and Orford expressed the struct ural system parameters as additional state variables and included them in the enlarged state vector, as discussed in Chapter 4. The present approach, however, is to represent the initial state as additional structural parameters and estimate them together with the structural parameters of the system and the disturbance.

For the first order system, of interest in this thesis, the initial state is represented by one variable. To represent it as a structural parameter, assume that the first output reading, \(y_{t_{0}}\), is the sum of two contributions, \((1-\delta)_{t_{0}}\) due to the system dynamics, and \(\delta_{y_{t o}}\) due to the disturbance.

Thus,
\[
\begin{equation*}
\frac{n_{1}}{y_{4}}=\frac{\delta y_{4}}{(1-\delta) y_{4}} \tag{D.85}
\end{equation*}
\]
or,
\[
\begin{equation*}
\eta_{1}=\frac{\delta}{1-\delta} 4_{4}^{\prime} \tag{1.86}
\end{equation*}
\]

Using (D.9), (D.83) and (D.86), the output readings are modelled. by
\[
\begin{align*}
y_{t} & =g \beta\left[x_{t-1}+(1-\beta) x_{t-2}+(1-\beta)^{2} x_{t-3}\right] \\
& +g \beta \frac{\delta}{1-\delta}\left[x_{3}+(1-\beta) x_{2}+(1-\beta)^{2} x_{1}\right] \\
& +\sum_{j=1}^{t^{2}} K \frac{t^{\prime}-j}{v^{\prime}} \xi_{t^{\prime}-j}+\xi_{t^{\prime}} \tag{D.ET}
\end{align*}
\]

The relation (D.87) was used in the actual estimation procedure to obtain ,recursively, the values of quasiresiduals corresponding to a given set of assumed values of the parameters \(g, l-\beta, \delta\), and K. For the purpose of the present discussion, however, the relation is not convenient because
a) the value of the parameter \(\delta\) appears not only in the numerator but also in the denominator, and this would make the derivation of the relation for the quasiresiduals rather difficult;
b) the factor
\[
\frac{\delta}{1-\delta}
\]
premultiplies a constant term, independent of the time parameter; this means that this factor would, on averaging be included in the mean, and would not appear explicitly in the expressions for covariances of quasi-residuals.

The relation ( \(D . E 7\) ) will, therefore, be transformed as follows

When an assumed value
\[
\begin{equation*}
\delta_{0}=\delta-\delta^{y} \tag{D.88}
\end{equation*}
\]
of \(\delta\) is used, the factor
\[
\begin{equation*}
\frac{\delta}{1-\delta} \tag{D.89}
\end{equation*}
\]
becomes
\[
\begin{equation*}
\frac{\delta-\delta^{n}}{1-\left(\delta-\delta^{*}\right)} \tag{D.90}
\end{equation*}
\]

Expanding this as a Taylor series we have
\[
\begin{align*}
\frac{\delta-\delta^{k}}{1-\left(\delta-\delta^{x}\right)}=\frac{\delta}{1-\delta} & -\delta^{k} \frac{1}{(1-\delta)^{2}}+\delta^{x 2 i}(1-\delta)^{3}+\cdots \\
& +\cdots+(-1)^{k} \delta^{k k} \frac{1}{(1-\delta)^{k+1}} \tag{D.91}
\end{align*}
\]

This infinite series will converge if
\[
\begin{equation*}
\frac{\delta^{p}}{1-\delta}<1 \tag{D.92}
\end{equation*}
\]
or, if
\[
\begin{equation*}
\delta^{x}<1-\delta \tag{D.93}
\end{equation*}
\]

The sum, including the \(k\)-th derivative, is
\[
\begin{align*}
& S_{K}=\frac{\delta}{1-\delta} \times \frac{1-\left(-\frac{\delta^{*}}{1-\delta}\right)^{K+1}}{1+\frac{\delta^{x}}{1-\delta}} \\
&=\delta=\frac{1-\left(-\frac{\delta^{x}}{1+\delta^{\alpha}}\right)^{K+1}}{1-\delta+\delta^{x}} \tag{D.94}
\end{align*}
\]

Hence the error \(R_{k}\) due to stopping the series at the \(k-t h\) order term is
\[
\begin{equation*}
R_{k}=\frac{\delta-\delta^{*}}{1-\left(\delta-\delta^{*}\right)}-\frac{\delta}{1-\delta+\delta^{*}}\left[1-\left(\frac{\delta^{*}}{1-\delta}\right)^{k+1}\right] \tag{0.95}
\end{equation*}
\]

Defining the fractional parameter change \(z\) by
\[
\begin{equation*}
z=\frac{\delta^{x}}{8} \tag{D.96}
\end{equation*}
\]
the stability condition (D.93) is now
\[
\begin{equation*}
z<\frac{1}{\delta}-1 \tag{D.97}
\end{equation*}
\]
and
\[
\begin{equation*}
R_{k}=\frac{1}{\frac{1}{\delta}-1+2}\left\{1-2-\left[1-\left(\frac{2}{\frac{1}{\delta}-1}\right)^{k+1}\right]\right\}^{0} \tag{D.98}
\end{equation*}
\]
which may be written,
\[
\begin{equation*}
R_{k}=-\frac{1}{\frac{1}{\delta}-1+z}\left\{z-\left(\frac{z}{\frac{1}{\delta}-1}\right)^{k+1}\right\} \tag{D.99}
\end{equation*}
\]

The relation (D.C9) was used to compute a grid of values of \(R_{k}\) for varying \(z\) and \(\delta\). The results have not been included here owing to some difficulty in showing their threedimensional character with both sufficient clarity and detail. The investigation showed that at low values of \(\delta\) (such as those used in the simulation studies) the second and higher order
terms could be regarded as having a negligible effect on the accuracy of the approxination. On the other hand, with the values of \(\delta\) near unity (which was the case when the theory was applied to estimation of boiler dynamics) the stability condition (D.97) becomes a limiting factor and the starting values of \(\delta\) must be very near the true values if instability is to be avoided. Thus, the deviations \(z\) are small and, again, the higher order terms may be neglected. For these reasons the linear approximation
\[
\begin{equation*}
\frac{\delta-\delta^{x}}{1-\left(\delta-\delta^{x}\right)} \approx \frac{\delta}{1-\delta}-\delta^{x} \frac{1}{(1-\delta)^{2}} \tag{D.100}
\end{equation*}
\]
introducing errors of the order of l-2 per cent, has been adopted in the analysis given below.

In order to include the parameter in the expressions for covariances of the quasi-residuals it is necessary to make the second member of eq. (D.87) time-dependent. This may be achieved if one regards the input velues \(X_{t}\) as being generated by a stochastic process of a form similar to that generating the disturbance \(\mathcal{C}_{t}\) (This assumption is tacitly made in the method of identification of the structure of the disturbancenas discussed in Chapter 5).

The analysis of results of tests described in Chapter 6
shows that various quantities associated with the boiler operation, like steam flowrate, steam temperature or the drum pressure may be represented by a second order process of the form (D.83). Let, then, the input process \(x_{t}\) be represented by the model
\[
\begin{equation*}
x_{t}=x_{1}+\sum_{i=1}^{t-1} K_{1} \frac{t-i}{t} \zeta_{t-i}+Z_{t} \tag{D.101}
\end{equation*}
\]

Suppose that the expected value of the random process in (D.83) and that of the random process in (D.101) and denoted \(m_{2}\) and \(m_{3}\) respectively, are both non-zero (This assumption does not seem to be unreasonable in the light of results of Chapter 6 and method of simulation described in Chapter 5). Thus, when \(K\) in ( 0.83 ) is replaced by \(G\), the expected values of the processes (D.83) and (D.101) are . respectively given by
\[
\begin{align*}
E\left\langle\eta_{t}\right\rangle= & \left.\eta_{1}+\sum_{j=1}^{t-1} G \frac{t-j}{t} E\left\langle\xi_{t-j}\right\rangle+E\langle \}_{t}\right\rangle \\
& =\eta_{1}+\frac{m_{3} G}{t}\left[t(t-1)-\frac{1}{2}(t-1) t\right]+m_{3}  \tag{D.102}\\
E\left\langle x_{t}\right\rangle= & \left.\left.x_{1}+\sum_{i=1}^{t-1} K_{1} \frac{t-i}{t} E\langle \}_{t-1}\right\rangle+E\langle \}_{t}\right\rangle \\
& =x_{1}+\frac{m_{3}}{t} K_{1}\left[t(t-1)-\frac{1}{2}(t-1) t\right]+m_{3} \tag{D.103}
\end{align*}
\]

Thus, from (D.102),
\[
\begin{equation*}
\eta_{t}=\eta_{1}+\frac{m_{5}}{2} G(i-1)-m_{\xi} \tag{D.104}
\end{equation*}
\]
and, neglecting the effect of the current random shock
on the current value of \(x_{t}\),
\[
\begin{equation*}
x_{t} \approx \quad x_{1}+\frac{1}{2} m_{3} K_{1}(t-1) \tag{D.105}
\end{equation*}
\]

From the last relation it follows that
\[
\begin{equation*}
x_{t+1}=x_{1}+\frac{1}{2} m_{3} k_{1} t \tag{D.106a}
\end{equation*}
\]
and
\[
\begin{equation*}
x_{t-1} \approx x_{1}+\frac{1}{2} m_{\}} K_{1}(t-1) \tag{D.106b}
\end{equation*}
\]

Since also
\[
\begin{equation*}
x_{2}=x_{1}+\frac{1}{2} m_{3} K_{1} \times 1 \tag{D.107a}
\end{equation*}
\]
and
\[
\begin{equation*}
x_{3}=x_{1}+\frac{1}{2} m_{2} k_{1} x_{2} \tag{D.107b}
\end{equation*}
\]
it follows that \(x_{3}, x_{2}\) and \(x_{1}\) may be expressed in terms of the time dependent quantities as
\[
\begin{gather*}
x_{3}=x_{E+1}-\frac{1}{2} M_{1} K_{1}(t-2)  \tag{2}\\
x_{2}=x_{t}-\frac{1}{2} m K_{1}(t-2)  \tag{D.108b}\\
x_{1}=x_{1-1}-\frac{1}{2} M_{7} K_{1}\left(x_{1}-2\right)  \tag{D.108c}\\
\text { setting } t=t^{\prime}+2 \text { and subsequently calling } t^{\prime}=t \text { in }(D .87),
\end{gather*}
\] one obtains from \((D .87),(D .1 .04)\) and \((D .108)\),
\[
\begin{align*}
y_{t+2}= & g \beta\left[1+\frac{\delta}{1-\delta}\right]\left[x_{t+1}+(1-\beta) x_{t}+(1-\beta)^{2} x_{t-1}\right] \\
& -g \beta \frac{\delta}{1-\delta} \frac{m_{2}}{2} K_{1}(t-2)\left[1+(1-\beta)+(1-\beta)^{2}\right] \\
& \left.+\frac{m_{g}}{2} G(2-1)+m_{\xi}+\right\}_{t} \tag{D.109}
\end{align*}
\]
or,
\[
\begin{align*}
y_{t+2}= & g \beta \frac{1}{1-\delta}\left[x_{t+1}+(1-\beta) x_{t}+(1-\beta)^{2} x_{t-1}\right] \\
& -g \beta \frac{\delta}{1-\delta} \frac{m_{l}}{2} K_{1}(t-2)\left[1+(1-\beta)+(1-\beta)^{2}\right] \\
& +\frac{m_{3}}{2} G(t-1)+m_{3}+\zeta_{t} \tag{D.110}
\end{align*}
\]

Suppose that the parameters \(g, \beta, \delta\), and \(G\) are estimated to be \(g_{0}, \beta_{0}, \delta_{0}\), and \(G_{0}\) so that the relation (D.110) is
\[
\begin{align*}
& y_{t+2}=\left(g-g^{x}\right)\left(\beta-\beta^{x}\right)\left\{x_{t+1}+\left(1-\beta+\beta^{x}\right) x_{t}\right. \\
&\left.+\left[(1-\beta)^{2}+2(1-\beta) \beta^{x}+\beta^{* 2}\right] x_{t-1}\right\} \frac{1}{1-\left(\delta-\delta^{x}\right)} \\
&-\left.\frac{\left(\delta-\delta^{x}\right)}{1-\left(\delta-\delta^{k}\right)}\left(g-g^{x}\right)\left(\beta-\beta^{x}\right) \frac{m s}{2} K_{1} l t-2\right) x \\
& \times\left\{1+\left(1-\beta^{x}+\beta^{x}\right)+\left(1-\beta^{2}+2(1-\beta) \beta^{x}+\beta^{x 2}\right\}\right. \\
&+\frac{m 3}{2}\left(G-G^{x}\right)(t-1)+M \xi+\xi_{t} \tag{D.111}
\end{align*}
\]

Using the result (D.100),
\[
\begin{align*}
& y_{t+2}=\left[g \beta+g^{*} \beta^{*}-g^{*} \beta-g \beta^{*}\right]\left[\frac{1}{1-\delta}-\frac{\delta^{*}}{(1-\delta)^{2}}\right] r \\
& *\left\{x_{t+1}+\left[(1-\beta)+\beta^{x}\right] x_{t}+\left[(1-\beta)^{2}+2(1-\beta) \beta^{x}+\beta^{* 2}\right] x_{E-1}\right\} \\
& -\left[g \beta+g^{\prime \prime} \beta^{\nu}-g^{u} \beta-g \beta^{2}\right] \cdot\left[\frac{\delta}{1-\delta}-\frac{\delta^{*}}{(1-\delta)^{2}}\right] \cdot \frac{m_{3}}{2} k_{1}(R-2) * \\
& \therefore\left\{1+(1-\beta)+\beta^{x}+\left(1-\beta^{2}+2(1-\beta) \beta^{x}+\beta^{x 2}\right\}\right. \\
& +\frac{m_{2}}{2} G(t-1)-\frac{m_{k}}{2} G^{*}(t-1)+m_{\xi}+\xi_{t} \tag{D.I12}
\end{align*}
\]
or,
\[
\begin{align*}
y_{t+2}= & g \beta \frac{1}{1-\delta}\left[x_{t+1}+(1-\beta) x_{t}+(1-\beta)^{2} x_{t-1}\right] \\
& -g \beta \frac{\delta}{1-\delta} \frac{m_{7}}{2} K_{1}(t-2)\left[1+(1-\beta)+(1-\beta)^{2}\right] \\
& +\frac{m_{3}}{2} G(t-1)+m_{3} \\
& +\varepsilon_{t+2} \tag{D.113}
\end{align*}
\]
where the quasi-residual, including the combined effect of the disturbance and of the deviations of parameters from
\[
\begin{align*}
\text { their }_{\varepsilon_{t+2}} & =x_{t+1} \text { values }\left\{\frac{i^{i s}}{1-\delta} A-(g \beta+A) \frac{\delta^{*}}{(1-\delta)^{2}}+\right. \\
& +x_{t}\left\{\frac{1}{1-\delta} B-(g \beta+A)\left(1-\beta+\beta^{*}\right) \frac{\delta^{*}}{(1-\delta)^{2}}\right\} \\
& +x_{t-1}\left\{\frac{1}{1-\delta} C-(g \beta+A)\left(1-\beta+\beta^{*}\right)^{2} \frac{\delta^{*}}{(1-\delta)^{2}}\right\} \\
& +\frac{m_{2} k}{2}(1-\alpha) \frac{\delta}{1-\delta}\left\{(g \beta+A)\left[\beta^{*}+2(1-\beta) \beta^{*}+\beta^{2}\right]+\right. \\
& \left.\left.+A\left[1+(1-\beta)+(1-\beta)^{2}\right]\right\}-\frac{m_{\xi}}{2} G^{*}(\kappa-1)+\right\}_{t} \tag{D.114}
\end{align*}
\] (D.39) and (D.40).

Let
\[
\begin{align*}
& P=\frac{1}{1-\delta} A-(g \beta+A) \frac{\delta^{2}}{(1-\delta)^{2}}  \tag{D.115}\\
& Q=\frac{1}{1-\delta} B-(g \beta+A)\left(1-\beta+\beta^{2}\right)^{2} \frac{\delta^{x}}{(1-\delta)^{2}}  \tag{0.116}\\
& R=\frac{1}{1-\delta} C-(g \beta+A)\left(1-\beta+\beta^{x}\right)^{2} \frac{\delta^{*}}{(1-\delta)^{2}}  \tag{D.117}\\
& S=-\frac{m_{3} K}{2} \frac{\delta}{1-\delta}\left\{(g \beta+A)\left[\beta^{*}+2(1-\beta) \beta^{x}+\beta^{22}\right]\right. \\
& \left.+A\left[1+(1-\beta)+(1-\beta)^{2}\right]\right\}  \tag{D.118}\\
& T=-\frac{m y}{2} \tag{D.119}
\end{align*}
\]

Then the relation (D.114) is
\[
\begin{align*}
\varepsilon_{t+2}=P x_{t+1} & +Q_{x_{t}}+R x_{t-1}+S(t-2) \\
& +T(*-1)+\xi_{t} \tag{D.120}
\end{align*}
\]

Let the average value of thengzasi-residuals be denoted by
\[
\begin{equation*}
\bar{\varepsilon}_{6}=\frac{1}{N-4} \sum_{t=2}^{N} \varepsilon_{6+2} \tag{D.121}
\end{equation*}
\]

Then,
\[
\begin{align*}
& E=P \frac{1}{N-4} \sum_{t=2}^{N-2} x_{t+1}+Q \frac{1}{N-} \frac{\sum_{t}^{N-2}}{t=2} \\
&+R \frac{1}{N-4} \sum_{t=2}^{N-2} t_{t} \\
&+S \frac{N-3}{2}+T \frac{N-3}{2} \tag{D.122}
\end{align*}
\]

Assume that,approximately,
\[
\begin{align*}
\frac{1}{N-4} \sum_{t=2}^{N-2} x_{t+1}=\frac{1}{N-4} \sum_{t=2}^{N-4} x_{t} & =\frac{1}{N^{-4}} \sum_{t=2}^{N-4} x_{t-1} \\
& =\bar{x} \tag{D.123}
\end{align*}
\]
and let
\[
\begin{align*}
& \tilde{x}_{i}=x_{i}-x  \tag{D.124}\\
& \tilde{\varepsilon}_{j}=\varepsilon_{j}-\bar{\varepsilon} \tag{D.125}
\end{align*}
\]

Then,
\[
\begin{align*}
\tilde{\varepsilon}_{t+2}= & P \tilde{x}_{t+1}+Q \tilde{x}_{t}+R \tilde{x}_{t-1} \\
& +S\left(t-2-\frac{N-3}{2}\right)+T\left(t-1-\frac{N-3}{2}\right)+\tilde{\xi}_{t} \tag{D.126}
\end{align*}
\]
\[
\begin{align*}
\tilde{\varepsilon}_{t+3}= & P \tilde{x}_{t+2}+Q \tilde{x}_{t+1}+R \tilde{x}_{t} \\
& +S\left(x-\frac{N-3}{2}-1\right)+T\left(t-\frac{N-3}{2}\right)+\tilde{\xi}_{t+1}  \tag{D.127}\\
\tilde{\varepsilon}_{t+4}= & P \tilde{x}_{t+3}+Q \tilde{x}_{t+2}+R \tilde{x}_{t+1} \\
& +S\left(t-\frac{N-3}{2}\right)+T\left(t+1-\frac{N-3}{2}\right) \tag{D.128}
\end{align*}
\]

Let the covariances of quasi-residuals and input be
\[
\begin{align*}
& \gamma_{\varepsilon}(s)=\frac{1}{N-4} \sum_{t=2}^{N-2-s} \tilde{\varepsilon}_{t+2} \tilde{\varepsilon}_{t+21 s}  \tag{D.129}\\
& \gamma_{x}(v)=\frac{1}{N-4} \sum_{k=2}^{N-2-v} \tilde{x}_{t} \tilde{x}_{t+v} \tag{D.130}
\end{align*}
\]

The expressions for the covariances of the quasi-residuals will involve averages of products of the input \(x_{t}\) and the time parameter \(t\), as well as the averages of products of terms containing the time parameter only. In order to obtain manageable expressions it will be assumed that all the averages of the first kind are approximated by
\[
\begin{align*}
& \frac{1}{N-4} \sum_{t=2}^{N-4} \tilde{x}_{t}\left(t-\frac{N-1}{3}\right) \\
& =\frac{1}{N-4} \frac{m_{3} k_{1}}{2} \sum_{t=2}^{N-4}\left(t-\frac{N+1}{2}\right)\left(t-\frac{N-1}{2}\right) \\
& \approx \frac{M_{3} K_{1}}{2} \times \frac{N^{2}+2 N+15}{12}=N_{2} \tag{D.131}
\end{align*}
\]
and the averages of the second kind by
\[
\begin{align*}
\frac{1}{N-4} \sum_{t=2}^{N-4}\left(t-\frac{N+1}{2}\right)\left(t-\frac{N-1}{2}\right)= & \frac{N^{2}+2 N+15}{12} \\
& =N_{1} \tag{D.132}
\end{align*}
\]

Then,
\[
\begin{align*}
\gamma_{\Sigma}(0)= & \left(P 2+Q^{2}+R^{2}\right) \gamma_{x}(0)+2(P Q+Q R) \gamma_{x}(1) \\
& +P R \gamma_{x}(2)+S^{2} N_{1}+T_{2} N_{1}+\gamma_{2}(0) \\
+ & 2(P S+Q S+R S) N_{2} \\
& +2\left(P T+Q T+R^{2} T\right) N_{2}+2 S T N_{2} \tag{D.133}
\end{align*}
\]
\[
\begin{align*}
\gamma_{E}(0) & =\left(P P^{2}+Q^{2}+R^{2}\right) \gamma_{x}(0)+2(P Q+Q R) \gamma_{x}(1) \\
& +P R \gamma_{x}(2)+2(P+Q+R)(S+T) N_{2} \\
& +(S+T)^{2} N_{1}+\gamma_{3}(0) \tag{0.134}
\end{align*}
\]

Similarly,
\[
\begin{align*}
\gamma_{E}(1)= & (P Q+Q R) \gamma_{x}(0)+\left(P^{2}+Q^{2}+R^{2}+P R\right) \gamma_{x}(1) \\
& +(P Q+Q R) \gamma_{x}(2)+P R \gamma_{x}(3) \\
& +2(P+Q+R)(S+T) N_{2}+(S+T)^{2} N_{1}+\gamma_{P}(1) \tag{D.135}
\end{align*}
\]
and
\[
\begin{align*}
& \gamma_{\varepsilon}(2)= P R \gamma_{x}(0)+(P Q+Q R) \gamma_{x}(1)+\left(P^{2}+Q^{2}+R^{2}\right) \gamma_{x}(2) \\
&+(P Q+Q R) \gamma_{x}(3) \\
&+P R \gamma_{x}(4) \\
&+2(P+Q+R)(S+T) N_{2}+(S+T)^{2} N_{1}  \tag{D.136}\\
&+\gamma_{3}(2)
\end{align*}
\]

To evaluate these expressions, one needs to compute \(\left(P^{2}+Q^{2}+R^{2}\right),\left(P^{2}+Q^{2}+R^{2}+P R\right),(P Q+Q R), P R, \quad(P+Q+R)(S+T)\) and \((S+T)^{2}\). After some involved calculations one arrives at the following expressions (where higher order powers of \(\beta\) have been neglected)
\[
\begin{aligned}
& P^{2}+Q^{2}+R^{2}= \\
& =\frac{1}{(1-\delta)^{2}}\left\{\beta^{x}\left[-2 g^{2}-2 g^{2} \beta\right]+g^{x} \beta^{x^{3}}[4 g+8 g \beta]+g^{x^{2}} \beta^{* 2}[-2]\right. \\
& +\beta^{2}\left[-4 g^{2} \beta+2 g^{2}\right]+\beta^{x 2} g^{2}[2 g \beta-4 g]+\beta^{x^{2} g^{2}}[2-2 \beta] \\
& \left.+g^{*} \beta^{*}[4 g \beta]+\beta^{*} g^{* 2}[-4 \beta]\right\} \\
& \frac{\delta^{* 2}}{(1-\delta)^{4}}\left\{\beta^{x^{3}}\left[2 g^{2}-16 q^{2} \beta\right]+g^{*} \beta^{x^{3}}[28 g \beta]+g^{x^{2} \beta^{* 3}}[2-16 \beta]\right. \\
& +\beta^{22}\left[2 \rho^{2}-6 \rho^{2} \beta\right]+\rho^{* \beta^{* 2}}[-4 \rho+4 g \beta]+g^{* 2} \beta^{2}[2-6 \beta] \\
& +\beta^{*}\left[-4 g^{2} \beta\right]+8^{*} \beta^{*}[8 g \beta]+8^{* 2} \beta^{*}[-4 \beta] \\
& -\frac{2 \delta^{3}}{(1-\delta)^{3}}\left\{\beta^{3}\left[2 g^{2}-18 g^{2} \beta\right]+g^{*} \beta^{* 3}[-4 g+32 g \beta]+\cdot\right.
\end{aligned}
\]
\[
\begin{aligned}
& +g^{* 2} \beta^{* 2}[2-6 \beta]+\beta^{*}\left[\rho^{2} \beta\right] \\
& \left.+g^{*} \Delta^{*}[6 \rho \beta]+g^{* 2} \beta^{*}[-2 \beta]\right\}
\end{aligned}
\]
\[
\begin{align*}
& P Q+Q R= \\
& =\frac{1}{(1-\delta)^{2}}\left\{\beta^{* 3}\left[4 g^{2}-7 g^{2} \beta\right]+g^{*} \beta^{* 3}[8 \rho \beta-8 g]+g^{2} \beta^{* 3}[4-12 \beta]\right. \\
& +\beta^{* 2}\left[-4 g^{2} \beta+g^{2}\right]+g^{*} \beta^{* 2}[12 g \beta-2 g]+g^{* 2} \beta^{* 2}[1-3 \beta] \\
& \left.+g^{*} \beta^{H}[2 g \beta]+8^{x 2} \beta^{x}[-2 \beta]\right\} \\
& +\frac{\delta^{k^{2}}}{(1-\delta)^{4}}\left\{\beta^{* 3}\left[3 \rho^{2}-12 \rho^{2} \beta\right]+\rho^{*} \beta^{* 3}[24 \rho \beta-6 g]+\rho^{* 2} \beta^{* 3}[3-12 \beta]\right. \\
& +\beta^{* 2}\left[g^{2}-7 g^{2} \beta\right]+\rho^{x} \beta^{x}[-2 g+14 g \beta]+\rho^{42} \beta^{x 2}[1-4 \beta] \\
& \left.+\beta^{*}\left[-2 g^{2} \beta\right]+g^{*} \beta^{x}[4 g \beta]+g^{* 2} \beta^{*}[-2 \beta]\right\} \\
& -\frac{\delta^{*}}{(1-\delta)^{3}}\left\{\beta^{* 3}\left[8 g^{2}-22 g^{2} \beta\right]+g^{*} \beta^{* 3}[-16 g+47 \rho \beta]+g^{*^{2} \beta^{23}}[7-24 \beta]\right. \\
& +\beta^{* 2}\left[2 g^{2}-15 g^{2} \beta\right]+g^{*} \beta^{t 2}[-4 q+28 g \beta] \\
& +g^{* 2} \beta^{* 2}[1-17 \beta]+\beta^{x}\left[-2 g^{*} \beta\right]+g^{*} \beta^{*}[11 g \beta] \\
& +g^{2} \beta^{x}[1-5 \beta] \tag{D.138}
\end{align*}
\]
\[
\begin{aligned}
& P R= \\
& =\frac{1}{(1-)^{2}}\left\{\beta^{* 3}\left[-2 g^{2}+3 \rho^{2} \beta\right]+g^{y} \beta^{* 3}[7 g \beta-4 g]+\rho^{42} \beta^{23}[2-4 \beta]\right. \\
& +\beta^{2}\left[g^{2}-4 \rho^{2} \beta\right]+g^{*} \beta^{* 2}[6 g \beta+4 g \beta-2 g]
\end{aligned}
\]
\[
\begin{align*}
& +\frac{\delta^{* 2}}{(1-\delta)^{4}}\left\{\beta^{* 3}\left[2 \rho^{2}-4 \rho^{2} \beta\right]+g^{*} \beta^{\alpha^{3}}[-4 g+8 \rho \beta]+g^{* 2} \beta^{k+}[2-4 \beta]\right. \\
& +\beta^{22}\left[g^{2}-6 g^{2} \beta\right]+\rho^{4} \beta^{22}[-2 g+12 g \beta] \\
& +\rho^{* 2} \beta^{* 2}[1-6 \beta]+\beta^{*}\left[-2 \rho^{2} \beta\right] \\
& \left.+g^{*} \beta^{*}[4 \rho \beta]\right\} \\
& -\frac{\delta^{*}}{(1-\delta)^{3}}\left\{\beta^{* 3}\left[-5 \rho^{2} \beta+2 \rho^{2}\right]+8^{*^{2} \beta^{* 3}}[2-4 \beta]+8^{*} \beta^{* 3}[-4 g+7 \rho \beta]\right. \\
& +\beta^{* 2}\left[g^{2}-7 \rho^{2} \beta\right]+g^{*} \beta^{* 2}[-2 g+15 g \beta]+ \\
& +g^{* 2} \beta^{* 2}[2 \beta-3]+\beta^{*}\left[-\gamma^{2} \beta\right] \\
& +g^{*} \beta^{*}[3 g \beta]+g^{* 2} \beta^{*}[-2 \beta] \tag{D.139}
\end{align*}
\]
\[
\begin{aligned}
&(P+Q+R)(S+T) \\
&=\frac{m \xi K_{1}}{2}(1-\delta)^{2}\left\{\beta^{* 3}\left[13 g^{2}-37 g^{2} \beta\right]+g^{*} \beta^{* 3}[-11 g+38 g \beta]\right. \\
&+g^{* 2} \beta^{* 3}[-6+7 \beta]+\beta^{* 2}\left[6 g^{2}-25 g^{2} \beta\right] \\
&\left.+g^{k \beta^{* 2}}[-6 g+24 g \beta]+g^{* 2} \beta^{* 2}[3-g \beta]\right\}
\end{aligned}
\]
\[
\begin{aligned}
-\frac{m_{j} K_{1} \frac{\delta \delta^{*}}{(1-\delta)^{3}}}{}\{ & \left\{\beta^{* 3}\left[12 g^{2}-39 g^{2} \beta\right]+g^{*} \beta^{* 3}[-6 g+24 g \beta]\right. \\
& +g^{* 2} \beta^{* 3}[6-18 \beta]+\beta^{* 2}\left[4 g^{2}-16 g^{2} \beta\right] \\
& +g^{*} \beta^{* 2}[-2 g+2 g g \beta]+\beta^{*}\left[-5 g^{2} \beta\right] \\
& \left.+g^{*} \beta^{*}[13 g \beta]+g^{* 2} \beta^{*}[-5 \beta]\right\}
\end{aligned}
\]
\[
\begin{aligned}
&+\frac{m_{k}}{2} G^{*} \frac{1}{(1-\delta)}\left\{\beta^{* 3}[-g]+g^{*} \beta^{* 3}[1]+\beta^{* 2}[-3 g+2 g \beta]\right. \\
&+g^{*} \beta^{* 2}[1-\beta]+\beta^{*}\left[-g^{*}+3 g \beta\right]+g^{*} \beta^{*}[5-5 \beta] \\
&\left.+g^{*}[-2 \beta]\right\}
\end{aligned}
\]
\[
\begin{align*}
-\frac{m_{3}}{2} G \frac{\delta^{*}}{(1-\delta)^{2}} & \left\{\beta^{* 3}[-g]+\beta^{*} \beta^{* 3}[1]+\beta^{* 2}[-3 g+3 g \beta]\right. \\
& +g^{*} \beta^{*}[-3+3 \beta]+\beta^{*}[-3 g+6 g \beta] \\
+ & g^{*}[-3 \beta]+[3 g \beta] \tag{D.140}
\end{align*}
\]
\[
\begin{align*}
& (S+T)^{2}= \\
& =\left(\frac{F_{i} K_{1}}{2}\right)^{2} \frac{\delta^{2}}{(1-\delta)^{2}}\left\{\beta^{x / 3}\left[12 g^{2}-36 g^{2} \beta\right]+g^{\beta} \beta^{x-3}[-12 \rho+42 \rho \beta]\right. \\
& +g^{x 2} \beta^{23}[-6 \beta]+\beta^{x 2}\left[4 \rho^{2}\right] \\
& +8^{x} \beta^{x-2}[12 \rho \beta]+8^{22} \beta^{x 2}[-12 \beta] \\
& \left.+8^{*} \beta^{2}[\log \beta]+8^{* 2} \beta^{2}[-6 \beta]\right\} \\
& +\left(\frac{m_{3}}{2}\right)^{2} G^{* 2} \\
& +2\left(\frac{M \xi K_{1}}{2}\right)\left(\frac{M_{z}}{2}\right) \frac{\delta}{1-\delta} G^{*}\left\{\beta^{* 3}[-g]+8^{*} \beta^{* 3}[1]+\beta^{* 2}[3 \rho+3 \rho \beta]\right. \\
& +g^{*} \beta^{* 2}[3-3 \beta]+\beta^{*}[-3 g+b g \beta] \\
& +g^{x} \beta^{*}[3-6 \beta]+g^{4}[-3 \beta] \tag{D.141}
\end{align*}
\]

Define
\[
\begin{align*}
& x=\frac{g^{*}}{g}  \tag{D.142}\\
& y=\frac{\phi^{*}}{\phi}=-\frac{\beta}{1-\beta} \times \frac{\beta^{*}}{\beta}  \tag{D.143}\\
& z=\frac{\delta^{*}}{\delta}  \tag{D.144}\\
& w=\frac{\sigma^{*}}{g} \tag{0.145}
\end{align*}
\]
\[
\begin{align*}
& P_{0}^{2}=P^{2} \times \frac{1}{g^{2} \beta^{3}} \times \frac{(1-\delta)^{4}}{\delta^{2}}  \tag{D.146}\\
& Q_{0}^{2}=Q^{2} \times \frac{1}{g^{2} \beta^{3}} \times \frac{(1-\delta)^{4}}{\delta^{2}}  \tag{D.147}\\
& R_{0}^{2}=R^{2} \times \frac{1}{g^{2} \beta^{3}} \times \frac{(1-\delta)^{4}}{\delta^{2}}  \tag{D.148}\\
& P_{0} R_{0}=P R \times \frac{1}{g^{2} \beta^{3}} \times \frac{(1-\delta)^{4}}{\delta^{2}}  \tag{D.149}\\
& \left(S_{0}+T_{0}\right)^{2}=(S+T)^{2} \times \frac{1}{g^{2} \beta^{3}} \times \frac{(1-\delta)^{4}}{\delta^{2}}  \tag{D.150}\\
& \left(P_{0}+Q_{0}+R_{0}\right)\left(S_{0}+T_{0}\right) \\
& =(P+Q+R)(S+T) \times \frac{1}{g^{2} \beta^{2}} \frac{(1-\delta)^{4}}{\delta^{2}} \tag{D.151}
\end{align*}
\]

Then the following relationships can be easily obtained.
\[
\begin{aligned}
& P_{0}{ }^{2}+Q_{0}{ }^{2}+R_{0}^{2} \\
&=\left(\frac{1-\delta}{\delta}\right)^{2}\left\{y^{3}\left[\frac{-2-6 \beta}{(1-\beta)^{3}}\right]+y^{3} \times\left[\frac{4+8 \beta}{(1-\beta)^{3}}\right]+y^{3} x^{2}\left[-\frac{2}{(1-\beta)^{3}}\right]\right. \\
&+y^{2}\left[\frac{2-4 \beta}{\beta(1-\beta)^{2}}\right]+y^{2} \times\left[\frac{2 \beta-4}{\beta(1-\beta)^{2}}\right]+y^{2} x^{2}\left[\frac{2+2 \beta}{\beta(1-\beta)^{2}}\right] . \\
&\left.+y \times\left[\frac{4}{\beta(1-\beta)}\right]+y x^{2}\left[\frac{-4}{\beta(1-\beta)}\right]\right\} \\
&+ z^{2}\left\{y^{3}\left[\frac{2-16 \beta}{(1-\beta)^{3}}\right]+y^{3} \times\left[\frac{28 \beta}{(1-\beta)^{3}}\right]+y^{3} x^{2}\left[\frac{2-16 \beta}{(1-\beta)^{3}}\right]\right. \\
&+y^{2}\left[\frac{(2-6 \beta)}{\beta(1-\beta)^{2}}\right]+y^{2} \times\left[\frac{4 \beta-4}{\beta(1-\beta)^{2}}\right]+y^{2} x^{2}\left[\frac{2-6 \beta}{\beta(1-\beta)^{2}}\right] \\
&\left.+y\left[-\frac{4}{\beta(1-\beta)}\right]+y \times\left[\frac{8}{\beta(1-\beta)}\right]+y x^{2}\left[\frac{-4}{\beta(1-\beta)}\right]\right\} \\
& \\
&+y^{2}\left[\frac{4-12 \beta}{\beta(1-\beta)^{2}}\right]+y^{2} \times\left[\frac{22 \beta-8}{\beta(1-\beta)^{2}}\right]+y^{2} x^{2}\left[\frac{4-12 \beta}{\beta\left(1-\beta^{2}\right.}\right] \\
&+y\left[\frac{2}{\beta(1-\beta)}\right]+y \times\left[\frac{12}{\beta(1-\beta)}\right]+y x^{2}\left[-\frac{4}{\beta(1-\beta)}\right]
\end{aligned}
\]
(D.152)
\[
\begin{align*}
P_{0} R_{0}= & \begin{aligned}
&\left(\frac{1-\delta}{\delta}\right)^{2}\left\{y ^ { 3 } \left[\frac{3 \beta-2}{(1-\beta)^{3}}+y^{3} x\left[\frac{7 \beta-4}{(1-\beta)^{3}}\right]+y^{3} x^{2}\left[\frac{2-4 \beta}{(1-\beta)^{3}}\right]\right.\right. \\
&+y^{2}\left[\frac{1-\beta \beta}{\beta(1-\beta)^{2}}\right]+y^{2} \times\left[\frac{10 \beta-2}{\beta(1-\beta)^{2}}\right]+y^{2} x^{2}\left[\frac{2 \beta-3}{\beta(1-\beta)^{2}}\right] \\
&\left.+y x\left[\frac{2}{\beta(1-\beta)}\right]+y x^{2}\left[-\frac{2}{\beta(1-\beta)}\right]\right\} \\
&+z^{2}\{ y^{3}\left[\frac{2-4 \beta}{(1-\beta)^{3}}\right]+y^{3} \times\left[\frac{\beta \beta-4}{(1-\beta)^{3}}\right]+y^{3} x^{2}\left[\frac{2-4 \beta}{(1-\beta)^{3}}\right] \\
&+ y^{2}\left[\frac{1-6 \beta}{\beta(1-\beta)^{2}}\right]+y^{2} x\left[\frac{12 \beta-2}{\beta(1-\beta)^{2}}\right]+y^{2} x^{2}\left[\frac{1-\sigma \beta}{\beta(1-\beta)^{2}}\right] \\
&\left.+y\left[\frac{-2}{\beta(1-\beta)}\right]+y \times\left[\frac{4}{\beta(1-\beta)}\right]\right\} \\
&-\left(\frac{1-\delta}{\delta}\right)=\left\{y^{3}\left[\frac{2-5 \beta}{(1-\beta)^{3}}\right]+y^{3} x\left[\frac{7 \beta-4}{(1-\beta)^{3}}\right]+y^{3} x^{2}\left[\frac{2-4 \beta}{(1-\beta)^{3}}\right]\right. \\
&+y^{2}\left[\frac{1-7 \beta}{\beta(1-\beta)^{2}}\right]+y^{2} \times\left[\frac{15 \beta-2}{\beta(1-\beta)^{2}}\right]+y^{2} x^{2}\left[\frac{2 \beta-3}{\beta(1-\beta)^{2}}\right] \\
&\left.+y\left[-\frac{1}{\beta(1-\beta)}\right]+y \times\left[\frac{3}{\beta(1-\beta)}\right]+y x^{2}\left[-\frac{2}{\beta(1-\beta)}\right]\right\}
\end{aligned}
\end{align*}
\]
\[
\begin{aligned}
& P_{0} Q_{0}+Q_{0} R_{0}= \\
&=\left(\frac{1-\delta}{\delta}\right)^{2}\left\{y^{3}\left[\frac{\beta-7 \beta}{(1-\beta)^{3}}\right]+y^{3} \times\left[\frac{\beta \beta-8}{(1-\beta)^{3}}\right]+y^{3} x^{2}\left[\frac{4-12 \beta}{(1-\beta)^{3}}\right]\right. \\
&\left.+y^{2} x^{2}\left[\frac{1-3 \beta}{\beta(1-\beta)^{2}}\right]+y \times\left[\frac{2}{\beta(1-\beta)}\right]+y^{2}\left[\frac{-2}{\beta(1-\beta)}\right]\right\} \\
&+z^{2}\{ y^{3}\left[\frac{3-12 \beta}{(1-\beta)^{3}}\right]+y^{3} \times\left[\frac{2+\beta-6}{(1-\beta)^{3}}\right]+y^{3} x^{2}\left[\frac{3-12 \beta}{(1-\beta)^{3}}\right] \\
&+y^{2}\left[\frac{1-7 \beta}{\beta(1-\beta)^{2}}\right]+y^{2} \times\left[\frac{14 \beta-2}{\beta(1-\beta)^{2}}\right]+y^{2} x^{2}\left[\frac{1-4 \beta}{\beta(1-\beta)^{2}}\right] \\
&\left.+y\left[\frac{-2}{\beta(1-\beta)}\right]+y x\left[\frac{4}{\beta(1-\beta)}\right]+y x^{2}\left[-\frac{2}{\beta(1-\beta)}\right]\right\} \\
&-\left(\frac{1-\delta}{\delta}\right) z\left\{y^{3}\left[\frac{8-22 \beta}{(1-\beta)^{3}}\right]+y^{3} \times\left[\frac{47 \beta-16}{(1-\beta)^{3}}\right]+y^{3} x^{2}\left[\frac{724 \beta}{(1-\beta)^{2}}\right]\right. \\
&+y^{2}\left[\frac{2-15 \beta}{\beta(1-\beta)^{2}}\right]+y^{2} \times\left[\frac{28 \beta-4}{\beta(1-\beta)^{2}}\right]+y^{2} x^{2}\left[\frac{1-17 \beta}{\beta(1-\beta)^{2}}\right] \\
&\left.+y\left[-\frac{2}{\beta(1-\beta)}\right]+y \times\left[\frac{11}{\beta(1-\beta)}\right]+y x^{2}\left[\frac{1-5 \beta}{\beta(1-\beta)}\right]\right\}
\end{aligned}
\]
\[
\begin{align*}
& \left(P_{0}+Q_{0}+R_{0}\right)\left(S_{0}+T_{0}\right) \\
& =\frac{m_{y} k_{1}}{2} \frac{(1-\delta)^{2}}{\delta}\left\{y^{3}\left[\frac{13-37 \beta}{(1-\beta)^{3}}\right]+y^{3} \times\left[\frac{38 \beta-11}{(1-\beta)^{3}}\right]+y^{3} x^{2}\left[\frac{7 \beta-6}{(1-\beta)^{3}}\right]\right. \\
& \left.+y^{2}\left[\frac{6-25 \beta}{\beta(1-\beta)^{2}}\right]+y^{2} \times\left[\frac{2+\beta-6}{\beta(1-\beta)^{2}}\right]+y^{2} x^{2}\left[\frac{3-9 \beta}{\beta(1-\beta)^{2}}\right]\right\} \\
& -\frac{m_{y} K_{1}}{2}(1-\delta)=\left\{y^{3}\left[\frac{12-39 \beta}{(1-\beta)^{3}}\right]+y^{3} x\left[\frac{24 \beta-6}{(1-\beta \beta}\right]+y^{3} x^{2}\left[\frac{6-1 \beta \beta}{(1-\beta)^{3}}\right]\right. \\
& +y^{2} x\left[\frac{28 \beta-2}{\beta(1-\beta)^{2}}\right]+y\left[\frac{-5}{\beta(1-\beta)}\right]+y \times\left[\frac{13}{\beta(1-\beta)}\right] \\
& \left.+y \dot{x}^{2}\left[\frac{-5}{\beta(1-\beta)}\right]\right\} \\
& \rightarrow \frac{m_{\frac{3}{2}}^{2}}{} \frac{(1-\delta)^{3}}{\delta^{2}} w\left\{y^{3}\left[-\frac{1}{(1-\beta)^{3}}\right]+y^{3} \times\left[\frac{1}{(1-\beta)^{3}}\right]+y^{2}\left[\frac{-3+2 \beta}{\beta(1-\beta)^{2}}\right]\right. \\
& +y^{2} \times\left[\frac{1-\beta}{\beta(1-\beta)^{2}}\right]+y\left[\frac{3 \beta-1}{\beta^{2}(1-\beta)}\right] \\
& \left.+y x\left[\frac{5}{\beta^{2}}\right]+x\left[-\frac{2}{\beta^{2}}\right]\right\} \\
& -\frac{m \xi}{R} \frac{(1-\delta)^{2}}{\delta} Z w\left\{y^{3}\left[-\frac{1}{(1-\beta)^{3}}\right]+y^{3} \times\left[\frac{1}{(1-\beta)^{3}}\right]+y^{2}\left[\frac{-3}{\beta(1-\beta}\right]\right. \\
& +y^{2} \times\left[\frac{-2}{\beta(1-\beta)}\right]+y\left[\frac{6 \beta-3}{\beta^{2}(1-\beta)}\right] \\
& \left.+y x\left[\frac{3-\alpha \beta}{\beta^{2}(1-\beta)}\right]+x\left[-\frac{3}{\beta^{2}}\right]+\left[\frac{3}{\beta^{2}}\right]\right\} \tag{D.155}
\end{align*}
\]
\[
\begin{align*}
&\left(S_{0}+T_{0}\right)^{2}= \\
&=\left(\frac{m y k_{1}}{2}\right)^{2}(1-\delta)^{2}\left\{y^{3}\left[\frac{12-36 \beta}{(1-\beta)^{3}}\right]+y^{3} \times\left[\frac{42 \beta-12}{(1-\beta)^{3}}\right]\right. \\
&+y^{3} x^{2}\left[-\frac{6 \beta}{(1-\beta)^{3}}\right]+y^{2}\left[\frac{4}{\beta(1-\beta)^{2}}\right] \\
&+y^{2} \times\left[\frac{12}{(1-\beta)^{2}}\right]+y^{2} x^{2}\left[\frac{-12}{(1-\beta)^{2}}\right] \\
&\left.+y \times\left[\frac{10}{\beta(1-\beta)}\right]+y x^{2}\left[-\frac{6}{\beta(1-\beta)}\right]\right\} \\
&+\left(\frac{m \xi}{2}\right)^{2} \frac{(1-\delta)^{4}}{\delta^{2}} \times \frac{1}{\beta^{3}} w^{2} \\
&+2\left(\frac{m_{3} k_{1}}{2}\right)\left(\frac{m_{3}}{2}\right) w\left\{y^{3}\left[-\frac{1}{(1-\beta)^{3}}\right]+y^{3} \times\left[\frac{1}{(1-\beta)^{3}}\right]\right. \\
&+y^{2}\left[\frac{-3}{\beta(1-\beta)]+y^{2} \times\left[\frac{3}{\beta(1-\beta)}\right]}\right. \\
&+y\left[\frac{-3+6 \beta}{\left.\beta^{2}(1-\beta)\right]+y \times\left[\frac{3-\sigma \beta}{\beta^{2}(1-\beta)}\right]}\right. \\
&\left.+x\left[-\frac{3}{\beta^{3}}\right]\right\} \tag{D.156}
\end{align*}
\]
and, finally,
\[
\begin{align*}
& P_{0}^{2}+Q_{0}^{2}+R_{0}^{2}+P_{0} R_{0}= \\
&=\left(\frac{1-\delta}{\delta}\right)^{2}\left\{y^{3}\left[\frac{3 \beta-4}{(1-\beta)^{3}}\right]+y^{3} \times\left[\frac{15 \beta}{(1-\beta)^{3}}\right]+y^{3} \times{ }^{2}\left[\frac{-4 \beta}{(1-\beta)^{3}}\right]\right. \\
&+y^{2}\left[\frac{3-3 \beta}{\beta(1-\beta)^{2}}\right]+y^{2} \times\left[\frac{12 \beta-6}{\beta(1-\beta)^{2}}\right]+y^{2} x^{2}\left[\frac{4 \beta-1}{\beta(1-\beta)^{2}}\right] \\
&\left.+y \times\left[\frac{6}{\beta(1-\beta)}\right]+y x^{2}\left[-\frac{6}{\beta(1-\beta)}\right]\right\} \\
&+Z^{2}\left\{y^{3}\left[\frac{4-20 \beta}{(1-\beta)^{3}}\right]+y^{3} \times\left[\frac{36 \beta-4}{(1-\beta)^{3}}\right]+y^{3} x^{2}\left[\frac{4-20 \beta}{(1-\beta)^{3}}\right]\right. \\
&+y^{2}\left[\frac{3-12 \beta}{\beta(1-\beta)^{2}}\right]+y^{2} \times\left[\frac{16 \beta-6}{\beta(1-\beta)^{2}}\right]+y^{2} x^{2}\left[\frac{3-12 \beta}{\beta(1-\beta)^{2}}\right] \\
&\left.+y\left[\frac{-6}{\beta(1-\beta)}\right]+y \times\left[\frac{12}{\beta(1-\beta)}\right]\right\} \\
&-\left(\frac{1-\delta}{\delta}\right)=\left\{y^{3}\left[\frac{6-41 \beta}{(1-\beta)^{3}}\right]+y^{3} \times\left[\frac{71 \beta-12}{(1-\beta)^{3}}\right]+y^{3} x^{2}\left[\frac{6-36 \beta}{(1-\beta)^{3}}\right]\right. \\
&+y^{2}\left[\frac{5-18 \beta}{\beta(1-\beta)^{2}}\right]+y^{2} \times\left[\frac{37 \beta-10}{\beta(1-\beta)^{2}}\right]+y^{2} x^{2}\left[\frac{1-10 \beta-1}{\beta(1-\beta)^{2}}\right] \\
&\left.+y\left[\frac{1}{\beta(1-\beta)}\right]+y^{2} \times\left[\frac{15}{\beta(1-\beta)}\right]+y x^{2}\left[\frac{-6}{\beta(1-\beta)}\right]\right\} \tag{D.157}
\end{align*}
\]

In the following development it will be required to normalize the covariance expressions (D.134)-(D.136) by dividing them by \(\gamma_{x}(0)\). Since, however, the terms involving ( \(S+T\) ) in these expressions contain, explicitly, the number of terms \(N\),
and expressions independent of \(N\) are required, it will be necessary to calculate \(\gamma_{2}(0)\) n terms of \(N\). This can be achieved by using the expressions (D.105) and (D.123) for \(x_{t}\) and \(x\), respectively.

From (D.123),
\[
\begin{align*}
\bar{x}=\frac{1}{N-4} & \sum_{t=2}^{N-2}\left[x_{1}+\frac{1}{2} m_{1} K_{1}(t-2)\right] \\
& =x_{1}+\frac{1}{2} m_{>} K_{1} \frac{1}{N-4} \sum_{t=2}^{N-2}(t-2) \\
& =x_{1}+\frac{1}{2} m_{2} K_{1} \frac{N-2}{N-4} \times \frac{N-1}{2} \\
& \approx x_{1}+\frac{1}{4} m_{2} K_{1}(N-1) \tag{D.158}
\end{align*}
\]
and,
\[
\begin{equation*}
x_{t}=x_{1}+\frac{1}{2} m_{>} \mu_{1}(t-1) \tag{D.105}
\end{equation*}
\]

Therefore,
\[
\begin{align*}
\tilde{x}_{t} & =x_{t}-\bar{x} \\
& \left.=\frac{1}{4} m\right\rangle x_{1}[2 t-(N+1)] \tag{D.150}
\end{align*}
\]

Hence
\[
\begin{align*}
z_{x}(0) & =\frac{1}{N-4} \sum_{t=2}^{N-4} \tilde{X}_{t}^{2} \\
& =\frac{1}{N-4} \sum_{t=2}^{N-4}\left[4 t^{2}+(N+1)^{2}-4(N+1) t\right] \frac{1}{4} m_{s} K_{1} \\
& =\frac{1}{N-4} \times \frac{1}{4^{2}} M_{3}^{2} K_{1}^{2}\left[4 \sum_{t=2}^{N-2} t^{2}-4(N+1) \sum_{t=2}^{N-2}+(N+1)^{2}(N-3)\right] \\
& =\frac{1}{N-4} \times \frac{1}{4^{2}} m_{2}^{2} K_{1}^{2}\left[2 \times \frac{2\left(N-2 \beta+3(N-2)^{2}+(N-2)\right.}{3}\right. \\
& \approx \frac{1}{16} m_{2}^{2} K_{1}^{2} \times \frac{N^{2}+4 N+15}{3}
\end{align*}
\]

Hence, if \(N\) is greater then, say, 100, we have from (D.132)
\[
\begin{align*}
\frac{N_{1}}{\gamma_{x}(0)}= & \frac{N^{2}+2 N+15}{12} \div \frac{m_{2}^{2} K_{1}^{2}\left(N^{3}+4 N+15\right)}{48} \\
& \approx \frac{4}{m_{2}^{2} K_{1}^{2}} \tag{D.161}
\end{align*}
\]

Define now the normalized covariance function of the quasi-residuals by
\[
\begin{equation*}
\gamma_{\Sigma}^{*}(k)=\frac{\gamma_{\Sigma}(k)-\gamma_{\Sigma}(k)}{g^{2} \beta^{3} \gamma_{x}(0)} \times \frac{(1-\delta)^{4}}{\delta^{2}} \tag{D.162}
\end{equation*}
\]
and the autocorrelation function by
\[
\begin{equation*}
\rho_{v}(k)=\frac{\gamma_{v}(k)}{\gamma_{v}(0)} \tag{D.163}
\end{equation*}
\]

Then,
\[
\begin{align*}
\gamma_{\varepsilon}^{*}(0)= & \left(P_{0}^{2}+Q_{0}^{2}+R_{0}^{2}\right)+\left(P_{0} Q_{0}+Q_{0} R_{0}\right) \rho_{x}(1) \\
& +\left(P_{0} R_{0}\right) \rho_{x}(2) \\
& +2\left(P_{0}+Q_{0}+R_{0}\right)\left(S_{0}+T_{0}\right) \times \frac{4}{m_{1}^{2} K_{1}^{2}} \times \frac{m_{P} K_{1}}{R} \\
& +\left(S_{0}+T_{0}\right)^{2} \times \frac{4}{m_{2}^{2} K_{1}^{2}} \tag{D.164}
\end{align*}
\]
\[
\begin{align*}
& \gamma_{\varepsilon}^{*}(1)=\left(P_{0} Q_{0}+Q_{0} R_{0}\right)+\left(P_{0}^{2}+Q_{0}^{2}+R_{0}^{2}+P_{0} R_{0}\right) \rho_{x}(1) \\
&+\left(P_{0} Q_{0}+Q_{0} R_{0}\right) P_{x}(2)+P_{0} R_{0} P_{x}(3) \\
&+2\left(P_{0}+Q_{0}+R_{0}\right)\left(S_{0}+T_{0}\right) \frac{\frac{4}{M_{2}^{2} K_{1}^{2}} \times \frac{m_{2} K_{1}}{2}}{} \\
&+\left(S_{0}+T_{0}\right)^{2} \times \frac{4}{m_{2}^{2} K_{1}^{2}} . \tag{D.165}
\end{align*}
\]
and,
\[
\begin{align*}
\gamma_{\varepsilon}^{*}(2)= & P_{0} R_{0}+\left(P_{0} Q_{0}+Q_{0} R_{0}\right) P_{x}(1) \\
& +\left(P_{0}^{2}+Q_{0}^{2}+R_{0}^{2}\right) \rho_{x}(2)+\left(P_{0} Q_{0}+Q_{0} R_{0}\right) P_{x}(3) \\
& +P_{0} R_{0} P_{x}(4) \\
& +2\left(P_{0}+Q_{0}+R_{0}\right) \frac{4}{m_{2}^{2} K^{2}} * \frac{m_{2} K_{1}}{2} \\
& +\left(S_{0}+T_{0}\right)^{2} \frac{4}{m_{2}^{2} K_{1}^{2}} \tag{D.166}
\end{align*}
\]

Now, the autocorrelation function is a decreasing function of lag. Also, the factor involving the gain constant \(K\) is, by inspection, much smaller than either of the autocorrelation involved in the above expressions. It follows, therefore, that the covariance expressions are most sensitive to changes in parameters involved in the biggest term in these expressions. This is, of course, the first member in each expression. \({ }^{* *}\),

An examination of the relations (D.152)-(D.157) shows that, for a given choice of \(\varnothing=1-\beta\), the coefficients of the odd powers of any of the involved variables have not only different magnitude, but also different sign. This means that a change, in the wrong direction, of a parameter ** Except in the case of the parameter \(w\).
does not necessarily result in the change of the covariances of lag one and two being of the same sign. In other words, it is quite possible to make a wrong change in a parameter, which would result in the decrease of the first covariance but in the increase of the second covariance. This fact has been discovered by the writer during numerous simulation studies. Only if the changes are in the right direction do the covariances of lag one and two decrease in the same sense, the covariance of lag two being smaller than the covariance of lag one. Thus, convergence to the global minimum is assured provided that the structure of the system dynamics is known, as has been assumed in this thesis. The varfance expression (D.164) involves only second and third powers of the parameters and may be reduced to. a simpler form so that the theory of the preceding section may be used.

For any given set of input and output readings, \(\varepsilon, \delta, \beta, G, K_{1}, m_{\boldsymbol{q}}\), end \(m_{q}\) can be regarded as constants. Therefore, using (D.152)-(D.157) one can write the variance relation (D.164) in the form,
\[
\begin{align*}
& \gamma_{\Sigma}(0)=\left(a_{01} y^{3}+a_{02} y^{3} x+a_{03} y^{3} x^{2}+a_{04} y^{2}+a_{05} y^{2} x\right. \\
&\left.+a_{06} y^{2} x^{2}+a_{07} y+a_{08} y x+a_{09} y x^{2}+a_{010} x\right) \\
&+z\left(a_{11} y^{3}+a_{12} y^{3} x+a_{13} y^{3} x^{2}+a_{14} y^{2}+a_{15} y^{2} x\right. \\
&\left.+a_{16} y^{2} x^{2}+a_{17} y+a_{18} y x+a_{19} y x^{2}+a_{110} x\right) \\
& \\
&+z^{2}\left(a_{21} y^{3}+a_{22} y^{3} x+a_{23} y^{3} x^{2}+a_{44} y^{2}+a_{25} y^{2} x\right. \\
&\left.+a_{26} y^{2} x^{2}+a_{27} y+a_{2 y} y^{x}+a_{29} y x^{2}+a_{210} x\right) \\
&+\left(a_{31} y^{3}+a_{32} y^{3} x+a_{33} y^{3} x^{2}+a_{34} y^{2}+a_{35} y^{2} x\right. \\
&\left.+a_{36} y^{2} x^{2}+a_{37} y+a_{38} y x+a_{39} y x^{2}+a_{310} x\right) \\
&+2 w\left(a_{41}+a_{42} y^{3} x+a_{43} y^{3} x^{2}+a_{44} y^{2}+a_{45} y^{2} x\right. \\
&\left.+a_{46} y^{2} x^{2}+a_{47 y} y+a_{48} y x+a_{4 y} y x x^{2}+a_{410} x\right)  \tag{D.167}\\
&+ \\
&+ w^{2}\left(a_{51}\right)
\end{align*}
\]

Therefore, when one parameter at a time is being adjusted, while the other parameters remain constant, the variance relations corresponding to such a mode of adjustment of \(x, y, z\), and \(w\) can be obtained from (D.167) and are respectively given by
\[
\begin{align*}
& \times \gamma_{z}(0)=b_{10}+b_{11} x+b_{12} x^{2}  \tag{0.168}\\
& y \gamma_{\varepsilon}^{*}(0)=b_{20}+b_{21 y}+b_{22} y^{2}+b_{23} y^{3}  \tag{1.169}\\
& \times \gamma_{\varepsilon}^{*}(0)=b_{30}+b_{31} z+b_{32} z^{2}  \tag{D.170}\\
& w \gamma_{z}^{*}(0)=b_{40}+b_{41} w+b_{42} w^{2} \tag{D.171}
\end{align*}
\]
where \(b_{42}=a_{51}\) and all other coefficients \(b_{i j}\) are functions of the coefficients \(a_{k l}\) and the other variables not being currently adjusted.

The above expressions are now in the form (1.64) or (D.65) and the theory of the preceding section can now be applied to each of the expressions (D.168) -(D.171).```
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