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ABSTRACT

An account is presented of an experiment performed to
study the production of the ¢ meson in the reaction
x +p—> k" + X 4+ 1n at beam momenta just above the &
threshold, The experiment was performed as part of a series
of experiments designed to investigate the electron-positron
decay mode of the isoscalar vector mesons.

A description of the apparatus and its performance, and
of the techniques of analysis employed, is givens The detection
of the three final state particles and the beam pion was
achieved using an arrangement of scintillation counters,
Cerunkov counters, and gpark chambers. In the mode employed,
the system was capable of a high KTk~ effective mass resolution
and a high collection efficiency. The eystem supplied enough
information to allow the complete reconstruction of each event
via geometry and kinematics analysis programmes.

Tho experimental distributions of the variables used to
parametrize the events were compared with correspondiné theoretical
distributions generated by Monte Carlo methods according to a
specific model. The experimental distributions were compiled
from ™~ 250 events of the type ® p—>K'K n bhaving XK

effective masses in the range 986-1050 MeV/ba.
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The analysis indicated that ¢ production dominated the
k'K n signal produced with XK masses in the mass region
of the ¥ meson at the beam momenta considered. The results
support the hypothesis of isotropic production and decay of the
95 meson Jjust above threshold, with a ¢ production cross—section
proportional to the centre of mass final state momentum here.

Some discussion of the K+K_ mass gpectrum away from the

¢ mass region ie also included.
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PREFACE

The experiment described in this thesis was performed
at the Rutherford Laboratory proton synchrotron'Nimrodlduring
1966 by the Imperial Collego Spark Chamber/Counter Group in
collaboration with & small toam from the Rutherford Iaboratory.
The experiment naturally involved the work of many people, and,
though I have tried to present a complete account of the
experiment, I have dwelt mainly on those aspects of it with
which I was most concerned. This explains the emphasis laid,
in the thesis, on the design of the beam, the kinematic fitting
programno, the scanring and measuring of the evenls, and the
experimental analysis, and, on the othe: hand, the relatively
Prief consideration of the electronic logic system and the

problems relating to it.
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CHAPTER 1

TNTRODUCTION

1.1 The experiment as part of a series

This thesis describes one experiment in a series of
experiments carried out at the Rutherford Laboratory proton
synchrotron 'Nimrod'by the Imperial College Counter Group and
its collaborators, during the period 1963-1967. The series
consisted primarily of a study ‘of the electron—positron decay
modes of the isoscalar vector mesons w° and ¢°. It can be
sub-divided as follows.

1. A study of the production of ®°-mesons in the reaction
%+ D —>0 +n near threshold , and a measurement of the

branching ratio °—> et + o .

2.(a) A study of the reaction % + p~>K' +K + n near

threshold, in oxder to investigate the production of ¢° mesons

in this energy region using & negative pion beam. ( #*— K'+ K~

is the dominant @° decay channel).

. . o] - o
(b) A measuremont of the branching ratio ¢ -> a'+ e using ¢

. . - 0
mesons produced in the reaction % +p —> ¢ + n.

This thesis describes the axperiment listed as 2(a) above i.e.

¢ production in x “p interactions near threshold. Although the
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experiment can be considered as a separate entity; and discussed
outside the context of the series, the basic reason for doing the
experiment was to obtain information necessary for the rest of the
series, and the experimental procedure adopted was strongly biased
towards this end, Therefore it is within the framework of the series
that the experiment ie treated here. 1In accordance with this way
of thinking, the chief theoretical arguments motivating such a study
of these rarse leptonic decay modes, are set out in summary form below,
Points of theoretical interest that the individual experiment might

clarify are discussed later,

1.2 Theoretical motivations for a study of the leptonic decay modes

of the neutral wvector mesons

The chief theoretical motivations for investigation of the
leptonic decay modes of the neutral vector mesons seem at present
to be as follows (see also ref.(1))s (a) this study would provide
a method of measuring the vector meson-photon coupling strength in the
rogion of large time-like momentum transfer, so that present
knowledge of the nucleon structure could be enlarged; (b) as far as
the isoscalar vector mesons ® and ¢ are concerned a measurement of
their coupling to the photon can be related to the subject of
® -¢ mixing on the SUS symmetry scheme, and would allow a test of
the various models proposed to represent the SUE syzmetry-breaking

interaction which causes the mixings (c) such a study might provide
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a valugble test of the validity of quantum electrodynamicsj

(d) the study would also test the concept of A-parity.

(a) The suggestion by Yukawa in 19;35 that mesons could account
for nuclear forces implied the existence of a meson cloud around
the proton that would extend out to a distance of about a mesonic
Compton wavelength.s Direct measurement of the meson charge radius
by electron-proton scattering studies showed that the charge
distributions were too narrow to be explained by the interaction

of a single pion, however, This led to the proposal that the
existence of hypothetical mesons whose mass was greater than that
of the pion could provide an explanation of the observed structure,
and soon aftorwards the presently known vector mesons p , ® ¢
were discovered. It has become popula.r(z) to try to explain the
nucleon form factors in terms of the vector mesons with the same
quantum numbers as the gamma ray. Figure 1.1 shows the proposed
Feynmen diegrams for electron(muon)-proton scattering and nucleon-
antinucleon annihilation ir;to lepton-antilepton pairs, Since isotopic
spin is a good quantum number for the vector mesons, it is assumed
that the isovector and isoscalar form factors can be expressed in
terms of the isovector and isoscalar vector mesons. Thus it is

assumed for example that the isoscalar form factor Gs is of the forms:



e+ e...
e~ e”
gamma
gamma
vector meson
vector meson
P P
: 2
1). Electron - proton  2). Nucleon - antinucleon
scattering - annihilation
) vector
meson

3). Leptonic decay of vector meson
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Here Mi is the mass of the i~th isoscalar vector meson,

8v.nn is the coupling strength of this meson to the nucleons,
i

and q:?L is its squared momentum transfer. In practice the
behaviour of Gs can be described using just the known mesons w
and ¢.(3) The constant ¥ is a measure of the coupling of
the vector meson to the gamm: ray. It can be determined by

measuring the decay rate of the vector meson into lepton pairs.

This occurs via a virtual photon (see Fig.l.l), i.e.

2 1" 4
(V->1++1—)=a,2.Mv. Yv|, |1+ order of !
5 T— T vele?2
T v

( @ is the fine structure constant). This information would meke

it possible to determine the vector meson~nucleon coupling

constants, by fitting equation l.1 to the form factors known, say,

from electron-proton scattering experiments. These coupling

constants could then be compared with estimates from strong
interaction experiments.

b) The concept of ¢ ~ff mixing in the SU 3 symmetry scheme was invoked
to explain the apparent failure of the Gellman~Okubo mass formula

to predict the mass of the I = O member of the vector meson

octet.{4)  Thig was predicted to lie at 930 MeV/c, 150 MeV/c

above the wo
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mass, and 90 Me¥ /02 below the ¢ mass. This anomaly was explained
by postulating that ‘SU'3 was an exact symmetry only for the very
strong interactions, and was broken by the so-called semi-strong
interactions. The SUSw'breaking interaction was then supposed to
cause & mixing of the I = O octet component (VY gy mass m8) and
the vector singlet state (\lrl, mass ml) to form the physical
states w and ¢o These physical states were expressed as linear

combinations of the octet and singlet states.

W = Coseo\lfl'}'Sin €. \1!8 .
'YX 1.3

¢ = -Sineo\lfl + cos O \lf8
where © was defined as the mixing angle., Dashen and Sharp(5)
proposed that the mass operator in the I = Y = 0 subspace spanned

by \l!l, \118 was given by a matrix of the form

WBJMI\VS ‘Ifg}uhfl

se e 1-4

v, helvg ¥y g
They attributed the failure of the Okubo mass formule to its taking
into account only the diagonal ¢lements of this mass matrix. They
then assumed the diagonal element 8‘ MHI 8 gave the mass
predicted by the Okubo mass formula for the I = O octet member;
using this, and the physical masses of ¢ and W , they obtained a

value of + 40° for the mixing angle.
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An experimental check of this result was pessible by making
an independent determination of the octet and singlet parts of the
physical particles. This was possible because the photon cammot
couple directly to the singlet state, whereas it is allowed to
couple to the octet state. On the Dashen-Sharp scheme, the state
11;8 was supposed coupled to the conserved hypercharge current with

strength fy $ the photon was coupled to this current with strength

%. The coupling of W and ¢ to the photon could then be represented

as

Yo = -sin G.fy. 8 .en 1 ‘Y¢ = —cos0 'fy' e . m¢2 vee 1.5

2

N

Determination of T(w=~>1Y+17) and T (@ =17 +17) would
therefore give a value for © and fy (see equation 1.2), and thus
allow a test of the model used to represent the symmetry-breaking
interaction,

This model is not unique, and several authors have proposed
others. (6)("7)These models seem to fall into two types. The first

type assumes the SU, symmetry-breaking effects are due to non-zero

3

off-diagonal matrix elements in the 'bare' mass matrix M o between
\Ifl and 11;8, and is called az 'magss-mixing? model(7)(e.g. the Dashen-
Sharp model ). ‘i‘he second type assumes the bare mass matrix'Mo

is diagonal, but the SU, symmetry is broken by certain current

3
operator terms. This type has been called a 'current-mixing'! mode

(D
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The important point is that the validity of each model can be tested
by a measurcment of the above decay widths. The higher

symmetries which evolved from su3 (su(6), U(12)), went further

than SU., and were able to predict a value for & without invoking

3
any model. Such a measurement would also test these theories.

(¢) Tnvestigation of these leptonic decay modes might also give
valuable informatio.h about the limits of validity of present~day
quantum electrodynamics and/or the posaible non-electromagnetic
structure of the muon. (8,2) Quantum electrodynamics regards the
electron and muon as being identical in their interactions, the
only difference between them being one of mass. These leptonic
decays occur in the region of large time~like momentum transfer,
which makes them especially wvaluable since they test the theory at
small distances, where deviations from the theory seem most likely,
and where relatively few corroborative experiments have been
performed. If the electron and muon are treated as Dirac

particles, we get from equgtion 1,2

B, = (voib +30) ® 1 cee 1.6

(v >t 4+ &)
the small difference from unity being due to the additional phase
space for the electron decay. This assumes the vertices yee

and ypp have identical properties at c.m.s. lepton energies ~ m_ e
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However, iZ, for example, the mon were to have some anomalous

(9)

interaction, the ratio Rv might be very different from unity.

(d) The measurement would also be expected to throw light on
the concept of A-parity, formulated by Bronzan and Low(lo) in 1963
t¢ explain some anomalies in boson interactions, in particular the
long «° lifetime, the " branching ratios, and the low rate of
g—>p +%T . They suggested a multiplicative quantum number,

' A-parity! non-conservation of which would reduce a transgition

rate by a factor of ~100., Unambiguous assigmnments of A to @,

N,y (~) and to ¥, p 5, ¢ (+) could be made on the basis of

observed rates, The relatively fast w->3® , 8 }aV partial width,
implied A = =1 for the ®w. This would inhibit by a factor of about
100, the wy vertex, but allow the @y vertéx, thus suppressing the

leptonic decay mode of the w relative to that of the {.

1.3 Principles of the apparatus

(For a more detailed account of this topic, see Ref.(1l)).
The reaction studied in our experiments(12’13) is
x"+p —> z°4+n ces 1a7
Here z° describes a particle, or system of particles, having a
nett charge (Q), baryon number (B) and strangeness (S) of zero,
and with allowed values of total isospin of O, 1, 2, Since

Q=8=3B = 0, the z° system also has observable eigenvalues of

the charge conjugation (C) and G-parity operators.
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In our experimenta, negative pions of known momentum and
direction are allowed to interact in a hydrogen target. Neutrons
produced in the above reaction are detected by neutron counters
placed downstream of the hydrogen target (see Figure 1.2).Anti-

~-ooincidence counters placed in front of the neutron counters
voto charged particle triggers. The time of flight of the
neutron between the target and the neutron counter 1t entered is
measured, thus giving the momentum of the neubtrony +he direction
of the neutron is also measured, this being fixed within cexrtain
limits by the dimensions and position of the neutron counter
concerned.

The effective mass of the 2° system is given by
L= B+ -8) - (B -5)° cer 1.8
where the quantities E,, M,, ii are respoctively the energy, mass
and momentum of the particle i , all measured in the laboratory

frame; where the proton is considered at rost.

This becomes

2 2 2 2
M,= (B, +¥ -E)° -~ p“ -0

b n 2:97c P, coseﬂn e 1.9

Here 67;11 is the angle between neutron and pion. It can be seen
that measurement of the momentum vectors of the pion and the neutron,
as described above, thus leads directly to a measurement of Mz.

This method of measuring Mz is known as the 'migsing-mase' method,
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Fig.-] . 2. Basic apparatus

scintillator light guide

[
' neutro\'\ >y — 0L
4 - 0
hydrogen L -
. target _anticounters l]
. : two neutron counters
" L = .peutron flight path ' from ring of six

Basic experimental arrangement (not to scale)

Beam axis ,
into paper
at B.

Ring of neutron counters
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sincs Mz can be evaluated without making meaéxu:ements on the congtit-
uent perticles of the zo system. The missing-mass method is a powerful
yet relatively simple way of looking for new particles and
resonances in the mass spectrum of the z° system, as has been
adequately demonstrated by the experiments of Maglic et al.(14)
at CERN. It has the advantage that only one particle in the final
state has to be detected and have its momentum measured, and it
is thus very well suited to counter and spark chamber systoms
(which in turn allow for high precision experiments). A
disadvantage in practice is that the data obtained often suffer
strong experimental biases, and this makes it difficult to extract
total cross-sections and angular distributions,

The missing-mass method is to be contrasted with the effective
mass method of searching for unstable particles, in which the mass
of the z° system is determined from measurements made on its decay
products. This is, however, usually difficult to do with a spark
ohamber/counter arrangement if there are more than two particles
in the final state, and the technique is mainly used in bubble
chamber experiments (an exception is the large magnetic spark chamber
system).

In our experiments we stud.& resonancs production near the reaction

threshold, In order to do this, six neutron counters of cylindrioxl

shape are arranged symmetrically about the beam axis, downstream
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of the hydrogen target, in the manner shown in Fig.l.2. This
allows collection of neutrons with angles of ~ 2-6° to the beam
axis in the laboratory, the exact angular range covered
depending on the neutron flight path (L) employed; this
arrangement also gives almost complete azimuthal coverage.

There are two main advantages of working in the threshold
region. Firstly, it is possible to obtain good mass resolution
for the z° system in this region, obviously desirable when
studying narrow resonances such as the ¢ and ® mesons., That
this is so can be seen by. examining.the partial derivatives of

equation l.9.

au 2
'%' 2 = = Bn;t (En_Mp) +pn cos e'l[n
3y aee 1.10
au 2
1 9% = - By, (Eq!t +h££p)+;p,xcose,).‘..n
op
n
2
3 oM, . -p, P, sin O
aeﬂn

where 3 3 is the velocity of particle i. It is seen that a
. 2

condition for M /38, =0 occurs when O =0; the

condition for amza/ op, =0is B = Py 08 Ox

Ex+ mP

B

If 0., = 0, this becomes o

= p'K =
E'Jt -I-l%

where Bc is the velocity of the® p centre of mass (Cem.s.)
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system in the laboratory. The two conditions a’)tnN ® and
B, ~ Bc are both satisfied near threshold, thus good mass
resolution for the z° system can be obtained in this region.

The second advantage of working near threshold is that a
high neutron collection efficiency can be obtained for a given
golid angle coverage by neutron counters in the laboratory.
This is because, just above threshold, the neutrons are ki-
nometically confined to a narrow forward cone in the laboratorys
unless the reaction is strongly peripheral this is not true for
pion momenta far above threshold. Thus our neutron counter
arrangement collects ~ T5% of the neutrons produced, in the
region of maximum collection efficiency.

The resonance production cross—section is likely to have a
particularly simple dependence near the reaction threshold.
The production cross section can be written as

2

if - p\, ses 1.11

c= _1 « T
Flux

where T,. is the Lorentz invariant matrix element linking initial
and final states, and @ is the Lorentz invariant two body phase

gpace dengity of states factor. The Lorentz invariant flux is

o P];E, and Qo= P}:/E; hoere E is the c.m.s. energy, and

P? (P?) je the c.m.s. initial (final) etate momentum,
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2 .
Then~ o« e . 5% cewe 1,12
EF X
Py

p;.: varies rapidly near threshold; while Tif’ E, and pf are all
slowly varying in this region. Thus, close to threshold 1,12
can be approximated to

o = Ap? eese 1,13
vhere A is a constant.,

The final state c.m.s. production angular distribution is
also likely to have a simple form. This is because the final
z°n system is produced with such a low c.m.s. momentum that it
must almost certainly be predominantly S-wave, given that
the strong interaction forces can extend omly over a pionic
wavelength or so.

From equation 1.13, the main disadvantage of working near
threshold is apparent — the resonance production cross—éection
is likely to be relatively low close to threshold, and goes to
zero at threshold itself. This factor offsets the high
collection efficiency in the actual yield of neutrons that can

be collected,

l.4 The need for an experiment to study ¢ production in « p

interactions

The first experiment in the series, that of the measurement

of the « — e¥ 4+ ¢ branching ratio, was performed during
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1564—5. In this experiment; (1f12) missing masses in the region
of the W wore seclected using the neuntron counters as described
in the last section. The electron and positron from the w®
decay were recognized by the fact that they shower in lead.
The hydrogen target was onclosed on two sides by spark chamber/
load plate sandwiches. Photographs of events with the correct
migsing mass were then scamned for events where both the electron
and positron produced the characteristic showers. On the basis
of three good W ° ot 4 o events, the branching ratio for
@—> o + ¢ was found to lie between the limits (0.5-6.0) x
1074 (95# confidence limits). This was in good qualitative
(1,15)

agreement with theoretical expectation., The obgervation
of the decays also showed the w-—>Yy interaction was allowed, =0
that the w was not a pﬁre SU'3 singlet state. There was no
disagreement between this result and those from other, less
accurate, experiments. (16)

On the basis of the w ~@ mixing hypothesis, the branching
ratio for. g - ot + ¢ was now likely to be ~ 1 x 1073,
The higher branching ratio was, however, offset by the diificulty
of producing @f's in X p interactions. The channel X p=>@n
is difficult to recognize in & bubble chamber, and at the time of
the original proposal to measure the ¢ —et 4+ ¢ branching ratio,

there was no published evidence on it, though it seemed clear that

in general {/production with pions was anomalously low compared
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to  produotion. @ mesons were normally studied using a
negative kaon beam. However, the Steinberger group(17)'had
clear ovidence of & production inp +p—> KT + K +x” + 7c~;
and Abolins st al.(la) had some evidence in =t + p —>
K"+ X + 7" +p at 5.5 GoV/c. Thess workers found a ratio
of ® to ¢ production of about 60. Assuming that the cross-
sections for ¢ and ® production both varied linearly with the
final state c.m.s. momentum near threshold (see equation 1.13),
the value of the linearity constant A for ¢ production was estimated
at ~ 0.1 pbarp/MeV/c, using this factor of 60 and the value
of A measured from the ® experiﬁxent. The original estimates
for the sf —ol + o experiment were based upon this number
for A for ¢ production, and it became clear that serious doubt
would have to be cast upon the feasibility of the ¢ —pe’ & o
experiment if A was a factor of two or more lower than the estimated
value,

It was therefora decided to perform a separate experiment
to study ¢ production in % p=>@n near threshold, in particular
to estimate A. Tﬁe process actually studied was X p =¥
X" + X +n, since ~>k* + X~ is the dominant decay chammel.
The final estimate of A therefore required a knowledge of the

partial width for this decay.
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1.5 The Q meson

The ¥ meson was discovered by Bertanza et a1.(29) ot tne
Brookhaven National Laboratory using a XK beam at 2.24 GeV/c,
in a hydrogen bubble chamber experiment. They discovered the
existence of a resonance in the KK system at ~ 1020 MeV/cz,A of
width <20 MeV/cz. Shortly afterwards its quantum numbers
were determined independently by groups at Brookhaven and
vcza. (2°) e ¢ was found to0 decay predominently into K K~ and
Kgxg, but never into K1°K;’. Obeervation of the KjK, decay mode
showed that ¢ bad odd spin (J), negative parity (P), and
negative C-parity (assuming it decayed into KK via strong
interactions, borne out by its narrow width). These assignments

follow from the relations

P (K°E°) = + cp (x3%3) = (-1)"* .

C (K') = P (KK7) = (-1)°
Comparison of the three 3 KK final states showed that the
isospin (I) was zero, and that G was odd (G=—(-1)I), since no

+ +
@~ was seen in the reactions %K K°, and the triangle inequality

1/2 1/2 1/2

( g + C 2 »e 01-15
Z+(p_) ( E q)+) > ( on(pO)

was violated by more than five standard deviations. The G parity

assigrment was in agreement with the absence of the = %~

decay mode.
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The spin was determined by using the dependence upon spin

of ‘the quantity
B J = I‘(¢—>I(10Kg) EX XY ) 1.16
Mg—>x')

Tn the absence of a K'R® mass difference, and charge effects,this
ratio is independent of J. The spin dependence of BSJ arisos
from the different angular momentum and Coulomb barriers
appropriate to the (Klng) and (K'K") systems. AJ =1
assignment was found to be highly favoured over J = 3, This
obaervation was also borne out by analysis of the decay angular
distribution of the ¢,

(21)

IG(JP Je=0(1")~- . The present values(21) of the ¢

The quantum numbers of the § are now established as

mass and width ave listed as 1018.6 + 0.5 MeV/c?, and 4.0 + 1.0 MeV/c?
regpectively, and the main decay branching ratios as
g - K% 48 + 3t
— ISOKS 40 + 3% eee 1217

—> & x” «° (including px ) 12 i+ 4%

As discussed previously, the @ meson fits into the a1
meson nonset on the SU'3 symmetry scheme, and is considered a
mixture of the nonet's isoscalar octet and singlet states on
the @ — ¢ mixing theory.

One puzzling aspect of the ¢ is its lack of decay into p=.
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Phase space calculations indicate this decay mode should

dominate, but in practice it is suppressed by at least a factor

of 3, Also, ¢ production in % p interactions seems surprisingly
low compared to ® production; in both cases only p exchange is
allowed in the t channel. Both these apparent anomalies could
result from a low PN coupling.

BronZan and Low have explained this on A-~parity argumentsj
since Agf,p =+l and A, = -1, g>0on and d - 3% are
forbidden if A is a good quantum number. Another interpretation
is given by the w—¢ mixing theory discussed previously.

This accommodates suppression of the Qf ->p7 decay mode, saying
the ®w and @ mix in such a way that one of them has a much stronger
interaction with 3 pions than the other. Glashow(zz) has
oxpressed the WPT and gom ocouplings in terms of the w —ff

mixing angle © , +the coupling (g) of the vector octet to

itself and the pseudoscalar octet, and the coupling ({) of the
vector singlet o0 the vector octet and the pseudoscalar octet.

The physical couplings are then linear combinations of g, f

G = gcos O 4+ fsind

wpﬂ one P la 18
G = -gsin 6 + fcosd

® PR

It can be ssen that it is possible for G << G

g WpT
on this scheme. This does not explain, however, why in practice
the ¢ meson turns out to be the uncoupled state. Explanations

of this exist,(23 ) but are not considered here.

%
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1,6 Pogssible mechanisms for @ production in % p—> ¢n

Feynman diagrams for the possible siungle exchange mechanisms
for ¢ production in m p->@n are shown in Fig.l.s.

Only p exchange is permitted in the t channel. From
parity conservation at the meson vertex, the PR system in the
rest frame of the Q’ must be in a P wave angular momentum state.
This angular momentum state is further constrained to the
state Yi if the quantization direction is chosen to lie along the
pion direction in the ¢ rest freme. The @ cannot then be
produced in the l I, JZ > = ‘l, 0 5 state, since the Y:CL)
state will not couple to the ll, 0> spin state of the p
The kaons from the ¢ decay must therefore he produced in the Yi'i:_L
state, which leads to a decay angular distribution of the form
sin26 ¢, (where 6¢ is the angle between the pion direction and
one of the kaons in the ¢ rest frame).

In the s and u channels, I = 4, .‘3=_ 0, baryon exchange is
alloweds this includes nucleon and I =4 T-N resonance
exchanges. Howsver, since we work so close to threshcld, the
final ¢n angular momentum state produced in our experiment will
be almost certainly predominantly S-wave. If the ¢n state is
restricted to I = O only, the guantum numbers I(JP) of allowed
exchange particles in the S channel can be fixzed to £(% ),

#(3/27)s Nucleon exchange is therefore forbidden. Higher order

allowed diagrams could incorporate N (1525)(%(3/27)) exchangs,
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and N (1570) aund N'(l'rbo) (%(—;—“)) exchange.

In the u-channel, it is not obvious that any such restriction
could be applied, so that nucleon exchange would probably be
dominant in this channel, as the 7N resonances are farther from
the physical region.

Just above threshold; the first—order terms of P exchange
and nucleon exchange in the crossed channels would occur at
approximately the same distance from the physical region.

Because of this, it is possible that the aztual production

mechanism cannot be explained using a single exchange diagram.

1.7 General outline of the @ production experiment

The apparatus designed to study § production near threshold
was a modified form of the basic 'missing-mass spectrometer!
arrangement shown in Fig.l.2. In addition to the detection
of the neutron with the neutron counters, detection of the Kk
system was also required.

The threshold for the reaction ® p =K' n (p,)t = 1,49 GeV/c)
is close to the 7P—>@n threshold (p, = 1.56 GeV/c). 4s a
result, the kaons fiwm the ( decay have little kinetic energy
in the ¢ rest frame, and for beam momenta just above o
threshold, go forwards in the laboratory. This fact was ubilised
in the design of the apparatus. A diagram of the apparatus is

shown in Fig.3.13 a detailed description will be given in Chapter

3. The dikaon pair, emitted forwards in the laboratory, was
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detected by the arrangement of scintillation counters at E.

The arrangement demanded that two charged particles shouid
arrive gimultaneously from the hydrogen target. If this
condition occurred coincidentally with a beam particle inter-
acting in the target, and a neutron being detected by a neutron
wounter, photographs were taken of the charged kaon tracks in a
bank of spark caambers surrounding the scintillator arrangement
B, These pictures were later scanned according to certain
criteria which could be satisfied by a true dikaon pair, From
the pictures satisfying these criteria, the angles of the kaons in
the lgboratory were measured. The input pion momentum, and the
time of flight and direction of the neutron, were also recorded,
go that for each event the only unknowns were the two kaon
momenta. The events were then fitted to the hypothesis

% p-> KX n in a kinematic fitting programme.

Various backgrounds were able to simulat~: xp—> ¢n in the
slectronic trigger employed. However, it turned out that these
could all be virtually eliminated by careful design of the
apparatus, and by using suitable scanning criteria (this is
discussed furiher in Chapter 3). The KK n background in this
channel was, of course, not affacted by these devices. At the
outgat, it was not clear what contribution should be expected
from this. Because the KK threshold was so closa, the phese

gpace volume available was small. On the other hand, there was
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evidence of a KiK;‘) s S~wave enhancement near the KK threshold. (24)
This was supposed the manifestation of a G = +1 KK state, which
might be seen in our experiment in its % mode. These uncer-
tainties about the K'K n background implied that the mass range
covered around the ¢ should be large enough to see the ¢ in the
KX mase plot as a bump on a more slowly--varying background ;
a mass range ~ + 25 'Eie\}'/c?' about the ¢ mass was thought
sufficient for this. The mass resolution expected (~ +5 MeV/cz)
would be sufficient to see the ¢J, if it was producod, within this
range.

In the experimental analysis, theoretical events were generated on
a computer using a Monte Carlo programme, which simulated exaoctly
the processos a real event would undergo - its generation in the
hydrogen target, its collection and measurement by the apparatus,
and finally, its fitting to the 7« p KK n hypothesis.
This programme generated §=> KK, and K'K~ background events,
according to cartain models (i:hese are discussed later). The
effects on the experimental distributions of the biases and
resolution due to the apparatus were automatically included in
this process. Theoretical distributions compiled from the
Monte Carlo events could then be compared with their experimental
counterparts, thereby testing the models used.

In this way it was hoped to study ¢ production near

threshold; apart from allowing us to make the necessary
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cross—-soction measurements, it might also be possible to see
how the ¢ was being produced in thisTeaction near threshold.
There was also a chance that we could investigate the XK
threshold enhancement. However, any statement we might make
about this would probably be weakj provious studies(24) had
shown it was produced proferentially in the low momentum
transfer regions (.<Oe$ (GeV/c)z), hardly reached in our
experiment, and even if it was produced, it might be strongly
contaminated with ¢ and non-rescnant KK background over our

mass range.
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CHAPTER 2

THE BEAYM

2.1 Design of the beam

The negative pion beam used for the experiment was designed
t¢ operate over a small momentum range, 105—1.8 GeV/c, centred
on 1.56 GeV/c, when the accelerator was operating at 7 GeV primary
proton cnergy. The basic requirements of the beam were that it
should give a high yield, and a reasonably large momentum bite,
over this range. The beam was produced from a machine target
of copper, 1 x 1 cm2 in cross-section, and 10 cm long. The
target was situatod in a machine octant, so that the machine
'Pringe' field considerably influenced the motion of particles
from the target. The effect of this field on secondary
particles produced in the target has been calculated by
Whiteside,(zs) and some of his results, for negative particles,
are summarized below,

Consider first the radial (horizontal) plane (Fig.2.1). The
target is supposed situated on tho central radius R (Ro = 18.78 m),
which is near the centre of the good field region of the machine.
The machine field acts for effectively a distapce Re = 2m outside this
radius. A particle having a given momentum P, and production
angle @ K will emerge from the frlnge fleld at a deflnlte radial

p031t10n, glven by 9,y in a dlrectlon Wthh makes an angle d
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with tho tangent to the fringe field at the exit position,
as shown in Fig.2.1. Thorefore cach point on the 8 _ v §_
Plot of Fig.2.2 will have an associated ¢ and p value.

Lines of constant o , and lines of constant p, are shown on the
plote From the plot can be seen —
a) thoe fringe field acts as a strong disperser‘of momentum in
the horizontal plane. For fixed O , an increase in momentum
decroases ¢, and increases O .
b) the fringe field acts as a focussing system in the horizontal
plane; lines oflconstant momentum have,\to a good approximation,
¢;(a.) = ¢;(—a,), though these trajectories have different @ _
values. The fringe field, however, defocusses in the vertical
planc.

These effects lead to certain advantages of negative
beams from mid-octant targets, over beams from targets in
straight sections.
a) It is possible to work at zero production angle, where
the secondary pion yield is oxpected to be highest.
b) Angular acceptance can be greater than from a target in
a straight section, The roeasons for this are that it is usually
possible to place the first component of a beam channel nearer the

target, and that the radial focussing in the fringe field can

outweigh the vertical defocussing.,
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The disadvantage is that the range of negative momenta
is limited to 20-30%, due to the finite range of §_ values
accepted by the beam chanmnel because of the machine dispersion,
though it may be extended by varying the circulating proton beam
momentum i.e. varying the machine field. This lack of
flexibility, together with the dependence on machine field
level, arc disadvantages not shared by beams using targets in
straight sections. For the ¢ production experiment, however,
it was decided to accept this limitation, in order to obtain

a2 high flux.

It should be noted that positive particles tend to be
swept into the machine by the machine field, rather than out
of it, so that only negative particles could enter the beam
channel.

A diagram of the beam is shown in Fig.2.3. The position
and direction of the initial part of the beam channel was
determined from the 6 _ v ¢e plot of Pig.2.2. Since we .
required particles of zero production angle, and a central
design momentum P, of 1,56 GeV/c, ¢e and © o Were chosen as
42.9° and 10.15° respectively (this actually gave a = +10 mrad).
A quadrupole doublet, consisting of a pair of type IT quadrupolesg%)
yag placed at the entrance to the beam channel, as close as

possible to- the machine. The first element of the doublet,

Ql, was made vertically focussing +0 collect as much flux as
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Possible, since the particles leaving the fringe field were
diverging rapidly, due to the vertical defocussing of the fringe
field. The doublet focussed the beam, in both horizontal and
vertical planes, to a lead collimator Cl 10 m. downstream.
This collimated the beam horizontally, having a 5 om vertical
8lit at its centre.

Immediately following the doublet was a type IV(26) bending
magnet BMl. This magnet introduced a 4° bend into the beam
axisy and thereby increased the dispersion already caused by
the machine. Its basic function, however, was to act as a
'momentum-solecting' magnet. From the O v ¢§ plot, it can
be seen that particles of a momentum different from D, emerge,
at a fixed @, with a different value for § . However, by
suiteble adjustment of the BM1 field, the target image of any
momentum entering the beam channel could be brought coincident
with the Cl collimator slit, thereby overcoming this difficulty.
Only the narrow band of momenta which fell on this slit was
then able to traverse the second stage of the beam.

The second stage of the beam was used to measure the
momentum of particles emerging from the collimator slit. It
also cancelled to a large extent the dispersion introduced in
the first stage. Particles from the collimator Cl werc focussed
(horizontally and vertically) onto the hydrogen target by mcans

of a quadrupole triplet, using a type II bending magnet (BM2) to
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deviate the bsam through 22° into the hydrogen target. The
triplet consisted of a type I quadrupole (g4) flanked on either
side by a type II quadrupole (@3, @5). Q3 centre was 5.3 m
downstream from Cl collimator. The triplet was operated
symmetrically i.e. the outer quadrupoles had the same field
gradient. The beam was diverging faster horizontally than
vertically after it had traversed the Cl collimator, so the
outer quadrupoles were made horizontally focussing, and the
inner vertically focussing. The advantage of using a triplet
here was that the magnification between the images at hydrogen
target and collimator could be made close to unity in both planes,
while at $he same time preserving the acceptance in the second
stage. A doublet would have tended to0 give a high horizontal
magnification, and this was already fairly large at the collimator.

A second lead vollimator €2, of length 1 m., cross—sectional
area 1x1 mg, and with an 8 cm diameter hole cut in it for
the beam to pass through, was positioned just in front of the
hydrogen target. Tho effect of this was to reduce the number
of stray particles at the target associated with the beam, but
outside the beam itself. These particles would otherwise have
increased the background counting rates of the various
scintillgtion counters grouped near the beam axis, and
produced background tracks in the spark chambers away from the

boam axis. The collimator did not affect the true beam particles.
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2,2 Calculation of beam parameters

Calculations of the various beam parameters werc made
using fae standard computer programmes TRAMP and TIPSO PACTO(Z!)
in conjunction with the Whiteside resulis on the fringe field
effects. The focussing (or defocussing) effect of the fringe
field was represcnted mathematically by considering the fringe
field to produce a virtual image of the target inside the
machine on the extrapolation of the beam axis, in both
horizontal and vertical planes (see Fig.2.l). The field
gradients of the quadrupole elements in the beam were matched
to the foci for the design momentum, using TRAMP.

Data on the beam parameters is set out below,

Horizontal Vertical
plane plane
Distance of virtual ftarget image :
from exit point O 13.4 m. 2.35 m.
Magnification of virtual image 5¢3 0.4
Nett magnification of target image :
at Cl collimator 2.3 2.33
Nett magnification of target image
at hydrogen target 2.6 2.4

Horizontal momentum dispersion by fringe field,

in plane of virtusl image +2.8 cm/1% momentum

‘ increase

Nett horizontal dispersion at Cl collimator +1.9 om/1% momentum
increase

Nett horizontal dispersion at the hydrogen :
target +0.35 cm/1% momentum
increase
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The total solid angle acceptance of the beam as a function
of momentum is shown in Fig.2.4. The plot also shows the phase
gpace 'acceptance polygons' in the virtual machine target phase
space (entrance phase space), in both the hoTizontal and
vertical planes (which are treated seﬁarately in the phase space
calculations). In the displacement-divergence phase space (for
one plane) appropriate to any point along the beam axis, the
corresponding aperture limits (in that plane) are represented
by a pair of vertical lines. Transformed back through the system,
these generally appear as a pair of tilted parallel lines in the
entrance phase space. Any particle whose initial phase point lies
between the lines will pass through the relevant aperture. I
the aperture lines of all the‘elements are transformed back to
the entrance, a set of parallel line pairs, tilted at various
angles, is obtained in the entrance phase space. For systems of
finite acceptance, the lines will define an innermost polygon,
within which all phase points represent particleas which would
traverse the system unscathed. The boundary lines of the polygon
then show the aperturcs limiting acceptance ofthat momentum,

The total solid angle accepted at that momentum can be obtasued
from a combination of the areas of the acceptance polygons in

both the horizontal and vertical planes.
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In our case, it can be seen that the acceptance in the
vertical plane was limited by QL aperture only (and of course
the virtual targef edges) for the central momentum, Py The
vertical acceptance was in fact independent of momentum over a
P, + 2% to p - 2% momentum range, so that variations in the
graph of total solid angle accepta.ncé against momentum are due
to variations in horizontal acceptance. In the horizontal plane,
the acceptance for P, momentum was limited only by Q2 aperture.
The horizontal acceptance was constant for $% change in
momentum in either direction, but then beceme limited by the Cl
collimator as shown. This momentum 'bite' was deemed sufficient
for our purposes, though making C1 wider would have increasod it,
until eventually elements in the second stage of the beam would
have hegun to limit the bite.

The divergence of the beam at the hydrogen target was kept
relatively small { < ~14 mradian horigzontally, ¢ ~7 mradian
vertically) partly in order to keep the beam away from
scintillation counters placed near the beam axis downstream of
the hydrogen target.

2.3 The momentum measurement —~ the hodoscope

The momentum measurement of the pion in the second stage of
the beam was accomplished using a hodoscope of scintillation
¢ounters. Six vertical 'finger' counters {called G-counters,

of dimensions 0.8 cm horizontally, 4 cm vertically, 0.3 cm thick)
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wera placed aide by side without overlap across the beam
(but slightly staggered along the beam axis), as near as
possible to the €1 focus (~ 20 cm upstream), so that they almost
completely filled the 5 cm Cl aperture; a second group of 4
counters (H-counters, of dimensions 0.88 cm horizontally, 6.5
cm vertically, O..3 em thick), was similarly placed about 20 cm
. upstream of the hydrogen target focus, so that the two groups
were at conjugate points of the triplet lens system (see Fig.2.5).
The momentum of a particle could be obtained by measuring its
horizontal position relative to the beam axis in both the
G-counter plane and the H~counter plane (by noting the particular
hodoscope counter that had fired in each plane), and by knowing
the dispersion introduced between the G and H counters by BM2,
Because this measurement was made very near a focus in both cases,
the momentum measurement did not demand a knowledge of the
particle's divergence in either counter plane, and from this it
algo follows that the measurement would not be much affected by
scattering of the particle in the scintillator fingers. The width
of the individual G-counters was matched to that of the H-counters
(so that the image of a G-counter in the H-counter plane was the
same width as the H-counter), knowing the magnification between
the G~ and H-counter planes.

The momentum of the particle was therefore defined, within

the resolution, by the particular GH combination it triggered.
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There were in fact 24 different GH combinations, but s many
of these measured in the same momentum range, there were only 9
distinct momentum 'channels' (numbered 2-10 in Fig.2.5). Only
4 of these channels were actually used in the experiment viz.
channels 4~7 inclusive, channel 6 being the central channel.

2¢4 The momentum distribution in a hodoscope channel

Due principally to the finite widths of the hodoscope
counters, the momentum of particles in a singlae hodoscope channel
was not unique, but characteristically distributed over a certain
range of momenta. The momentum distribution of the particles
in a particular hodoscope chamnel was taken as having the shape
of an isoceles triangle whose full width at half height was
(0455 + 0.02)% in momentum, with the central momentum for that
channel at the apex position of the triangle (see Fig.2.5).

The scparation between the central momenta of neighbouring
hodoscope channels was taken as O.5%. The momentum distribution
in a hodoscope channel was an important quantity in the expori-
mental analysis, and therefore this subject has been fairly
extensively discussed in Appendix A.

2.5 Shimming of bending magnet BM2

The momentum measurement would have been made rather inaccurate
if the quantity J B.dl, taken along the various theoretical
trajoctories allowed for the particles in the magnet BM2, wvaried

by a large amount across the cross~sectional area of the beam
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in the magnet (here B is the BM2 field, dl an element of the
particle trajectory). In this case, particles of the same
momentum (p) emerging from a point in the G—counter plane,
could not be made to form a point image in the H-counter plane,
since particles having different entry points to the magnet
would suffer different horizontal bends (the bending angle
¢ = 300/ B.dl/p). Variations in S B.dl between different
theoretical trajectories were measured using a long thin
search~coil and a servofluxmeter, and these variations were
then minimised by shimming the poleface ends of the magnet in
the necessary places. The long edges of the coil followed the
shape of the theoretical particle trajectory (see Fig.2.6)
over the non-zero field region. The width of the coil was
small (2 em) and constant, so that the flux through the coil
was proportional toJ B.dl over the trajectory i.e.

ﬁ E.Qg._z w fl Eo_@_l_ esoevs 2ol
o]

area
since the cross-sectional area of the coil & = wl
(1 = coil length, w = width).

The coil was constructed by A. Duane. It was mounted on
a wooden board; and could be moved about in the magnet volume to
cover all the theoretical trajectories allowed over the crossg—
section area of the beam at BM2 (18 cm horizontally, 8 cm

vertically), Before msking [ B.dl measurements with this
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long coil, a small search coil was used ito check the uni-
formity of the field B itself over the central horizontal plane
of the magnet. This field distribution had previously been
made wniform to 0.01% at a somewhat lower field by A.Duane,
using long steel shims placed inside the magnet. This
uniformity was found to hold at the fields required for the
present experiment, so the long coil was then used to obtain
uniform SB.dl by attaching small steel shims, where necessary,
to the poleface edges at the corners of the wagnet volume
(Fig.2.6), to increase the effective length of the magnet near
entry points along whose associated theoretical trajectories
S B.dl was low. In this way a flux linkage uniformity was
obtained such that the horizontal width of the image at the
H-counters, of a point source at the G—~counters was < 1.5 mm,
small compared to the H-counter width (8.8 mm). This was so
over the whole range of field strengths necessary for this
experiment.

2,6 Floating Wire measurements

In order to find the asbsolute momentum of a particle a-s
accurately as possible, the second stage of the beaﬁ, where
the momentum measurement occurred, had first to be calibrated
using a known momentum. Therefore a series of'floating wire'
measurements was made on the second stage of the beam. The

floating wire' can be thought analogous to a particle of known
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momentum by virtue of the fact that a wire under tension

(2 gm) and carrying a current (i amp) will take up the same
trajectory along the beam as a particle of momentum p (MeV/c).
The analogue equation iss

P = 2-941 vessc 2ol

I
i

The wire was 'floated! through the second stage of the beam
between two reference points on the beam axis, one at the Cl
collimator, the other at the hydrogen target (see Fig.2.7).
It was fixed at the collimator point, and passed over a pulley
about 1 m in front of the hydrogen target reference point.
The tension was produced by a weight on the wire at the pulley.
For fixed triplet and BM2 curronts, and a fixed analogue
momeéntum, the wire would take up different stable trajectories
depending on the position of the pulley in the horizontal plans.
The extrapolation of these trajectories beyond the pulley
intersected at the position of the focus.

By adjusting the bending magnet and triplet currents,
the extrapolated wire trajectories could be made to pass
through the hydrogen target reference point for all horizontal
positions of the pulley., These currents then corresponded
to those necessary to focus and bend the particles of that
momentum from Cl reference point to the hydrogen target

reference point. This procedure was repeated for various
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_Fig. 2.7. The ‘floating wire ‘arrangement |
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momenta bewvween 1.48 and 1.62.GoV/c, tho range to be used
in the ¢ oxperiment,

The error in the absolute value of the analogue momentum
due to errors in the tension and wire current was 0015%.
In practice, BM2 current was used to define the absolute central
momentum of the beam at a particular instant, using the floating
wire calibration in reverse. The error introduced into the
value of this momentum by the inaccuracy of the wire analogue
momentum was smeller than the error due to hysteresis in the
BM2 magnet (4+0.25% making the total error io.étfé). Hysteresis
effectively destroyed thé unique relationship between S B.dl
over the B2 field (which determined the absolute central
momentum directly), and the BM2 current. This effect could
have been avoided to a large extent by measuring the BM2 fisld
instead of its current; but it was not possible to obtain a
suitgble measuring instrument, either during these measurements,
or during the date~taking.

The triplet was also required to focus the beam vertically
between the two reference points, bul this was not attempted
in the floating wire measurements, and the wire was kept on
the beam a.xis vertically, The measurements were used to
construct a curve of I3/p against 14/1) for the triplet

(1'3 was the current in @3, Q5; I, the &4 current)s. Every
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point on this curve ropreosemted possible 1.3, I4 velues for a
hoxrizontal focus to be achieved at the target reference
point, but with the 13, I4 values for the additional
condition of a vertical focus at this point unknown., These
currents were found during the setting-up of the beam,

Much of the apparatus used during these measurements

was provided by A. Duane.

2.7 Beam Setting-Up and Performance

Under normal operating conditions, the beam was set up
for a particular central momentum, by first adjusting the
BM? current to that required for this momentum by the floating
wire calibration. The gquadrupoles were then focussed for
this momentum; and finally BMl was ‘'optimized',so that the
image of the central momentum was symmetric about the beam axis at
the @ and H counters. This was decmed to be the case when
the counting rates in channels 5 and 7 of the hodoscope,
on either side of the central channel, were equalized by BML
adjustment.

However, in the initial beam setting-up, at the design
momentum, the quadrupoles were first set at the approximate
currents given by the TRAMP programme, and BM2 current was
teken from the floating wire calibrationy EML was then roughly

optimized. The triplet was thon focussed vertically by



49¢

adjusting 13,114, accordins to the graph taken during the
floating wire measurements, until the coincidence counting
rate betwsen two horizontal strip sounters, on the beam axis
at Cl1 collimator and the hydrogen target respectively, becsme
a maximum. The doublet, already roughly focussed, was then
adjusted to provide a focus horizontally and vertically at Cl
collimator; again using horizontal and vertical strip counters.

The beam profile at the hydrogen target was roughly
gaussian-shapod, with a full width at half height (FWHH) in
both planes of 3 cme At the Cl collimator, the vertical profile
had a FWHH of 3 cm. These results were in reasonable agreement
with the TRAMP predictions, The ratios of the counting raties
in the different GH combinations of a particular hodoscope
channel wers in good agreement, both for chamnel 6 and channel
4, with the same ratios calculated from the IPSO FACTO
progr&mme.'The ratio of the total count rates in channels 4
and 6 also agreed with the theory.

The total yield of particles in the 4 central hodoscope
channels used ( ~ 2% momentum bite) was ~8 x 10% particles
for every 1011 protons hiltting our machine target.

2.8 Beam Composition

The beam used consisted mainly of pions, muons and

electrons, less than 1% of it being kaons and antiprotons,
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The percentage of pions in the beam at 1,58 GeV/c was found
using a gas Cerenkov counter, as a threshold device. . The
beam was made to pass through S counters Sl’ c, 82 as shown
(Fig.2.8)s The Cerenkov counter contained Arcton 13 gas at
a certain pressure, which could be varied. The variable & (p)
was defined as the ratio of the counting rates S,C§/8,S,
at a fixed gas pressure p. The curve of ¢ (p) v. pressure,
obtained at a given momentum is shown in Fig.2.8. Electrons
could be detected with the gas at atmospheric pressure. On
raising the pressure, the thresholds for Cerenkov light
production, first by muons, then by pions, were successively
passed through.

The percentage of pions in the beam was found by estimating
the'percentage of muons and electrons, and subtracting from
100%« The efficiency of the counter for one type of particle
at a given pressure, was a function of the excess pressure of
the gas above the Cerenkov threshold pressure for that particle.
The dependeﬁce of this efficiency upon excess pressure was first
estimated for pions, from the data above the pion threshold,
and this dependence was then used for electrons and muonss
For the electron fraction, the value of a point on the &€ (»)

Ve Do curve just below the muon threshold was corrected for the

effect of uncorrelated random coincidences between Sl. 32 and C,
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and also for & —ray production in C by pions and muons (this
was found to be negligible). Having a knowledge of the
electron excess pressure, and therefore the efficiency for
electrons at this point, the corrected e(p) value could be
used to find the electron fraction. A similar process
was adopted for the muons, using g point Jjust below the
pion threshold. In this way, the pionic content of the beam

wag found to be (7844)%.



CHAPTER 3

Experimental Design and Procedurs

3.1 Principles of the event selection, and description of

+the apparatus involved

The experimental arrangement which was adopted for the ¢
production experiment is shown in Fig.s.l. It was designed
principally by I.U. Rahman, who also designed the electronic
logic system which conti'olled the experimental data—-taking.(?‘e)
Basically, it consisted of an arrangement of scintillation
(and Cerenkov) counters with which events of the type
& p—>K'K n, produced in a liquid hydrogen target, could be
electronically selected from events due to other processes,
over a small missing-mass range about the ¢ meson mass. When
a KK n event was detected by the apparatus, the electronic
logic system caused a photograph to be taken of the tracks
of the XTK~ palr in an optical spark chamber arrangement,
and a,lsd made measurements of the kinematic parameters of the
event. The objective aimed at in the design of this counter
arrangement was the maximisation of the number of
P —> K n events per beam particle detected near the S'J
threshold by the a.pparatug, while at the same time the

electronic event selection rate due to background processes
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simulatiné xp -» K'K'n events was kept as low as possible.

The ﬁeam entered a target of liquid hydrogen through the
A counter 52 (used in the measurement of the neutron time of
flight), and the H-counters of the hodoscope. . The anti-
coincidence counter AT'just in front of the target had a 6 cm
diameter circular hole in it to allow truec beam particles to
pass through. In the electronic logic system a beam particle
(in the i—th hodoscope channel) was defined by the satis-
faction of the logic condition SQPﬂiI? (1 = 4,5,6,7)
Another veto counter Ao, situated in the beam behind the
target, could be used to determine whether or not a beam
particle had interacted in the target. A beam particle was
defined as having interacted in the target, if the logic
sondition S Px 11730 was fulfilled,

In the target, the liquid hydrogen was contained in an
0.01" thick melinex cylinder of length 32.3 cm and diameter
6.5 cmey, with its axis coincident with the beam axis., The
cylinder was contained in a cylindrical vacuum vessel made of
1/16" thick duralumin, with melinex end-windows, each 0.005"
thick. The space betweén the inner and outer cylindors was
filled with several layors of thin sluminium foil, which, in
conjunction with the high vacuum that was maintained in this

space, thermally insulated the target.
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Neutrons from the reaction & p-»K K n were detected
by the ring of six neutron counters described previously,
situated 4m downstream of the target, on the beam axis.
Each neufron counter consisted of a cylinder of scintillator
30 cm long, 30 cm in diameter, viowed along the (negative) beam
direction by a 58 AVP photomultiplier, through a lucite light
guide. The neutron counters detected neutrons with angles to
the beam between 2.30 and 6.5o in the laboratory frame.
The neutron counter face size, and the neutron flight path
chosen, ensured tha’ the uncertainty in the missing mass
measurement due to the uncertainties in the neutron angle and
time of flight measurements, was compérable with the uncertainty
in the mass due to the finite beam momentum resolution, while at
the same time this choice gave a good solid angle coverage. In
front of each neutron counter Ni was a veto counter Ai(i=1~6),
covering the neutron counter face, and designed to veto charged
particles entering the neutron counter. Detection of a neutral

particle (not necessarily a neutron ) by the neutron counters

was indicated by the condition (Nl S P Ns)(A1 + A, +.thg)
being fulfilled.

70 cm dowmstream of the target was an arrangement of
scintillation counters, consisting of four similar counters

(B-counters), each of which was shaped like a square of side
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30 -cm, with a quarter ecircle cut out of one edges They woere
arranged as shown in Fig.é.l, go that they formed a square
of side 60 cm, with a circle of 8 cm diameter cut in the
centre to let the beam through, The KX pair from the
np -» KK n reaction was detected by a coincidence of any
two of these four counters (the kinomatics of the reaction was
such that it was almost impossible for both kaons to go through
the same E~counter). These counters could be made rather
small, because the kaons, produced with little transverse
momentum, made angles which were usually less than 25° to the
beam a;is in the ldboratory. As a result, the solid angle
subtended by these counters at the target could be made small
enough to meke it very difficult for the reaction ®p —% % n
to trigger the system, as the opening angle of the T pair
from this reaction would be generally > 60°. Thus one
potentially serious background process was virtually eliminated.
This process, as it happened, was of a type which, whilst
it could have been eliminated afterwards by suitable scanning
criteria, or kinematic fitting, nevertheless would have
increased the camera trigger rate in the data~ taking,
thereby wasting f£ilm, and complicating the subsequent analysis
of the photographs. In practice, random éoincidences and |

non-hydrogen events contributed to this type of background.



58,
However, potentially the most serious non-K'K n background

* %7 2 n; here the =« ®  pair

process was K p—>%
might have triggered the E-counters, while the 7 ° might
not have been deteéted. It was important to reduce this,
not only to lower the camera trigger rate, but also because
the 7® %~ pair could easily simulate a KK pair in the
chambers on the photographs taken; the & =« = pair would
have a vertex in the hydrogen, and a similar opening angle
to the K'K~ pair, so that it could conceivably satisfy the
kinematic fit hypothesis =«p KK n. This meant that a
nonK'Kn background could contaminate the final X'K mass
plot, and the angular distributions,

Two devices to reduce this background ( and also back-~
grounds involving many (> 3) final state pions) were
therefore incorporated into the counter system.

a) Firstly, a Cerenkov counter (C) was placed immediately

in front of the E—couﬂters, between them and the target as
shown in Fig.s.l; This was a square of side 60 cm, again

with a circular hole in the centre to let the bhoam througn.

It was 5 cm thick along the beam axis, and was filled with
water, as the Cerenkov medium. This was viewed by twelve

56 AVP photomultipliers, six above it, and six below. The
inside walls were painted with white diffusing paint to0 increase

light collections The adventage of this counter was that it



5%
could considerabiy reduce background of the type involving
fagt pions e.ge % P —>KT T An. Since the pions would
generally be fast enough to produce Cerenkov light, whilst the
vast majority of kaons would not be, using this couﬁter as a
veto would cut down these triggers considerably without
affecting the KX n signal.
b) Secondly, a 'box ' of four scintillation counters
(Ai’ i = 8-11), was placed around as much of the hydrogen
target as possible, without shielding any parts of the E-
counters from the kaons (see Fige.3.1l). The inside fage of
each counter was lined with a lead sheet, 0.6 cm thick, to form
a lead-scintillator sandwich arrangement. The purpose of
the lead was to convert the gamma rays from 7° decay,
ocourring, for example, in the &% ™~ x°n background, so
that these counters in veto would further reduce this background.
They would also be effective in vetoeing events where many
pions werse producede |

In the electronic logic system, a K'K pair was defined

by the condition E m.En.C.(A8+A9+A10+A11), where m,n =1-4,

and m f n. That is, the X'k pair was defined by a coincidence
between any two of the four E-counters, without an associated
pulse from the Cerenkov counter, or any of the four counters

forming the 'box' surrounding the target.
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3.2 The spark chamber arrangement, and the optical system

The spark chambers were used to enable us to investigate,
in the scanning process, the cause of the B-counter trigger,
and to allow us to measurc precisely the directions of the
(kaon) tracks. The spark chambers used in this system were
all 4-gap modules, with 4" gap thickness, and a useful cross—
sectional area of 60 x 60 sq.cm. Their comstruction and mode
of operation have been previously described.(29) Threo
chambers were placed normal to the beam axis between the target
and the Cerenkov counter as shown (Fig.s.l). The kaons
passed through little matter before traversing these chambers,
80 all measurements made on the kaon tracks were made in these
first three chambers. Further spark chambers, placed.d.own—
stream of the Ao counter, were used to investigate the
influence of the fairly considerable amount of matter in the
Cerenkov-E-counter system, on the K'K n signal (this is
described lator).

The chambers were viewed in two directions, which, if the
beam axis is taken as the positive x direction, can be considered
the negative y, and positive z directions, of a right~handed
Cartesian coordinate systems The two views were combined »y
a mirror system so that thay could be photographed by a single

camera, the two images produced lying side by aide on the film..
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The mirror system, designed by J.P. Horsey, is shown in Fig.
3.2. The dosign employed ersured that the path lengths of
the light from the chamber wvolume to the camera were approxi-
mately the same for both views. The camera used, and its
associated electronics, are described fully in reference (28).

The film used was Ilford Tri-X.

343 Electronic event seloction and photography — the neutron

+ime of flight spectrum

The reaction 7 p~—>K'K™n was finally defined in the
electronic logic system by the satisfaction of the condition

(s,P, i'A',{).KO.(Em.En.E. (A8+A9+A10+A11)).((N1+N2...N6) (A )

An important additional constraint on the electronic trigger
was that only events having neutron times of flight lying
within a certain range were photogfaphed (i.0. a neutren time
of flight 'gate! was imposed on the trigéer). This was done in
order to reduoce background on the pictures, and was possible
because the K'K n events only occupied & certain time range.

The time of flight of the neutron, t, was determined by
measuring, a) the relative delay t, between the pulse due to
the input pion in 82, and the pulse due to the neutron in neutron
counter X, 3 b) the similar delay, t_, that would result from a

particle (produced by the input pion) travelling at the velocity
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of light ¢ between the target and N,, and c) the distance L
travelled by the neutron between the points of interaction in
the target ana N 5°
Thent
t ﬂ—CI"' + (tl - to)fa tl —~ constant ees 3al

if wo neglect the small lengths of the target and Ni compared
to the neutron flight path L, and also the angular spread of
neutrons entering Ni‘ The method of timing used is described
in reference (11). A typical neutron time of flight spectrum
(frequency of (digitized) ;5 versus tl) obtained using the
(ungatoed) electronic selection trigger at a momentum just above
¢ threshold, is showm in Fig.3.3. It exhibits a characteristic
sharp peak at a time corresponding to that of a particle
travelling at the speed of light between the target and Ni;
this was produced meinly by gamma rays, and is called a'y
peak'a There is also a wider, smaller peak at longer times,
produced by neutrons from the XK n reactions this bump sits
on a smoother background., The amount of background in the
time range of the KK “n events, is seen to be about the same
as the total KK n signal at this beam momentum, where the
amount of K'Kn collected was at a maximum,

For the event photography, the neutron time of flight gate
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used was sot around the K'K n burp. The gate was sctually
kopt rathef wide during the electronic datae—taking -~ all
neutrons from the K'Kn events, and many of the ' ¥ peak!
events, were accepted - but was reduced during the scanning
procadure,

When the full trigger condition above was satisfied,
the spark chambers were pulsed, and a photograph of the spark
chambers taken. Pulsed flash lamps illuminated a fiducial
system in each spark chamber view, and digitized information
about the event, displayed on Nixie tubes, was also photo-
graphed. The information recorded included the hodoscope
channel of the inpuv pioa, the aeutron counter triggered,

and the neutron time of flight, for that particular event.



CHAPTER 4

The Monte Carlo and Kinematic Fitting Programmes

4,1 The Monte Carlo'PrOgramme

The processes which occur in nabure from the initial
generation of a ® p->K'K n event to its final detection
by the apparatus (or otherwise) can be idealized by a series
of choices. Each choice involvas the choosing of a value
for one of the parumeters describing the event, from the
probability distribution of that parameter. If the
piobability distributions are known, and can be expressed
mathematically, it is possible to simulate this natural
procese on a computer. If all the probability
distributions are not known, as in this case,; the unknown ones
can be replaced by a model.

The simulation method used here is the Monte Carlc method.
On this mettrod, each cLoice of a parameter is performed by
generating a pseudo-random mumber from a probability distribution
which js identical to that of the parameter. A single event,
which involves a series of these choices, then has definite
values for the parameters describing it. Whether or not the
event will be 'detected’ by the apparatus depends on these

parameters. By generating many such events by this statistical
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process, onc offectively performs an integration over all
the relevant parameters which takes into acvount their
probability distributions, and the boundary conditions
imposed (by the apparatus, eic.). This is precisely what
occurs in nature, so that the method can be thought of as a
simdation of nature.

The final observed frequency distribution of each parameter
(ise. its original probability distribution suitably 'weighted!
during the integration) cam then be built up statistically,
from the detected events, for those parameters whose original
distributions were fixed by the model. The Monte Carlo
opserved distributions for these parameters can then be
compared with the corresponding experimental distributions,
Differences between the distributions are then directly
attributable to differences between the simulating model and
nature. This method of comparing Monte Carlo and experi-
mental results, to test the Monte Carlo model, formed the
bagis of our experimental analysis.

The Monte Carlo programue used was the slightly modified
version of a programme written by Dre W.G. Joneso(ll)
The programme was able t0 generate A e z° +n events,
in which the z° system waes taken as & Breit-Wigner resonance

which decayed into a " pair, according to a specified model,



670
which described the producition and decay processes, Wrious
foms of model could be employed. The simplest model used

in practice, for example, described the z° system as being
produced isot=opically in the c.mes., with a production
cross—section proportional to the c,me.s. final state momentum,
and with the z° system decaying isotropically into the K'K
pair in 3ts rest frame; more complex models were also used.
The programme could also generate = p—> XK n events
according to a phase space model,

In the generation the momentum of the input pion was
taken from a triangvlar probability distributioﬁ, the full
width at half height being that calculated in Aﬁpendix 1.

The input pion was alloved to interact at any position in
‘the target, all positions being equally probable,

Allowance was made for the energy lost by the pion in the
hydrogon it bad traversed before interacting. It was also
allowed to have a small angle to the beam axis.

After generation, the interaction of the final state
particles of the event with the apparatus was investigated.

A neutron was regarded as devected if its trajectory inter-
sected a section through the centre of the neutron counter
perpendicular to the beam axis. This implies that we assumed

that the efficiency of the neutron counters was constant for
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all neutron energies; and was uniform over the neutron counter
faces. These assumptions, however; seemed justified in
practice (see section 6.7)s

After undergoing Coulomb scattering and energy loss due
to ionization in their vassage through the target, both kaons
were subjected to a series of tests. The programme asked
(in the order given) - a) were the kaons likely to go into
the Cerenkov counter? b) If they were likely to, did they
decay in flight before reaching the counter? c¢) If they
entered the counter without decaying, were they fast enough
to veto themselves by producing Cerenkov light? d) If thay
did not veto themselves, did they stop or interact in the Cerenkov
counter?

In events where both kaons emerged from the Cerenkov counter
unscathed, the kaons were subjected to scattering and snergy
loss due to their passage through the counter, then the
programme asked e) were the kaons likely to go into the
E-counters? f) If they were likely to, did they decay in
flight between the Cerenkov and E-counters? g) If they
entered the E-counters without decaying, did they stop or
interact in the B-counters? h) If they successfully passed
through the E-counters, did thelr (eventual) decay products

trigger any of the veto counters in the system?
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Bvents satisfying all these tésts — events in which
+he neutron was detected; in which both kaons emerged from
the E~counters unscathed, and where no kaon decéy product
veto occurred — were classified as OKE evenbs.

4.2 Calculations involved in the Monte Carlo programms -

experimental OKE eventis

This section explains how certain parameters.which were
used in the Monte Carlo programme were calculated. It is
necessary to first digress somewhat to explain the importance
of these calculations,

In order to we able to compare experimenial and Monte
Carlo distributions, and to make a quantitative estimate of
the ¢ production cross-scection, it was necessary toc compare
a certain class of Monte Carlo KK n events with a similar
class of experimental events. The purest class which also
gave good shtatistics, contained events satisfying all the
tests listed previously i.e. events in the OKE class. At
present, the OKE class is a Monte Carlo concept only, and it
is necessary to define an experimental OKE event. An
experiment event, having satisfied the scamming criteria,
and having been fitted satisfactorily to the hypothesis
%p ~> KK n in the geometry/kinematics programme, acquired
OKE stalus if a continuation of each kaon track seen in the

first 3 chambers, was seen in the spark chambers downstresm
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of the F-commbters. ITn addition, it was required that any
change in diruvction of the tracks as the kaons traversed the
Cerenkov-E-counter system, should be less than 10°.

This ensured that the experimental OKE class did not becouie
contaminated with events from mnother class. For example,

an event where a K& gtopped in the B-counter, producing

a u+ which continued intc the downstream chambers, would
have been classified in some lower class than OKE by the Monte
Carlo programme { under the latler constraint, it would also
have been rsjected from the experimentai OKE class (unless the
1% went into the forward 10° cone, which is unlikely).

10o was uged as the cut-off in order not to reject events

that had merely suffered a small angle Coulomb scattering in
the counter system.

Therefore, certain parameters governing losses of events
from the OKE ~lass in the Monte Carlo programme, had to be
known as accurately as possible in order to compare guantit-
atively OKE events froin Monte Carlo and experiment. The
most important losses of OKE svents were due t0 a) kaons
decaying in flight between the target and H-counters; D)
kaons stopping in the Cerenkov and B-counters; c¢) kaons
suffering nuclear interactions in tho Cerenkov and E-counters,

The parameter governing (a) was simply the kaon lifetime,
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which is accurately kmown. For the calculation of (b) in
the programme, the range tables of reference (30) were used.
To find the range in composite materials (in our case, the
water in the Cerenkov, and the material of the scintillator),

the energy loss per g.cm2 of the composite material,

%gl compo ? was calculated from the tabulated values of
-]

%% for each element in the composition, using the formuia

given in reference (30)o The irange in the composite

T~ D=

material was then found from a nurerical . integration of

1 4B
p dx Icomp.°

Data for calculating the effect of (c) was taken from
reference (31)9 The interaction length calculated was for
interactions where no charged particle went into the forward
10° cone. This was to allow for the 10° cut-off for Coulomb
scattering of OKE events previously mentioneds The cross—
section for K' interactions (in water and scintillator) was found
to be rather small (~ 1/3 geometric) and roughly independent of
momentum over our range of kaon momentum (P = 300—650 UeV/c).
The X cross-section, however, was teken as being momentum
dependent, varying linearly between ~ 1.5 geometric at the
lowest kaon momentum, to ~0.7 geometric at the highest.

Tt was ostimated that an uncertainty of ~ 4% would
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result in the value of *the § production crcss-section, as a
result of the uncertainties involved in the calculations of
(a)sy (b); and (c)o

There were many processes involved in the real experiment

which were not included in the Monte Carlo simulation,
because they were considered independent of the kinematic
pafameters of the event (in some cases this was an é,pprox—
imation, valid because the effect was small)}s Instead, the
effect of these processes was included in an overall normal-
ization factor at the end. Thesa processes are not
described here (owing to some of them demanding a knowledge
of the scarning, measuring, and kinematic fitting of the
event), but will be considered in section 6.7.

4.3 The kinematic fitting programme

Any event purporting to be % p—>K'K n should be
able to satisfy the condition that both energy and mumentum
must be conserved in the process. A particle i can be
specificied by its mass Mi, momentum Bys and direction,
given by the angles 6, and ¢i defined in Fige4.ls
Conservation of energy and momentum can be tianslated into
four eqrations, three for momentum conservation along

each axis, and one for erergy conseivation.
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If we work in the laboratory frame -
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Index i runs from 1 to 4, since in this process there are
four particles (=% , n, K, k) with non-zero momentum in the
laboratory frame. fi is a factor whiéh is -1 for initial
state particles, +1 for final state particless Mi is the
proton mass.

In the case of an event where all the parameters are
known, these equations will in general not be satisfied.
This is because each parameter is subject to errors and
uncertainties introduced by the apparatus or measurer.
However, statistical methods exist, according to which, if
small adjustments are made in a certain way to the measured
values of the parameters, the adjusted values of the parameters
can be made to satisfy the conservation equations. Furthermore,

it can be proved that, using these methods, the values of the
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adjusted parameters so calculatod, represent the most likely
egtimates of +the true values of these pafameters. Such a
statistical method (called a fitting process) can be employed
whenever there is overdeterminacy i.e. whenever there are
more equations linking a set of parameters, than there are unknowns
amnong the parameters, In this case, we can have up to three
unknowns before it is no longer possible to subject the
parsmeters to a fitting processs However, the fewer
unknowns, the more tightly constrained the system becomes,

The kinematics progrumme written for use in our
experimental analysis was required to fit the measured
events to the single hypothesis = p—>K'K ne The kinematic
information available for each event was the momentum vectors
of both the pion and the neutron, and the direction cosines
of both kaons (all measured in the iaboratory frame). The
only unknown quantities were then the momenta of the two kaons,
80 that the fit in our case was a two-constraint one (number
of constraints = number of equations -~ number of unknowns).
The method of least squares was the statistical method
employed as the basis of the kinematic fitting. The )
matﬁematical basis of the method is given in Appendix 2.(32)

The basic operation performed was the minimization of the
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variable
10 - m o 2
o= 03 Gl )
o i=1 0'2
i

under energy and momentum constraints (i.e. equations
4al-4.4)s Index i runs over all the measured parameters.
mio is the initial measured value of variable i, while m,

is the adjusted value obtained when XQ is minimided and the
constraint equations satisfied. 012 is the estimated
variance of the variable i. Since the constraint equations
are non-linear, the minimisation process was iterative.

The initial errors O, on the measured variables were assumed
uncorrelated. However, correlations did exist, and because
of this tne errors on the corrected variables could generally
be reduced from their initial estimated values (ses

Appendix 2).

The least squares method demands that the variables used in
the £it should be normally distributed. The © and ¢ angles
(see Fig.4.l) were tlaken as the normal variables which
described the direction of each particle (in the freme
specified)s The reason for this choice was bthe collimation
in the forward x direction of the initial and all the final
state particles, because of the proximity of the reaction

threshold. As a result, this choice ensured that small

changes in a particle's direction did not cause wild variations
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in its ¢f value. (This might have ocourred if the z axis of
Figedsl had been taken as the beam direction). The
momentum magnitude of each particle was also considered as
normally distributed, with the oxception ﬁf the neutron, where
the time of flight was tkkon as normally distributed instea.do(ll)
The main approximations involved in this formalism were that,
in practicey, 6 and ¢ for the neutron were not really
distributed normally, since the distributions of these
varameters were limited by the finite dimensions of the neutron
counter. Also, the input pion momentum was distributed
triangularly rather than gaussianly, as discussed in Appendix
1. (The position of the event vertex in the hydrogen could
be calculated from the kaon tracks on the event photograph, so
that the effect on this momentum distribution of the pion
energy loss in the target before interaction could be eliminated).

4.4 Testing the kinematics programme with the Monte Carlo

TogTramme
As stated in the previous section ,the kinematic parameters
of the event would not all be normally distributed in practice.
However, if the paremeters were all normally distributed, the
resulting fitted events would be reguired to satisfy certain
theoretical conditions., This fact was used to test that the
kinematics programme was working correctly, using events

genoerated by the Monte Carlo programne.
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The test was carried out by first adding a emall
deviation to the true value of each of the (ten) ‘measured!
kinematic parameters of a Monte Carlo event, The deviation
was, in each case, chogsen randomly from a normal distribution
of zero mean. The event, so 'smeared', was then fitted to
% "p—> K'K n by the kinematics programme, in the normal 2-
constraint fit. The variance of the normal distribution
used to 'smegr' the value of the parameter i, was the same
as the variance for parameter i used in the fitting process.
Becaugse these vériances were made equal, the events fitted
in this way had to satisfy the following theoretical
requirementss
1) The %2 distribution of the fitted events should be the
gsame as the theoretical X.2 curve for two degrees of freedom
(this implied also that the mean value of )¢2 for the fitted
events should be 2).

2) The 'stretch functions' for the measured parameters,

(o]
- m,

defined as S(m;) = Z3 "™ ,should be normally distributed,
[}
e] (mi—mi )

with unit variance and zero mean.
3) The variance Oz(mi) on the i-th fitted parameter, and
the variance 02(mi--mio) on the correction (mi—mio) to

that unfitted parameter, (both calculated during the fit),



should be related to the original estimated variancs

OZ(mio) by the relation

2, o 2 2 o
(o) (mi ) = (o] (mi) + O (mi - mi ) oee 4.5
(this is a special case of equation A2.21)
The conditions were found to be well satisfied by the fitted

Monte Carlo events.

4.5 Use of the Monte Carlo and kinematics programmes to

simulate the experimental fits

The last section of this chapter describea how the Monte
Carlo programme was used in conjunction with the kinematics
programme to complete the Monte Carlo simulation of the
experimental event which fitted KTk n. So far only the
tcollection' of the Monte Carlo event by the apparatus has
been described. To complete the simulation, the procedure of
the last section was repeated, in a modified form.

The Monte Carlo event was now made to simlate an
experimentzl event exactly, by introducing small deviations
into the true values of the parameters of the Monte Carle
event, in the same way as these deviations were introduced into
the true parameters of the experimental event » due to the
apparatus only being able to measure to a certain accuracy
(i.e. the resolution of the apparat-us was applied to the Monte Carlo

event before it was fitted to 7Tp ~» K+K—n). Thus, in the
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fit of a Monte Carlo event, the estimates of the neutron's
& and ¢ angles were taken to be the © and ¢ angles of the
centre of the neutron counter which had teen triggered.
Similarly, the estimate of the pion momentum at the front of
the target was taken to be the central momentum of the
particular hodoscope channel concerned. Normally distributed
deviations were introduced, in a random way, into the (true)
neutron time of flight, and into the (true) © and ¢ angies of
the pion and each kaon. The variance of the distribution
used in the 'smearing' of the i-th normally distributed
parameter, was the same as the variance used for this parameter
in the fitting process.

The Monte Carlo events fitted in this way in fact differed
only slightly from the theoretical expectations of section 4.4.

In all the later comparisons of Monte Carlo and
experimental results made during the experimental analysis,
the effect of the resolution of the apparatus was applied
to the Monte Carlo OKE events, in the manner described above.

The normal variances (and their estimated accuracies)
used in the above fitting process, are given in Tab19 4.1,
These values were also the ones used in the fitting of the
axperimental events. The estimate of the neutron time of flight

variance was taken from reference (11). The variance of the
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kaon angles was determined mainly by the measuring accuracy
attainable on the scanning table, and that of the pion
angles by the divergence of the beam. Reasonable variances were
assumed for the non-normally distributed parameters; the
exact values used for these were not very critical, however,
since small changes in them would affect the Monte Carlo and

experimental results in the same way.

Table 4.1
Parameter name Standard Estimated
deviation Accuracy

Neutron time of f£light 0.83 nsec 104
Kaon @ and ¢f angles 0.015 rads7z ~'20%
Pion O and ¢ angles 0.008 rads ~20%
Pion momentum® 4.5 MeV/c
Neutron © and ¢ angles¥* 0.025 rads

* (normal distribution only approximates to the true distribution)

£ see section 6.2 for the calculation of this number.
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CHAPTER 5

The Response of the Apparatus

Before investigating the response to be expected from
the apparatus, it is necessary to first define certain
parameters. These definitions follow below.

5.1 Definition of parameters used

We studied the system
% o+ p —>z° + n

where the z° system was comprised of, or decayed into, a
K+K~ pair. The cituation in the overall centre of mass
system (c.m.s.) is shown in Fig.5.1(a)s The direction of
the z° system in this frame was specified by the angles 6*
and )2‘* . The direction of the neutron was then given by

*

en = wn- e* ot 5-1

{fn= T4 P ees 542
p* was the final state momentum (of both the ncutron and
the z° system) in this frame.

The kinematic varisbles of the KX pair were defined in
the Test frame of the z° §§stem. As shom in Fig.5.1(b),
Py s 3] g2 ¢¢ y defined the momentum vector in this frame
of the kaon which was the faster in the laboratory. In the

diagram, the ﬁ' direction is the input pion direction, and
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A
the n direction (along the z! axis) is the normal to the

production plane. The angles © g ? 519; were then defined by

cos By = -%"ﬂk_ ves 5e3
oy
sin gy = @ x n)(x" x B e 5
| | & x 3
cos 52!53 = 3.(;_;: xfl%) vos 545
...

These definitions were taiten from reference (33). It can be
shown thas ¢¢ is identical with the Traiman—Yang a.ngle.(33)
The faster kaon was chosen in this definition just
because it waa necessary to have some way of differentiating
between the two kaonsy the usual method of distinguishing
the kaons by their charge could not be used, as the kaon charge
was not detected in this experiment. The faster kaon in the
laboratory corresponded to the kaon that went forward in the -
dikaon rest frame. Therefore the cos © ¢ distribution ran

only from © g - O—>7/2 , whereas the true range of © g

allowed for each kaon was 0 —~® . The faster kaon was
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equally likely to be K* or K, so the distribution obtained
for cos © ¢ was effectively a distribution of cos® ¢ running
from 41 to -1, which had been 'folded' upon itself about the
) g = % /2 point,

In the case where the z° system decays into a Kt pair
via sirong interactions; no information is lost as a result
of this folding process, as the application of the parity
operator P to the strong decay process z° > K' + K~
interchanges the directions of the k" and X~ i.c.
cos 6¢ ~> —Cco8 6¢ ’ ¢¢ - K+ 9!# » From parity
conservation in the decay one therefore obtains the relation

W (cos og s ¢¢) = W(-—c056¢ s T4 ¢¢) aee 5e6
(W(cos © g’ ¢¢) = 90 /3 (cos © g ¢¢) s is the

decay angular distribution).

5.2 The role played by the neutron counters in detexmining the

responae of the apparatus

As discussed in Chapter 1, the role played by the neutron
counters in this experiment, as in others performed by this
group, is of fundamental importance. The neutron counters,
together with the beam counters, can be considered to form a
'"missing-mass spectrometer' arrangement, since the detection
of the pion and neutron from the reaction

- o '
K+ P ~—Pz I
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by these counters, enables us to study the mass spectrum of
the z° system. The experiment described here, has gone
further, and placed demands on the 'missing-mass'® syatem as
welly namely, that it should consist of a KK~ pair. However,
it turnd out that this extra constraint has only a small effect
on the basic response of the apparatus due to the neutron
counters, This response, and the biases imposed on the
experimental (and Monte Carlo) distributions as a result of
ity are considered below. |

For a given input pion momentum (1)1t ) , and a given mass
(Mz) of the z° system, the c.m.s. final state momentum

(p*) is completely specified. This can be seen from -

2 2 2 2 2 :
By = M o+ 4 21««9./(1\:{ch +p, ) ese 5a7
Ec = :J(Mng + p*2 )+ 'J(MZQ + p*z) cse D8

where Ec is the c.m.s. cnergy, and Mp ’ Mn ’ M')c ‘are the
proton, neutron, and pion masses, respectively.
ieca p¥ = f(p7t ’ Mz) onlys

A relation also exists between p¥ , e*n s and © n?
where On is the polar angle of the neutron in the laborabtory.
A Lorentz transformation of the neutron's momentum vector foom

the c.me.s. to the laboratory gives -



8'{°
D, sin en = p¥* gin G*n ces 5.9

Pycos 6, = T, (p* cos O + BCE*) ees 5410

where P, is the neutron laboratory momentum, Bc is the

ColMeBe Velocity in the laboratory, and Y, = 1 /rJ(l-- 602) o

Eliminating P, » We got a relation between en ’ G*n s and
*
P sin G*n

eco 5011

tan Bn =

Yc(cos 6* + B, Ex/p*)

Curves of G*n against p* for fixed 6 n values are shown in
Pige.5.2. The two curves shown are for values of Gn
which correspond to the © n values of the inner and outer
extremes of the neutron counters (neutron flight path = 4 Me)e
Only neutrons which fall inside the region bounded by the two
curves can be accepted by the neutron counters,

If the production process is assumed isotropic in the

CeloBay then

a0 - " = constant aow 5.12
d( cos 87 ).00n

If we then make the approximation of complete azimuthal

coverage by the neutron counters, the collection efficiency (e)
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for neutrons of momentum p* depends upon the range of

o*,- ( 6I< e; < 6; ) collected by the neutron counters

at that particular p¥ value.

N :
e (p*%) = % é*z d (cos e*n) ees 5el3
1

The collection efficiency as a function of p* is plotted
in Fig.s.ﬁ.(a), using the 6% v p¥ plots to obtain the
allowed @% range at each D¥e

If L is fixed, p¥ = f(Mz) only. The mass response
of the apparatus at that particular '_o'}c value is then
cefined as the collection efficiency as a function of MZ ’

‘® (MZ) s for that D e Curves of S(MZ) vou for
various pr values are plotted in Fige5.4.

The actual number of neutrons (aN) associated with z°
masses in the range MZ---)-MZ + dMZ which are collected per
beam pion (called the 'yield'), is then related to the
production cross—section dg and the mass response hy

av o« e(M ). 30 . M, eos 5014
oM,

Using Fige5e«4, it is instructive to consider now what

happens to a fixed masg (or, strictly, an infinitesimsl mass

range sz centred on this fixed mass) as we raise pﬂ
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from the threshold value. (In what follows it has been
assumed for simplicity that Jo/oM 7 is constant over the B
range considered, so that the yield dN < G(Mz)’dmz only.
In practice it is more likely that 3¢/ oM, = T (py 5 M),
but as e(Mz) is generally the more rapidly-varying function
of the two over our p* range, the conclusions arrived at
below hold qualitatively in general).

For a mass of 10186 Mev/c2 ; p* is < 30 MeV/c if
1560 MeV/c < pr < 1562 MeV/c, and we are in region A of the
6 *n v p* plot of Fig.H.2« None of the neutrons
associated with events having this z° mass has enough transverse
momentum to get into the neutron counters, and all neutrons go
into the hole at the centre of the neutron’ counter annulus,
The yield of mautrons (dN) is therefore zero in this region.
(seec curve for p. = 1562 MeV/c in Fig.5.4).

if we raise By Wwe reach region B of the a*n v p¥*
plot (30 MeV/c < p*¥ < 85 MeV/c). In this region, most
of the neutrons produced are collected, though those with
very high, or very low, © * values still go into the hole.
Thoe observed production angular distribution ( 90 /3 (cos ©6%))
(iéotropic but for the biases) therefore appears fairly flat
over a wide region here. As seen in the curve for

P, = 1576 MeV/c in Fig.5.4, the yield of neutrons reaches
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a maximumm in this region, at ~ 1576 MeV/c, ~ 16 MeV/c
above threshold (p x = 1560 MeV/c) for this mass.

At still higher p_ values (b, > 1580 MeV/c,
p¥ > 85 MeV/c) we peach region C. In this region, neutrons
with e*n ~x /2 have enough transverse momentum to clear
the neutron counters on the outside of the annulus, 4s a
result, the observed production angular distribution splits
into two peaks in this region, one composed of neutrons going
forwards in the c.,m.s8., the other composed of neutrons going
backwards. This represents a serious bias at high p¥% values.
As a conseguence of the twn small ranges of Gg collected,
the yield also falls off rapidly in this region (see curve
for p = 1620 MeV/c in Fig.5.4).

The above discussion considers +the yield associated with
a fixed Mz only., However, the total yield of neutrons at any
given p7c is given by an integration over the mass response
curve for that p ie0e N J'e(MZ).ao/aMzc Q.
( o0 / aMz need not necessarily be constant now ). The mass
response at a particular p,K is seen to be sharply peaked
( f£ull width half hoight ~ § MoV/c® )e  The mess
response over the whole mass range covered can, however, be made
(more or less) uniform, by summing together the (normalized)

data from adjacent P blocks (this technique was used in the
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analysis of the present experiment). Any structure which
then appears in the plot of total yield as a function of py
is thon due to structure in the z° mass spectrum.
Examination of the yield v pg plot is therefore a good
way of seeing any (fairly narrow) resonance in the mass
range of the z° systom covered. This is illustrated in
Fig.5.3(b), where the yield v p, plot is drawn for the
extreme case of a zero width resonance (M“3 = 1018.6 Mev/cz),
superimposed on an infinitesimal non-resonant backgrounds
the yield as a function of P is then Just that due to a
fixed masse. (Fige5.5(b) was obtained from Fig.5.3(a),
using the fact that p* = £(p, ) only for fixed M. Fig.
5.3(b) includes a dependence of the production cross-section
on p* — it assumes © o p¥ ; a good approximation near
threshold (see section 193))0

53 Examples of the Monte Carlo distributions

As an illustration of the points discussed in the last
section, and in order to introduce some of the distributions
used in the analysis, some examples of the Monte Carlo distributions
for the ¢f moson (i = 1018,5 MeV/c?, width = 4 MeV/c?), and
for X'Kn phase space, are shown in Figs.5.5 and 5.6. The
Monte Carlo OKE events were generated, for the f, according to

the 'simple! ¢ model discussed in section 4.1, and according
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to the phase space model for the K+K~n phase space events.
A1l events underwent the proceoss described in section 4.5
4o include the resolution of the apparatus, and all histograms
were normalized to the same mumber of (Monte Carlo) beam
pions. Two beam momenta, 1576 MeV/c and 1620 MeV/c, are
considered, to illustrate how thebiases change with beam
momentum,

We consider first the distributions concerned with the
production processes.

For the ¢, the main changes that occur in going from
Py = 1576 MeV/c, to 'p,n = 1620 MeV/c, are, a) the yield falls
to about a quarter of its maximum walue (occurring at ~ 1576
MeV/c); b) the (observed) production angular distribution,
initially fairly flat, splits into two peaks; c¢) a higher
range of p* is collected. These points can be understcod from
the argumants of the last section, by considering the @ %o be
of zero width, and thercfore amalogous to the 'fixed mass'
axample of the last soection.

On the other hand, the K n phase space corresponds (very
approximately) to the case of a uniform mass distribution,
and its behaviour can therefors be understood by considering

it analogous to a uniform mass distribution (soe Fig.5.4, for
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example, where -g-g- is constant). Thus, as o is raised,
the KX mass plotz tends to peak at higher values, but a
good proportion of lower mass events is still collected.

This accounts for the peaking in the observed production
angular distribution at 1620 MeV/c, and the tendency to
collect more high p* events here as well, The phase space
yield increases as P, is increased, due to the density of
states factor increasing faster than the collaction efficiency
decreases.

The decay angular distributions (for both ¢, and K'Kn
phase space) are scen to have shapes which sre rather
independent of beam momentume. There is little experimental
" bias on the ¢¢ angle, but the cos 8¢ distribution is strongly
biased at cos ©O ¢ ~1l., This is because the slower kaon
in the laboratory is now at its slowest, since it is going
directly backwards in the K'K~ rest frame. It therefore has
not enough energy to get through the Cerenkov-E-counter system,
and the event is lost from the OKE class., This effect becomes
particularly serious for the ¢ at 1620 MeV/c, for events in
the @©% ~x peak in cos 9 *, Here the 52‘ is now going
relatively slowly in the laboratory, and events are only
accepted if cos 6 9’ is near zero. Por events in the

6% ~ 0 peak in cos © * , however, the effect is reversed,
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since the { is now travelling fast in the laboratory, and
can give both kaons enough energy to traverse the Cerenkcv~
E~-counter system almost irrespective of the 6 ¢ angle,
The total cos g 9( distribution, however, being an integration
over cos § * y does not change much with beam momentum over
the range considered.,
Se4  Resolutions

The resolution of the various parameters describing the
production and decay processés could be obtained by comparing
the original true values of these parameters, as generated by
the Monte Carlo programme for the OKE events, with their
corresponding fitted values,cbtained after the events had undergone
the process of being ‘'measured' by the apparatus and then
fitted by the kinematics programme, as described in section 4.5,

These Monte Carlo resolutions, so estimated, are presented
in Tgble 5.1 below, as the standard deviations of normal
distributions (the normality assumption was a fair approximation

in most cases).

Table 5.1
Parameter name Standard deviation ©
Effective mass of dikaon + 4 MoV /c2
systemn, MK—!—K-
cos 6 ¥ + 0.15
p* + 12 MeV/c
cos 653 + 0.18

¢¢ + 0,15 radian
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Each number listed in the table representis an average
over the relevant distribution, and also over the total pﬂ
Tange covered in the experiment., The resolution deteriorated
slightly at higher D values, . )

In the experimental analysis, it was assumed that (within
the limits of the approximations involved in the Monte Carlo and
fitting programmes),the Monte Carlo and experimental
resolutions were the same, so that the inclusion of the effects
of the resolution into the Monte Carlo and experimentsl
distributions would affect both sets of distributions in
the same way. The numbers of Tgble 5.1 help to justify this
assumption, since in general the rescolution was good enough
to cause little change in the distributions when its offects

were included.
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CHAPTER 6

Mainly Goncerning the Extraction of Data from the Phofographs

6.1 Scanning and Measuring of the Events

We proceed now to a description of the scamning and
measuring of the events.

The image of the event on the film was projected onto a
DMAC measuring table, through a lens system with a magnifi-
cation ~ x 20 between film and measuring table. The lens
system was designed by Dr. D.C. Potter. The overall magnifi-
cation of either of the two views on the table, with respect to
the corresponding projected view in real space, was approxi-
mately 0.5. A diagram of the two orthogonal views of an
evont, as they appeared on the tavle, is shown in Fig.6.1. View
1 was of the xy projection viewed in the positive z
direction, view 2 of the =x2 projection seen along the
negative y direction. The positions, in each view, of
the E-counters, C-counter, Ao counter, hydrogen target, and
beam axis, relative to the fiducial crosses in that view, were marked
on a template. As an initial step in the scanning of an event,
the position of the template on the table was adjusted until its
fiducials coincided with the corresponding fiducials for the
event. This enabled the scanning criteria to be applied o

the event.’
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The scanning criteria which an event rad to satisfy

were as follows.,
1. The event had to have » neutron time of flight value lying
within the range allowed by the kinematics of the reaction
% "p—> K n , and the experimental biases. Accordingly,
events lying outside a certain 'gate! in the neutron time
of flight spectrum were rejected (this gate was narrower than
the gate imposed by the electronic trigger).
2. The event was required to have at least two 'sensible?
tracks appearing in the first 3 gpark chambers downstream
of the target. A 'sensible! track was defined as a track
which came from the hydrogen target, and also passed through
an E-counter, without going through the veto counter Ao behind
the target (see Fig.6.1).
3s Each possible pair of sensible tracks (there was rarely
more than one pair for an event) then had to satisfy the
conditionss
a) In view 1 (xy projection), the two sensible tracks, and
the direction of the neutron (known from the neutron counter which
was triggered), had to have values for their projections onto
the y axis, which were not all of the same sign (i.e. neither
ell positive, nor all negative). A similar condition held
for the signs of their projections onto the z axis in view 2

(see Fig.6.2). Failure to satisfy the condition in either
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view lead to rejection. This condition is valid because, if
the direction of the input pion is taken as the x axis, it is
impossible, with only 3 particles in the final state, to
satisfy momentum conservation along the y- or z-axes with
such a configurations an event producing this configuration
could only be XKn if the input pion directia;n vas far outsids
the limits defined by the beam counters, which was very
unlikely.,

b) Both sensible tracks should not intersect the E~counter
vlane on the same side of the beam axis in both views. This
would mean that tney had both gone through the same E-counter,
and therefore could not, alone, have triggered the E-counter
gystem (see Fig.6.2).

An avent which safisfied these criteria was then measured.
The measuring device on the table was a flat rectangular
block, 6" x 2" x 4", upon which was marked an elongated
cross (see Fig.6s1). In the surface of the table was a
sensitive area. This area was mapped out as a two-dimensional
Car-t;esia.n coordinate system fixed relative to the table
surface, The spatial resolution of points along each axis
of +his system was O.1 mm. The coordinates of a point in
the sensitive area could be obtained in digital form on

punched cards, by setting the cross on the measuring device
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coincident with the required point, and sending the relevant
instruction to the machine. The punched cards were produced
by an IBM 1406 Card Punch adapted for use with the IMAC table.
The measuring device could be used in two modes. In mode 1,
only the coordinates of the cross on the table were produced;
in mode 2, the c&ordinates of the cross, and also the
coordinates of the point X on the elongation of the cross
(see Fig.6.1) were obtained.

In the measurement of an event, four fiducial points
were first measured, using the device in mode 1, and
setting the cross coincident with the fiducials (see Fig.6.1).
It was necessary to measure these fiducials in order to be
able to relate measurements subsequently made on the kaon
tracks, to a set of points in the measuring table aspace whose
coordinates wers known in laboratory space. The measurements
made on each track in each view to provide the information
required by the geometry programme wera as follows (sco Fig.6.1l.):
the elongated cross was aligned (by eye) along the track
projection in view 1, with the cross itself coincident with
+he projection of some point on the track whose projection in
the other view was easily idaxtifiable (point Z in Fig.6.1).
The measuring device was now used in mode 2, so that the

coordinates of two points on the track in this projection
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were obtained. In view 2, a similar procedure was adopted,
with the actual cross at the same x position as before (point
Z)e From this information, the real spece direction cosines
of the track, and the real space coordinates of point Z on
the track, could be calculated.

The digitized neutron time of flight, the number of the
neutron counter which had triggered, and the heodoscope
momentum channel of the input pion, were also punched onto
the cards.

The fate of sach 'sensible' track as it passed through
the spark chamber system was also recorded, by means of a
series of code numbers, These code numbers were used 1o
record any changes in the track, and alsc to designate where
in'the chamber volume they occurred. The reason for noting
these changes was so that events of the experimental OKE class
could be selected by the computer after the event-had been
successfully fitted by the kinematics progranme. Two types of
change were usually encountered:

1. A change in the direction of a track by > 10°.  This may
have been due, for example, to a decay in {light, or to an
elastic scatter in material.

2., Termination of a track, where this was not due to the

particle having left the sensitive veolume of the chamberse
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A kaon may have stopped in the Cerenkov-E-counter system, and
no charged reaction product continued into the chambers,
for example.
Changes occurred, in general, in the Cerenkov-E-counter
system, since the bulk of the material in the chamber volume

was here,

5.2 Reconstruction and Kinematic Fitting of the Events

After measurement, the event was processed by the geometry
programme. The geometry programme used was written by
Dr. W.G. Jonesgs its basic functions are described below.

The f£iducial points for each view were set in a plane
perpendicular to the direction of that view (i.e. in planes
' ABCD, CDEF of Fig.6.1). Measurements made (in measuring
table space) on the kaon tracks in each view were actually
made on the projections of the tracks in the fiducial plane
of the view, since they were made with respect to the
fiducial points in the fiducial plane. The programme first
calculated the laboratory coordinates of the projected points
in the fiducial plane, from their coordinates in the measuring
table space, using previously calculated equations relating
measuring table and laboratury space coordinates.

The programme then calculated the direction cosines of
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each track in the laboratory. For each view a plane was
defined, using (from the event measurement) the (laboratory)
coordinates of two points on the projection of the track in
the fiducial plane of that view (see Fig.6.1), and the
effective position of the camera in that view (i.e. the
position at which the camera appeared to be, when viewed
from the chamber volume through the mirror system for that
view). The line of intersection of these two planes (one
plane for each view) was then taken to have the direction
cosines of the track.

For each track, the laboratory coordinates of the point
7 on the track (see Fig.6.1) were also calculated. In each
view, a line was constructed which passed through the projection
of the point 7 in the fiducial plane of that view, and through
the effective camera position for that view. Theoretically,
the two lines so formed should intersect at the point 7, but
in practice they rarely did so because of measurement errors.
The best estimate of the position of the point Z was therefors
taken as the midpoint of the common perpendiculap of the two
lines.

Knowing the direction cosines of each track, and the
coordinates of a point (Z) on each track, the position of

the vertex could now be found as the point of intersection
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of the two (extrapolated) tracks. In practice the two tracks
rarely intersected, again due to measurement errors and
scattering, and the best estimate of the vertex position
was taken as the midpoint of the common perpendicular of the
twe tracks. New direction cosines were then calculated for
each track, taking the track to pass thrdugh the vertex and
the point % on the track (see sketch below). The amount by
which the original estimates of the direction cosines were
changed in this procedure was related to the errors on the
kaon © and ¢ angles used in the kinematic fitting process.
Using this relationship, and distributions of these
corrections tc the original direction cosines obtainéd from
a sample of X'K n events, the standard deviation of the
kaon © and ¢ angles was calculated as 0.015 % 0.003 radian.
There wore two criteria in the geometry programme which
of evert .had to satisfy.
a) The corrections to the original.estimates of the direction
cosines, outlined above, should not be greater than a certain
amount. In the sketch below, 21 and Z2 are the 'Z!' points
on each track, Zl.A and Z2.B are the extrapolated tracks,

AB is their common perpendicular, and V is the vertex position.
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Then both the angles A64 ® d/Lla.nd A6, _~d/L2 ( ABRAS)
had to be < 0.045 radians for the event to be accepted.

b) The vertex of the event had to lie within a region
defined to be the hydrogen target region. This was taken
to be a csllind.er with its axis coincident with the beam axis,
similar o0 the physical target, but somewhat longer (50 cm
cf. 32.3 em), and of larger diameter (8 cm cf. 6.5 cm).

Apart from the fraction of KKn events lost dues to statistical
processes, which could be estimated, KKn events which had been
badly or incorrectly measured could also be rejected by these
crit_eriag 80 a sample of events which failed the geometry
criteria were remeasured to ascertain this loss as well.

This type of loss could be kept very small due to the
application of cross—checks performed on an event in the geometry

programme. The loss of KKn events due to these criteria was

estimated at about 1%,
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An event satisfying the criteria in the geometry
programme was then tested against the hypothesis 7tip-—>2fkrn
in the kinematic fitting programme. An event was required to
satisfy the following conditions before it was accepted as
Xp—>KKn 3
a) An event had first to satisfy the !coplanarity! requirement.
This condition was applied before the fitting process was
attempted. The direction cosines of the momentum vector of
the dikson system in the latoratory were first calculated
using only momentum conservation applied to the reaction
% 4 p —> neutron + missing mass, employing the measured
(but unfitted) momentum vectors of the pion and neutron in
the equations. The requirement was that the momentum vector
of the XK system then had to lie in the plane defined by the
two kaon dimpections in the laboratory, within ceftain limits
governed by the estimated errors on the parameters involved.
This was equivalent to demanding that the final state
particles should be coplanar in the overall centre of mass
system (c.mes.), and was designed to reduce background of the
type involving 4 or more particles in the final state,
which in general would not be coplanar in the cemess..
b) The fitted events had to satisfy the comstraint equations

40 within certain limits. The four comstraint equations,
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embodying energy and momentum conservation in the reaction,
were not exactly satisfied in practice, since the fitted
parameters (m&) were very close to their final values after
only a few iterations; +o0 save 6omputer time, the iterative
process continued only until the 5 momentum equations were
satisfied to 0.5 MeV/c, and the energy equation to 0.5 MeV.
In some cases, however, the fit could not converge to satisfy
the equations to these limits, after the maximum number of
iterations allowed (ten) had been attempted. This might
have occuvred if the event had really been % + p —=%T % x°n
where the % ° had been missed, and the & A~ simulated the
kX puir.
¢) The value of x? for the event had to be < 10. The mean
value of x2 for Monte Carle «®p > YK n events was about
2, with ~ 1% having 3? > 10, Non-KKn events, however, would
generally tend to have large xe values,; so that these events
were again discriminated against by this criterion.

d) The fitted values of both the kaon momenta were reguired
to be > 230 MeV/c. This was because events of the CKE
classy which were the ones used in the final analysis, were
required to sgffer no changes in the Cerenkov-E-counter
system, and a kaon with a momentum of < 230 MeV/c wes bound

to stop in this counter system. This criterion was again
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good for eliminating events involving pions rather than kaons.

The Monte Carlo OKE events were also required to
satisfy these four criteria in the fitting process., The
percentage of Monte C;rlo KKn events rejected due to these
oriteria was between 24 and 3%.

The total fraction of KKn events lost due to all criteria
in the geometry and, kinematics programmes was taken as
4r2%.

A loss of K¥n events would also have occurred during
the scanning process., It was therefére necessaly to
determine the 'scanning efficiency' for K'E n events, We
made an estimate of this number by scanning a large sample
of the film again, this time using two scanners, whereas
only one had been used in the first scan. The efficiency
was +then defined as

B = Ny ves 641
Nl + le

where Nl was the number of OFE events found 1n the first scan
which eventually fitted m p =>K'K n, and N , was the number of
OKE events found in the second scan, but not in the first, which

fitted 7w —> ¥’ n. The scanning efficiency, thus defined,

was found to be (93+5)%, and was approximately independent of
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the variations in the signal—to-noise ratio encountered

over the range of beam momenta covered during the data—taking.

6.3 Anbiguous events

Unfortunately, effects existed which made unambiguous
claggification of certain events impossible, and weighting
procedures had to be adopted for such events. Two types
of ambiguity were encounfered.

1) The Nixie 1light displaying which neutron counter (WNC)
had been triggered during the event being photographed,
sometimes displayed two neutron counter numbers. This
was due partly to electronic pickup from the spark chambers
in the circuits operating the display lights, and partly to
urcurrelated random triggers in other neutron counters
coinciding with the trus neutron counter triggers. About
30% of the pictures were affected in this way.

Two kinematic fits were attempted on these events, using
a different one of the two possible WNC values in successive
fits. In general, it was found that the final classifications
af tke two fits would be the same i.e. both would have
¥2 > 10, both would give good fits, etc., So that the event would

be either accepted or rejected as in the normal case., However,

a small fraction of such ambiguous WNC events produced
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different end-classifications; in events where one WNC
value produced a good fity, whilst the other WNC was rejected
under one of the criteriz; a weighting procedure was
necessary. Such an event was weighted with the relative
prooability of ..g-etting a good fit rather than getting
the event rejected under the particular rejection criterion
concerned using the other WNC of the pair. This probability
was found by noting the relative frequency of tre two +types
of classification concerned in the unambiguous events
satisfying the geometry critoria.

The proportion of events which had to be weighted due
to this type ol ambiguity was zbout 8%. In practice the
weighting factor was always close to unity.

Similar ambiguity occurred in the Nixie light indicating
which hodoscope channel had fired, tut to far less extent,
2) The second bype of ambiguity arose when more than two
'sensible' “racks appeared on a picture, and more than one
combination of any two of these tracks passed the scanning
criterias In +this cass, all the accepted possible combinations
wore tried in a fit. 1In general the end-classifications of
all the fits for the event would not he the same, and when some
pairs gave good fits, while others di‘d not, the event was weighted

by the factor 4, This was effectively saying that it was
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equally probable that the event was either an unambiguous
'good fit' which had become contaminated by uncorrelated random
tracks (casusls)or it was a process with more than 3 particles
in the final state., This was the simplest form of weighting
possible, and no attempt was made to resolve this class into
the - two sub~classes stated above, since any error introduced
into the yield of KKn events per pion at any px value as a
result of this weighting was always a good deal lsss than the
statistical errors The fraction of events at a B
setting that needed to be weighted in such a way, did in
fact vary with beam conditions, indicating that casual effects
were present. This fraction was typically about 10%.

No event which had been classed as ambiguous. was
used afterwards in the experimental distributions, only in
the total yield of KKn per pion at that Pr » No bias should

aricse in the distributions as a resul’ of this.

6.4 Hlimination of systematic errors

After the preliminary fitting of thé events had been
completed, the data was examined for systematic errors in any of
the ten quantities used as known variables in the fit process.
The chief systematic errors occurred in the neutron time of
flight, and in the absolute value of the p7t sotting for a block

of 4 hodoscope channels.
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1) Neutron time of flight error (see section 3.3)

The time of flight of a neutron was calculated from
the time separation between the neutron and the vy peak
rosition, knowing the distance the neutron had travelled,
and the velocity of light. This assumed that the time
position of neutrons travelling with the velocity of light
was the same as that of the ¥ peak; as ¥ rays tended to
produce bigger photomultiplier pulses than fast neutrons, and
thereby triggored the neutron counter discriminator
earlier, this assumption could ﬁossi‘bly have introduced a
systematic error into the neutron time of flight.

To estimate this error, a time of flight spectrum was
plotted of the unambiguous events from the 1580 MeV/c data
which fitted K'K™n, The unfitted time of flight values
were useds The yield of . was largest at 1580 Mév/c and it
turned out that there was very little KEn background under
the  here, Also the time of flight spectrum obtained
inside the timing gate imposed in the scanning was
contaminated with only a little non-KKn hackground. A
Monte Carlec time of flight spectrum, using unfitted times
with the correct random timing error introduced, was also
produced. This consisted mainly of ¢, plus a little

phase space, in approximately the right proportions, at the
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same momentum, The expeiimental spectrum was tested against
the Monte Carlo spectrum in a lsast squares fitting process,
adjusting tho position of the experimental bump on thé time
pxis » of the Monte Carlo bump until the g? value minimised.
The separation of the ¢« peak from the position on the Monte
Carlo time axis of neutrons travelling at the speed of light
then gave the systematic error, which was l.1 4 0.3 nsec.

This method suffered from the disadvantage that the model
assumed in the Monte Carlo programmehadtode a good approximation
to the truth, so that the two bumps would have the same shape.
2) Pg Error

Data was taken at 3 pr settings above the KKn threshold,
with 4 points being.obtained on the curve of yield of KKn per
pion against momentum Pr - for each setting, since 4
hodoscope channels were used. The error was split into two
types a) the absolute value of the, say, central p  setting
could have a systematic error; b) in changing from the central
pﬂ setting to one of the outer sedtings, hysteresis effects
could produce errors in the separation of the two P settings,
since our only indication of the magnet's field at the time
was via its current.

This problem was only partially solved. The systematic
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error in the centraul. B setting at the nominal value of
1580 MeV/c was estimated, using the known value for the §
mess. A KKn mass plot of the unambiguous events at 1580 MeV/c
which fitted KKn was compiled, using the fitted masses. 4An
analogous Monte Carlo mass plot was also produced, using as
the mass of the resonance the known mass of the § (1018.6
MeV/cz). In 2 manner similar to that used to find the time
of flight error, the two curves were fitted against ;ach
othor, adjusting the position of the experimental mass plot
on the mass axis of the Monte Carlq plot until 1? minimised.
The resulting translation of the experimental plot along the
mass axis that was necessary could be simply related to a
corresponding change in the experimental Px value, which was
then supposed to be the systematic RK error,. The required
change in our case was in fact zero. The only uncertainty
in the value of the central momentum (4McV/c) was now due to -
the uncertainty in the { mass (+ 0.5 MeV/cz). The two
outer p‘x settings had this error combined with their

estimated 'separation' errors, making a nett error of +2.5 MeV/c.

The situation is shown in Fig.7.l.

6.5 Analysis of the fits obtained

After elimination of these systematic errors, the
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distributions of the variables parametrizing the kinematic
fitting process for the experimental unambiguous KKn events,
were compared to the corresponding Monte Carlo distributions.,
Good agreement bhetween the two pets of results was necessary,
to give general confidence in the experimental analysis.
Thex2 distribution for experimental evenis compared well
with the Monte Carlo distribution (Fig.6.3)9 both having a
mean xg of ~ 1,8. The experimental stretch functions

(see section 4.4) also compared well with their Monte Carlo
counterparts, and were quite symmetrical about zero deviation.
These stretch functions were not used in the elimination of
the systematic errors, as (for thé o~constraint £it) they
appeared less sensitive to these errors than the methods
described in the previous section. Finelly, the relation
(see appendix 2)

+ (G‘1 ) ves 6.2

-1 -1
(Cmeistealis = (Crittedlis correction’ii

was found to e well satisfied by the experimental events.,

6.6 Tho non-K'X n background and its subtraction

To investigate the non-KKn background, pictures of the
electronic trigger were taken just below the KKn threshold,
atp_ = 1480 MeV/c (threshold = 1486 MeV/c). We wanted to

know how this background would affect the total yield of XkKn
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events per pion and also the experimental distributions; at
the 3 values of pq{ useﬁ. for the signal. It turned out that
the background was very small compared to the signal at all the
3 Pr values, so that certain assump_tions invoked in order to
subtract the backgroundy did not need to be rigorously satisfied
in practice.

The pictures of the background events were first scamned,
end then reconsiructed in the geometry programme in the normal
way. We then considered only the unambiguous background svents
that safely passed the criteria fixed by the geometry programme.
These were called ‘'good geometry' events, We defined X as the
yield per pion of unambiguous 'good geometry' background events,

and Y as the_rai;io -

Y = unambiguous 'good geometry! backgiound events which fit KIGi

unambiguous 'good geometry! background events which do not fit Kkn

-~ at the same pﬂ « The subtraction method first demanded
that the values of Y should be known at the 3 p’x settings
above threshold. However, the only 'clean' sample of background
events available was produced below the KKn threchold. These
'good geometry! events from below threshold were therefors

fitted in the kinematics programme, using as their initial
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unfitted 1;( value, the value of 137t at which Y was required
above threshold, rather than their true B value of 1480 MeV/c.
The first assumption, then, was that the value of Y obtained
for this B, s using the 1480 MeV/c data in this way, was the
same as would be obtained from the true non-XKn background

at this gc s if the KKn events could be removed.

x ps>nt

% 7[011 was rrobably a dominant contributor to the
background, and for this process at least, this assumption
could be justified by Monte Carlo methods. Zp—>® % % %n
phase space events were generated, where the two charged
pions went into the E~counters, and the fate of the 7° was
ignoreds A first class of these events was generated, and
fittel. to KKn, at 1580 MeV/c; another cless of events was
generated at 1480 MeV/c, but fitted with a 1;(: value of 1580 MeV/c.
The vaiues of Y obtained in both cases were approximately the
same.

In practice, the rat_io T was observed to increase with
pﬂ o« Whether or not a background event would fit KKn, seemed
to depend upon the range of KK~ masses that it was possible to
produce with the event's artificiel p  value (allowed to change

only a little in the fit), Since the range increased with the

artificial P')t value, this obsermation seemed sensible.



There was also some evidence that the Aquanti‘by X
increased with p'n over the range considered. This could
reasonably he expecteds for the ® p =T * 1% events
at least, the =« 7~ 7% mass spectrum has been found to
exhibit either an enhancement(34) or a resonance (Al-mass 1070
MeV/c®, width 50 MeV/c?) in this p_ region.

The values of Y had been calculated at a fixed X value,
from the 1480 MeV/c data; this necessitated another
agssumption. It may have happened, that a number of
processes contributed to X, but only one of these processes
had a contribution to X which varied with p'K 3 then unless _
all the processes (at any given pﬂ) had the same value for Y,
the nett value for Y for the summed processes would var;y'A with
P'Jc simply because the proportions of the member processes of
X would change as ;p,x was increased. Since this Uype of
variation would not have bnen measured in our measurement of Y
as a function of pﬂ s we had to agssume Y was the same for all
processes contributing to X, for any P in our range.

+

However, X was probably dominated by ®Rp—>= % % °n anyway,

so this second assumption needed to be only approximately valid.
Under these assumptions the background yield per pion at a p

o
above threshold was subtracted from the total yield per pion
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t0 give the signal yield per pion, by the following method.

Suppose that at this P')t there were in the good geometry!

classification

a unambiguous KKn fits.

b ambiguous Kkn fits (total number).

z events giving an ambiguous KKn fit, in which the
various poesible pairs of sensible tracks were
all due to the same reaction in the target
(iees 4~ or more-body final states — called
avents of type Z).

al unambiguous rejects.

b!  ambiguous rejects (total number),

FA ambiguous type 7 events in which all poséi’bili'bies
were rejetitod.

and there were q pions. (In order to simplify mabters, the
ambiguous ovents of type (1) i.e. double WNC events, were
included in the unanmbiguous class, since they were a small
class whose weight was close to one anyway. The ambiguocus
events referred to are thus all of type 2). The number a!
would contain some KKn which had been rejected due to the
criteria in the kinematics programme. This was approximately (

Wa, where W was the fraction of Monte Carlo KKn events which were
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rejected at this B, iese ~ 4%. -The remainder of the
unambiguous rejects (a'-Wa), were then supposed to be pure
background. The yield per pion of background events (B)
which fitted XKKn at this P, 9 Was then found using the ratio
Y for this B A

iede B= (a'fg=-Wa/q) Y ces 503

The unambiguous signal yield per pion was then

=_§_- g‘_-—W_a; Y 000604

q q Q
A similar argument applied for the KKn events contaminated

by random tracks that were ambiguous i.e‘.' +the type 2
ambifuous events remaining after the z events which were

not XKn had been subtracted.

Ambiglous signal yield per pion = b - 2 = |b! = zl= W(b =~ z2)| ¥ «s.6.5
q Q q
The rett signal yield per pion wasm then
=) -— — ! -
8= a+b-2 Rl O PR s S PR
q q q Q q q

Now b' = 2' = a' since the ambiguous evenis of this type
b~ 2 a

were due to uncarelated random tracks.
Also, we have assumed that the ambiguous events of type (2)
would be either contaminated unambiguous ones, or ones with

more than 3 final state particles, with equnl probability,
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s @« B = & 1 +32_ - E-_' - Eﬂ_ Y. + l’ 00v607
q 2a q q %a |

= Total yield per pion -~ Dbackground yield per pion

The actual numbers which were sbtained are listed below
(Table 6.1)s The background has been averaged over the four

hodoscope chanmels at one p, setting.

Tahle 6.1
Central | a | b | af aQ Y Back~ | Background
PR :r.'lO8 ground | Average
Settirng pions per 108 signal
(MeV/c) | pions

1540 31} 10} 60} 18.5 0+0,06 040.2 | 0-10%
1580 1160f 4} 35| T.0 | 0.1240.06 | 0.540,2 ~2%
1620 {135] 24| 55, 15.0 | 0.1240.06 | 0.5+0.2 ~ 5%
* § i 1

As can be seen from the last coluwmmn in the table, the background
was usually very small compzred to the KKn signal.

It was decided to subtract hackground only from the ‘total
yield per pion, and not from the experimental distributions,
at each signal Booe This was because a) background was
so small, b) so few background events could be obtained at
1480 MeV/c, that the distributions obtained for background
events were very inaccurate. The background distributions,

such as they were, appeared fairly smooth, however.
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6.7 Constant factors in the cross-section calculations

(see section 4.2)

Before proceeding to a discussion of the later stages of
the analysis, i% is convenient to end this chapter with a
consideration of some correction factors used in the derivation
of the  production cross-section.

As gtated in section 4.2, the Monte Carlo OKE events had
further tests to satisfy before they could be reganded as |
equivalent to the experimental OKE events. Thege tests were
not included in the Monte Carlo programme because the effects
they simulated were taken as independent of the kinematic
parameters of the event (e.g. neutron counter efficiency )(in
gsome cages this was an approximation, valid only because the
effaect was sma,l'l). Correction factors also had to be applied
to the number of effective beam particles (e.g. the percentage
of pions in tha beam)s As all these factors were multiplicative
they were all combined into a single factor (F = ]:;L[ fi) which
was arbitrarily regarded as weighting the number of Monte

Carlo OKE eventse The factors fi are listed below.

g —>X'C_ branching ratio: £, = 0.48 (+ 7 %)

(21)

This number was trken from the current data tables.
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Neutron cownter efficiency: £, = 0,278 (+ 11%)

The range of neutron kinetic energies covered in the
experiment was approximately 150 to 450 MeV. We were unable
t0 measure the efficiency of our neutron counters over this
energy range, and were not aware of any other measurements
having been made in this range.  The calculations of neutron
counter efficiencies by Knrtz,(35) however, were in good
agreeﬁent,with the measurements of Auld,(36> Gatti,(37> and
Wiegand,(38>made at kinetic energies between 26—156 MeV.

In particular, the measurementsof Auld were made with counters of
the same scintillator as ours, and were very similar in shape

to ours, being only slightly thinner. It was therefore

decided to use the Kurtz calculations at higher energies as

{the basis of our estimate of the neutron counter efficiency.

In practice, pulses from a neutron counter photomulsiplier
are generally fed into a discriminator, which will triggef only
on pulse heights which are greater than its threshold level.
This arrangement is to reduce noise pulses from the photo-
multiplier. . Neutrons producing small pulses are therefore
not detected because of this finite 'bias' level of the
apparatus, and the neutron detection efficiency is a function of

this bias. Rather than define the bias level as a certain
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voltage setting on the discriminator; which would dzpend upon the
Polegul tiplier gain, ete., it is defined in terms of the
energy deposited in the scintillator by a proton,brought to
rest in the scintillator, which produces a pulse height just
enough to trigger the discriminator (in practice, there
would be a small spread in pulse heights, but we consider the
most probable pulse height of the distribution here, and in
what follows). =

In our experiment, the bias level for each neutron
counter was first found by comparing the pulse height which
would just trigger the discriminator, with the pulse height
produced when a relativistic beam pion went straight through
the 50 cm, of the neutron counter scintillator. Since the
pion must have lost approximately 60 MeV in doing so, the bias
level could be directly calibrated in terms of the amount of
energy a fast pion had to give tc the scintillator to just
trigger ths discriminator. The average bias level was thus
found to be 4.8 + 0.6 MeV for fast pions. However, we wanted
the bias level to be in terms of the energy given to the
scintillator by stopping protons, and these produce less light
than fast pions (or fast electrons) for the same amount of

energy lost, due to saturation effects in the scintillaton,
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which occur when the ionization density is high.  The
converasion factor to go from the 'electron' scale to the
'proton' scale was taken from the paper of Bellamy.<39)
The average bias level for our counters was then 10+1.2 MeV
proton energye.

The Kurtz calculations showed that the efficiency was
almost independent of neutron kinetic energy between 150 and
260 MeV, and alsc that the efficiency was not affected much by
small chaﬁges af biag level around the nominal 10 MeV proton
energy. 1t was therefore assumed thats
a) the efficiency was the same for all counters — they were
all identical in construction, and differences in bias levels
were small (and anyway would not affect the efficiency much).
b) the efficiency was independent of neutron energy in the
range 150 to 450 MeV,.

The value taken for the efficiency was then based on the
value calcula.ted by Kurtz for the Auld counters, at 200 MeV
neutron energy, and at a bias level of 10 MeV proton energys
this value had only to be corrected for the slight difference
in counter thicknesses, to go to our counters from the Auld
counters.

The assumption (a) was partially justified, using the
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unambiguous fitted KKn events, by noting the relative trigger
frequency of each neutron counter for =®p —» KX n events,
This is shown in Fig.6.4: it is seen that, within the 15%
statistical accuracy, the distribution was consistent with
being flat (there was virtually no bias on the neutron
azimuth angle).

The error in f2 arises mainly from the 10% error quoted

in the Kurtz calculations.

Electronic loss factor: fs = 0.68 (+ 10%)

A significant loss of KKn events occurred due to
unavoidable limitations in the electronic logic system. The
main loss was due to the fact that any anticounter in the
system was capable of vetoeing a‘ KKn event, if it produced an
uncorrelated, random pulse, in close time proximity (about
30nsee. or less) to the KKn event. The chief culprit in this
foccupancy' loss was Ao, the counter immediately behind the
B-counters, through which passed much of the beam, and which
therefore had a high counting rate. The occupancy of A was
monitored during the data~taking by measuring the ratio of

the counting rates

R = Sp0 3By sele (A + &g + &g + Ay )e 4
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i.6. the number of beam particles (S, ZPxy 'A‘.,) which
produced an associated pulse in one or more of the four lasge
enti~counters surrounding the target, without producing an
associated Ao pulse, per beam particle., This ratio was
measured under the data~taking beam conditions, and also under
conditions of very low beam, when the counting rate in Ao
was low, and the occupancy became negligible. The ratio
measured at the data—taking beam conditions had to be
corrected for the effect of uncorrelated random coincidences
between S5 I By .. 157- Ko and (A8 + A9 + A+ All)'

Comparison of the corrected ratio R at data-taking beam
conditions, and the ratio at low rate conditions, indicated
that this effect produced a (21_1_8%) loss of KKn events.

The same effect occurred to less extent in the Cerenkov
counter, the anticounters surrounding the hydrogen target, and
the anticounters in fromt of the reutron counters, Their
summed contribution to the KKn loss was estimated at (13.514)%.

Other small effscts contributing to fs were due to
discriminator 'dead-times'! in the logic systems of the E-counters
and neutron counters, and also to dead-times in the scalers
counting the numbers of 'good! beam particles (S .Px i.I,?)

in a hodoscope channel, which affected the normalization.
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There was also a 1% loss due to dead time of the discriminator
in the system which measured the neutron time of flight.
Although a pictire would still be taken if this discriminator
was dead, the time of flight on the picture would be zero, so
that the picture would be rejected under the first scamning

criterion.

Beam composition: f4 = 0.78 ( i;&%)

This was the fraction of the total team that consisted of

pions (see Chapter 2 for its measurement).

Interactions of nsutrons: f5 = 0.925 (+ 2%)

In general, neutrons had to pass through about 16 om.
of hydrogen, 2 cm, of scintillator in the E-counters (or, if
they went into the E-counter centre, 2 cm of AO), and 4 m.
of air, in their passage to the noutron counters. Some
neutrons also had to traverse the 5 cm. of water in the
Cerenkov counter, though many passed through the holie in
the ceatre. in abprecidble loss of signal therefore occurred
due to neutron interactions in this matter. KKn events could
also be lost if the neutron interacted in the first 7 mm or
so of the neutron anticounter (1 cm thick), since this would
produce a veto pulse.

Data on total interaction cross—saections for neutrons

in carbon, copper,snd lead, in our energy range, showed that
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the total cross-section was roughly energy-independent over
this ra.nge.(40) The cross—section was therefore taken as

constant, and equal to 50 Al

/3 mbarn, where 4 is the atomic
number of the relevant material. The value for :f'5 given
above does not include the contribution of the Cerenkov counter
to this losss +this was included in the Monte Carlo pmgramme;

gince not all meutrons accepted by the neutron counters

passed through the Cerenkov counter,

Neutron anticounter effects:

a) fg = 0.97 (+ 26) It was possible that the neutron from a

K¥n ewent, when it interacted in the neutron counter, would
produce charged particles that went backwards into the anti-
counters in front of the neutron counters, thereby vetoéing
the KKn event. The number used here is taken from ref.(1l),
whercit was estimated by comparing experimental and Monte {arla

datas

b) £, = 101 (+ 14) There was also an effect due to neutrons

interacting in the last few mm of the neutron anticounters,
where the interaction products went on to produce a signal

in the neutron counter, but did not produceu enough light in the
anticounter for it to veto ithe event. This was equivalent to

an increase of a few mm. in the length of a neutron counter.
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8 —ray loss: fg = 0.975 (.".’. 1.5%)

The Cerenkov counter, used in its normal mode, was set
so that it vetoed almost the whole range of pulse heights
produced at its anode by electrons originating from the
photocathode. This arré.ngement enabled the photography
rate to be kept low, without appreciably affecting the KKn
signal. However, kaons could veto themselves in the
Cerenkov counter by producing O-rays, which subsequently
produced Cerenkov light., Calculations indicated that the
moan number of photoelectrons produced at the photocathode
per KKn event would be considerably less than one; assuming
this number was distributed according to Poisson statistics,
the XKn events which did produce photoslectrons at the cathode
would therefore in general produce only one photoelectron,
This meant that the pulse heights at the Oerenkov counter anode
from XKn events lost by O -ray production, would generally‘
fall within a small volitage range, whose width was gpverned
mainly by the statistics on the mean number of electrons
produced at the first gynode of the tube, when only one electron
came from the photocathode.

Therefore, by demanding that the electronic logic trigger

should have a Cerenkov pulse associated with it whose height lay
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in this voltage range; this originally lost class of KKn could
be photographed. The lower edge of the voltage range was set
to coincide with the upper edge of the pulse height range
allowed when the Cerenkov counter was used in its normal mode,
whilst the upper edge was set so that, in fact, the range
included mogt of the pulse height spectrum for the case of
two photoelectrons from the photocathode as well.

The pictures were taken at 1580 MeV/c, where the KKn
yield was at a maximum. They were then scanned for OKE
events (the kaon does not change direction appreciably when
it produces a 6 -ray), using the normal scanning criteria.

The yield of fitted KKn per pion from these pictures was then
compared with the corresponding figure for the normal data at
1580 MeV/c, to find the KKn loss due to this effect. (Non-
KKn background was not subtrasted from the '§ -ray! pictures,
s0 that the KKn loss a@o estimated (5%4) was an upper limits
the best estimate of the true loss was then taken as half
this upper limit).

Non-hydrogen eventss f9 = 1,01 (4 #%)

Due to the criteria imposed in the geometry programme,
only the melinex end-caps of the hydrogen target !sausage!’,

and the melinex windows of the outer container, could contribubte
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to this effect. The number of protons in this matter was
only 2% of the number in the hydrogen, and not all of thes;e
would be effective in producing KKn eventis.

Lous due to 10° OKE cutoffs £, = 0.98 (i 1%)

KKn eovents could be lost during the scanning process; due
to kaons having undergone Coulomb scatters of greater than 100,
and thereby being rejected from the OKE class by the scanning
criterias. This loss was strictly momentum.dependent, being
a 20% effect for kaons which only just managed to pass through
the Cersnkov and BE-counters, but tending rapidly to zere as
the kaon momentum increased. However, since so few eventis
had a kaon which almost stopped in the E-counters, the effect
of. this loss on the experimental distributions was very small

< compared with statistical errors, and it was therefore

considered as a constant factor, affecting only theltotal yield.

Degradation of beam along the target length: fll = 0,98

The beam intensity was a¥temmated by 4% in passing through
the total target length, due to pions interacting in the hydrogen.
The mean attenuation was therefore 2%,

The product of all these terms, F = 6.05 x 1072 (+ 184) .
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The Results, and a Comparative Discussion

Tel Introduction

As stated previously, datawere taken at four different
momentum settings of the beams a) at 1480 MeV/c, below the
K% threshold; b) at 1540 MeV/c, just below the ¢
threshold (1560 MeV/c); ) at 1580 MeV/c, where the yield
of ¢ was expected to be a maximumiand d) at 1620 MeV/c, to
collect ¢f produced at higher p* values. As far as the {f
is concerned, the two latter momentum regions correspond to
the regions B and C respectively of the efficiency plot of
Chapter 5. At each momentum setting, the four hodoscope
channels, 4-7 inclusive, were employed in the data taking.

The plot of the number of K’ n events per pion as a
function of beam momentum (called the 'yield curve!) which
was obtained over the momentum range covered above g
threshold, is shown in Fig.7.l. The presence of the ¢ is
indicated on this by the sharp increase in counting rate as
the momentum is raised from just below the § threshold to

~ 20 MeV/c above; the presence of the resonance is also
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illustrated on the more familiar mass piot (Fig.7.2), by

the large peak at ~ 1020 MeV/cz. The counting rate below @
threshold iz seen to be small compared %o that above;
indicating a (slowly-varying) X'K  background signal smaller
than the ¢ signal over the momentum range covered abouve thé
¢ threshold.,

The model used to try to describe the behavicur of the
experimental data in the mass range covered was that of a
Breit-Wigner resonance in the K'K~ system with the known mass
(1018.640.5 MeV/cQ) and width (441 MeV/cz) of the ¢, with
a production éross~section proportional to p¥*, and displaying
isotropy in production ani decay. This resonance wag
supposed to be superimposed on a slowly-7arying KK background
which, since the experimental background outside the ¢ region
promised to be emall compared to the @, was initially taken
as being distributed accecrding to K+Kmn phage space.

In the procedure adopted for the data analysis, this model
was fifst fitted to the yield curve 1o oObtain estimates of
the total amounts of ¢ and phase gpace background present at
each momentum. Until the assumptions implicit in the model
were checked., however, these estimates could be regarded only

as approximate. The shapes of the theoreticsl ¢ and phase
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space yield curves were lmown separately from the Monte Carlo
computations; in the fit, the relative amount of each was
varied until.x? minimised,

The fit indicated that the ¢ so dominated the background
in the 1580 MeV/c region, that the average contamination of f
with background in the 4 hodoscope charmels at 1580 MeV/c, was
only ~10%. Also, the 1540 MeV/c data, being below ¢ threshold,
were almost all KK~ background. Data at these two momenta
+herefore gave almost clean samples of ¢ and KK~ background
respectively, aand only at 1620 MeV/o did the contributions
of ¢ and KX~ background becoms comparable. It therefore
seemed reasonabls to treat these three sets of data separately
initially, and to combine them later.

Teol Comparison of experimental and theoretical distributions

This section describes how the assumptions of the model
were checked, using sets of experimental distributions
constructed separately from 1540, 1580, and 1620 MeV/c data,
for the reasons explained in Te.l. At each of these three
momenta, a set of theo:eti§a1 distributions was also produced.
The relevant theoretical and experimental distributions were
fhen compared quartitatively using the goodness of fit test (the

significance level being taken as 1%). The number of events used
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to construct the theoretical Monte Carlo distributions was, on
average, about ten times the number in the corresponding
experimental distributions. In the theoretical distributions,
¢ and phase space datawere combined at each momentum in the
proportions indicated by the fit to the yield curve.

a) 1540 MeV/c data

The data represented sn almost pure sample of the KTk~
background in the mass range 990-1010 Mev/cz, produced at fairly
iow p* values (40-140 MeV/c), and consequently covering only a
emall AZ range (O:S—O.'{ GeVz/oz) (A 2 is the square of the
vour momentum transfer to the neutron), The distributions
obtained are shown in Fig.’!.'j.. Only 21 'unambiguous! K'Kn
events were obtajned at this momentum setting., The distributions
of the c.m.s. proauction cogine, the KK rest system decay éosine,
and the Treiman-Yang angle, were all consistent with the
isotropy demanded by the phase space part of the model being
tested here. The experimeantal and theoretical p* plots also
agreed well,

b) 1580 MeV/c data

According to the initial fit to the yield curve, the 1580

MeV/c data consisted of almost 90% ¢ —> KK  events. These

events were produced mainly in the mase range 1006-1030 MeV/ 02,
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p* range 30—140 MeV/c, and A2 range 003—0.7 Gev/c2. The
experimental distributions, containing 151 events, are shown in
Pig.T+4. The distributions from the model again agreed well
with the experimental distributions, indicating that, in this
p* range at least, " the model for @ production and decay was a
good description of the experimental situation.

A histogram of the invariant mass of the system consisting
of the neutron and the faster kaon in the laboratory, compiled
using the 1580 MeV/c events, also compared well with its
theoretical counterpart, and revealed no unexpected structure
(Fig.T7.4(b)). The mass range of this system covered in the
experiment was 1430 to 1470 MeV/c2, a region seemingly free
of any known resonances in the KN system.

e) 1620 MeV/c data

The amounts of @ and K'K~ background became comparable at
this momentum. The ¢ collected was produced in region C of
the efficiency plot of Chapter 5. The apparatus was therefore
seversly biased against the ¢ in particular, the cos 6%
distribution had split into the two characteristic peaks, at
6% m 0% (low A% = 0.2— 0.4 GeVP/c%) , ard 9% ~180°
(high A% = 0.7 — 1.0 GeV2/cz). The p* range of the collacted
¢ was ~ 100210 MeV/c. Most of the K'K background consisted

of masses higher than the central ¢ mass, produced in region B of
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the officiency plot. These high masses tended to fill up the
central part of the cos ef plot, away from the two peaks.
The bias of the apparatus therefore afforded a partial
separation of the background andA¢ events,

The experimental distributicns at 1620 MeV/c, containing .
72 events, are shown in Fig.7.5; again, theory and experiment
agreed quite well. In particular, the cos  * plot gave a
good fit, indicating that the proportionsof ¢ and phase space
had been correctly chosen, since the centre ol the plot is
spneitive to the amount of phase space, while the two pesks at
the extremities a.e sensitive to the amount of ¢,  The only
exception to this guod agreement was the p* »lot, which did not
give a very good fit (4%)¢2 probability on 6 degrees of freedom)
because of the poor agreement above p* = 160 MeV/c.
The small peak of seven events at p*> 200 MEV/b could be partly
explained by the fact that the non-K'K~ background. distribution
had not been subtracted, for reasuns previously explained.
From “he evidence of *he rejected events at 1620 MeV/c, about
1 event with p* > 200 MeV/c might be expected to be non-KK out
of the total of 72 events. Individual inapection of the T events
indicated 3 c¢f them were probably non-KK. Due to this effect,
and the poor statistics above p* = 160 MeV/c, it seemed

unreasonable to depart from the linearity assumption on the evidence
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of this distribution. Some clarification on the matter
came from further analysis, as will be described, and at
this stage the assumption of linearity was maintained.

Tio '€~ phase space events at 1620 MeV/c were produced
in mass and p* regions not investigated in the 1540 MeV/c run.
Therefore it was strictly necessary to assume that this
background was still phase-space-like at 1620 ieV/cj this
assumption; needing to be only loosely satisfied in the
1580 MeV/c data, tecame more critical here because of the
higher proporiion of phase space events at 1620 MeV/c.

From the agreement obtained above, there seemed no reason to
doubt this assumption; however, it was possible to perform
at Jeast partial checks on its validity, and this was done.
Boecause of the bias effect explained ahove; an almost pure
gample of kg™ background events could be obtained by choosing
ovents lyinz inside a 'gate' in the cos ©O% plot of

- 0,6 <cosg ¥< 0.,8. These events consisted mainly of
masses in the range 1030 - 1045 MeV/cz. The distributions of
29 such events woere found to agree well with the phase space
model. The total number of K+K"n events per pion inside the
gate also agreed well with the predicted number. More
gquantitatively, when a 'phase space yield curve! was constructed

from the data in the three lowest 1540 MeV/c channels, and
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from the cos @ * gate data at 1620 MeV/c (with all 4 p
channels combined t0 increase sta’bistics) s and the four points
so formed were fitted with the theoretical phase space yield
curve (allowing only the amplitude to vary), the best fit
gave an acceptable x2 probability of 18% (see Fig.T7.10).
This last test had the merit of being free of any uncertainties
due to tho presence of the ¢. |

For the background events in this mass range, at least,

the original assumption seemed justified.

7.3 Some other possibilities

Though the data analysed appeared consistent with the
model, other possibilities needed to be examined.

The combined data fzom the 1580 MeV/c and 1620 MeV/c runs
were used to further investigate the decay cosine distribution,
which might have yielded information on the exchange
mechanism cperating in the ¢ production process. As discussed
in Chapter 1, ¢ production through p exchange might lead to
a sinZG Q( form of distribution.

On examination of the 1580 MeV/c data, a fit of gin® O g
$o the cieca.y cosine distribution in fact gave a better fit than
tho isotropic model had done. However, at 1580 MeV/c there
was an unfavourable exporimental bias against events with

cos O g > 0.6, since these events had an associated slow kaon



152,
which tended to stop in the Cerenkov-E-~counier system.
This range of cos €5¢ was just that where differences betweon
a sin2 6¢rand isotropic distribution would be expected to show
up, so that the 1580 MeV/c data were not very sensitive to
this best. The bias could be ranoved to a large extont for a
certain sample of the 1620 Mev/c data, namely those events
which had M < 1030 MeV/02 (to give a 75% pure cample of {)
and where 0.8 < cos 8 ¥ < 1,0 (so that both kaons generally
had enough energy to pass through the Cerenkov-E-counter
system)s The gin® 6¢¢ hypothesis, tested on a sample of
29 such events, gave <-%% X? probability, compared with 45% for
the isotropic model, so taat fpr this particlar sample of ¢
at least (low A 2, 0.2-0.4 GeVQ/cz), the pure sin® 6¢
hypothesis could be rejected. (In fact, the inclusion of any
sin2 §] ¢ term in the fit, made the fit worse — the best fit
to this sample of a simple 1 + a sin2 5} ¢ model for the
decay cosine distribution gave a value for a = =0.5 + 0.5).
It seemed unlikely that the decay angular distridbution of
events not contained in this sample would be radically different
from that of those in the samplej; more coavincing evidence

(41)

supporting isotropy was supplied by the Hess results,
where the decay cosinc distridbution was found to be consisient
with isotropy and not with a sin2 €)¢ form under what appeared to

te less severc bilases than ours.
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In the subsequent analysis, the decay cosine was
therefore taken as being isotropically distributed.

The apparent more or less linear dependerce of the
vroduction cross—-section on p* also needed further examination.
Since, at p* > 100 MeV/c or so, the apparatus only collected ¢
which had been produced with cos & ¥ near 1 or -1, any positive
terms in powers of cos® 8% in the cos 8 ¥ distribution at
thess higher p*, for instance, were indistinguishable from a
cross—-section increasing faster than p* (e.ge o = Ap* + Bp*2)
here, It was possible that observed linearity was due o
2 cancellation of two such effects occurring in this p* region
€oZs & O = Ap¥ ~ Bp*2 production cross—section cancelling
with a 1 + bc052 9% form of angular distribution. Such
fortituous cancellation was unlikely, however. Also, if the
preseace of S and P waves only was assumed, any P-wave
producing‘ a cosge* term would have been expected to interfere
with the dominant S-wave, producing in general non-zero cos O *
terms.

Exemination of the data at 1580 MeV/c and 1620 MeV/c
revealed no serious anisotropy, however; a form of cos e¥

n
distribution 1 +acos ® * 4+ b cos® 6 fitted to the 1580 MeV/c

#
data gave a best fit 1-(0.07+0.10)cos 6% 4+ (0.20;1-_0.20)0,032 8 3
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aforml+acos B° fitted td the 1620 Mw/c ¢f data (in a
higher p range than the 1580 MeV/c data) gave a best fit

1 - (0.02 4 0.15) cos 6% (no cos® 0" term was necessary here
as it was equivalent to lsotropy).

T.4 Estimation of the proportionality constant A from the

yield curve

At this stage, the emperimental yield curve was used to make
an estimate of the proportionality constant A zoverning the ¢
production cross-section. The yield curve itself is very
model-dependent, but once the assumptions of the model have
been checked, as in this case, fitting theoretical ¢ and
phase space yield curves to the experimental yield curve,
allowing only the amounts of each to vary, is a useful way of
obtaining an accurate éstimate of A, since the method makes
good use of the available statistics, is convenient, and is
sensitive to the value to A (it does not include the smoothing
effects of the tn error and the kaon angle errors, encountered,
say, in the determination of A from a mass plot, though it is
true these errors have been used in fitting the events before
they reach the yield curve).

The preceding analysis indioated that the model was quite

consistent with the data, therefore the original fit of
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theoretical ¢ and phase space yield curves tc the experimental
curve still held good (see Fig.T.l)e Using this fit, the
best value for A was determined from the formula

A=1»X. -.701
F u '

Here AM is the value of the proportionality constant used in
the Monte Carlo programme (1 Wbarm/MeV/c), F is the
correction factor calculated in 6.7, and X is the 'best fit!
value of the proportion of experimental @ to Monte Carlo ¢,
obtained from the yield curve; in this case X was 1,69 x 1072
(+14%). Then

A = 0.28 + 0,07 Wbarn/ieV/c
This value assumed, however, that the caloculation of neutron
counter efficiency used (see 6.7) was correct. The error on
X was mainly statistical. The contributions to the error on
X due o tho error in the §f width, the T, eorrors desoribed in
section 6.4, the Monte Carlc errors of section 4.2,and the
error on the sgpread in beam momentum in a hodoscope channel,
were all small compared to the statistical error, The errnr in
the momentum spread could be made small as a result of the
calculations described in Appendix l.

However, the xz probability of the original fit to the

yield curve used to determine A was only 6%, on 10 degrees of
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freedom. No explanstion could be found for this other ‘han
statistical fluctuation. To see if the fit could be improved
using a model for the ¢ production cross-section of

2

*
o= Ap¥+BpC = 1 (kp* + ¥p 2) , a Monte Carlo yield curye
B

2 for the ¢ was generated, and a new fit to

with 7 oc p*
the yield curve attempted, this time with Y as an extra free
parameter. The best fit to this gave a X2 probability of
8% on § degrees of freedom. Ir the fit, X increased to
(2460 + 0.5) x 1072 |1 barn/MeV/c, and Y was —(1.040.5) x 10~
',Lba.rn/(MeV/c)ze Since tnere was negligible improvement in
the X2 probability using this more sophisticated model, and
since there seemed a no more ssnsitive way of examining the
p* dependence of ¢ from our data, the original simple linear
model was retained.

Uncertainties in the positions of the yield curve points
on tho p, axis due to the non-zero py, errors (derived and
explained in 6.4), were also found to have little effect on
the X2 value, since these errors were smaller than the
statistical errors, and were smallest at the most sensitive
parts of the curve.

In the previous experiment performed by our group, the

yield curve was used to place on upper limit on the width of the
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m meson in a manner described in (11, 13), by treating the
resonance width and the proportionality constant A as the only
unknown quantities in the model used, and adjusting the width
in the theoretical yield curve until the best f£it to the
experimental yield curve was obtained. The analysis of the
present expevriment wes carried out using a width of 4 + liMeV/b2
for the @, but an attempt was made to improve upon this
accuracy by subjecting the data to a similar analysis.
Unfortunately our results were not sensitive enough to do
this; we could only observe that nothing in our data
suggosted this width was unreasonable.

From the resuli of the analysis in section 6.4, it was
also possible to make an estimate of the {f mass. This was
tound to be 1018,6 + 2.5 MeV/cQ, the errovr coming from the
uncertainty in the absolute value of the central pﬁ momentum
of the 1580 MeV/c dataj this value is in good agreement with

the accepted value.

T.5 The experimental p* dependence of the @ production cross—

section
Figure 7.6 and Table 7.1 illustrate the actual experimental
*
dependence of the ¢ production cross-saction ¢ upon p .

This was unfolded from an experimental histogpram of the number
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of events per pion per 20 MeV/ec p bin as a function of p*,
constructed from all the data above ¢ threshold, by subtracting
from this higtogram a similar but theoretical histogram of
phase space data, and then comparing the resulting histogram with
a theoretical histogrem for the @, The proportions of ¢ aﬁd
phase space used in +the theoretical histograms were vaken
from the fit to the yield curve (using o o p*). Except at
the highest p* points, where the background subtraction
orrors became comparable, the errors were mainly statistical
(the 18% error on the constant factor F has been included).
Since each D bin of ths theoretical § plot had a value of ©
assuciated with it ( 0 = Ap*); comparison of theoretical and
experimental numbers in the same p* bin gave a value for the ex-
porincntal cross-section at that p*- Strictly speaking,
the resolution of the apparatus should have heen removed from
poth the theoretical and experimental curves before the
comparison was made, but it turned out that the resolution
had hardly any effsct, so this step was omitted. Due to
poor statistics, the data above p* = 160 MeV/c was grouped
under a single point. The solid straight line ropresents the

slope 0,28 W barn /MeV/c for comparison.
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Table 7.1

- s 4

p*(MeV/c) at centre ; ¢ production Total error |
of 20 MeV/c Dbin cross—-section ( X barn)
. ( pparn) . a
30 4.7 + 3.8
50 17.4 + 5.0
70 24.1 + 5T
90 25.8 Lt 7.l
110 31,2 + 10.3
130 30,0 + 10.8
150 52.8 £ 1741
190 33.8 | + 17,0

7.6 Comparison and discussion

The first indication of ¢ production in & ~p interactions
camr. from Lee et alo,(42) who studied the reaction
xp—> % DK K at 3.5 GeV/c, and produced an upper limit
for the ratio

( = p —> Wp@) <« 0.012
( x'p — T paw)

at that energy. .

Abolins et alp(43) havs investigated @ production in the
charge symmetric reaction 7 — 9! P at beam momenta < 2;3 GeV/c,
using a deuterium bubble chamber. On the basis of 38 events

(¢ —> KK~ or K:CL)KS )y containing an estimated 20% unsubtracted



161.

backgroui;d; they found a ¢4 production angular distribution
consistent with being isotropic, but do not show decay
distributions.

The experiment of Hess et al.(41) seems to be the only
provious study of the reaction % p-—> ®n. They investigated
K p =—>KX'¥ n in a hydrogen bubble chamber st beam momenta
< 2.3 GeV/c , over a somewhat larger _A2(n) range than ours.
Their results are summarized in Fig.7.7, and in general
compare well with ours. The production cosine ( A 2 distribution),
decay cosine, and Y'reiman-Yang angle for 42 evonts in the mass
range 1005—1035 Mev/c2 wore all consistent with isotropic
production and decay (though they say a botter fit to the decay
cosine disfribution was obtained when linear and quadratic
terms were included). They did not, however, observe the
sin26 ¢ %orm of decay cosino distribution that might be expected
from ¢ production through p exchange, but point out that it has
been shown that absorptive effects could modify this distribution
significantly.(44) For our results, it is possible that the
absorption model would not be applicable because of the low
beam momentum, which limits the number of partial waves produced.

Hess observes that his production and decay distributions

are similar to those reported by Kraemer et al.(45) for
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7c+n ~>0p at 1.25 GeV/c. Kraemer et al. also do not find a
decay cosine distribution of a sin26 ¢ form ( p exchange is
the only single meson exchange allowed in the latter reaction
also). Liu and Singer,(46) in a study of K-> w P near
threshold, have shown tha+ important contributions to this
production process might be expscted from a nucleon pole
diagram . It is possible that a similar explanation for ¢
production just aoove threshold might be correct.

The results of Hess on the p* dependence of the @
production cross—section have been combined witk ours in
Fig. 7.8. Tne only Fess point to lie within our p* range
(20-20C MeV/c) does not appear incompatible with our results.
On the basis of 14 §—>K'K~ events, Abclins et al. quote a
d production cross—section of 23410 Kbarn, but this has been
averaged over the p* range 0-650 MeV/c.

Cross sections for Rn-»wp and =« p—>Pn may be
related through SU(S) and charge symmetry. Hess et al.
have compured their data with the available data on
x> wp.(49947) This is illustrated in Fig.7.9. (teken
from ref.(41)). They find vhat the energy dependences
correspond roughly when the ordinate for =« p ->¢n is increased

(42,48,18)

by~ 50 (they observe that other experiments suggest

the ratio of cross-sections for
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xp > 0N and ®p > @¥ T is ~ 70). The
agreement seems somewhat worse if our points are included

in the comparison, however; there is some hint that the peak
in the cross-soction for ﬂt—b-b ¢h occurs at a lower p*
value than that for ﬂ4h,—9 Wp « The ordinate for our data
must be increased by ~ 20 to correspond to the initial rise
of tho Xraemer data. (Inclusion of the more recent
xtn - w p data of Abolins et al.(43) into the Hess curve

does not alter these conclusions significartly).

7.7 KX~ backercund analysis

This last section describes attempts made to find a non-
phase—space-like structure in the K'K~ background, This had
proviously been treated quite successfully using a phase space
model, deviations from the model having heen considered small
enough t0 be reglected in the ¢ analysis.

As stated in Chapter 1, there is evidence of a broad
enhancewent in the Kng mass spectrum just above threshold,
which should also appear in the K'K~ mode. Some observers,(4l’24)
working near our energy, have explained this using a one-pion-—
exchange model  with strong S-wave scattoring in the KK system.
Chew and Low(49) have shovm that the double~-differential cross-

2 2

section for this is dominated in the limit A =~ —» —M% by
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+the ferm
o 2
d f . A -
dA dM2= hd qut . 5 00(7:7[-"} ICK) 0007.2
2% 2. 2 2.2
L (4% +u ")

where M is the effective mass of the KK system, £ is the ® -N
coupling constant (xé% for 7 exchange), k x (or KK) is
the momentum of either pion (or either kaon) in the X c.m.
system, 3 is tho beam momentumy, and o (7Ax —> KK) is
the KK production cross-section at energy M.

Using the zero effective range approximation and taking
into account only the channels KKe> KX and KK «—>%R
the S-wave KK procuction cross-gection for pure I = 0 initial

and final states can be written as ~

00(7E7E — KK) = 45 k'.K 2b0 aee To3

kgl (14 be)? + okl

vhere Ao =a_ + i'bo is the I = 0, S wave, KK scattering length.
Taking into account the isotopic composition of +the initial
x = ' state, and saying (from the final charge state) that

half the events will load bo the KK~ statel?°), we obtains

ol xt——sx%) = 1.1. o, ( 7m — KK)  eee Tod
3 2

Mexandor ot al.(?4) found an adequate £it o their data using
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A=+ (4 to 6) + (~1.0) fermi, and Hess et al.(4l)(using no
form factor) obtained adequate fits with 4 = +(1.5 to 10) +
(~i.0) fermi also.

Other exparimenters,(Sl)however, (chiefly working at
higher energies), have explained the enhancement in terms of an
S-wave Breit-Wigner resonance (IG(JP) = 07(0%)) of mass near
1050 MeV/bz, and width ~ 50 MeV/bz,(this has been called the
S* meson.

An attempt was made to analyse our background data in terms
of both models (though the one-pion-exchange mechanism may not
be dominant so near threshold) to see which model gave a better
description of the data. The available data were hecessarily
rather scanty since the mass range covered wae so small, and the
background was swamped by ¢ over much of the range. Quantitative
comparison was made with a yield curve comprised of the yields in
the three lowest momentum channels at 1540 MeV/c, and the yield
in the 1620 MeV/c cos 6* gate (summed ovor all 4 B channels to
incroasc statistics). This data contained vory little ¢. Monte
Carlo yield curves wero generated for the case of both the
regsonance and scattering length models. For the latter, the value
of ao was Tixed at 5 fermi, and bo was left as a parameter to be
determined from the fit (the fit was not very sensitive to small

changes in a_ about the 5 fermi value). The Monte Carlo
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yield curves showed that the scattering length model had the
effect of raising the 1540 MeV/c group of points relative tq

the 1620 MeV/c point, compared to the phase space curve, while
the roesonance model produced the opposite effsct (see Fig.7.10).
Thue simple deviations from phase spacs could be Qescribed using
a mixture of one of these models and phase space (this is
irrespective of whether or not the models had physical
significance).

In the fitting process, the background was treated as a
mixture of enhancement and phase spaces that this was fair was
borne out by the results of Hess (the solid curve of Fig.7.7(a) is
40% ¢, 40% phase space, and 20% enhancement due to a large
scattoring length), and also by the results of fite to the data
of a pure scattering length model (8% x? probability) and a
pure rosonance model (4% x? probability), compared to ar 18%

Xa probability for a pure phase space yield curve (all these
on 3 degrees of freedom). The mixturc was then fitted to the
background yield curve. If the enhancemont was treated as
veing due to a large scettering length, the best fit for the
mixture had a X° probability of 14% on 2 degrees of freedom,
with tho best value of b = 0,15 4 0.20 fermi. This was

consigtent with previous resulis. If the enhancement was
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treated as a resonance, the X? probability was still 14% on
2 degrees of freedom, but the value of the parameter A
governing the (assumed O = Ap*) resonance production cross-
section was A = —-0.14 + 0.21 W barn/MeV/c i.e. though the
error was consistent with a positive value for A, the fit had
tried to subtract the resonance from the phase space. The
most aocurate measurement near our p* range (that of Hoss ),
would indicate a cross section for the enhancement in the
K'K” mode of ~15 y bam at p_ = 1.8-2.2 GeV/c (this assumes

0 pp(K'K7)/0 op(KjK7) = 2, from the final | KR> charge state,
but neglects differences in Q values). Both fits tried to
raise the 1540 MeV/c theoretical points and lower the
1620 MeV/c point, compared to the phase space theoretical points.

Little information regarding the validity of the assumptions

about the angular distributions made ~ in the models describing
the enhancement part of the mixture could be cbtained from the
experimental angular distributions, though no inconsistoncies
were apparent. At 1540 MeV/c, the A 2 range was 80 small that
the cos 6* distributions predicted by the models wers almost
isotropic (and quite consistent with the data), and at 1620 MeV/c
the ¢ dominated the distributions. The decay distributions for
the S—-wave enhancement could be expected to be isotropic, and

therefore compatible with the observed distributions.
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We could only conclude that the XK background in our
data was adequately represented by a phase space model.
However, it was possible that some enhancement was also presents
of the two (assumed applicable) models proposed to describe
this enhancement, the strong S-wave KX scattering model was
favoured, though we could not reject the possibility of

roesonance formation.



APPENDIX 1

The Momentum Distribution in a Hodoscope Channel

It turned out that a knowledge of the momentum distribution
in a particular hodoscope channel (i.e. the relative yield of
particles in the chaunel as a function of their momentum)
wvas of importaunce in any analysis of the experimental results.
Consequently, calculations were made, using the IPSO FACTO
programme, to determine what form deviations from a simple
'ideal! model could takes In this 'ideal' model, the
assumptions made could be grouped into two categories. It
was assumed -

a) the G-counters and their corresponding H-counters in a particular
hodoscope channel, were at conjugate points of the triplet

lens system for all momenta (i.e. no chromatic aberration):

‘the G-counters were exactly matched in size (horizontally, by

the triplet magnification) to the corresponding H-counters:

BMZ was a perfect bending magnet.

b) all the G-counters in the channel emitted particles of all
momenta uniformly and isotropically across their surface.

In this ideal case, the momentum distribution would have
had the shape of an isoceles triangle, whose full width at half

height (FWHH) would have been determined only by BM2 dispersion,
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and the width of the hodoscope countérs. For our arrargement,
the FWHH of the triangle would have been 0.5% in momentum,
with 0.5% momentum separation between the peaks of neighbouring
channels.

In practice, many effects upset these assumptions, Factors
affecting the assumptions in group (a) arose physically along
the beam line after the G-counters. Thus the chief of these
socemed to bo (1) chromatic aberration in the triplet; (2)
errors in the values of the triplet currents for a horizontal
focus at the hydrogen target, mainly arising from the
*floating wire' calibration (called triplet current mis-setting);
(3) other triplet aberrations; (4) staggering of the G- and
H-countors along the beam éxis; (5) scattering of boam
particles in the S, counter (see Fig.3.1) and in the air
between BM2 and the H~counters; and (6) non—uniformity of the
flux linkage along the various paths allowed for particles
traversing BM2, which would cause some particles t0 bend more
or less than others of tho same momentum, depending on which
part of the magnet they traversed.

Factors affecting the (b) assumption arose before the
G-counters. The most important of them was that (7) the

horizontal width of the image of the target for one momentum
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at the G's (2.5 om) was not large compared with the widtl of
the individual G-counters (0.8 cm). Thus the outside G-counter
¢ (+2) (Fig.2.5). in chamnel 6 was only partly illuminated by
the image of P, particles, and, because of the momentum
dispersion at the G's, even less (and eventually never)
illuminated by imagss of higher momenta, so that the G (+2)
H (~2) momontum distribution was strongly biased towards lower
momenta, comparsd with the more or less fully illuminated inner
GH combinations. This bias was balanced by an opposite bias
from ¢ (-2) H (+2), caused by the same effect, so that tne
summed distribution in channel 6 was not strongly biased, but
ro such compensation occurred in the outer hodoscope channels.
A possible conseguence of the finite image width was that
(8) tﬁe momentum distribution might have changed if BM1,
normally optimized by equalizing the counting rates in
hodogcope channels 5 and T on either side of the central channel,
had been mis-set. In this case, G (~1), ¢ (+1), G (+2),
might have received all the P, image, and G (-2) none at all.
Again, for the small change of this example, a compensating
effect would have occurred, since G (+2) would Lave got more P,
particles while ¢ (-2) got less; Dbut there should be less

compensation for larger changes, or in outer hodoscope channels.



176.

Lastly, (9), the machine target might not have bcen
uniformly illuminated with protons over its horizontal width,
in which ocase the pion illumination would have varied over the
width of the target image. Factors such as chromatic
aberration or misfocus of the doublet, machine field
aberrations, and shift of target image during the pulse due to
the machine field increasing slightly over the pulse length
(a few mm's, at the G-counters), would serve chiefly to smear
out the monochromatic images at the G—-counters, and would
thoreby tend to satisfy assumption (b) more.

In thé calculations; the central momentum was assumed to be
exactly fixed by the BM2 current. This would not be true in
practice, due to BM2 hysteresis and calibration orrorsj
however, any error in the central mcmentum due to 'misdefinition!
by BM2 can be regarded as equivalent to a current mis-setting
in all other beam-line clements, and has been so treated here,
This mis-getting was in fact small compared to mis-soettings
due to other causes.

IPSO FACTO calculations were made first on the ‘correct!
beam, which was defined as having only tho assumption-violating
factors (1), (7), and doublet chromatic sberration, present in

its TFurther calculations were then made, in which the factors
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(2), (8), (9); were included, ecparately, in the 'correct' beam.
The momentum distributions obtained were approximated to
isoceles triangles, because deviations from this shape were
generally small, and the shape was convenient mathematically
for the experimental analysis. The free parameters for the
'fit' (by eye) of the triangle were its FWHH (& ), and its
position on the momentum scale (C). Calculations were made for
the central channel (channel 6), and for the extreme channel
used in the experiment (channel 4).

For triplet current mis-setting, Qs and Q5 currents
wore reduced by 1%, and Q4 current raised by 1%, so that
the triplet underfccussed horizontally. A change of ~:3%
in Q4 current alone, would produce the same shift of the
horizontal focus vosition. From the floating wire results,
the r.m.s. orror in the Q4 current value for the focus was
+ 0.6%. Howover, it was possible to regard the effect of
factors (3), (4), (5), (6) as being equivalent to a small 4
current mis-setting., Factors (3)-(6) produced a finite
imege size at the H-countoers, of a point oﬁject at the G--counterss
this could be related to a change in @4 current by finding the
Q4 current change (from the focus conditicn) that caused the

seme horizontal image size., By this method, the cffect of (5)
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was found to be equivalent to an 0.8% change in @4 curreat, the
effect of (4) equivalent to an 0.6% change, and the combined
effect of (3) and (6) equivalent to an 0.5% change. The
combined effect of (3) and (6) was found by examining the
imege sizes obtained during the floating-wire measurements.

If all these effects were added quadratically, the nett
equivalent Q4 current mis-setting was 1.3%; +this particular
oxample was therefore a 2-2.5 standard deviation one.

For BM1 mis-setting, BM1 field was decreased 1%; a
larger decrezse would probably have been noticed during the
data~taking, since the hodoscope channel counting rates were
monitored to some extent.

For non—uniform proton illumination, the proton intensity
distribution along the horizontal axis was assumed to be
a gaussian intensity distribution of standard deviation 0.8 cm,
centred 0.8 cm from the target centre. The intensity
distribution along the vertical axis was taken as uniform.

This was probably rather an cxtreme case of non-uniform illumin-
ation, consideroed owing to the difficulty of estimating the
magnitude of non-uniformity, and the numbers ccme from the
crude assumption that the protons are nornally distributed

acrosg a proton beam about 3 cm wide, with the target situated

where the intensity variation is a maximum.
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The distributions ovtainod are shown in Figs. Al.l and
Al.2, It can be soen that, for the 'correct! beam, channel
6 had the FWHH & of the ideal model ( 6 = 0.5 + 0.02%), while
channel 4 was ~ 8% wider ( & = 0.54 + 0.02%). Factors
(2)-(6) inclusive, treated as described above, caused a
widening of 843% in chamnel 6 ( & = 0,54 + 0.015%), and
4 + 3% (and ~5% shift) in channel 4 ( & = 0.56 + 0.015%)
(this assumes linearity for small changes in Q4 current).
However, the non-uniform target illumination, and the 1%
BMl mis-setting, caused hardly any widening in either channel.
It was assumed that these conclusions would not be affected if
the above changes were made in the opposite diroction.

As a rvesult of this analysis, a value for the FWHH of
0.55 i;O¢O2% wag chosen for use in the experimental analysis.
This was considered a rcasonable compromise for ths four

hodoscope charnnels concerned.
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Fig.A1.2.: Channel 4
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APPENDIX 2

The Method of Least Squares

This appendix describes the mathematics of the method of
least squares used in the kinematic fitting programe. A more
detailed account is to be found in reference \32). Matrix
notations are used throughout. We first define some
variables -~
m = matrix of measured variables: +the superscript o

refers to unfitted quantities.

X = matrix of unknown variables.

f(xy,m) = matrix of constraeint eguations (f(x,m) = 0).

G;l = error matrix of measured variablesj (G;l)ii is the
variance of the element m, , and (G;]')ij (i45) is
the covariance of elements ny and ma .

a = matrix of Lagrangian multipliers.

£ =  f(x,m)/om

£ = f(x,m)/dx

The method of least sqguares is based on the assumption of
normally distributed variables and states hat the best set of
varigables is that for which the funcition

'xz = (m - mo)T Gm(m - %) (T = matrix transpose)
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has 2 niininnm, and where t_hé varisbles fulfil the equations
f(xm) = O
The method of Lagrangian multipliers is usually used to
perform the minimisation; the expression to be minimised is
then —

xz (myxy0 ) = (m- mo)T Gm(m - n°) + 207 £x,m)  a..A2.1

which means the following set of equations has to be solved -

o - 2 ((-n®)o + alg ) =0 ..a22
om

, ) o .

X = 20 £, = 0 oes A2.3
ox

.-QL?. = 2 f (x,m) = 0 eve A2.4
oo

The constraint equations are in general non-linear, so that
the calculations given below must be repeated to give |
successively better solutions, until the equations A2.2-4

are satisfled within certain spscified limits. A superscript
V means that this value has been derived in the V-th iteration.
Assume that we have passed the V-th iterative step and have to
go at least one step more. From £2.2 we have -

ot g o gl PV g W vee A2.5
m m

The constraint equations can be expanded in the following way -
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fv + fz (mv+1 - mv) <+ fz (Xv+l — xv) = 0 0en A2@6
.. . V+1 .
Eliminating m from A2.5, A2.6, and putting
vV ~1 VT

S = f m Gm fm oo A207

R = fv o+ fg (mo - mv) LY X ] .A-208
we obtain

Uav+1 = S-l ( R + fz (Lv+l - xv)) ese A299
We introduce av+1 into equation A2,3, and find
Xv+1 = Iv g (fVKP S-l fv)—l 2 fVT . S_l « R oee .A2.10,
X X b

From the new set of xy+l values we calculate (1V+1 ’

V+1

fron A2.9, and then m ; from A2.5. Then

2 V+14T V+l v
X e ((],+) (R'l' fx(x+“3)) ses A2,11

The iterative prccess then continues until the chosen criteria

are satisfied,

Calculation of errors

From equations A2.5, A2.8, 42,9, A2,10 above, we see that

V+1

mv+1 and x can be expressed as explicit functions of n° ,

We can linearize these equations and write -~
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mV+1 - g (mO)
eos A2.12

=+ Ly (mo)

The srror matrices are then obtained from the formulae -

-1 V41 —1 T '

e Qg_o e ggo cee A2.13
dm dm

n Y N S e 42,14
am° am®

and the correlation between measured and uwmeasured variables
from

1 T

V+ ~1
C(mX) = go Gm l g-h‘o oo A2015
dm dm

The two derivatives needed above, dg/dm® and dh/am® are

obtained in the following way -

dm
= 1t gt (B o+ % 4 (x e x)
dmo dmo
= 1= G‘lm f:: g7t ( d_Ro - £ (f'f: st fx)"l ffc st @0 )
dm dm
= 1= G—lm fxrfx 5™ ( Ty - fx (f?: S_l fx)_l £ S—l fn ) cee A2.16
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T ~1 . -1 T ~1 -
dh = (£8 fx) £8 T £ ese A2,17
dmo

Introducing these expressions into A2.13-15, and simplifying,

wo obtain -~

-1
Vel 1 =1 T ~1 -1 ~1.T -1 -1 . \-1

G, =G -G f 8 f GG T S fx(fxs fx)

T ~1 ~1

£L8T £ G oo A2.18
“lya L O R
G_ = (£5 s ) cee £2.19
Vil -1 7 -1 P ~1 , y-1
n . - -
O(nx) CTf ST f (fxs fx) 000 A2.20

One can see from equation A2.18 that the errors in the
measured quantities are reduced in the least squares solution,
and that there are correlations between fitted variables even
when the measured gquantities are uncorrelated,

It is also worth noting that, if the matrix of corrections

to0 the fitted variables ¢ is introduced -

éV#l - ﬁV+1_ ° - - G—l fﬁv alv4l
we can define -
vl = 2 o |ac \T
amO ;5‘50
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-1
Gc V+l is the error matrix of corrections to the m

and this must satisfy the relation -

Gle+1 _ gl e e
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