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ABSTRACT  

An account is presented of an experiment performed to 

study the production of the 0 meson in the reaction 

+ p----> le + K + n at beam momenta just above the ff 

threshold. The experiment was performed as part of a series 

of experiments designed to investigate the electron—positron 

dew mode of the isoscalar vector mesons. 

A description of the apparatus and its performance, and 

of the techniques of analysis employed, is given. The detection 

of the three final state particles and the beam pion was 

achieved using an arrangement of scintillation counters, 

Cemnkov counters, and spark chambers. In the mode employed, 

the system was capable of a high etc—  effective mass resolution 

and a high collection efficiency. The cystem supplied enoagh 

information to allow the complete reconstruction of each event 

via geometry and kinematics analysis programmes. 

The experimental distributions of the variables used to 

parametrize the events were compared with corresponding theoretical 

distributions generated by Monte Carlo methods according to a 

specific model. The experimental distributions were compiled 

from 	250 events of the type 7t —p-->K+K—n having 1(4.K 

effective masses in the range 986-1050 MeV/o2. 
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The analysis indicated that production dominated the 

KtKn signal produced with X+K masses in the mass region 

of the 0 meson at the beam momenta considered. The results 

support the hypothesis of isotropic production and decay of the 

0 meson just above threshold, with a 0 production cross—section 

proportional to the centre of mass final state momentum here. 

Some discussion of the K4K— mass spectrum away from the 

0 mass region is also included° 
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PREFACE 

The experiment described in this thesis was performed 

at the Rutherford Laboratory proton synchrotron Nimrod during 

1966 by the Imperial College Spark Chamber/Counter Group in 

collaboration with a small team from the Rutherford Laboratory. 

The experiment naturally involved the work of many people, and, 

though I have tried to present a complete account of the 

experiment, I have dwelt mainly on those aspects of it with 

which I was most concerned. This explains the emphasis laid, 

in the thesis, on the design of the beam, the kinematic fitting 

programme, the scanning and measuring of the events, and the 

experimental analysis, and, on the other hand, the relatively 

bri6f consideration of the electronic logic system and the 

problems relating to it. 

ti 



CHAPTER 1  

INTRODUCTION 

1.1 	The experiment as part of a series  

This thesis describes one experiment in a series of 

experiments carried out at the Rutherford Laboratory proton 

synchrotron 'Nimrod'by the Imperial College Counter Group and 

its collaborators, during the period 1963-1967. The series 

consisted primarily of a study of the electron-positron decay 

modes of the isosceles vector mesons to°  and 0°. It can be 

sub-divided as follows. 

1. A study of the production of se-mesons in the reaction 

7C 	p —>co+ n near threshold , and a measurement of the • 

branching ratio (A)0-- e+  + e . 

2.(a) A study of the reaction f + 	K+  + K + n near 

threshold, in order to investigate the production of 0°  mesons 

in this energy region using a negative pion beam. ( 0°-÷ K++ K-

is the dominant 0°  decay channel). 

(b) A measurement of the branching ratio 00-> e++ e-  using 0°  

mesonsproduced in the reaction 77 + p -40°  + n. 

This thesis describes the experiment listed as 2(a) above i.e. 

0 production in 7c p interactions near threshold. Although the 
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experiment can be considered as a separate entity, and discussed 

outside the context of the series, the basic reason for doing the 

experiment was to obtain information necessary for the rest of the 

series, and the experimental procedure adopted was strongly biased 

towards this end. Therefore it is within the framework of the series 

that the experiment is treated here. In accordance with this way 

of thinking, the chief theoretical arguments motivating such a study 

of these rare leptonic decay modes, are set out in summary form below. 

Points of theoretical interest that the individual experiment might 

clarify are discussed later. 

1.2 Theoretical motivations for a study of the leptonic decay modes 

of the neutral vector mesons  

The chief theoretical motivations for investigation of the 

leptonic decay modes of the neutral vector mesons seem at present 

to be as follows (see also ref.(1)): (a) this study would provide 

a method of measuring the vector meson-photon coupling strength in the 

region of large time-like momentum transfer, so that present 

knowledge of the nucleon structure could be enlarged; (b) as far as 

the isoscalar vector mesons W and 9i are concerned a measurement of 

their coupling to the photon can be related to the subject of 

w 4 mixing on the SU3  symmetry scheme, and would allow a test of 
the various models proposed to represent the SU3  symmetry-breaking 

interaction which causes the mixing; (c) such a study might provide 
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a valuable test of the validity of quantum electrodynamics; 

(d) the study would also test the concept of A-parity. 

(a) The suggestion by Yukawa in 1935 that mesons could account 

for nuclear forces implied the existence of a meson cloud around 

the proton that would extend out to a distance of about a masonic 

Compton wavelength. Direct measurement of the meson charge radius 

by electron-proton scattering studies showed that the charge 

distributions were too narrow to be explained. by the interaction 

of a single pion, however. This led to the proposal that the 

existence of hypothetical mesons whose mass was greater than that 

of the pion could provide an explanation of the observed structure, 

and soon afterwards the presently known vector mesons p I CO y 0 

were discovered. It has become popular(2) to try to explain the 

nucleon form factors in terms of the vector mesons with the same 

quantum numbers as the gamma ray. Figure 1.1 shows the proposed 

Feynmcn diagrams for electron(muon)-proton scattering and nucleon-

antinucleon annihilation into lepton-antilepton pairs. Since isotopic 

spin is a good quantum number for the vector mesons, it is assumed 

that the isovector and isoscalar form factors can be expressed in 

terms of the isovector and isoscalar vector mesons. Thus it is 

assumed for example that the isoscalar form factor GB  is of the form: 



vector meson 

Fig. 1.1. .  
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GQ  = a 
g V . 2111 	M.2 . 	. 	 

7 r 	2 2 vi 	mi  -qi 

0000 1.1 

Here M. is the mass of the i-th isoscalar vector meson, 

gv. is the coupling strength of this meson to the nucleons, v.nn 

and. ql is its squared momentum transfer. In practice the 

behaviour of Gs can be described using just the known mesons w 

and 0'.(3)  The constant 	is a measure of the coupling of vi  

the vector meson to the gamma ray. It can be determined by 

measuring the decay rate of the vector meson into lepton pairs. 

This occurs via a virtual photon (see Fig.1.1), i.e. 

2 -a  mi  4 
(V-4, 1+  + 1-) :3. 	YV1 	+ order ofl 

X i  12 	4 	
1 1.2 

v 

(a. is the fine structure constant). This information would make 

it possible to determine the vector meson-nucleon coupling 

constants, by fitting equation 1.1 to the form factors known, say, 

from electron-proton scattering experiments. These coupling 

constants could then be compared with estimates from strong 

interaction experiments. 

b) 	The concept of w .4 mixing in the 8U3  symmetry scheme was invoked 
to explain the apparent failure of the Gellman-OkUbo mass formula 

to predict the mass of the I = 0 member of the vector meson 

octet.(4)  This was predicted to lie at 930 MaV/C2, 150 MsV/c2  

above the to o 
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mass, and 90 LleVic2 below the 9' mass. This anomaly was explained 

by postulating that SU3  was an exact symmetry only for the very 

strong interactions, and was broken by the so-called semi-strong 

interactions. The SU3breaking interaction was then supposed to 

cause a mixing of the 2 - 0 octet component (4r 87  mass m8) and 

the vector singlet state (IV1' mass ml; to form the physical 

states wand 9e These physical states were expressed as linear 

combinations of the octet and singlet states. 

to . cos 0 Olf + sin e• if 8  
... 1.3 

-sin e elif + cos 8 . 1118  

where 0 was defined as the mixing angle. Dashan and Sharp(5) 

proposed that the mass operator in the I = Y 0 subspace spanned 

by lit)! if 8 was given by a matrix of the form 

 

 

*811.11* 8 	*du 
111 ifu i if 8 	if, Ili 1*, 

  

  

... 1.4 

   

They attributed the failure of the Okubo mass formula to its taking 

into account only the diagonal elements of this mass matrix. They 

then assumed the diagonal element ifEbdif 8 	gave the mass 

predicted by the Okubo mass formula for the I = 0 octet member; 

using this, and the physical masses of pc arid a) p they obtained a 

value of + 40°  for the mixing angle. 
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An experimental check of this result was possible by making 

an independent determination of the octet and singlet parts of the 

physical particles. This was possible because the photon cannot 

couple directly to the singlet state, whereas it is allowed to 

couple to the octet state. On the Dashen-Sharp scheme, the state 

*8  was supposed coupled to the conserved hypercharge current with 

strength f ; the photon was coupled to this current with strength 

The coupling ofw and cgr to the photon could then be represented 

as 

Yo.) = -sin e of . e . 
Y vi 

2 
s Y -cose .f. e m0

2 
Y 7 

... 1.5 

Determination of r ( w 	1+  1-) and r (OH-4.1+  + 1) would 

therefore give a value for e and f (see equation 1.2), and thus 

allow a test of the model used to represent the symmetry-breaking 

interaction. 

This model is not unique, and several authors have proposed 

others.(6)(7)These models seem to fall into two types. The first 

type assumes the SU
3 
symmetry-breaking effects are due to non-zero 

off-diagonal matrix elements in the 'bare' mass matrix Mo  between 

*1  and *8, and is called a 'mass-mixing' model(7)(e.g. the Dashen-

Sharp model). The second type assumes the bare mass matrix- 16 0  

operator terms. This type has been called a 'current mixing' model.(7) 

is diagonal, but the SU3  symmetry is broken by certain current 
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The important point is that the validity of each model can be tested 

by a measurement of the above decay widths. The higher 

symmetries which evolved from SU3  (SU(6), U(12)), went further 

than SU3, and were able to predict a value for (3 without invoking 

any model. Such a measurement would also test these theories. 

(c) 	Investigation of these leptonic decay modes might also give 

valuable information about the limits of validity of present-day 

quantum electrodynamics and/or the possible non-electromagnetic 

structure of the muon.
(8 2) Quantum electrodynamics regards the 

electron and muon as being identical in their interactions, the 

only difference between them being one of mass. These leptonic 

decays occur in the region of large time-like momentum transfer, 

which makes them especially valuable since they test the theory at 

small distances, where deviations from the theory seem most likely, 

and where relatively few corroborative experiments have been 

performed. If the electron and muon are treated as Dirac 

particles, we get from equation 1.2 

= 	(v 	M:) 	1 	... 1.6 

(v-+© e-) 

the small difference from unity being due to the additional phase 

space for the electron decay. This assumes the vertices free 

and ,nag  have identical properties at c.m.s. lepton energies - mv. 
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However, if, for exawple, the muan were to have some anomalous 

interaction, the ratio Rv  might be very different from unity.(9)  

(d) The measurement would also be expected to throw light on 

the concept of A-parity, formulated by Bronzan and Low(10)  in 1963 

to explain some anomalies in boson interactions, in particular the 

long 7c°  lifetime, the Yibranching ratios, and the low rate of 

+.n . They suggested a multiplicative quantum number, 

1 A.-parity' non-conservation of which would reduce a transition 

rate by a factor of -100. Unathbiguous assignments of A to 7t , 

, (-) and to IP, p , ci (+) could be made on the basis of 

observed rates. The relatively fast cA)-4•37c 	8 -:eV partial width, 

implied A = -1 for the (0. This would inhibit by a factor of about 

100, the anevertex, but allow the vfy vertex, thus suppressing the 

leptonic decay mode of the co relative to that of the 14. 

1.3 	Principles of the apparatus  

(For a more detailed account of this topic, see Ref.(11)). 

The reaction studied in our experiments (12,13) 
is  

ic 	
p 	z

o 
 + n 	0.0 1.7 

Here zo describes a particle, or system of particles, having a 

nett charge (Q), baryon number (B) and strangeness (S) of zero, 

and with allowed values of total, isospin of 0, 1, 2. Since 

Q. S = B = 0, the z0  system also has observable eigenvalues of 

the charge conjugation (C) and a-parity operators. 
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In our experiments, negative pions of known momentum and 

direction are allowed to interact in a hydrogen target. Neutrons 

produced in the above reaction are detected. by neutron counters 

placed downstream of the hydrogen target (see figure 102),Anti- 

-coincidence counters placed in front of the neutron counters 

veto charged particle triggers. The time of flight of the 

neutron between the target and the neutron counter it entered is 

measured, thus giving the momentum of the neutron; the direction 

of the neutron is also measured, this being fixed within certain 

limits by the dimensions and position of the neutron counter 

concerned. 

The effective mass of the zo system is given by 

M,
2 
= 	Mp E)

2 
~ (per - -13n)

2 
0.. 108 

where the quantities E1, Mi, pi are respectively the energy, mass 

and momentum of the particle i , all measured in the laboratory 

frame, where the proton is considered at rest. 

This becomes 

2 
z (E~ + lap - En)

2 	
PR 
2 
- pn2 2137c pn 

cos0 n 	1.9 

Here 6TH is the angle between neutron and pion. It can be seen 

that measurement of the momentum vectors of the pion and the neutron, 

as described above, thus leads directly to a measurement of Mz. 

This method of measuring Mz is known as the 'missing-mass' method, 



scintillator 

neutr°11  
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Fig. 1 . 2. Basic apparatus  
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since V
Z 

can be evaluated without making measurements on the constit- 

uent particles of the z°  system. The missing-mass method is a powerful 

yet relatively simple way of looking for new particles and 

resonances in the mass spectrum of the z°  system, as has been 

adequately demonstrated by the experiments of Maglic et al.(14) 

at CERN. It has the advantage that only one particle in the final 

state has to be detected and have its momentum measured, and it 

is thus very well suited to counter and spark chamber systems 

(which in turn allow for high precision experiments). A 

disadvantage in practice is that the data obtained often suffer 

strong experimental biases, and this makes it difficult to extract 

total cross-sections and angular distributions. 

The missing-mass method is to be contrasted with the effective 

mass method of searching for unstable particles, in which the mass 

of the zo system is determined from measurements made on its decay 

products. This is, however, usually difficult to do with a spark 

ohamber/counter arrangement if there are more than two particles 

in the final state, and the technique is mainly used in bubble 

chamber experiments (an exception is the large magnetic spark chamber 

system). 

In our experiments we study resonance production near the reaction 

threshold. In order to do this, six neutron counters of cylindriotl 

shape are arranged symmetrically about the beam axis, downstream 
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of the hydrogen target, in the manner shown in Fig.1.2. This 

allows collection of neutrons with angles of,- 2-6°  to the beam 

axis in the laboratory, the exact angular range covered 

depending on the neutron flight path (L) employed; this 

arrangement also gives almost complete azimuthal coverage. 

There are two main advantages of working in the threshold 

region. Firstly, it is possible to obtain good mass resolution 

for the zo system in this region, obviously desirable when 

studying narrow resonances such as the 9/ and w mesons. That 

this is so can be seen by examining the partial derivatives of 

equation 1.9. 

amz2  

a P 7C 
.fr  a m.2 

a Pn 
.116 a mz2 

a e n 

- p ic  (En  - 	+ pn  cos aim 

— 	( 7c  + Mp  ) + p cos() 7Cri 

- plt Pn sin eizn 

1.10 

where p i  is the velocity of particle i. It is seen that a 

condition for all 2i'ae = 0 occurs when 0 	= 0; the 

	

z 
aeon 	 7C n  

condition for am 
z / 	-r 
2 / a, = 0 is  p = plc  COS eit n  

	

n 	n 	 . E+ m 7c p 

If = 	P 9C . pc awn  = 0, this becomes p 
n 

E7t +b ) 

where fila  is the velocity of the7c-p centre of mass (o.m.s.) 



system in the laboratory. The two conditions ewn— 0 and 

n are both satisfied near threshold, thUs good mass 

resolution for the z°  system can be obtained in this region. 

The second advantage of working near threshold is that a 

high neutron collection efficiency can be obtained for a given 

solid angle coverage by neutron counters in the laboratory. 

This is because, just above threshold, the neutrons are ki—

nomatically confined to a narrow forward cone in the laboratory; 

unless the reaction is strongly peripheral this is not true for 

pion momenta far above threshold. Thus our neutron counter 

arrangement collects — 75% of the neutrons produced, in the 

region of maximum collection efficiency. 

The resonance production cross—section is likely to have a 

particularly simple dependence near the reaction threshold. 

The production cross section can be written as 

0 = 1 	. Tif  . 2 p) 
Flux 

4104 1.11 

where T
if 

is the Lorentz invariant matrix element linking initial 

and final states, and ra is the Lorentz invariant two body phase 

space density of states factor. The Lorentz invariant flux is 

cc PIE, and pce PPE; here E is the c.m.s. energy, and 

t—x. Px . krf 
 ) is the c.m.s. initial (final) state momentum. 
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2 Ti Q cc 	f 	• pf  
Then- 

.... 1.12 
E2p35 

pf  varies rapidly near threshold, while Tif, E, and plc  are all 

slowly varying in this region. Thus, nose to threshold 1.12 

can be approximated to 

a 	= A pf 	1.13 

where A is a constant. 

The final state c.m.s. production angular distribution is 

also likely to have a simple form. This is because the final 

z°n system is produced with such a low c.m.s. momentum that it 

must almost certainly be predominantly S -wave, given that 

the strong interaction forces can extend only over a pionic 

wavelength or so. 

From equation 1.13, the main disadvantage of working near 

threshold is apparent - the resonance production cross-section 

is likely to be relatively low close to threshold, and goes to 

zero at threshold itself. This factor offsets the high 

collection efficiency in the actual yield of neutrons that can 

be collected. 

1.4 	The need for an experiment to study cif production in 11:1-p  

interactions  

The first experiment in the series, that of the measurement 

of the 	e+  e-  branching ratio, was performed during 
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1964-5. In this experiment,(1 9
12)  missing masses in the region 

of the w were selected using the neutron counters as described 

in the last section. The electron and positron from the (00  

decay were recognized by the fact that they shower in lead. 

The hydrogen target was enclosed on two sides by spark chamber/ 

lead plate sandwiches. Photographs of events with the correct 

missing mass were then scanned for events where both the electron 

and positron produced the characteristic showers. On the basis 

of three good 4)°--> e+  + e—  events, the branching ratio for 

c?—i e
+ 
+ e

— was found to lie between the limits (0.5-6.0) x 

4 (95%  m 10  confidence limits). This was in good qualitative 

agreement with theoretical expectation.(1,15)  The observation 

of the decays also showed the w —4.y interaction was allowed, so 

that the W was not a pure SU
3 
singlet state. There was no 

disagreement between this result and those from other, less 

accurate, experiments.(16) 

On the basis of the w —0 mixing hypothesis, the branching 

ratio for 	e + e—  was now likely to be ti 1 x 10-3. 

The higher branching ratio was, however, offset by the diificulty 

of producing Orts in 7C —pinteractions. The channel 7Cp—slin 

is difficult to recognize in a bubble chamber, and at the time of 

the original proposal to measure the 0 --10e 	0 branching ratio, 

there was no published evidence on it, though it seemed clear that 

in general 0/production with pions was anomalously low compared 
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to (4)  production. OnMOSOUS wore normally studied using a 

negative kaon beam. However, the Steinberger group(17).had 

clear evidence of 0  production in p + 	lc+ + K +it+  + 

and Abolins et al.(18) had some evidence in ic+ + p 

K+  + K-  + 	+ p at 3.5 GeVic. These workers found a ratio 

of co to Or production of about 60. Assuming that the cross- 

sections for 0.  and W production both varied linearly with the 

final state c.m.s. momentum near threshold (see equation 1.13), 

the value of the linearity constant A for 91 production was estimated 

at - 0.1 gbarniUdiqc, using this factor of 60 and the value 

of A measured from the CO experiment. The original estimates 

for the 9"..-e+  + e-  experiment were based upon this number 

for A for ro production, and it became clear that serious doubt 

would have to be cast upon the feasibility of the 99 -4e+  + e- 

experiment if A was a factor of two or more lower than the estimated 

value. 

It was therefore decided to perform a separate experiment 

to study ci production in 7c-p-40 0n near threshold, in particular 
to estimate A. The process actually studied was 7r.- )-..0 

K+  + K-  + .n, since 0-4K+  + K-  is the dominant decay channel. 

The final estimate of A therefore required a knowledge of the 

partial width for this decay. 
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1.5 	The 0 meson  

The 0 meson was discovered by Bertanza et al.
(19) at the 

Brookhaven National Laboratory using a K-  beam at 2.24 GeV/c, 

in a hydrogen bubble chamber experiment. They discovered the 

1 
existence of a resonance in the KIT system at -1020 MeVic

2 of 

width 4:20 Mel/c24. Shortly afterwards its quantum numbers 

were determined independently by groups at Brookhaven and 

UCLA.(20)  The 0 was found to decay predominantly into K+  K-  and 

KM, but never into 4:K(.1.. Observation of the KM decay mode 

showed that 0 had odd spin (J), negative parity (P), and 

negative C-parity (assuming it decayed into KR via strong 

interactions, borne out by its narrow width). These assignments 

follow from the relations 

CP (K°R°) = 	CP (K-7K2) (-1)3+1  

C (ler) = P (Kir) Am (-1)j  

Comparison of the three 2 KR final states showed that the 

isospin (I) was zero, and that G was odd (C. -( -1)1), since no 

0 was seen in the reactions 2KK
op and the triangle inequality + + 

1/2  
( a 	-) 	+ 2 9 

1/2 
( °2-(p+ 2( 0 	

0 
) 1/2 ...1.15 z0  

VMS violated by more than five standard deviations. The G parity 

assignment was in agreement with the absence of the IC 7C 
 

decay mode. 

114  
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The spin was determined_ by 	the dependence upon spin 

of the quantity 

P 	r(Cf-*K-K2) 	v... 1.16 
NV-4 el) 

In the absence of a lee mass difference, and charge effects,this 

ratio is independent of J. The spin dependence of ftj  arises 

from the different angular momentum and Coulomb barriers 

appropriate to the (KM) and (IA-) systems. A. J = 1 

assignment was found to be highly favoured over J = 3. This 

observation was also borne out by analysis of the decay angular 

distribution of the 9. 
The quantum numbers of the cif are now established(21) as 

IG(JI) C 	-) - . 	The present values(21) of the 

mass and width are listed as 1018.6 ± 0.5 MSV/C21  and 4.0 4. 1.0 MeV/c2 

respectively, and the main decay branching ratios as 

48 ± 3% 

40 + 3% 
	

1.17 

(including  pit  ) 12 + 4% 

As discussed previously, the Or  meson fits into the JP  = 1
- 

meson nonet on the SU3  symmetry scheme, and is considered a 

mixture of the nonetls isoscalar octet and singlet states on 

the CO  - 0' mixing theory. 

One puzzling aspect of the V is its lack of decay into pit. 

0 —>K+K- 
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Phase space calculations indicate this decay mode should 

dominate, but in practice it is suppressed by at least a factor 

of 3. Also, ci production in 7C-p interactions seems surprisingly 

low compared to w production; in both cases only p exchange is 

allowed in the t channel. Both these apparent anomalies could 

result from a low pit coupling. 

Bronzan and Low have explained this on A-parity arguments; 

since Ad
P/P 	

+1 and A7t  = -1, 0 -4 pit and V -> 37c are 

forbidden if A is a good quantum number. Another interpretation 

is given by the w-9 mixing theory discussed previously. 

This accommodates suppression of the O--> pit decay mode, saying 

the w and 0 mix in such a way that one of them has a much stronger 

interaction with 3 pions than the other. Glashow(22) has 

expressed the WYM and Opit couplings in terms of the (.0 

mixing angle e 	the coupling (g) of the vector octet to 

itself and the pseudoscalar octet, and the coupling (I) of the 

vector singlet to the vector octet and the pseudoscalar octet. 

The physical couplings are then linear combinations of g, f 

gcos e. + fsine 

-gain e + Those 
004,0 1018 

It can be seen that it is possible for (L, 	<< G 
501107z 	cop7c 

on this scheme. This does not explain, however, why in practice 

the 0 meson turns out to be the uncoupled state. Explanations 

of this exist,(23) but are not considered here. 
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1.6 Possible mechanisms for 0 Production in icp—> 

Feynman diagrams for the possible single exchange mechanisms 

for 0 production in 7t~p ->96 are shown in Fig.1.3. 

Only p exchange is permitted in the t channel. From 

parity conservation at the meson vertex, the pit system in the 

rest frame of the ri must be in a P wave angular momentum state. 

This angular momentum state is further constrained to the 

state Y1 if the quantization direction is chosen to lie along the 

pion direction in the V rest frame. The V cannot then be 

produced in the IJI Jz > 	11, 0 > state, since the Yi 

state will not couple to the 11, 0> skin state of the p 

The kaons from the 0 decay must therefore be produced in the Y 
1 

state, which leads to a decay angular distribution of the form 

2 sin e 0, (where e0 is the angle between the pion direction and 

one of the kaons in the 9f rest frame). 

In the s and u channels, I = 	S. 0, baryon exchange is 

allowed: this includes nucleon and I = 2 lz-N resonance 

exchanges. However, since we work so close to threshold, the 

final On angular momentum state produced in our experiment will 

be almost certainly predominantly S-wave. If the On state is 

restricted to I = 0 only, the quantum numbers I(JP) of allowed 

exchange particles in the S channel can be fixed to 

i(3/2). Nucleon exchange is therefore forbidden. Higher order 

allowed diagrams could incorporate N (1525)(*(3/2-)) exchange, 



N (1525) 	. 
N(157.0) , NI(1700) 

0 

Fig. 1.3. Mowed 0 production diagrams. 

S Channel ( loco 0 restriction ) 

T Channel 

U Channel  
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and N (1570) and N'(1700) (-EY)) exchange. 

In the u-channel, it is not obvious that any such restriction 

could be applied, so that nucleon exchange would probably be 

dominant in this channel, as the 7N resonances are farther from 

the physical region. 

Just above threshold, the first-order terms of p exchange 

and nucleon exchange in the crossed channels would occur at 

approximately the same distance from the physical region. 

Because of this, it is possible that the a3tual production 

mechanism cannot be explained using a single exchange diagram. 

1.7 General outline of the 0 production experiment  

The apparatus designed to study 54 production near threshold 

was a modified form of the basic 'missing-mass spectrometer' 

arrangement shown in Fig.1.2. In addition to the detection 

of the neutron with the neutron counters, detection of the el 

system was als,o required. 

The threshold for the reaction 1  p -1e1Cn (p7: = 1.49 GeV/0) 

is close to the 9Q-iqn threshold (p7c = 1.56 GeV/c). As a 

result, the kaons frvm the V decay have little kinetic energy 

in the 0  rest frame, and for beam moiaenta just above V 

threshold, go forwards in the laboratory. This fact was utilised 

in the design of the apparatus. A diagram of the apparatus is 

shown in Fig.3.1; a detailed description will be given in Chapter 

3. The dikaon pair, emitted forwards in the laboratory, was 



detected by the arrangement of scintillation counters at E. 

The arrangement demanded that two charged particles should 

arrive simultaneously from the hydrogen target. If this 

condition occurred coincidentally with a beam particle inter-

acting in the target, and a neutron being detected by a neutron 

-...bunter, photographs were taken of the charged kaon tracks in a 

bank of spark chambers surrounding the scintillator arrangement 

E. These pictures were later scanned according to certain 

criteria which could be satisfied by a true dikaon pair. From 

the pictures satisfying these criteria, the angles of the kaons in 

the laboratory were measured. The input pion momentum, and the 

time of flight and direction of the neutron, were also recorded, 

eo that for each event the only unknowns were the two kaon 

momenta. The events were then fitted to the hypothesis 

It p-.1.1(111(n in a kinematic fitting programme. 

Various backgrounds were able to simulat;,, 7tp--->cen in the 

electronic trigger employed. However, it turned out that these 

could all b,..3 virtually eliminated by careful design of the 

apparatus, and by using suitable scanning criteria (this is 

discussed further in Chapter 3). The lelcn background in this 

channel was, of course, not affected by these devices. At the 

outset, it was not clear what contribution should be expected 

from this. Because the KR threshold was so closa, the phase 

space volume available was small. On the other hand, there was 
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evidence of a KiKi, S-wave enhancement near the KR threshold.(24) 

This was supposed the manifestation of a G = +1 KK state, which 

might be seen in our experiment in its K-11-  mode. These uncer- 

tainties about the ern background implied that the mass range 

covered around the 0 should be large enough to see the 0 in the 

KK mass plot as a bump on a more slowly-varying background; 

a mass range - 25 ni4io2 about the 0 mass was thnught 

sufficient for this. The mass resolution expected (- 5 MeV/0 ) 

would be sufficient to see the pc if it was producod, within this 

range. 

In the experimental analysis, theoretical events were generated on 

a computer using a Monte Carlo programme, which simulated exactly 

the processes a real event would undergo - its generation in the 

hydrogen target, its collection and measurement by the apparatus, 

and finally, its fitting to the T7p -4.1eK-n hypothesis. 

This programme generated 0-› el-, and el-  background events, 

according to certain models (these are discussed later). The 

effects on the experimental distributions of the biases and 

resolution,due to the apparatus were automatically included in 

this process. Theoretical distributions compiled from the 

Monte Carlo events could then be compared with their experimental 

counterparts, thereby testing the models used. 

In this way it was hoped to study 0 production near 

threshold; apart from allowing us to make the necessary 
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cross—section measurements, it might also be possible to see 

how the 0' was being produced in this reaction near threshold. 

There was also a chance that we could investigate the Id 

threshold enhancement. However, any statement we might make 

about this would probably be weak; previous studies(24)  had 

shown it was produced preferentially in the low momentum 

/ transfer regions ( <0.3 (GeV/c)2  ), hardly reached in our 

experiment, and even if it was produced, it might be strongly 

contaminated with and non—resonant el—  background over our 

mass range. 
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CHAPTER 2  

THE BEAM 

2.1 Design of the beam  

The negative pion beam used for the experiment was designed 

tc operate over a small momentum range, 1„3 	GeV/c, centred 

on 1.56 GeVfc, when the accelerator was operating at 7 GeV primary 
proton energy. The basic requirements of the beam were that it 

should give a high yield, and a reasonably large momentum bite, 

over this range. The beam was produced from a machine target 

of copper, 1 x 1 cm2  in cross-section, and 10 cm long. The 

target was situated in a machine octant, so that the machine 

'fringe' field considerably influenced the motion of particles 

from the target. The effect of this field on secondary 

particles produced in the target has been calculated by 

Whiteside,(25)  and some of his results, for negative particles, 

are summarized below. 

Consider first the radial (horizontal) plane (Fig.2.l). The 

target is supposed situated on the central radius Ro  (R0  . 18.78 m), 

which is near the centre of the good field region of the machine. 

The machine field acts for effectively a distance Re  = 2m outside this 

radius. A particle having a given momentum P, and production 

angle a , will emerge from the fringe field at a definite radial 

position, given by 8e, in a direction which makes an angle de 
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with the tangent to the fringe field at the exit position, 

as shown in Fig.2.1. Therefore each point on the 8 e  v Oe  

plot of Fig.2.2 will have an associated a and p value. 

Lines of constant a and lines of constant p, are shown on the 

plot. From the plot can be seen — 

a) the fringe field acts as a strong disperser of momentum in 

the horizontal plane. For fixed a , an increase in momentum 

decreases 91,, and increases e e. 

b) the fringe field acts as a focussing system in the horizontal 

plane; lines of constant momentum have, to a good approximation, 

9re(a) . 0'(-;)(—a), though these trajectories have different Ey 

values. The fringe field, however, defocusses in the vertical 

plane. 

These effects lead to certain advantages of negative 

beams from mid—octant targets, over beams from targets in 

straight sections. 

a) It is possible to work at zero production angle, where 

the secondary pion yield is expected to be highest. 

b) Angular acceptance can be greater than from a target in 

a straight section. The reasons for this are that it is usually 

possible to place the first component of a beam channel nearer the 

target, and that the radial focussing in the fringe field can 

outweigh the vertical defocussing. 



Fig. 2.2 . 'Exit directions in eem 95e  

ti.) 	 ( coordinates (after Whiteside) 

Primary proton energy 
= 7 GeV. 
a in milliradians. 

target position 
in 	ee. v. ca e  coords. 
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Tho disadvantage Is that the range of negative momenta 

is limited to 20-30%, due to the finite range of Oe  values 

accepted by the beam channel because of the machine dispersion, 

though it may be extended by varying the circulating proton beam 

momentum i.e. varying the machine field. This lack of 

flexibility, together with the dependence on machine field 

level, are disadvantages not shared by beams using targets in 

straight sections. For the 9C production experiment, however, 

it was decided to accept this limitation, in order to obtain 

a high flux. 

It should be noted that positive particles tend to be 

swept into the machine by the machine field, rather than out 

of it, so that only negative particles could enter the beam 

channel. 

A diagram of the beam is shown in Fig.2.3. The position 

and direction of the initial part of the beam channel was 

determined from the ee  v rd plot of Fig.2.2. Since we 

required particles of zero production angle, and a central 

design momentum pe  of 1.56 Gale, Oe  and e e  were chosen as 

42.9°  and 10.15°  respectively (this actually gave a= +10 mrad). 

A quadrupole doublet, consisting of a pair of type II quadrupoles,
(26)  

uas placed at the entrance to the beam channel, as close as 

possible to the machine. The first element of the doublet, 

Q1., was made vertically focussing to collect as much flux as 
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possible, since the particles leaving the fringe field were 

diverging rapidly, due to the vertical defocussing of the fringe 

field. The doublet focussed the beam, in both horizontal and 

vertical planes, to a lead collimator Cl 10 m. downstream. 

This collimated the beam horizontally, having a 5 cm vertical 
slit at its centre. 

Immediately following the doublet was a type IV(26) bending 

magnet BM. This magnet introduced a 4°  bend into the beam 

axis, and thereby increased the dispersion already caused by 

the machine. Its basic function, however, was to act as a 

'momentum—selecting' magnet. From the e v 'e plot, it can 

be seen that particles of a momentum different from pc)  eberge, 

at a fixed e with a different value for 	However, by 

suitable adjustment of the BM field, the target image of any 

momentum entering the beam channel could be brought coincident 

with the Cl collimator slit, thereby overcoming this difficulty. 

Only the narrow band of momenta which fell on this slit was 

then able to traverse the second stage of the beam. 

The second stage of the beam was used to measure the 

momentum of particles emerging from the collimator slit. It 

also cancelled to a large extent the dispersion introduced in 

the first stage. Particles from the collimator Cl were focussed 

(horizontally and vertically) onto the hydrogen target by moans 

of a quadrupole triplet, using a type II bending magnet (BM2) to 
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deviate the beam through 22°  into the hydrogen target. The 

triplet consisted of a type I quadrupole (Q4) flanked on either 

side by a type II quadrupole (Q3, Q5). Q3 centre was 5.3 m 

downstream from Cl collimator. The triplet was operated 

symmetrically i.e. the outer quadrupoles had the same field 

gradient. The beam was diverging faster horizontally than 

vertically after it had traversed the Cl collimator, so the 

outer quadrupoles were made horizontally focussing, and the 

inner vertically focussing. The advantage of using a triplet 

here was that the magnification between the images at hydrogen 

target and collimator could be made close to unity in both planes, 

while at the same time preserving the acceptance in the second 

stage. A doublet would have tended to give a high horizontal 

magnification, and this was already fairly large at the collimator. 

A second lead Collimator C2, of length 1 m.9  cross—sectional 

area 1 x 1 m21  and with an 8 cm diameter hole cut in it for 

the beam to pass through, was positioned just in front of the 

hydrogen target. Tho effect of this was to reduce the number 

of stray particles at the target associated with the beam, but 

outside the beam itself. These particles would otherwise have 

increased the background counting rates of the various 

scintillation counters grouped near the beam axis, and 

produced background tracks in the spark chambers away from the 

beam axis. The collimator did not affect the true beam partinles. 
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2.2 Calculation of beam parameters 

Calculations of the various beam parameters were made 

( 
using Yew standard computer programmes TRAMP and IPSO FACTO, 27)  

in conjunction with the Whiteside results on the fringe field 

effects. The focussing (or defocussing) effect of the fringe 

field was represented mathematically by considering the fringe 

field to produce a virtual image of the target inside the 

machine on the extrapolation of the beam axis, in both 

horizontal and vertical planes (see Fig.2.1). The field 

gradients of the quadrupole elements in the beam were matched 

to the foci for the design momentum, using TRAMP. 

Data on the beam parameters is set out below. 

Horizontal 
plane 

Distance of virtual target image 

Vertical 
plane 

from exit point 0 13.4 m. 2.35 m. 

Magnification of virtual image 5.3 0.4 
Nett magnification of target image 

at Cl collimator 2.3 2.33 
Nett magnification of target image 

at hydrogen target 2.6 2.4 

by fringe Horizontal momentum dispersion 
in plane of virtual image 

Nett horizontal dispersion at Cl  

field, 
+2.8 cm/l% momentum 

increase 
collimator 	+1.9 cm/l% momentum 

increase 
Nett horizontal dispersion at the hydrogen 
target 	 +0.35 am/1% momentum 

increase 
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The total solid angle acceptance of the beam as a function 

of momentum is shown in Fig.2.4. The plot also shows the phase 

space 'acceptance polygons' in the virtual machine target phase 

space (entrance phase space), in both the horizontal and 

vertical planes (which are treated separately in the phase space 

calculations). In the displacement-divergence phase space (for 

one plane) appropriate to any point along the beam axis, the 

corresponding aperture limits (in that plane) are represented 

by a pair of vertical lines. Transformed back through the system, 

these generally appear as a pair of tilted parallel lime in the 

entrance phase space. Any particle whose initial phase point lies 

between the lines will pass through the relevant aperture. If 

the aperture lines of all the elements are transformed back to 

the entrance, a set of parallel line pairs)  tilted at various 

angles, is obtained in the entrance phase space. For systems of 

finite acceptance, the lines will define an innermost polygon, 

within which all phase points represent particles which would 

traverse the system unscathed. The boundary lines of the polygon 

then show the apertures limiting acceptance ofthat momentum. 

The total solid angle accepted at that momentum can be atalued 

from a combination of the areas of the acceptances polygons in 

both the horizontal and vertical planes. 
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Total acceptance v. momentum 

Vertical acceptance polygon 
for p. momentum 

Horizontal acceptance polygon 
for p„ momentum  

Horizontal acceptance polygon  
for 	po i-1.5 70 momentum 	. 



In our case, it can be seen that the acceptance in the 

vertical plane was limited. by QX aperture only (and of course 

the virtual target edges) for the central momentum, po. The 

vertical acceptance was in fact independent of momentum over a 

Po + 2% to po 2% momentum range, so that variations in the 

graph of total solid angle acceptance against momentum are due 

to variations in horizontal acceptance. In the horizontal plane, 

the acceptance for po  momentum was limited only by Q2 aperture. 

The horizontal acceptance was constant for i% change in 

momentum in either direction, but then became limited. by the Cl 

collimator as shown. This momentum 'bite' was deemed sufficient 

for our purposes, though making Cl wider would have increased it, 

until eventually elements in the second stage of the beam would 

have begun to limit the bite. 

The divergence of the beam at the hydrogen target was kept 

relatively small ( <-"14 mradian horizontally, < -7 mradian 

vertically) partly in order to keep the beam away from 

scintillation counters placed near the beam axis downstream of 

the hydrogen target. 

2.3 The momentum measurement - the hodoscope  

The momentum measurement of the pion in the second stage of 

the beam was accomplished using a hodoscope of scintillation 

counters. Six vertical 'finger' counters (called G-counters, 

of dimensions 0.8 cm horizontally, 4 cm vertically, 0.3 cm thick) 
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were placed aide by side without overlap across the beam 

(but slightly staggered along the beam axis), as near as 

possible to the Cl focus (-20 cm upstream), so that they almost 

completely filled the 5 cm 01 aperture; a second group of 4 
counters (H-counters, of dimensions 0.88 cm horizontally, 6.5 

cm vertically, 0.3 cm thick), was similarly placed about 20 cm 

upstream of the hydrogen target focus, so that the two groups 

were at conjugate points of the triplet lens system (see Fig.2.5). 

The momentum of a particle could be obtained by measuring its 

horizontal position relative to the beam axis in both the 

G-counter plane and the H-counter plane (by noting the particular 

hodoscope counter that had fired in each plane), and by knowing 

the dispersion introduced between the G and H counters by BM2. 

Because this measurement was made very near a focus in both cases, 

the momentum measurement did not demand a knowledge of the 

particle's divergence in either counter plane, and from this it 

also follows that the measurement would not be much affected by 

scattering of the particle in the sointillator fingers. The width 

of the individual G-counters was matched to that of the H-counters 

(so that the image of a G-counter in the H-counter plane was the 

same width as the H-counter), knowing the magnification between 

the G- and H-counter planes. 

The momentum of the particle was therefore defined, within 

the resolution, by the particular GH combination it triggered. 
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There were in fact 24 different GH combinations, but as many 

of these measured in the same momentum range, there were only 9 

distinct momentum 'channels' (numbered 2-10 in Fig.2.5). Only 

4 of these channels were actually used in the experiment viz. 

channels 4-7 inclusive, channel 6 being the central channel. 

2.4 	The momentum distribution in a hodoscope channel 

Due principally to the finite widths of the hodoscope 

counters, the momentum of particles in a single hodoscope channel 

was not unique, but characteristically distributed over a certain 

range of momenta. The momentum distribution of the particles 

in a particular hodoscope channel was taken as having the shape 

of an isoceles triangle whose full width at half height was 

(0.55 + 0.02)% in momentum, with the central momentum for that 

channel at the apex position of the triangle (see Fig.2.5). 

The separation between the central momenta of neighbouring 

hodoscope channels was taken as 0.5%. The momentum distribution 

in a hodoscope channel was an important quantity in the experi— 

mental analysis, and therefore this subject has been fairly 

extensively discussed in Appendix A. 

2.5 Shimming  of bending magnet BM2  

The momentum measurement would have been made rather inaccurate 

if the quantity J'B.d1, taken along the various theoretical 

trajectories allowed for the particles in the magnet BM2, varied 

by a large amount across the cross-sectional area of the beam 
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in the magnet (here B is the BM2 field, dl an element of the 

particle trajectory). In this case, particles of the same 

momentum (p) emerging from a point in the 0-counter plane;  

could not be made to form a point image  in the H-counter plane, 

since particles having different entry points to the magnet 

would suffer different horizontal bends (the bending angle 

= 300! B.11/p). Variations in J"B.d1 between different 

theoretical trajectories were measured using a long thin 

search-coil and a servofluxmeter, and these variations were 

then minimised by shimming the poleface ends of the magnet in 

the necessary places. The long edges of the coil followed the 

shape of the theoretical particle trajectory (see Fig.2.6) 

over the non-zero field region. The width of the coil was 

small (2 cm) and constant, so that the flux through the coil 

was proportional to! B.dl over the trajectory i.e. 

B•da = 	w f 1  B. dl 
area 

since the cross-sectional area of the coil a = wl 

(1 = coil length, w = width). 

The coil was constructed by A. Duane. It was mounted on 

a wooden board, and could be moved about in the magnet volume to 

cover all the theoretical trajectories allowed over the cross- 

section area of the beam at BM2 (18 cm horizontally, 8 cm 

vertically). Before making SBA' measurements with this 

2.1 
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long coil, a small search coil was used to check the uni-

formity of the field B itself over the central horizontal plane 

of the magnet. This field distribution had previously been 

made uniform to 0.01% at a somewhat lower field by A.Duane, 

using long steel shims placed inside the magnet. This 

uniformity was found to hold at the fields required for the 

present experiment, so the long coil was then used to obtain 

uniform fB.dl by attaching small steel shims, where necessary, 

to the poleface edges at the corners of the magnet volume 

(Fig.2.6), to increase the effective length of the magnet near 

entry points along whose associated theoretical trajectories 

SB.d1 was low. In this way a flux linkage uniformity was 

obtained such that the horizontal width of the image at the 

H-counters, of a point source at the G-counters was < 1.5 mm, 

small compared to the H-counter width (8.8 mm). This was so 

over the whole range of field strengths necessary for this 

experiment. 

2.6 Floating Wire measurements  

In order to find the absolute momentum of a particle as 

accurately as possible, the second stage of the beam, where 

the momentum measurement occurred, had first to be calibrated 

using a known momentum. Therefore a series of'floating wire' 

measurements was made on the second stage of the beam. The 

'floating wire' can be thought analogous to a particle of known 
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momentum by virtue of the fact that a wire under tension 

(T gm) and carrying a current (i amp) will take up the same 

trajectory along the beam as a particle of momentum p (116V/c). 

The analogue equation is: 

p = 2.941 T   2.2 

The wire was 'floated' through the second stage of the beam 

between two reference points on the beam axis, one at the 01 

collimator, the other at the hydrogen target (see Fig.2.7). 

It was fixed at the collimator point, and passed over a pulley 

about 1 m in front of the hydrogen target reference point, 

The tension was produced by a weight on the wire at the pulley. 

For fixed triplet and ISM2 currents, and a fixed analogue 

momentum, the wire would take up different stable trajectories 

depending on the position of the pulley in the horizontal plane. 

The extrapolation of these trajectories beyond the pulley 

intersected at the position of the focus. 

By adjusting the bending magnet and triplet currents, 

the extrapolated wire trajectories could be made to pass 

through the hydrogen target reference point for all horizontal 

positions of the pulley. These currents then corresponde 

to those necessary to focus and bend the particles of that 

momentum from Cl reference point to the hydrogen target 

reference point. This procedure was repeated for various 
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momenta betyfoc,121l..qR :Arlo 1„62,Goir/Cy tho range to be used. 

in the experiment. 

The error in the absolute value of the analogue momentum 

due to errors in the tension and wire current was + 0.15%. 

In practice, BM2 current was used to define the absolute central 

momentum of the beam at a particular instant, using the floating 

wire calibration in reverse. The error introduced into the 

value of this momentum by the inaccuracy of the wire analogue 

momentum was smaller than the error due to hysteresis in the 

BM2 magnet (t0025%, making the total error +0.3%). Hysteresis 

effectively destroyed the unique relationship between! B.dl 

over the BM2 field (which determined the absolute central 

momentum directly), and the BM2 current. This effect could 

have been avoided to a large extent by measuring the BM2 field 

instead of its current;  but it was not possible to obtain a 

suitgble measuring instrument, either during these measurements, 

or during the data-taking. 

The triplet was also required to focus the beam vertically 

between the two reference points, but this was not attempted 

in the floating wire measurements, and the wire was kept on 

the beam axis vertically* The measurements were used to 

construct a curve of I3/P against 14/P for the triplet 

(13  was the current in Q3, Q57  14 the Q4 current). EVory 
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point on this curve roproseutod possible 2
3' 
14 values for a 

horizontal focus to be achieved at the target reference 

point, but with the 13, 14 values for the additional 

condition of a vertical focus at this point unknown. These 

currents were found during the setting-up of the beam. 

Much of the apparatus used during these measurements 

was provided by A. Duane. 

2.7 Beam Setting-Up and Performance  

Under normal operating conditions, the beam was set up 

for a particular central momentum, by first adjusting the 

BM2 current to that required for this momentum by the floating 

wire calibration. The quadrupoles were then focussed for 

this momentum, and finally BM1 was 'optimized'Iso that the 

image of the central momentum was symmetric about the beam Axis at 

the G and H counters. This was deemed to be the case when 

the counting rates in channels 5 end 7 of the hodoscope, 

on either side of the central channel, were equalized by BMI 

adjustment. 

However, in the initial beam setting-up, at the design 

momentum, the quadrupoles were first set at the approximate 

currents given by the TRAMP programme, and RV current was 

taken from the floating wire calibration; B111 was then roughly 

optimized. The triplet was then focussed vertically by 
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adjusting 13, I4, according to the graph taken during the 

floating wire measurements, until the coincidence counting 

rate between two horizontal strip ;counters, on the beam axis 

at Cl collimator and the hydrogen target respectively, became 

a maximum. The doublet, already roughly focussed, was then 

adjusted to provide a focus horizontally and vertically at Cl 

collimator, again using horizontal and vertical strip counters. 

The beam profile at the hydrogen target was roughly 

gaussian-shaped, with a full width at half height (FWHH) in 

both planes of 3 cm, At the Cl collimator, the vertical profile 

had a FWHH of 3 cm. These results were in reasonable agreement 

with the TRAP predictions. The ratios of the counting rates 

in the different GH combinations of a particular hodoscope 

channel were in good agreement, both for channel 6 and channel 

4, with the same ratios calculated from the IPSO FACTO 

programme. The ratio of the total count rates in channels 4 

and 6 also agreed with the theory. 

The total yield of particles in the 4 central hodoscope 

channels used ( -2% momentum bite) was -8 x 104  particles 

for every 1011 protons hitting our machine target. 

2.8 Beam Composition  

The beam used consisted mainly of pions, muons and 

electrons, less than 1% of it being kaons and antiprotons. 
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The percentage of pions in the beam at 1.58 GeV/c was found 

using a gas Cerenkov counter, as a threshold device. The 

beam was made to pass through 3 counters S1, C, S2 as shown 

(Fig.208). The Cerenkov counter contained Arcton 13 gas at 

a certain pressure, which could be varied. The variable e (p) 

was defined as the ratio of the counting rates S1CVS1S2  

at a fixed gas pressure p. The curve of e (p) v. pressure, 

obtained at a given momentum is shown in Fig.208. Electrons 

could be detected with the gas at atmospheric pressure. On 

raising the pressure, the thresholds for Cerenkov light 

production, first by muons, then by pions, wore successively 

passed through. 

The percentage of pions in the beam was found by estimating 

the percentage of muons and electrons, and subtracting from 

100%0 The efficiency of the counter for one type of particle 

at a given pressure, was a function of the excess pressure of 

the gas above the Cerenkov threshold pressure for that particles 

The dependence of this efficiency upon excess pressure was first 

estimated for pions, from the data above the pion threshold, 

and this dependence was then used for electrons and muons. 

For the electron fraction, the value of a point on the e (p) 

v, p. curve just below the muon threshold was corrected for the 

effect of uncorrelated random coincidences between S1. S2  and C, 
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and also for 6 —ray production in C by pions and MUMS (this 

was found to be negligible),, Having a knowledge of the 

electron excess pressure, and therefore the efficiency for 

electrons at this point, the corrected e(p) value could be 

used to find the electron fraction. A similar process 

was adopted for the muons2  using a point just below the 

pion threshold. In this way2  the pionic content of the beam 

was found to be (78+4)%. 
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CHAPTER 3  

Experimental Design and Procedure  

3.1 Principles of the event selection, and description of  

the apparatus involved 

The experimental arrangement which was adopted.for the 0 

production experiment is shown in Fig.3.1. It was designed 

principally by I.U. Rahman, who also designed the electronic 

logic system which controlled the experimental data-taking.(28) 

Basically, it consisted of an arrangement of scintillation 

(and Cerenkov) counters with which events of the type 

9L p--41ern, produced in a liquid hydrogen target, could be 

electronically selected from events due to other processes, 

over a small missing-mass range about the 0' meson mass. When 

a ern event was detected by the apparatus, the electronic 

logic system caused a photograph to be taken of the tracks 

of the lek-  pair in an optical spark chamber arrangement, 

and also made measurements of the kinematic parameters of the 

event. The objective aimed at in the design of this counter 

arrangement was the maximisation of the number of 

leIrn events per beam particle detected near the 0 

threshold by the apparatus, while at the same time the 

electronic event selection rate due to background processes 
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simulating icp -> K4k7n events was kept as low as possible. 

The beam entered a target of liquid hydrogen through the 

counter S2 (used in the measurement of the neutron time of 

flight), and the H—counters of the hodoscope. The anti—

coincidence counter A7  just in front of the target had a 6 cm 

diameter circular hole in it to allow true beam particles to 

pass through. In the electronic logic system a beam particle 

(in the i—th hodoscope channel) was defined by the satis—

faction of the logic condition S2P7ciI7  (i = 4,5,6,7). 

Another veto counter Aoy situated in the beam behind the 

target, could be used to determine whether or not a beam 

particle had interacted in the target. A beam particle was 

defined as having interacted in the target, if the logic 

condition 52P7c iA7Ao  was fulfilled. 

In the target, the liquid hydrogen was contained in an 

0.01" thick melinex cylinder of length 32.3 cm and diameter 

6.5 cm., with its axis coincident with the beam axis. The 

cylinder was contained in a cylindrical vacuum vessel made of 

1/16" thick duralumin, with melinex end—windows, each 0.005" 

thick. The space between the inner and outer cylinders was 

filled with several layers of thin aluminium foil, which, in 

conjunction with the high vacuum that was maintained in this 

space, thermally insulated the target. 
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Neutrons from the reaction it p-3.1C+K-n were detected 

by the ring of six neutron counters described previously, 

situated 4m downstream of the target, on the beam axis. 

Each neutron counter consisted of a cylinder of scintillator 

30 cm long, 30 cm in diameter, viewed along the (negative) beam 

direction by a 58 AVP photomultiplier, through a lucite light 

guide. The neutron counters detected neutrons with angles to 

the beam between 2.3°  and 6.5°  in the laboratory frame. 

The neutron counter face size, and the neutron flight path 

chosen, ensured that the uncertainty in the missing mass 

measurement due to the uncertainties in the neutron angle and • 

time of flight measurements, was comparable with the uncertainty 

in the mass due to the finite beam momentum resolution, while at 

the same time this choice gave a good solid. angle coverage. In 

frontofeachneutroncounterN.wmavetocounterA.(i=1-6), 

covering the neutron counter face, and designed to veto charged 

particles entering the neutron counter. Detection of a neutral 

particle (not necessarily a neutron ) by the neutron counters 

was indicated by the condition (Ni  +N2  +... +K6)(  + A2  +..+A6) 11 

being fulfilled. 

70 cm downstream of the target was an arrangement of 

scintillation counters, consisting of four similar counters 

(E-counters), each of which was shaped like a square of side 
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30 cm, with a quarter circle cut out of one edge. They wore 

arranged as shown in Fig.3.1, so that they formed a square 

of side 60 cm, with a circle of 8 cm diameter cut in the 
— centre to let the beam through. The K K pair from the 

/cp.-) K+Kn reaction was detected by a coincidence of any 

two of these four counters (thekinomaticaof the reaction was 

such that it was almost impossible for both kaons to go through 

the same El-.counter). These counters could be made rather 

small, because the kaons, produced with little transverse 

momentum, made anglea which were usually less than 25°  to the 

beam axis in the laboratory. As a result, the solid angle 

subtended by these counters at the target could be made small 

enough to make it very difficult for the reaction /cp 

to trigger the system, as the opening angle of the 7m4. 7t—  pair 

from this reaction would be genurally> 600. Thus one 

potentially serious background process was virtually eliminated. 

This process, as it happened, was of a type which, whilst 

it could have been eliminated afterwards by suitable scanning 

criteria, or kinematic fitting, nevertheless would have 

increased the camera trigger rate in the data, taking, 

thereby wasting filmy and complicating the subsequent analysis 

of the photographs. In practice, random coincidences and 

non—hydrogen events contributed to this type of background. 
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However, potentially the most serious non-ern background 

process was 7t p--1>7C+  7C 	7° n; here the 	7e.ic pair 

might have triggered the Eicounters, while the 7t°  might 

not have been detected. It was important to reduce this, 

not only to lower the camera trigger rate, but also because 

the 7e- 7C-  pair could easily simulate a 	pair in the 

chambers on the photographs taken; the 7C 7C-  pair would 

have a vertex in the hydrogen, and a similar opening angle 

to the leK-  pair, so that it could conceivably satisfy the 

kinematic fit hypothesis Ir.p.÷K4K-n. This meant that a 

non-Kg7n background could contaminate the final...el-  mass 

plot, and the angular distributions. 

Two devices to reduce this background ( and also back- 

grounds involving many (>3) final state pions) were 

therefore incorporated into the counter system. 

a) Firstly, a Cerenkov counter (C) was placed immediately 

in front of the Er-counters, between them and the target as 

shown in Fig.3.l. This was a square of side 60 cm, again 

with a circular hole in the centre to let the beam through. 

It was 5 cm thick along the beam axis, and was filled with 

water, as the Cerenkov medium. This was viewed by twelve 

56 AVP photomultipliers, six above it, and six below. The 

inside walls were painted with white diffusing paint to increase 

light collection. The advantage of this counter was that it 
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could considerably reduce background of the type involving 

fast pions e.g. ltp 	 ien. Since the pions would 

generally be fast enough to produce Cerenkov light, whilst the 

vast majority of kaons would not be, using this counter as a 

veto would cut down these triggers considerably without 

affecting the ern signal. 

b) 	Secondly, a 'box ' of four scintillation counters 

8-11), was placed around as much of the hydrogen 

target as possible, without shielding any parts of the E- 

counters from the kaons (see Fig.3.1). The inside face of 

each counter was lined with a lead sheet, 0.6 cm thiCk, to form 

a lead-scintillator sandwich arrangement. The purpose of 

the lead was to convert the gamma rays from 9e3  decay, 

occurring, for example, in the 10-  7:-  'en background, so 

that these counters in veto would further reduce this background. 

They would also be effective in vetoeing events where many 

pions were produced. 

In the electronic logic system, a K+K-  pair was defined 

by the condition Ent.E.C.(A8+A9+AleAll), where m,n =1-4, 

and m n. That is, the leK-  pair was defined by a coincidence 

between any two of the four E-counters, without an associated 

pulse from the Cerenkov counter, or any of the four counters 

forming the 'box' surrounding the target. 
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3.2 The spark chamber arrangement, and the optical system  

The spark chambers were used to enable us to investigate, 

in the scanning process, the cause of the Er-counter trigger, 

and to allow us to measure precisely the directions of the 

(kaon) tracks. The spark chambers used in this system were 

all 4-gap modules, with fin gap thickness, and a useful cross- 

sectional area of 60 x 60 sq.cm. Their construction and mode 

of operation have been previously described.(29) Three 

chambers were placed normal to the beam axis between the- target 

and the Cerenkov counter as shown (Fig.3.1). The kaons 

passed through little matter before traversing these chambers, 

so all measurements made on the kaon tracks were made in these 

first three chambers. Further spark chambers, placed down- 

stream of the Ao counter, were used to investigate the 

influence of the fairly considerable amount of matter in the 

Cerenkov-Ecounter system, on the lek7n signal (this is 

described later). 

The chambers were viewed in two directions, which, if the 

beam axis is taken as the positive x direction, can be considered 

the negative y, and positive z directions, of a right-handed 

Cartesian coordinate system. The two views were combined ley 

a mirror system so that they could be photographed by a single 

camera, the two images produced lying side by aide on the films• 
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The mirror system, designed by J.P. Horsey, is shown in Fig. 

3.2. The dosign employed ensured that the path lengths of 

the light from the chamber volume to the camera were approxi—

mately the same for both views. The camera used, and its 

associated electronics, are described fully in reference (28). 

The film used was Ilford Tri—X. 

3.3 Electronic event selection and photogrElphy — the neutron  

time of flight spectrum  

The reaction 	ern was finally defined in the 

electronic logic system by the satisfaction of the condition 

(S2P7c iI:7  ) 	(Era. En:U. (AeA,+AleAll  ) )•( 	,N6) (1777746) ) 

An important additional constraint on the electronic trigger 

was that only events having neutron times of flight lying 

within a certain range were photographed (i.e. a neutron time 

of flight 'gate' was imposed on the trigger). This was done in 

order to reduce background on the pictures, and was possible 

because the K-1 n events only occupied a certain time range. 

The time of flight of the neutron, t, was determined by 

measuring, a) the relative delay t1  between the pulse due to 

the input pion in S2, and the pulse due to the neutron in neutron 

counter Ni; b) the similar delay, to, that would result from a 

particle (produced by the input pion) travelling at the velocity 
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of light c between the target and Ni, and c) the distance L 

travelled by the neutron between the points of interaction in 

the target and Ni. 

Then: 

t a L + (t1  — to) oX t1  — constant 	!Oa 3.1  

if we neglect the small lengths of the target and Ni  compared 

to the neutron flight path L, and also the angular spread of 

neutrons entering N1. The method of timing used is described 

in reference (11). A typical neutron time of flight spectrum 

(frequency of (digitized) t1,  versus t1) obtained using the 

(ungated) electronic selection trigger at a momentum just above 

91  threshold, is shown in Fig.3.3. It exhibits a characteristic 

sharp peak at a time corresponding to that of a particle 

travelling at the speed of light between the target and Ni; 

this was produced mainly by gamma rays, and is called a ll,' 

peak. There is also a wider, smaller peak at longer times, 

produced by neutrons from the ern reaction; this bump sits 

on a smoother background. The amount of background in the 

time range of the K+K n events, is seen to be about the same 

as the total ern signal at this beam momentum, where the 

amount of ekn collected was at a maximum. 

For tho event photography, the neutron time of flight gate 
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used was sot around the K+Kn buirp. The gate was actually 

kept rathe3lwide during the e7ectronic data-taking - all 

neutrons from the leK-n events, and many of the 1  y peak' 

events, were accepted - but was reduced during the scanning 

procedure. 

When the full trigger condition above was satisfied, 

the spark chambers were pulsed, and a photograph of the spark 

chambers taken. Pulsed flash lamps illuminated a fiducial 

system in each spark chamber view, and digitized information 

about the event, displayed on Nixie tubes, was also photo-

graphed. The information recorded included the hodoscope 

channel of the input pioal  the neutron counter triggered, 

and the neutron time of flight, for that particular event. 
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CHAPTER 4  

The Monte Car12nalLina2ELLEEiLIEZLaITITET11 

4.1 The Monte Carlo Programme 

The processes which occur in nature from the initial 

generation of a IC p—>K+K—n event to its final detection 

by the apparatus (or otherwise) can be idealized by a series 

of choices. Each choice involves the choosing of a value 

for one of the parameters describing the event, from the 

probability distribution of that parameter. If the 

probability distributions are known, and can be expressed 

mathematically, it is possible to simulate this natural 

procese 	on a computer. If all the probability 

distributions are not known, as in this case, the unknown ones 

can be replaced by a model. 

The simulation method used here is the Monte Carlo method. 

On this method, each choice of a parameter is performed by 

generating a pseudo—random nuriber from a probability distribution 

which is identical to that of the parameter. A single event, 

which involves a series of ther3e choices, then has definite 

values for the parameters describing it. Whether or not the 

event will be 'detected' by the apparatus depends on these 

parameters. By generating many such events by this statistical 



66. 

process, one effectively performs an integration over all 

the relevant parameters which takes into account their 

probability distributions, and the boundary conditions 

imposed (by the apparatus, etc.). This is precisely what 

occurs in nature, so that the method can be thought of as a 

simulation of nature. 

The final observed frequency distribution of each parameter 

(i.e. its original probability distribution suitably !weighted' 

during the integration) can then be built up statistically, 

from the detected events, for thoue parameters whose original 

distributions were fixed by the model. The Monte Carlo 

observed distributions for these parameters can then be 

compared with the corresponding experimental distributions. 

Differences between the distributions are then directly 

attributable to differences between the simulating model and 

nature. This method of comparing Monte Carlo and e:;:peri—

mental results, to test the Monte Carlo model, formed the 

basis of our experimental analysis. 

The Monte Carlo programme used was the slightly modified 

version of a programme written by Dom. W.G. Jones.
(1a) 

The programme was able to generate 77 + p -->z°  + n events, 

in which the z°  system was taken as a Breit —Wigner resonance 

which decayed into a lek—  pair, according to a specified model, 



67. 

which described the production and decay processes. Various 

forms of model could be employed. The simplest model used 

in practice, for example, described the z°  system as being 

producedisot:2opicallyin the c.m.s., with a production 

cross—section proportional to the c.m.s. final state momentum, 

and with the z°  system decayingisotropioallyinto the er 

pair in jts rest frame; more complex models were also used. 

The programme could also generate gc—p--> le-K—n events 

according to a phase space model. 

In the generation the momentum of the input pion was 

taken from a trial,gular rrobability distribution, the full 

width at half height being that calculated in Appendix 1. 

The input pion was allared to interact at any position in 

the target, all positions being equally probable. 

Allowance was made for the energy lost by the pion in the 

hydrogen i± bad traversed before interacting. It was also 

allowed to have a small angle to the beam axis. 

After generation, the interaction of the final state 

particles of the event with the apparatus was investigated. 

A neutron was regarded as detected if its trajectory inter—

sected a section through the centre of the neutron counter 

perpendicular to the beam axis. This implies that we assumed 

that the efficiency of the neutron counters was constant for 
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all neutron energies, and was uniform over the neutron counter 

faces. These assumptions, however, seemed justified in 

practice (see section 6.7)0 

After undergoing Coulomb scattering and energy loss due 

to ionization in their passage through the target, both kaons 

were subjected to a series of tests, The programme asked 

(in the order given) - a) were the kaons likely to go into 

the Cerenkov counter? b) if they were likely to, did they 

decay in flight before reaching the counter? c) If they 

entered the counter without decaying, were they fast enough 

to veto themselves by producing Cerenkov light? d) If they 

did not veto themselves, did they stop or interact in the Cerenkov 

counter? 

In events where both kaons emerged from the Cerenkov counter 

unscathed, the kaons were subjected to scattering and energy 

loss due to their passage through the counter, then the 

programme asked 	e) were the kaons likely to go into the 

El-counters? f) If they were likely to, did they decay in 

flight between the Cerenkov and E-counters? g) If they 

entered the E-counters without decaying, did they stop or 

interact in the E-counters? h) If they successfully passed 

through the Fr-counters, did their (eventual) decay products 

trigger any of the veto counters in the system? 



Events satisfying all these tests - events in which 

the neutron was detected, in which both kaons emerged from 

the E-counters unscathed, and where no kaon decay product 

veto occurred - were classified as OKE events. 

4.2 Calculations involved in the Monte Carlo programme - 

experimental OKE events  

This section explains how certain parameters which were 

used in the Monte Carlo programme were calculated. It is 

necessary to first digress somewhat to explain the importance 

of these calculations. 

In order to "pe able to compare experimental and Monte 

Carlo distributions, and to make a quantitative estimate of 

the Si production cross-section, it was necessary to compare 

a certain class of Monte Carlo eK7n. events with a similar 

class of experimental events. The purest class which also 

gave good statistics, contained events satisfying all the 

tests listed previously i.e. events in the OKE class. At 

present, the OKE class is a Monte Carlo concept only, and it 

is necessary to define an experimental OKE event. An 

experiment event, having satisfied the scanning criteria, 

and having been fitted satisfactorily to the hypothesis 

9tp-K+K-n in the geometry/kinematics programme, acquired 

OKE status if a continuation of each kaon track seen in the 

first 3 chambers, was seen in the spark chambers downstream 
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of the E-countorts. Tr. adaition, it was required that any 

change in direction of the tracks as the kaons traversed the 

Cerenkov-E-counter systems  should be less than 10°. 

This ensured that the experimental OKE class did not become 

contaminated with events from another class. For example, 

an event where a le stopped in the Er-counter, producing 

a µ+ which continued into the downstream chambers, would 

have been classified in some lower class than OKE by the Monte 

Carlo programme; under the latter constraint, it would also 

have been rejected from the experimental OKE class (unless the 

pt. 4. went into the forward 10o cone, which is unlikely). 

10°  was used as the cut-off in order not to reject events 

that had merely suffered a small angle Coulomb scattering in 

the counter system, 

Therefore, certain parameters governing losses of events 

from the OKE class in the Monte Carlo programme, had to be 

known as accurately as possible in order to compare quantit-

atively OKE events from Monte Carlo and experiment. The 

most important losses of OKE events were due to a) kaons 

decaying in flight between the target and Eioounters; b) 

kaons stopping in the Cerenkov and a-counters; c) kaons 

suffering nuclear interactions in tho Cerenkov and Er-counters, 

The parameter governing (a) was simply the kaon lifetime, 
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which is accurately known. For the calculation of CO in 

the programme, the range tables of reference (30) were used. 

To find the range in composite materials (in our case, the 

water in the Cerenkov, and the material of the scintillator)a 

the energy loss per g.cm2 of the composite material, 

1 dE was calculated from the tabulated values of 
p axt comp. 

1 dE — for each element in the composition, using the formula 
p 

dm 

given in reference (30), The range in the composite 

material was then found from a numerical ,integration of 

1 dB'  
p dx 'comp.°  

Data for calculating the effect of (0) was taken from 

reference (31). The interaction length calculated was for 

interactions whore no charged particle went into the forward 

10
o 
cone. This was to allow for the 10

o cut-off for Coulomb 

scattering of OKE events previously mentioned. The cross- 

section for K+  interactions (in water and scintillator) was found 

to be rather small (", 1/3 geometric) and roughly independent of 

momentum over our range of kaon momentum (Pk  = 300-650 MeV/c). 

The K cross-section, however, was teten as being momentum 

dependent)  varying linearly between -1.5 geometric at the 

lowest kaon momentum, to -0.7 geometric at the highest. 

It was estimated that an uncertainty of - 4% would 
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result in the value of the 0 production cross-section, as a 

result of the uncertainties involved in the calculations of 

(a), (b), and (c). 

There were many processes involved in the real experiment 

which were not included in the Monte Carlo simulation, 

because they were considered independent of the kinematic 

parameters of the event (in some cases this was an approx-

imation, valid because the effect was small). Instead, the 

effect of these processes was included in an overall normal-

ization factor at the endo These processes are not 

described here (owing to some of them demanding a knowledge 

of the seaming, measuring, and kinematic fitting of the 

event), but will bn considered in section 6.7. 

4.3 The kinematic fitting programme  

Any event purporting to be ic-p->ern should be 

able to satisfy the condition that both energy and momentum 

must be conserved :4.n the process. A particle i can be 

specificieci by its mass Mil  momentum pi, and direction, 

given by the angles e i  and 9ei  defined in Fig.4.l. 

Conservation of energy and momentum can be translated into 

four equations, three for momentum conservation along 

each axis, and one for energy conservation. 
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If we work in the laboratory frame 

4 
1 	

f.1  p. sine. cos 01.  = 0 
i= 	1 

4 

J.. 	f. pi 	sine. sin 9r. = ' 
4 
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f i  4(p.2  + Mi

2) - 	M 	= 0 
i= 	

% 
1  

0 
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000 
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4.1 

4.2 

4.3 

4.4 

Index i runs from 1 to 4, since in this process there are 

four particles (7c n, K+7  K-) with non-zero momentum in the 

laboratory frame. fi  is a factor which is -1 for initial 

state particles, +1 for final state particles; M is the 

proton mass. 

In the case of an event where all the parameters are 

known, these equations will in general not be satisfied. 

This is because each parameter is subject to errors and 

uncertainties introduced by the apparatus or measurer. 

However, statistical methods exist, according to which, if 

small adjustments are made in a certain way to the measured  

values of the parameters, the adjusted values of the parameters 

can be made to satisfy the conservation equations. Furthermore, 

it can be proved that, using these methods, the values of the 
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adjusted parameters so calculated, represent the most likely 

estimates of the true values of these parameters. Such a 

statistical method (called a fitting process) can be employed 

whenever there is overdeterminacy i.e. whenever there are 

more equations linking a aet of parameters, than there are unknowns 

e4mong the parameters. In this case, we can have up to three 

unknowns before it is no longer possible to subject the 

parameters to a fitting process. However, the fewer 

unknowns, the more tightly constrained the system becomes. 

The kinematics programme written for use in our 

experimental analysis was required to fit the measured 

events to the single hypothesis •K-p-->lern. The kinematic 

information available for each event was the momentum vectors 

of both the pion and the neutron, and the direction cosines 

of both kaons (all measured in the laboratory frame). The 

only unknown quantities were then the momenta of the two keens, 

so that the fit in our case was a two-constraint one (number 

of constraints . number of equations - number of unknowns). 

The method of least squares was the statistical method 

employed as the basis of the kinematic fitting. The 

mathematical basis of the method is given in Appendix 2.
(32) 

The basic operation performed was the minimization of the 
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variable 
10 	o 2 

= 2 (m. — mi l
i=1 0.2 

i 

under energy and momentum constraints (i,e. equations 

401-4.4). Index i runs over all the measured parameters. 

n
i 

is the initial measured value of variable i, while m. 1 

is the adjusted value obtained when X is minimised and the 

constraint equations satisfied. 	0.2  is the estimated 

variance of the variable i. Since the constraint equations 

are non—linear, the minimisation process was iterative. 

The initial iarrcxcv 6. on the measured variables were assumed 

uncorrelated. However, correlations did exist, and because 

of this the errors on the corrected variables could generally 

be reduced from their initial estimated values (sea 

Appendix 2). 

The least squares method demands that the variables used in 

the fit should be normally distributed. The 6 and ri angles 

(see Fig.401) were taken as the normal variables which 

described the direction of each particle (in the frame 

specified)* The reason for this choice was the collimation 

in the forward x direction of the initial and all the final 

state particles, because of the proximity of the reaction 

threshold. As a result, this choice ensured that small 

changes in a particles direction did not cause wild variations 

2 
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in its 0 value. (This might have occurred if the z axis of 

Fig.4.1 had been taken as the beam direction). The 

momentum magnitude of each particle was also considered as 

normally distributed, with the exception of the neutron, where 

the time of flight was taken, as normally distributed instead.(11) 

The main approximations involved in this formalism were that, 

in practice, 6 and 0 for the neutron were not really 

distributed normally, since the distributions of these 

parameters were limited by tho finite dimensions of the neutron 

counter. Also, the input pion momentum was distributed 

triangularly rather than gaussianly, as discussed in Appendix 

1. (The position of the event vertex in the hydrogen could 

be calculated from the kaon tracks on the event photograph, so 

that the effect on this momentum distribution of the pion 

energy loss in the target before interaction could be eliminated). 

4.4 Testing the kinematics programme with the Monte Carlo  

programme  

As stated in the previous sectian,the kinematic parameters 

of the event would not all be normally distributed in practice. 

However, if the parameters were all normally distributed, the 

resulting fitted events would be required to satisfy certain 

theoretical conditions. This fact was used to test that the 

kinematics programme was working correctly, using events 

generated by the Monte Carlo programme. 
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The test was carried out by first adding a small 

deviation to the true value of each of the (ten) 'measured' 

kinematic parameters of a Monte Carlo event. The deviation 

was, in each case, chosen randomly from a normal distribution 

of zero mean. The event, so 'smeared', was then fitted to 

IC p-> K+K-n by the kinematics programme, in the normal 2-

constraint fit. The variance of the normal distribution 

used to 'smear' the value of the parameter i, was the same 

as the variance for parameter i used in the fitting process. 

Because these variances were made eqaal, the events fitted 

in this way had to satisfy the following theoretical 

requirements: 

1) TheX2  distribution of the fitted events should be the 

same as the theoretical x 2  curve for two degrees of freedom 

(this implied also that the mean value of x 2 for the fitted 

events should be 2). 

2) The 'stretch functions' for the measured parameters, 
0 m1  . - m. 1  , 

	

defined. as S(m.1) -., 	 should be normally distributed, 
a (m1 ....m.  o)  

1 ' 

	

with unit variance 	and zero mean. 

3) The variance 02(m1) on the i-th fitted parameter, and 

, 
the variance a

2 
 (m. -m.

1
°) on the correction (m.-m.°) to 

	

1 	 1 1 

that unfitted parameter, (both calculated during the fit), 



should be related to the original estimated variance 

02(m.°) by the relation 

0 
2
(m. 

o
) 	?0 (m.) 	20 (m. — m. 01 ' 

(this is a special case of equation A2.21) 

The conditions were found to be well satisfied by the fitted 

Monte Carlo events. 

4.5 	Use of the Monte Carlo and kinematics programmes to  

simulate the experimental fits  

The last section of this chapter describes how the Monte 

Carlo programme was used in conjunction with the kinematics 

programme to complete the Monte Carlo simulation of the 

experimental event which fitted ern. So far only the 

'collection' of the Monte Carlo event by the apparatus has 

been described, To complete the simulation, the procedure of 

the last section was repeated, in a modified form. 

The Monte Carlo event was now made to simulate an 

experimental event exactly, by introducing small deviations 

into the true values of the parameters of the Monte Carlo 

event, in the same way as these deviations were introduced into 

the true parameters of the experimental event, due to the 

apparatus only being able to measure to a certain accuracy 

(i.e. the resolution of the apparatus was applied to the Monte Carlo 

event before it was fitted to 91:p —* ern). Thus, in the 

79. 

4.5 
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fit of a Monte Carlo event, the estimates of the neutron's 

6 and 0 angles were taken to be the e, and 0 angles of the 

centre of the neutron counter which had been triggered* 

Similarly, the estimate of the pion momentum at the front of 

the target was taken to be the central momentum of the 

particular hodoscope channel concerned. Normally distributed 

deviations were introduced, in a random way, into the (true) 

neutron time of flight, and into the (true) 6 and 0 angles of 

the pion and each kaon. The variance of the distribution 

used in the 'smearing' of the i—th normally distributed 

parameter, was the same as the variance used for this parameter 

in the fitting process. 

The Monte Carlo events fitted in this way in fact differed 

only slightly from the theoretical expectations of section 4.4. 
In all the later comparisons of Monte Carlo and 

experimental results made during the experimental analysis, 

the effect of the resolution of the apparatus was applied 

to the Monte Carlo OKE events, in the manner described above. 

The normal variances (and their estimated accuracies) 

used in the above fitting process, are given in Table 4.1. 

These values were also the ones used in the fitting of the 

experimental events. The estimate of the neutron time of flight 

variance was taken from reference (11). The variance of the 
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kaon angles was determined mainly by the measuring accuracy 

attainable on the scanning table, and that of the pion 

angles by the divergence of the beam. Reasonable variances were 

assumed for the non—normally distributed parameters; the 

exact values used for these were not very critical, however, 

since small changes in them would affect the Monte Carlo and 

experimental results in the same way. 

Table 4.1 

Parameter name 

	

Standard 	Estimated 

	

deviation 	Accuracy 

  

     

Neutron time of flight 	0.83 nseo 	10% 

Kaon 0 and 0 angles 	0.015 radarI 	—20% 

Pion 0 and cf angles 	0.008 rads 	—20% 

Pion momentum" 	4.5 MeV/c 

Neutron 6 and 0 angles* 	0.025 rads 

* (normal distribution only approximates to the true distribution) 

71 see section 6.2 for the calculation of this number. 
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CHAPTRV: 5  

The Response of the Apparatus 

Before investigating the response to be expected from 

the apparatus, it is necessary to first define certain 

parameters. These definitions follow below. 

5.1 Definition of parameters used  

We studied the system 

+ p 	z°  + n 

where the z°  system was comprised of, or decayed into, a 

Kr pair. The situation in the overall centre of mass 

system (c.m.s.) is shown in Fig.5.1(a). The direction of 

the z°  system in this frame was specified by the angles 6*  

and 	. The direction of the neutron was then given by 

	

0= 	A— 0* 	 0.0 5.1 

	

= 	0* 5.2  
* 
p 	was the final state momentum (of both the neutron and 

the zP  system) in this frame. 

The kinematic variables of the ek—  pair were defined in 

the rest frame of the zo system. As shown in Fig.5.1(b), 

P0 
e0'9 0 y defined the momentum vector in this frame 

of the kaon which was the faster in the laboratory. In the 

diagram, the 	direction is the input pion direction, and 
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Fig.5.1.(b) Kaon angles in 
z° rest frame 
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then direction (along the z' axis) is the normal to the 

production plane. The angles e 	99 were then defined by 

cos 	a 0  

 

A 
xl.Pk 

  

000 5.3 

  

1Pki 

   

 

A A 
x n).(xl x pk) 

... 5.4 

      

A 
I XI  X Pk1 

A A 
cos 9/0 	

21.(2;1 X  Pk)  ... 5.5 

 

Izt 
Pk! 

  

These definitions were taken from reference (33). It can be 

shown that qv is identical with the Tralman-Yang aagle.(33) 

The faster kaon was chosen in this definition just 

because it was necessary to have some way of differentiating 

between the two kaons; the usual method of distinguishing 

the kaons by their charge could not be used, as the kaon charge 

was not detected in this experiment. The faster kaon in the 

laboratory corresponded to the kaon that went forwatd in the 

dikaon rest frame. Therefore the cos 0 ri distribution ran 

only from e = o-4. /2 y whereas the true range of e cf  

allowed for each kaon was 0 	. The faster kaon was 
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equally likely to be Kt  or K-, so the distribution obtained 

for cos e cif  was effectively a distribution of coeere running 

from +1 to -1, which had been 'folded' upon itself about the 

00 = 7c/2 point. 

In the case where the z°  system decays into a Ktk-  pair 

via strong interactions, no information is lost as a result 

of this folding process, as the application of the parity 

operator P to the strong decay process 	Kt  + K 

interchanges the directions of the Kt and K-  i.e. 

cos 8 	 •••.--> ••••008 e 0 	9f9r ••.4. IL 4. 910- • 	From parity 

conservation in the decay one therefore obtains the relation 

W (cos 8 	00) 	W(..008 e 	 7C+ ci f} 	5.6 

(W(oos 6 	ao /a (cos 8 / 9y is the 

decay angular distribution). 

5.2 	The role played by the neutron counters in determining the  

response of the apparatus  

As discussed in Chapter 1, the role played. by the neutron 

counters in this experiment, as in others performed by this 

group, is of fundamental importance, The neutron counters, 

together with the beam counters, can be considered to form a 

'missing-mass spectrometer' arrangement, since the detection 

of the pion and neutron from the reaction 

0 
IC + 	Z 	n 
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by these counters, enables us to study the mass spectrum of 

the zo system. The experiment described here, has gone 

further, and placed demands on the 'missing,-mass' system as 

wells  namely, that it should consist of a lee pair. However, 

it turna out that this extra constraint has only a small effect 

on the basic response of the apparatus due to the neutron 

counters. This response, and the biases imposed on the 

experimental (and Monte Carlo) distributions as a result Of 

it, are considered below. 

For a given input pion momentum (per  ) , and a given mass 

of the zG  system, the c.m.s. final state momentum 

is completely specified. This can be seen from 

. Eo
2 	= M2 + II'it2  + 2M W(M Ic2 

 + p 2) P2 
P 	it ... 5.7 

Bo 	
n2
o 	+ pie2 ) 	4.

(
m z2 + _*2 ) 	

Oils 5.8 

where Ec is the c.m.s. energy, and MP M
n 

M 	are the 
9C 

proton, neutron, and pion masses, respectively. 

i.e. p* = f(1), , Mz) only. 

A relation also exists between p( , Ven  p and e n 

where en  is the polar angle of the neutron in the laboratory. 

A Lorentz transformation of the neutron's momentum vector from 

the c.m.s. to the laboratory gives -- 
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pn sin 0a p* sin 0 *n 
	000 509 

pn cos 0 n = y c (p* cos a *n  + R c  E*) 004 5010 

where pn is the neutron laboratory momentum, pc is the 
N c.m.s. velocity in the laboratory, and y = 1 it/(1— p 2  ) 

Eliminating pn  , we get a relation between en e*n $ and 

p 

P* 

tan n  (3 
sin lax-n  

 

000 5411 

 

yc(cos 0 *n 	c E*/p*) 

Curves of e*n against p* for fixed e n values are shown in 

Pig.5.2. The two curves shown are for values of en  

which correspond to the a n  values of the inner and outer 

extremes of the neutron counters (neutron flight path = 4 m.). 

Only neutrons which fall inside the region bounded by the two 

curves can be accepted by the neutron counters. 

If the production process is assumed isotropic in the 

com.s., then 

acy  
a( cos ail). WI- 

= constant 000 5.12 

If we then make the approximation of complete azimuthal 

coverage by the neutron counters, the collection efficiency (c) 
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for neutrons of momentum p* depends upon the range of 
* * 

( e1n  < e, < e
2 ) collected by tho neutron counters 

at that particular p* value. 

6 (p*)  '2 I 2  * 	(cos e*n) 	 5.13 
e
1 

The collection efficiency as a function of p* is plotted 

in Fig.5.3(a), using the e*n  v p* plots to obtain the 

allowed 6*n range at each p*. 

If p 	is fixed, p* m f(Mz) only. The mass response 

of the apparatus at that particular pit  value is then 

defined as the collection efficiency as a function of h 

'tp(Mz) for that p 	Curves of S  (Mz) v Mz for IC 
various pp  values are plotted in Fig.5.4. 

The actual number of neutrons'(dN) associated with zo 

masses in the range Mz-.4Mz  diaz  which are collected per 

beam pion (called the 'yield°, is then related to the 

production cross-section do and the mass response by 

dN 	(Mz). 80 	o.. 5.14 
amz  

Using Fig.5.4, it is instructive to consider now what 

happens to a fixed mass  (or, strictly, an infinitesimal mass 

range dElz  centred on this fixed mass) as we raise plc 
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from the threshold value. (In what follows it has been 

assumed for simplicity that ao/allzis constant over the 

range considered, so that the yield dN cc e(Mz).dtiz  only. 

In practice it is more likely that eafaMz. f (per  , %), 

but as e(Mz) is generally the more rapidly—varying function 

of the two over our p* range, the conclusions arrived at 

below hold qualitatively in general). 

For a mass of 1018,6 MeV/c2  y p* is < 30 MeV/c if 

1560 MeV/c < px < 1562 MeV/c, and we are in region A of the 

*n v p* plot of Fig.5.2. None of the neutrons 

associated with events having this z°  mass has enough transverse 

momentum to get into the neutron counters, and all neutrons go 

into the hole at the centre of the neutron counter annulus. 

The yield of neutrons (dN) is therefore zero in this region. 

(see curve for px  . 1562 MeV/c in Fig.5.4). 

if we raise px  we reach region B of the e*n  v p* 

plot (30 MeV/c < p* < 85 MeV/c). In this region, most 

of the neutrons produced are collected, though those with 

very high, or very low, a *n  values still go into the hole. 

The observed production angular distribution ( 80 /a (cos 049) 

(isotropic but for the biases) therefore appears fairly flat 

over a wide region here. As seen in the curve for 

1576 MeV/c in Fig.5.4, the yield of neutrons reaches 
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a maximum in this region, at —1576 MbVic, — 16 MeV/c 

above threshold (p,t  = 1560 NeV/c) for this mass. 

At still higher p, values (p, > 1580 NeVic, 

p* > 85 Mollie) we reach region C. In this region, neutrons 

with e*n —7K /2 have enough transverse momentum to clear 
the neutron counters on the outside of the annulus. As a 

result, the observed production angular distribution splits 

into two peaks in this region, one composed of neutrons going 

forwards in the c.m.s., the other composed of neutrons going 

backwards. This represents a serious bias at high p* values. 

As a consequence of the twn small ranges of e* collected, 
the yield also falls off rapidly in this region (see curve 

for p 	= 1620 MeV/c in Fig.5.4). 
IC 

The above discussion considers the yield associated with 

a fixed M:5 only. However, the total yield of neutrons at anSr 

given p 	is given by an integration over the mass response 
it 

curve for that p7c 	i.e. 	N cc sfe(Md•ao/alifz* dM 

( ac  / amz  need not necessarily be constant now ). The mass 

response at a particular pp  is seen to be sharply peaked 

/ 
( full width half height "' 9 MoVic 	). The mass 

response over the whole mass range covered can, however, be made 

(more or less) uniform, by summing together the (normalized) 

data from adjacent p7  blocks (this technique was used in the 
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analysis of the present experiment). Any structure which 

then appears in the plot of total yield as a function of pic  2 

is thon due to structure in the z°  mass spectrum. 

aamination of the yield v p.x  plot is therefore a good 

way of seeing any (fairly narrow) resonance in the mass 

range of the z°  system covered. This is illustrated in 

Fig.5.3(b), where the yield v p7c  plot is drawn for the 

extreme case of a zero width resonance (M, = 1018.6 MoVic
2
), 

superimposed on an infinitesimal non—resonant background; 

the yield as a function of p 	is then just that due to a 

fixed mass. 	(Fig.5.4b) was obtained from Fig,5.3(a), 

using the fact that p* = f(pn  ) only for fixed Mz. Pig. 

5.3(b) includes a dependence of the production cross—section 

on p* — it assumes a cc p* , a good approximation near 

threshold (see section 1.3)). 

5.3 	Examples of the Monte Carlo distributions  

As an illustration of the points discussed in the last 

section, and in order to introduce some of the distributions 

used in the analysis, some examples of the Monte Carlo distributions 

for the 91 meson (mg = 1018.E MeV/c2, width = 4 MeV/c2), and 

for ern phase space, are shown in Figs.5.5 and 5.6. The 

Monte Carlo OKE events were generated, for the 0, according to 

the 'simple' 0' model discussed in section 4.1, and according 
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to the phase space model for the K+Cn phase space events. 

All events underwent the process described in section 4.5 

to include the resolution of the apparatus, and all histograms 

were normalized to the same number of (Monte Carlo) beam 

pions. Two beam momenta, 1576 MsVic and 1620 MeV/c, are 

considered, to illustrate how thebiases change with beam 

momentum. 

We consider first the distributions concerned with the 

production processes. 

For the 9, the main changes that occur in going from 

= 1576 MeV/c, to pit  = 1620 MaVic, are, a) the yield falls 

to about a quarter of its maximum ualue (occurring at — 1576 

MeV/c); b) the (observed) production angular distribution, 

initially fairly flat, splits into two peaks; c) a higher 

range of p* is collected. These points can be understood from 

the argumants of the last section, by considering the 0  to be 

of zero width, and therefore analogous to the tfixed mass' 

example of the last section. 

On the other hand, the eK—n phase space corresponds (very 

approximately) to the case of a uniform mass distribution, 

and its behaviour can therefore be understood by considering 

it analogous to a uniform mass distribution (see Fig.5.4, for 
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example, where P12 is constant). Thus, as p 	is raised, 
aMz  

the fk mass plot tends to peak at higher values, but a 

good proportion of lower mass events is still collected. 

This accounts for the peaking in the observed production 

angular distributiaa at 1620 MeV/c, and the tendency to 

collect more high p* events here as well. The phase space 

yield increases as pit  is increased, due to the density of 

states factor increasing faster than the collection efficiency 

decreases. 

The decay angular distributions (for both cc and K+K-n 

phase space) are seen to have shapes which are rather 

independent of beam momentum. There is little experimental 

bias on the 00  angle, but the cos 80 distribution is strongly 

biased at cos 6 0 -1. This is because the slower kaon 

in the laboratory is now at its slowest, since it is going 

directly backwards in the fir rest frame. It therefore has 

not enough energy to get through the Cerenkov-E-counter system, 

and the event is lost from the OKE class. This effect becomes 

particularly serious for the g at 1620 MeVic, for events in 

the 	e* N t peak in cos e *, 	Here the 0 is now going 

relatively slowly in the laboratory, and events are only 

accepted if cos 00 is near zero. For events in the 

6* - 0 peak in cos '0* , however, the effect is reversed, 
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since the rir is now travelling fast in the laboratory, and 

can give both kaons enough energy to traverse the Cerenkev—

E,counter system almost irrespective of the e angle. 

The total cos e distribution, however, being an integration 

over cos e 	does not change much with beam momentum over 

the range considered. 

5.4 Resolutions  

The resolution of the various parameters describing the 

production and decay processes could be obtained by comparing 

the original true values of these parameters, as generated. by 

the Monte Carlo programme for the an events, with their 

corresponding fitted values,obtained after the events had undergone 

the process of being 'measured' by the apparatus and then 

fitted by the kinematics programme, as described in section 4.5• 

These Monte Carlo resolutions, so estimated, are presented 

in Table 5.1 below, as the standard deviations of normal 

distributions (the normality assumption was a fair approximation 

in most cases). 

Table 5.1 

Parameter name 	Standard deviation a 

Effective mass of dikaon + 4 MeV/02  
system, Niel( 

cos 0 * 	+ 0.15 

P* 	± 12 Melfic 

cos Og 	 ± 0.18 
rig 	± 0.15 radian 
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Each number listed in the table represents an average 

over the relevant distribution, and also over the total p 

range covered in the experiment. The resolution deteriorated 

slightly at higher lk  values. 

In the experimental analysis, it was assumed that (within 

the limits of the approximations involved in the Monte Carlo and 

fitting programmes),the Monte Carlo and experimental 

resolutions were the same, so that the inclusion of the effects 

of the resolution into the Monte Carlo and experimental 

distributions would affect both sets of distributions in 

the same way. The numbers of Table 5.1 help to justify this 

assumption, since in general the resolution was good enough 

to cause little change in the distributions when its effects 

were included. 
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CHAPTER 6  

Mainly Concerning the Extraction of Data from the Photographs  

6.1 Scanning and Measurtwof the Events  

We proceed now to a description of the scanning and 

measuring of the events. 

The image of the event on the film was projected onto a 

DMAC measuring table, through a lens system with a magnifi- 

cation -, x 20 between film and measuring table. The lens 

system was designed by Dr. D.C. Potter. The overall magnifi- 

cation of either of the two views on the table, with respect to 

the corresponding projected view in real space, was approxi- 

mately 0.5. A diagram of the two orthogonal views of an 

event, as they appeared on the table, is shown in Fig.6.1. View 

1 was of the xy projection viewed in the positive z 

direction, view 2 of the xz projection seen along the 

negative y direction. The positions, in each view, of 

the E-counters, C-counter, A0  counter, hydrogen target)  and 

beam axis, relative to the fiducial crosses in that view, were marked 

on a template. As an initial step in the scanning of an event, 
the position of the template on the table was adjusted until its 

fiducials coincided with the corresponding fiducials for the 

event. This enabled the scanning criteria to be applied to 

the event. 
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The scanning criteria which an event had to satisfy 

were as follows. 

1. The event had to have a neutron time of flight value lying 

within the range allowed by the kinematics of the reaction 

p 	ern , and the experimental biases. Accordingly, 

events lying outside a certain 'gate' in the neutron time 

of flight spectrum were rejected (this gate was narrower than 

the gate imposed by the electronic trigger). 

2. The event was required to have at least two 'sensible" 

tracks appearing in the first 3 spark chambers downstream 

of the target. A 'sensible' track was defined as a track 

which came from the hydrogen target, and also passed through 

an E-counter, without going through the veto counter Ao  behind 

the target (see Fig.6.1). 

3. Each possible pair of sensible tracks (there was rarely 

more than one pair for an event) then had to satisfy the 

conditions: 

a) In view 1 (xy projection), the two sensible tracks, and 

the direction of the neutron (known from the neutron counter which 

was triggered), had to have values for their projections onto 

the y axis, which were not all of the same sign (i.e. neither 

all positive, nor all negative). A similar condition held 

for the signs of their projections onto the z axis in view 2 

(see Fig.6.2). Failure to satisfy the condition in either 
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view lead to rejection. This condition is valid because, if 

the direction of the input pion is taken as the x axis, it is 

impossible, with only 3 particles in the final state, to 

satisfy momentum conservation along the y- or z-axes with 

such a configuration; an event producing this configuration 

could only be KKn if the input pion direction vas far outside 

the limits defined by the beam counters, which was very 

unlikely. 

b) Both sensible tracks should not intersect the E-counter 

plane on the same side of the beam axis in both views. This 

would mean that they had both gone through the same Er-counter, 

and therefore could not, alone, have triggered the Ecounter 

system (see Fig.6.2). 

An event which satisfied these criteria was then measured. 

The measuring device on the table was a flat rectangular 

block, 6" x 1" xi", upon which was marked an elongated 

cross (see Fig.6.1). In the surface of the table was a 

sensitive area. This area was mapped out as a two-dimensional 

Cartesian coordinate system fixed relative to the table 

surface. The spatial resolution of points along each axis 

of this system was 0.1 mm. The coordinates of a point in 

the sensitive area could. be  obtained in digital form on 

punched cards, by setting the cross on the measuring device 
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coincident with the require& point, and sending the relevant 

instruction to the machine. The punched cards were produced 

by an IBM 1406 Card Punch adapted for use with the DMAC table. 

The measuring device could be used in two modes. In mode 1, 

only the coordinates of the cross on the table were produced; 

in mode 2, the coordinates of the cross, and also the 

coordinates of the point X on the elongation of the cross 

(see Fig.6.1) were obtained. 

In the measurement of an event, four fiducial points 

were first measured, using the device in mode 1, and 

setting the cross coincident with the fiducials (see Fig.6.1). 

It was necessary to measure these fiducials in order to be 

able to relate measurements subsequently made on the kaon 

tracks, to a set of points in the measuring table apace whose 

coordinates were known in laboratory space. The measurements 

made on each track in each view to provide the information 

required by the geometry programme wore as follows (ace Fig,6.1.)8 

the elongated cross was aligned (by eye) along the track 

projection in view 1, with the cross itself coincident with 

the projection of some point on the track whose projection in 

the other view was easily idattifiable (point Z in Fig.6.1). 

The measuring device was now used in mode 2, so that the 

coordinates of two points on the track in this projection 
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were obtained, In view 2, a similar procedure was adopted, 

with the actual cross at the same x position as before (point 

z). From this information, the real spece direction cosines 

of the track, and the real space coordinates of point 3 on 

the track, could be calculated° 

The digitized neutron time of flight, the number of the 

neutron counter which had triggered, and the hodoscope 

momentum channel of the input pion)  were also punched onto 

the cards, 

The fate of each 'sensible' track as it passed through 

the spark chamber system was also recorded, by means of a 

series of code numbers. These code numbers were used to 

record any changes in the track, and also to designate where 

in the chamber volume they occurred. The reason for noting 

these changes was so that events of the experimental 010 class 

could be selected by the computer after the event had been 

successfully fitted by the kinematics programno. Two types of 

change were usually encountered: 

1. A change in the direction of a track by > 10°. This may 

have been due, for example, to a decay in flight, or to an 

elastic scatter in material, 

2. Termination of a track, where this was not due to the 

• particle having left the sensitive volume of the chambers. 
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A kaon may have stopped in the Cerenkov-B-counter system, and 

no charged reaction product continued into the chambers, 

for example. 

Changes occurred, in general, in the Cerenkov-E-counter 

system, since the bulk of the material in the chamber volume 

was here. 

6.2 Reconstruction and Kinematic Fitting of the Events  

After measurement, the event was processed by the geometry 

programme. The geometry programme used was written by 

Dr. W.G. Jones: its basic functions are described below. 

The fiducial points for each view were set in a plane 

perpendicular to the direction of that view (i.e. in planes 

ABCD, CIO' of Fig.6.1). Measurements made (in measuring 

table space) on the kaon tracks in each view were actually 

made on the projections of the tracks in the fiducial plane 

of the view, since they were made with respect to the 

fiducial points in the fiducial plane. The programme first 

calculated the laboratory coordinates of the projected points 

in the fiducial plane, from their coordinates in the measuring 

table space, using previously calculated equations relating 

measuring table and laboratory space coordinates. 

The programme then calculated the direction cosines of 
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each track in the laboratory. For each view a plane was 

defined, using (from the event measurement) the (laboratory) 

coordinates of two points on the projection of the track in 

the fiducial plane of that view (see Fig.6.l), and the 

effective position of the camera in that view (i.e. the 

position at which the camera appeared to be, when viewed 

from the chamber volume through the mirror system for that 

view). The line of intersection of these two planes (one 

plane for each view) was then taken to have the direction 

cosines of the track. 

For each track, the laboratory coordinates of the point 

Z on the track (see Fig.6.1) were also calculated. In each 

view, a line was constructed which passed through the projection 

of the point Z in the fiducial plane of that view, and through 

the effective camera position for that view. Theoretically, 

the two lines so formed should intersect at the point 71, but 

in practice they rarely did so because of measurement errors. 

The best estimate of the position of the point Z was therefore 

taken as the midpoint of the common perpendicular of the two 

lines. 

Knowing the direction cosines of each track, and the 

coordinates of a point (Z) on each track, the position of 

the vertex could now be found as the point of intersection 
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of the two (extrapolated) tracks. In practice the two tracks 

rarely intersected, again due to measurement errors and 

scattering, and the best estimate of the vertex position 

was taken as the midpoint of the common perpendicular of the 

two tracks. New direction cosines were then calculated for 

each track, taking the track to pass through the vertex and 

the point Z on the track (see sketch below). The amount by 

which the original estimates of the direction cosines were 

changed in this procedure was related to the errors on the 

kaon e and 91 angles used in the kinematic fitting process. 

Using this relationship, and distributions of these 

corrections tc the original direction cosines obtained from 

a sample of ern events, the standard deviation of the 

kaon 6 and 0 angles was calculated as 0.015 4- 0.003 radian. 

There were two criteria in the geometry programme which 

at evett.had to satisfy. 

a) The corrections to the original estimates of the direction 

cosines, outlined above, should not be greater than a certain 

amount. In the sketch below, Zi and Z2 are the 'Z' points 

on each track, Z1.A and Z2.B are the extrapolated tracks, 

AB is their common perpendicular, and V is the vertex position. 
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Then both the angles Aei PS dilTand AlIftod/t2  (AelftV 

had to be < 0.045 radians for the event to be accepted. 

b) The vertex of the event had to lie within a region 

defined to be the hydrogen target region. This was taken 

to be a cylinder with its axis coincident with the beam axis, 

similar to the physical target, but somewhat longer (50 cm 

of. 32.3 cm), and of larger diameter (8 cm 	6.5 cm). 

Apart from the fraction of KKn events lost due to statistical 

processes, which could be estimated, KKn events which had been 

badly or incorrectly measured could also be rejected by these 

criteria; so a sample of events which failed the geometry 

criteria were remeasured to ascertain this loss as well. 

This type of loss could be kept very small due to the 

application of cross—checks performed on an event in the geometry 

programme. The loss of KKn events due to these criteria was 

estimated at about 1%. 
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An event satisfying the criteria in the geometry 

programme was then tested against the hypothesis 1C p -401e1Cn 

in the kinematic fitting programme. An event was required to 

satisfy the following conditions before it was accepted as 

--> IC÷K-n 

a) An event had first to satisfy the tcoplanarityl requirement. 

This condition was applied before the fitting process was 

attempted. The direction cosines of the momentum vector of 

the dikaon system in the laboratory were first calculated 

using only momentum conservation applied to the reaction 

+ p --> neutron + missing mass, employing the measured 

(but unfitted) momentum vectors of the pion and neutron in 

the equations. The requirement was that the momentum vector 

of the a system then had to lie in the plane defined by the 
two kaon directions in the laboratory, within certain limits 

governed by the estimated errors on the parameters involved. 

This was equivalent to demanding that the final state 

particles should be coplanar in the overall centre of mass 

system (c.m.s.), and was designed to reduce background of the 

type involving 4 or more particles in the final state, 

which in general would not be coplanar in the c.m.s.. 

b) The fitted events had to satisfy the constraint equations 

to within certain limits. The four constraint equations, 
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embodying energy and momentum conservation in the reaction, 

were not exactly satisfied in practice, since the fitted 

parameters (m) were very close to their final values after 

only a few iterations; to save computer time, the iterative 

process continued only until the 3 momentum equations were 

satisfied to 0.5 MeV/o, and the energy equation to 0.5 MeV. 

In some cases, however, the fit could not converge to satisfy 

the equations to these limits, after the maximum number of 

iterations allowed (ten) had been attempted. This might 

have occurred if the event had really been 1 p-->e /Fen 

where the 7z°  had been missed, and the it 'A simulated the 

K+K--  pbar. 

c) The value of t  for the event had to be < 10. The mean 

value of y? for Monte Carlo 1:p.-0. K4K71 events was about 

2, with - 	having > 10. Non-KKn events, however, would 

generally tend to have large%2 values, so that these events 

were again discriminated against by this criterion, 

d) The fitted values of both the kaon momenta were required 

to be > 230 MGV/c. This was because events of the CKE 

class, which were the ones used in the final analysis, were 

required to suffer no changes in the Cerenkov-E-counter 

system, and a kaon with a momentum of <230 MeV/c was bound 

to stop in this counter system. This criterion was again 
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good for eliminating events involving pions rather than kaons. 

The Monte Carlo OKE events were also required to 

satisfy these four criteria in the fitting process. The 

percentage of Monte Carlo KKn events rejected due to these 

criteria was between 2% and 3%. 

The total fraction of KKn events lost due to all criteria 

in the geometry and kinematics programmes was taken as 

42%. 

A loss of KKn events would also have occurred during 

the scanning process. It was therefore necessary to 

determine the 'scanning efficiency' for elf.7n events. We 

made an estimate of this number by scanning a large sample 

of the film again, this time using two scanners, whereas 

only one had. been used in the first scan. The efficiency 

was then defined as 

E 
	N 	

000 6.1 

N1  + N12 

where N1 
 was the number of OKE events found in the first scan 

which eventually fitted 9C/a -4.K+K-n, and N12  was the number of 

OKE events found in the second scan, but not in the first, which 

fitted icp-->K+Kn. The scanning efficiency, thus defined, 

was found to be (93+6)%, and was approximately independent of 
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the variations in the signal—to—noise ratio encountered 

over the range of beam momenta covered during the data—taking. 

603 AL1:bjm2Eve/r ...usts 

Unfortunately, effects existed which made unambiguous 

classification of certain events impossible, and weighting 

procedures had to be adopted for such events. Two types 

of ambiguity were encountered. 

1) The Nixie light displaying which neutron counter (WO) 

had been triggered during the event being photographed, 

sometimes displayed two neutron counter numbers. This 

was due partly to electronic pickup from the spark chambers 

in the circuits operating the display lights, and partly to 

uncurrelated random triggers in other neutron counters 

coinciding with the true neutron counter triggers. About 

30% of the pictures were affected in this way. 

Two kinematic fits were attempted on these events, using 

a different one of the two possible WNC values in successive 

fits. In general, it was found that the final classifications 

of the two fits would be the same i.e. both would have 

y,2 > lOy both would give good fits, etc., so that the event would 

be either accepted or rejected as in the normal case. However, 

a small fraction of such ambiguous WNC events produced 
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different and-classifications; in events where one WNC 

value produced a good fit-, whilst the other WNC was rejected 

under one of the criteria;  a weighting procedure was 

necessary. Such an event was weighted with the relative 

preability of getting a good fit rather than getting 

the event rejected under the particular rejection criterion 

concerned using the other WNC of the pair. This probability 

was found by noting the relative frequency of the two types 

of classification concerned in the unambiguous events 

satisfying the geometry criteria. 

The proportion of events which had to be weighted due 

to this type of ambiguity was about 8%. In practice the 

weighting factor was always close to unity. 

Similar ambiguity occurred in the Nixie light indicating 

which hodoscope channel had fired, 'but to far less extent. 

2) The second type of ambiguity arose when more than two 

/sensible! tracks appeared on a picture, and more than one 

combination of any two of these tracks passed the scanning 

criteria. In this case, all the accepted possible combinations 

were tried in a fit. In general the end-classifications of 

all the fits for the event would not be the same, and when some 

pairs gave good fits, while others did not, the event was weighted 

by the factor 2. This was effectively saying that it was 
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equally probable that the event was either an unambiguous 

'good fit' which had become contaminated by uncorrelated random 

.traCks(oasubl4or it was a process with more than 3 particles 

in the final state. This was the simplest form of weighting 

possible, and no attempt was made to resolve this class into 

the.two sub—classes stated above, since any error introduced 

into the yield of KKn events per pion at any p,t  value as a 

result of this weighting was always a good deal less than the 

statistical error. The fraction of events at a 

setting that needed to be weighted in such a w4y, did in 

fact vary with beam conditions, indicating that casual effects 

were present. This fraction was typically about 10%. 

No event which had been classed as ambiguous. was 

used afterwards in the experimental distributions, only in 

the total yield of KKn per pion at that pw 	No bias should 

arise in the distributions as a result of this. 

6.4 	Elimination of systematic errors, 

After the preliminary fitting of the events had been 

completed, the data was examined for systematic errors in any of 

the ten quantities used as known variables in the fit process. 

The chief systematic errors occurred in the neutron time of 

flight, and in the absolute value of the p setting for a block 

of 4 hodoscope channels. 
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1) Neutron time of flight error (see section 3.3) 

The time of flight of a neutron was calculated from 

the time separation between the neutron and the y peak 
position, knowing the distance the neutron had travelled, 

and the velocity of light. This assumed that the time 

position of neutrons travglling with the velocity of light 

was the same as that of the y peak; as y rays tended to 

produce bigger photomultiplier pulses than fast neutrons, and 

thereby triggered the neutron counter discriminator 

earlier, this assumption could possibly have introduced a 

systematic error into the neutron time of flight. 

To estimate this error, a time of flight spectrum was 

plotted of the unambiguous events from the 1580 MeVic data 

which fitted KtKn. The unfitted time of flight values 

were used. The yield of 9i, was largest at 1580 MeVic and it 

turned out that there was very little KKn background under 

the 91  here, Also the time of flight spectrum obtained 

inside the timing gate imposed in the scanning was 

contaminated with only a little non—KKn background. A 

Monte Carlo time of flight spectrum, using unfitted times 

with the correct random timing error introduced, was also 

produced. This consisted mainly of 9, plus a little 

phase space, in approximately the right proportions, at the 
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same momentum. The experimental spectrum was tested against 

the Monte Carlo spectrum in a lsast squares fitting process, 

adjusting the position of the experimental bump on the time 

axis - of the Monte Carlo bump until the x value minimised. 

The separation of the ypeak from the position on the Monte 

Carlo time axis of neutrons travelling at the speed of light 

then gave the systematic error, which was 1.1 ± 0.3 nsec. 

This method suffered from the disadvantage that the model 

assumed in the Monte Carlo programmehad.tole a good approximation 

to the truth, so that the two bumps would have the same shape. 

2) P/t  Error  

Data was taken at 3 At  settings above the KKn threshold, 

with 4 points being obtained on the curve of yield of KKn per 

pion against momentum p7t  • for each setting, since 4 

hodoscope channels were used. The error was split into two 

types a) the absolute value of the, say, central p setting 

could have a systematic error; b) in changing from the central 

p setting to one of the outer settings, hysteresis effects 

could produce errors in the separation of the two pw  settings, 

since our only indication of the magnet's field at the time 

was via its current. 

This problem was only partially solved. The systematic 
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error in the cunttul- pit  setting at the.  nominal value of 

1580 MeV/c was estimated, using the known value for the V 

mass. A. KKn mass plot of the unambiguous events at 1580 MeV/c 

which fitted KKn was compiled, using the fitted masses. An 

analogous Monte Carlo mass plot was also produced, using as 

the mass of the resonance the known mass of the 0 (1018.6 

MeVic2). In a manner similar to that used to find the time 

of flight error, the two curves were fitted against each 

other, adjusting the position of the experimental mass plot 

on the mass axis of the Monte Carlo plot until X minimised. 

The resulting translation of the experimental plot along the 

mass axis that was necessary could be simply related to a 

corresponding change in the experimental p 	value, which was 

then supposed to be the systematic p 	error. The required 

change in our case was in fact zero. The only uncertainty 

in the value of the central momentum (101eVic) was now due to' 

/. the uncertainty in the 0' mass (± 0.5 Maio2). The two 

outer p 	settings had this error combined with their 
IC 

estimated 'separation' errors, making a nett error of -1-2e5 MeV/c. 

The situation is shown in Fig.7.1. 

6.5 Analysis of the fits obtained 

After elimination of these systematic errors, the 
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distributions of the variables parametrizing the kinematic 

fitting process for the experimental unambiguous KKn events, 

were compared to the corresponding Monte Carlo distributions. 

Good agreement ietween the two pets of results was necessary, 

to give general confidence in the experimental analysis. 

They 2 distribution for experimental events compared well 

with the Monte Carlo distribution (Fig.6.3), both having a 

mean X.2  of — 1.8. The experimental stretch functions 

(see section 4.4) also compared well with their Monte Carlo 

counterparts, and were quite symmetrical about zero deviation. 

These stretch functions were not used in the elimination of 

the systematic errors, as (for the 2—constraint fit) they 

appeared less sensitive to these errors than the methods 

described in the previous section. Finally, the relation 

(see appendix 2) 

r1-1 	1,-1 
(G unPitted)ii 	`"correction)ii 	

6.2 

was found to 'be well satisfied by the experimental events. 

6.6 	The non—eK—n background and its subtraction 

To investigate the non—KKn background, pictures of the 

electronic trigger were taken just below the KKn threshold, 

at p 	1480 MeV/c (threshold = 1486 MeVic). We wanted to 

know how this background would affect the total yield of KKn 
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events per pion and also the experimental distributions, at 

the 3 values of p used for the signal. It turned out that 

the background was very small compared to the signal at all the 

3 p
7L 
 values, so that certain assumptions invoked in order to 

subtract the backgroundl  did not need to be rigorously satisfied 

in practice. 

The pictures of the background events were first scanned, 

and then reconstructed in the geometry programme in the normal 

way. We then considered only the unambiguous background events 

that safely passed the criteria fixed by the geometry programme. 

These were called 'good geometry' events. We defined X as the 

yield per pion of unambiguous 'good geometry' background events, 

and Y as the ratio 

Y = unambiguous 'good geometry' background events which fit KKh  

unambiguous 'good geometry' background events which do not fit an 

— at the same p . The subtraction method first demanded 
It 

that the values of Y should -be known at the 3 p settings 

above threshold. However, the only 'clean' sample of background 

events available was produced below the KKn threshold. These 

'good geometry' events from below threshold were therefore 

fitted in the kinematics programme, using as their initial 
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unfitted p value, the value of p at which Y was required 
1C 

above threshold, rather than their true plr  value of 1480 Metric. 

The first assumption, then, was that the value of Y Obtained 

for this p , using the 1480 MeVirc data in this way, wan the 

same as would be Obtained from the true non—KKn background 

at this 	, if the KKn events could be removed. 

W P.-s>7C +  7t7 7en was probably a dominant contributor to the 

background, and for this process at least)  this assumption 

could be justified by Monte Carlo methods. 	7<p--.07t %—%°n 

phase space events were generated, where the two charged 

pions went into the Er.counters, and the fate of the %° was 

ignored. A first class of these events was generated, ancl 

fitter. to KKn, at 1580 MeV/c; another class of events, was 

generated at 1480 MeVic, but fitted with a p value of 1580 MeV/c. 

The values of Y obtained in both cases were approximately the 

same. 

In practice, the ratio 17 was observed to increase with 

p 	. 	Whether or not a background event would fit KKn, seemed 

to depend upon the range of K41 masses that it was possible to 

produce with the event's artificial pw  value (allowed to change 

only a little in the fit). Since the range increased with the 

artificial p value, this observation seemed sensible. 
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There was also some evidence that the quantity X 

increased with p over the range considered. This could 
7C 

reasonably be expected; for the it -p 	771t c'n events 

at least, the le l('  91° mass spectrum has been found to 

exhibit either an enhancement('34)  or a resonance (Al-wass 1070 

/. MeVA2 width 50 NaV7c2   in this zit  region. 

The values of Y had. been calculated at a fixed X value, 

from the 1480 MeV/C data; this necessitated another 

assumption. It may have happened, that a number of 

processes contributed to X, but only one of these processes 

had a contribution to X which varied with p ; then unless 

all the processes (at any given pd had the same value for Y, 

the Lett value for Y for the summed processes would vary with 

p 	simply because the proportions of the member processes of 

X would change as p,x  was increased. Since this -Lype of 

variation would not have boen measured in our measurement of Y 

as a function of p , we had to assume Y was the same for all 

processes contributing to X, for any p it  in our range. 

However, X was probably dominated by 7tp-7c1-  7C7t(In anyway, 

so this second assumption needed to be only approximately valid. 

Under these assumptions the background yield per pion at a p 
7C 

above threshold was subtracted from the total yield per pion 
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to give the signal yield per pion, by the following method. 

Suppose that at this p there were in the 'good geometry' 

classification 

a 	unambiguous KKn fits. 

b 	ambiguous KKn fits (total number). 

z 	events giving an ambiguous KKn fit, in which the 

various possible pairs of sensible tracks were 

all due to the same reaction in the target 

(i.e. 4- or more-body final states - called 

events of type 74). 

a' unambiguous rejects. 

b' ambiguous rejects (total number). 

z' 	ambiguous type Z events in which all possibilities 

were rejected, 

and there were q pions. (In order to simplify matters, the 

ambiguous events of type (1) i.e. double WO events,•were 

included in the unambiguous class, since they were a small 

class whose weight was close to one anyway. The ambiguous 

events referred to are thus all of type 2). The number a' 

would contain some KKn which had been rejected due to the 

criteria in the kinematics programme. This was approximately 

Wa, where W was the fraction of Monte Carlo KKn events which were 
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rejected at this plc  ice. 	4%. -The remainder of the 

unambiguous rejects (0-Wa), were then supposed to be pure 

background. The yield per pion of background events (B) 

which fitted KKn at this p,it I  was then found using the ratio 

Y for this pit  

i.e. B = (a'/q W a/q) Y 	0.. 5.3 
The unambiguous signal yield per pion was then 

. a - I a' -Waly 	000 6.4 

A similar argument applied for the KKn events contaminated 

by random tracks that were ambiguous i.e. the type 2 

ambiguous events remaining after the z events which were 

not KKn had been subtracted. 

Ambiguous signal yield per pion . b - z lb' zt-211:LIY ...6.5 
The Lett signal yield per pion was then 

S = a+b- z - 	1 22 	I Y - bl - zt 	y (b - z)1 Y 
q 	q 

I 	
...6.6 

Now b' z'  = a' since the ambiguous events of this type 
b z a 

were due to uncgmelated random tracks. 

Also, we have assumed that the ambiguous events of type (2) 

would be either contaminated unambiguous ones, or ones with 

more than 3 final state particles, with equnl probability, 



. z ib 

123. 

• • s= a I 1 + 	1 - la! 	Wa I Y. 
q 	2a 

- + 
2a I 

 

= Total yield per pion - background yield per pion 

The actual numbers which were ubtained are listed. below 

(Table 6.1). The background has been averaged over the four 

hodoscope channels at one pit  setting. 

Table 6.1  

Central 
Pic 

Setting 
(MeV/c) 

a b at q 
x108  
pions 

Y Back- 
ground, 
per 10° 
pions 

Background 
Average 

signal 

1540 31 10 60 18.5 0+0,06 0+0.2 0-10% 

1580 160 4 35 7.0 0.12+0.06 0.5+0.2 -.4 
1620 135 24 55 15.0 0.12+0.06 0.5+0.2 -.5% 

As can be seen from the last column in the table, the back&round 

was usually very small compared to the IA -n signal. 

It was decided to subtract background only from the total 

yield per pion, and not from the experimental distributions, 

at each signal 	4, This was because a) background was 

so small, b) so few background events could be obtained at 

1480 MeV/c, that the distributions obtained for background 

events were very inaccurate. The background distributions, 

such as they ware, appeared fairly smooth, however. 



6.7 Constant factors in the cross—section calculations  

(see section 4.2) 

Before proceeding to a discussion of the later stages of 

the analysis, it is convenient to end this chapter with a 

consideration of some correction factors used in the derivation 

of the 9f production cross—section. 

As stated in section 4.2, the Monte Carlo OKE events had 

further tests to satisfy before they could. be  reganded as 

equivalent to the experimental OKE events. These tests were 

not included in the Monte Carlo programme because the effects 

they simulated were taken as independent of the kinematic 

parameters of the eveni(e.g. neutron counter efficiency)(in 

some cases this was an approximation, valid only because the 

effect was small). Correction factors also had to be applied 

to the number of effective beam particles (e.g. the percentage 

of pions in the beam). As all these factors were multiplicative 

they were all combined into a single factor (P = j fi) which 

was arbitrarily regarded as weighting the number of Monte 

Carlo OKE events. The factors fi are listed below. 

-->K+K—  branching ratio  :f1  = 0.48 (± 7 

This number was ton from the current data tables.
(21) 
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Neutron counter efficiency: f2 	0.278 (+ 11%) 

The range of neutron kinetic energies covered in the 

experiment was approximately 150 to 450 MeV. We were unable 

to measure the efficiency of our neutron counters over this 

energy range, and were not aware of any other measurements 

having been made in this range. The calculations of neutron 

counter efficiencies by-Kurtz,(35) however, were in good 

agreement, with the measurements of Auld,
(36) Gatti,(37) and 

Wiegand,
(38)made at kinetic energies between 20-130 MeV. 

In particular, the measurement-sof Auld were made with counters of 

the same scintillator as ours, and were very similar in shape 

to ours, being only slightly thinner. It was therefore 

decided to use the Kurtz calculations at higher energies as 

the basis of our estimate of the neutron counter efficiency. 

In practice, pulses from a neutron counter photomulciplier 

are generally fed into a discriminator, which will trigger only 

on pulse heights which are greater than its threshold level. 

This arrangement is to reduce noise pulses from the photo—

multiplier. Neutrons producing small pulses are therefore 

not detected because of this finite 'bias' level of the 

apparatus, and the neutron detection efficiency is a function of 

this bias. Rather than define the bias level as a certain 
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voltage setting on the discriminator, which would depend upon the 

multiplier gain, etc., it is defined in terms of the 

energy deposited in the sointillator by a protonlbrought to 

rest in the scintillator, which produces a pulse height just 

enough to trigger the discriminator (in practice, there 

would be a small spread in pulse heights, but we consider the 

most probable pulse height of the distribution here, and in 

what follows). 

In our experiment, the bias level for each neutron 

counter was first found by comparing the pulse height which 

would just trigger the discriminator, with the pulse height 

produced when a relativistic beam pion went straight through 

the 30 cm. of the neutron counter sointillator. Since the 

pion must have lost approximately 60 MeV in doing so, the bias 

level could be directly calibrated in terms of the amount of 

energy a fast pion had to give tc the scintillator to just 

trigger the discriminator. The average bias level was thus 

found to be 4,8 ± 0.6 MeV for fast pions. However, we wanted 

the bias level to be in terms of the energy given to the 

sointillator by stopping protons, and these produce less light 

than fast pions (or fast electrons) for the same amount of 

energy lost, due to saturation effects in the sointillator, 
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which occur when the ionization density is high. The 

conversion factor to go from the /electron' scale to the 

'proton' scale was taken from the paper of Bellamy.(39) 

The average bias level for our counters was then 10+1.2 MeV 

proton energy* 

The Kurtz calculations showed that the efficiency was 

almost independent of neutron kinetic energy between 150 and 

260 MeV, and also that the efficiency was not affected much by 

small changes of bias level around the nominal 10 MeV proton 

energy. It was therefore assumed that: 

a) the efficiency was the same for all counters — they were 

all identical in construction, and differences in bias levels 

were small (and anyway would not affect the efficiency much). 

b) the efficiency was independent of neutron energy in the 

range 150 to 450 MeV. 

The value taken for the efficiency was then based on the 

value calculated by Kurtz for the Auld counters, at 200 MeV 

neutron energy, and at a bias level of 10 MeV proton energy; 

this value had only to be corrected for the slight difference 

in counter thicknesses, to go to our counters from the Auld 

counters. 

The assumption (a) was partially justified, using the 
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unambiguous. fitted KKn events, by noting the relative trigger 

frequency of each neutron counter for Itcp --04-EK-n events. 

This is shown in Fig.6.4: it is seen that, within the 15% 

statistical accuracy, the distribution was consistent with 

being flat (there was virtually no bias on the neutron 

azimuth angle). 

The error in f2 arises mainly from the 10% error quoted 

in the Kurtz calculations. 

Electronic loss factors f3  = 0.68 (.1. 10%) 

A significant loss of KKn events occurred due to 

unavoidable limitations in the electronic logic system. The 

main loss was due to the fact that any anticounter in the 

system was capable of vetoeing a KKn event, if it produced an 

uncorrelated, random pulse, in close time proximity (about 

30nsec. or less) to the KKn event. The chief culprit in this 
loccupancyl loss was Ao, the counter immediately behind the 

El-counters, through which passed much of the beam, and which 

therefore had a high counting rate. The occupancy of Ao  was 

monitored during the data-taking by measuring the ratio of 

the counting rates 
01. 

R = S29 ZPit 10A7. (A8  + A9  + A10  All), Ao  

S2* Uw 
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i.e. the number of beam particles (S2  ZPit i  77) which 

produced an associated pulse in one or more of the four large 

anti-counters surrounding the target, without producing an 

associated Ao pulse, per beam particle. This ratio was 

measured under the data-taking beam conditions, and also under 

conditions of very low beam, when the counting rate in Ao  

was low, and the occupancy became negligible. The ratio 

measured at the data-taking beam conditions had to be 

corrected for the effect of uncorrelated random ooincidences 

between S2  Z i. 177. Ao  and (A8  + A9  + Alo  + An). 

Comparison of the corrected ratio B at data-taking beam 

conditions, and the ratio at low rate conditions)  indicated 

that this effect produced a (21 + 8%) loss of MI events. 

The same effect occurred to less extent in the Cerenkov 

counter, the anticounters surrounding the hydrogen target, and 

the anticounters in front of the r.eutron counters. Their 

summed contribution to the an loss was estimated at (13.5+4)%. 

Other small effects contributing to f3 were due to 

discriminator 'dead-times' in the logic systems of the E-counters 

and neutron counters, and also to dead-times in the scalers 

counting the numbers of 'good' beam particles (S2.1:17t i.177) 

in a hodoscope channel, which affected the normalizationo 
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There was also a 1% loss due to dead time of the discriminator 

in the system which measured the neutron time of flight. 

Although a pictre would still be taken if this discriminator 

was dead, the time of flight on the picture would be zero, so 

that the picture would be rejected under the first scanning 

criterion. 

Beam composition: f
4 

= 0.78 ( 4- 6%) 

This was the fraction of the total beam that consisted of 

pions (see Chapter 2 for its measurement). 

Interactions of neutrons: f5  = 0.925 (4. 2%) 

In general, neutrons had to pass through about 16 cm. 

of hydrogen, 2 cm. of scintillator in the El-counters (or, if 

they went into the B-counter centre, 2 cm of A0), and 4 m. 

of air, in their passage to the neutron counters. Some 

neutrons also had to traverse the 5 cm. of water in the 

Cerenkov counter, though many passed through the hole in 

the centre. An appreciable loss of signal therefore occurred 

due to neutron interactions in this matter. KKn events could 

also be lost if the neutron interacted in the first .7 mm or 

so of the neutron anticounter (1 cm thick), since this would 

produce a veto pulse. 

Data on total interaction cross-sections for neutrons 

in carbon, copper,and lead, in our energy range, showed that 
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the total cross-section was roughly energy-independent over 

this range.(40) The cross-section was therefore taken as 

constant, and equal to 50 A1/3 mbarn, where A is the atomic 

number of the relevant material. The value for f5  given 

above does not include the contribution of the Cerenkov counter 

to this loss; this was included in the Monte Carlo programme, 

since not all neutrons accepted by the neutron counters 

passed through the Cerenkov counter. 

Neutron anticounter effects: 

a) f6  = 0.97 (± 2%) It was possible that the neutron from a 

KKh erpnt, when it interacted in the neutron counter, would 

produce charged particles that went backwards into the anti-

counters in front of the neutron counters, thereby vetoeing 

the ICKh event. The number used here is taken from ref.(11), 

where it was estimated by comparing experimental and Monte Carlo 

data, 

b) £7  = 1.01 	1%) There was also an effect due to neutrons 

interacting in the last few mm of the neutron anticounters, 

where the interaction products went an to produce a signal 

in the neutron counter, but did riot produce enough light in the 

anticounter for it to veto the event. This was equivalent to 

an increase of a few mm. in the length of a neutron counter. 
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S —ray loss:  f8  = 0.975 + 1.5P 

The Cerenkov counter, used in its normal mode, was set 

so that it vetoed almost the whole range of pulse heights 

produced at its anode by electrons originating from the 

photocathode. This arrangement enabled the photography 

rate to be kept low, without appreciably affecting the KKn 

signal. However, kaons could veto themselves in the 

Cerenkov counter by producing 6—rays, which subsequently 

produced Cerenkov light. Calculations indicated that the 

mean number of photoelectrons produced at the photocathode 

per KKn event would be considerably less than one; assuming 

this number was distributed according to Poisson statistics, 

the KKn events which did produce photoelectrons at the cathode 

would therefore in general produce only one photoelectron. 

This meant that the pulse heights at the Gerenkov counter anode 

from an events lost by 6 —ray production, would generally 

fall within a small voltage range, whose width was gOverned 

mainly by the statistics on the mean number of electrons 

produced at the first dynode of the tube, when only one electron 

came from the photocathode. 

Therefore, by demanding that the electronic logic trigger 

should have a Cerenkov pulse associated with it whose height lay 
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in this voltage range, this originally lost class of KKn could 

be photographed. The lower edge of the voltage range was set 

to coincide with the upper edge of the pulse height range 

allowed when the Cerenkay counter was used in its normal mode, 

whilst the upper edge was set so that, in fact, the range 

included most of the pulse height spectrum for the case of 

two photoelectrons from the photocathode as well. 

The pictures were taken at 1580 MeV/c, where the KKn 

yield was at a maximum. They were then scanned for ME 

events (the kaon does not change direction appreciably when 

it produces a 6-ray), using the normal scanning criteria. 

The yield of fitted KKn per pion from these pictures was then 

compared with the corresponding figure for the normal data at 

1580 MeV/c, to find the KKn loss due to this effect. (Non-

KKn background was not subtranted from the is  -ray' pictures, 

so that the KKn loss so estimated (5%) was an upper limit; 

the best estimate of the true loss was then taken as half 

this upper limit). 

Non--hydrogen events: f9  = 1.01 (+ 

Due to the criteria imposed in the geometry programme, 

only the melinex end-caps of the hydrogen target 'sausage', 

and the melinex windows of the outer container, could contribute 
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to this effect. The number of protons in this matter was 

only 2% of the number in the hydrogen, and not all of these 

would be effective in producing KKn events. 

Low.' due to 10
o  OKE cutoff: f10 = 0.98 (+ i%) 

KKn events could be lost during the scanning process, due 

to kaons having undergone Coulomb scatters of greater than 100, 

and thereby being rejected from the OKE class by the scanning 

criteria. This loss was strictly momentum7dependent, being 

a 20% effect for kaons which only just managed to pass through 

the Cerenkav and E-counters, but *riding rapidly to zero as 

the haon momentum increased. However, since so few events 

had a kaon which almost stopped in the E-counters, the effect 

of this loss on the experimental distributions was very small 

c compared with statistical errors, and it was therefore 

considered as a constant factor, affecting only the total yield. 

Degradation of beam along the target length: f11  = 0.98 

The beam intensity was ai;textnated by 4% in passing through 

the total target length, due to pions interacting in the hydrogen. 

The mean attenuation was therefore 2%. 

The product of all these terms F = 6.05 x 10-2  (± 18%) 

• 
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CHAPTER 

The Results, and a Comparative Discussion 

7.1 Introduction  

As stated previously, data were taken at four different 

momentum settings of the beam: a) at 1480 MeV/c, below the 

K4k" threshold; b) at 1540 MeV/op just below the 0 

threshold (1560 MeV/c); c) at 1580 MeV/c, where the yield 

of 0 was expected to be a maximumvand d) at 1620 MeV/c, to 

collect Orproduced at higher p
* 
values. As far as the 0 

is concerned, the two latter momentum regions correspond to 

the regions B and C respectively of the efficiency plot of 

Chapter 5. At each momentum setting, the four hodoscope 

channels, 4-7 inclusive, were employed in the data taking. 

The plot of the number of ern events per pion as a 

function of beam momentum (called the 'yield curvet) which 

was obtained over the momentum range covered above et 

threshold, is shown in Fig.7.1. The presence of the 0 is 

indicated on this by the sharp increase in counting rate as 

the momentum is raised from just below the 0 threshold to 

.*•,, 20 Maio above; the presence of the resonance is also 
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illustrated on the more familiar mass plot (Fig.7.2), by 

the large peak at 1020 MeV/c2. The counting rate below 0 

threshold is seen to be small compared to that above, 

indicating a (slowly-varying) TeK background signal smaller 

than the 0 signal over the momentum range covered above the 

0 threshold. 

The model used to try to describe the behaviour of the 

experimental data in the mass range covered was that of a 

Breit-Wigner resonance in the le r system with the known mass 

(1018.6+0.5 MeV/c2) and width (44a heV/c2) of the 9i, with 

a production cross-section proportional to p*, and displaying 

isotropy in production and. decay. This resonance was 

supposed to be superimposed on a slowly-varying leK background 

which, since the experimental background outside the 0  region 

promised to be small compared to the 0, was initially taken 

as being distributed according to leX7n phase space. 

In the procedure adopted for the data analysis, this model 

was first fitted to the yield curve to obtain estimates of 

the total amounts of 0 and phase space background present at 

each momentum. Until the assumptions implicit in the model 

were checked;  however, these estimates could be regarded only 

as approximate. The shapes of the theoretical pf and phase 
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space yield curves were known separately from the Monte Carlo 

computations; in the fit, the relative amount of each was 

9 
varied until " minimised.. 

The fit indicated that the V so dominated the background 

in the 1580 MeV/c region, that the average contamination of 

with background in the 4 hodoscope channels at 1580 MeV/c, was 

only 	Also, the 1540 MeVic data, being below V threshold, 

ware almost all K+K—  background. Data at these two momenta 

therefore gave almost clean samples of V and er background 

respectively7  and only at 1620 MeIT/c did the contributions 

of V and 	background become comparable, It therefore 

seemed reasonable to treat these three sets of data separately 

initially, and to combine them later. 

7.2 	Comparison of experimental and theoretical distributions  

This section describes how the assumptions of the model 

were checked, using sets of experimental distributions 

constructed separately from 1540, 1580, and 1620 Mellic data, 

for the reasons explained in 7.1. At each of these three 

momenta, a set of theoretical distributions was also produced. 

The relevant theoretical and experimental distributions were 

then compared qudtatatively using the goodness of fit test (the 

significance level being taken as 1%). The number of events used 
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to construct the theoretical Monte Carlo distributions was, on 

average, about ten times the number in the corresponding 

experimental distributions. In the theoretical distributions, 

0 and phase space data were combined at each momentum in the 

proportions indicated by the fit to the yield curve. 

a) 1540 MeV/c data  

The data raoresen4ed an almost pure sample of the er 

background in the mass range 990-1010 M0V/c2, produced at fairly 

low p* values (40-140 MeV/c), and consequently covering only a 

small A2  range (0.3-0.7 GeV2/c
2
) ( A 

2 
 is the square of the 

four momentum transfer to the neutron). The distributions 

obtained are shown in Fig.7.3. Only 21 'unambiguous' ern 

events were obtained at this momentum setting. The distributions 

of the c.m.s. production cosine, the elf-  rest system decay cosine, 

and the Treiman-Yang angle, were all consistent with the 

isotropy demanded by the phase space part of the model being 

tested here. The experimental and theoretical p* plots also 

agreed well. 

b) 1580 MeV/c data 

According to the initial fit to the yield curve, the 1580 

MeV/c data consisted of almost 90% 0 	eK events. These 

events were produced mainly in the mass range 1006-1030 MeV/c
2 
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p* range 30-140 MeV/c, and A2  range 0.3-0.7 GeV/c2. The 

experimental distributions, containing 151 events, are shown in 

Fig.7.4. The distributions from the model again agreed well 

with the experimental distributions, indicating that, in this 

p* range at least, the model for 0 production and decaywas a 

good description of the experimental situation. 

A histogram of the invariant mass of the system consisting 

of the neutron and the faster kaon in the laboratory, compiled. 

using the 1580 MeV° events)  also compared well with its 

theoretical counterpart, and revealed no unexpected structure 

(Fig.7.4(b)). The mass range of this system covered in the 

expe-.7im3nt was 1430 to 1470 Metric2 a region seemingly free 

of any known resonances in the KN system. 

e) 1620 MeV/c data  

The amounts of 0 and ler background became comparable at 

this momentum. The 0  collected was produced in region C of 

the efficiency plot of Chapter 5. The apparatus was therefore 

severely biased against the 0; in particular, the cos 8*  

distribution had split into the two characteristic peaks, at 

e* 0°  (low A2  = 0.2-- 0.4 GeV2/c') , and 9* —180° 

(high A2  w 0.7— 1.0 GeV /c`). The p* range of the collected 

0 was 	100-210 MeV/c. Most of the IA-  background consisted 

of masses higher than the central Or  mass, produced in region B of 
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the efficiency plot. These high masses tended to fill up the 

central part of the cos 8 plot, away from the two peaks. 

The bias of the apparatus therefore afforded a partial 

separation of the background and 9/ events. 

The experimental distributions at 1620 MeV/c, containing 

72 events, are shown in Fig.7.5; again, theory and experiment 

agreed quite well. In particular, the cos 8 * plot gave a 

good fit, indicating that the proportionsof 9f and phase space 

had been correctly chosen, since the centre of. the plot is 

sensitive to the amount of phase space, while the two peaks at 

the extremities a-se sensitive to the amount of gr. The only 

exception to this good agreement was the p* plot, which did not 

give a very good fit (4%2  probability on 6 degrees of freedom) 

because of the 	poor agreement above p*  = 160 MeV/0. 

The small peak of seven events at p*> 200 MeV/c could be partly 

explained by the fact that the non -K+K-  background distribution 

had not been subtracted, for reasons previously explained. 

From the evidence of the rejected events at 1620 MeV/c, about 

1 event with p* > 200 MeV/c might be expected to be non -KK out 

of the total of 72 events. Individual inspection of the 7 events 

indicated 3 cf them were probably non-KK. Due to this effect, 

and the poor statistics above p* = 160 MeV/c, it seemed 

unreasonable to depart from the linearity assumption on the evidence 
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of this distribution. Some clarification on the matter 

came from further analysis, as will be described, and at 

this stage the assumption of linearity was maintained. 

Tho.er phascospace events at 1620 MeV/c were produced 

in mass and p* regions not investigated in the 1540 MeV/c run. 

Therefore it was strictly necessary to assume that this 

background was still pi-lase-space-like at 1620 MeV/c; this 

assumptions  needing to be only loosely satisfied in the 

1580 MeV/c data, became more critical here because of the 

higher proportion of phase space events at 1620 MeV/0. 

From the agreement obtained above, there seemed no reason to 

doubt this assumption; however, it was possible to perform 

at ]east partial checks on its validity, and this was done. 

Because of the bias effect explained above, an almost pure 

sample of KKK background events could. be  obtained by choosing 

events lying inside a 'gate' in the cos 8* plot of 

-0.6 < cos e * < 0.8 . These events consisted mainly of 

masses in the range 1030 - 1045 MeV/c2. The distributions of 

29 such events were foand to agree well with the phase space 

model. The total number of ern events per pion inside the 

gate also agreed well with the predicted number. More 

quaalitatively, when a 'phase space yield curve' was constructed 

from the data in the three lowest 1540 MeV/c channels, and 



from the cos e* gate data at 1620 MeV/c (with all 4 

channels combined to increase statistics), and the four points 

so formed were fitted with the theoretical phase space yield 

curve (allowing only the amplitude to vary), the best fit 

gave an acceptable X2 probability of le% (see Fig.7.10). 

This last test had the merit of being free of any uncertainties 

due to tho presence of the 9,. 

For the background events in this mass range, at least, 

the original assumption seemed justified. 

703 Some other possibilities  

Though the data analysed appeared consistent with the 

model, other possibilities needed to be examined. 

The combined data from the 1580 MeV/c and 1620 MeV/c runs 

were used to further investigate the decay cosine distribution, 

which might have yielded information on the exchange 

mechanism operating in the 9,  production process. As discussed 

in Chapter 1, 9,  production through p exchange might lead to 

a sing  0 ci form of diltribution. 

On examination of the 1580 MeV/c data, a fit of sin
2  6 

to the decay cosine distribution in fact gave a better fit than 

the isotropic model had done. However, at 1580 MeV/O there 

was an unfavourable experimental bias against events with 

009 e 0  > 0.6, since these events had an associate& slow kaon 
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which tended to stop in the Cerenkov-E-counter system. 

This range of cos 0 0  was just that where differences between 

a sin2  e0  and isotropic distribution would be expected to show 

up, so that the 1580 MeV/c data were not very sensitive to 

this test. The bias could bo ranoved to a large extent for a 

certain sample of the 1620 M3V/c data, namely those events 

which had MKK  < 1030 MeVic
2 (to give a 75% pure sample of 0) 

and where 0.8 < cos 0 * < 1.0 (so that both kaons generally 

had enough energy to pass through the Cerenkov-E-counter 

system). The sin2  e, g hypothesis, tested on a sample of 

29 such events, gave < 	X2  probability, compared with 45% for 

the isotropic model, so that for this particular sample of 0 

at least (low A 2  0.2-0.4 Gev2/02), the pure sin2  0
0

hypothesis could be rejected. (In fact, the inclusion of any 

2 sin 0 0  term in the fit, made the fit worse - the beet fit 

to this sample of a simple 1 + a sing  0 	model for the 

decay cosine distribation gave a value for a = -0.5 + 0.5). 

It seemed unlikely that the decay angular distribution of 

events not contained in this sample would be radically different 

from that of those in the sample; more convincing evidence 

supporting isotropy was supplied by the Hess(41) results, 

where the decay cosine distribution was found to be consistent 

with isotropy and not with a sin
2  e 0  form under what appeared to 

be less severe biases than ours. 
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In the subsequent analysis, the decay cosine was 

therefore taken as being isotropically distributed. 

The apparent more or less linear dependence of the 

production cross—section on p* also needed further examination. 

Since, at p* > 100 MeV/c or so, the apparatus only collected V 

which had been produced with cos e * near 1 or —1, any positive 

terms in powers of cos2 *  6 	in the cos 6 * distribution at 

these higher p*, for instance, were indistinguishable from a 

cross—section increasing faster than p* (eeg. 0 = Ap* + Bp*2) 

here. It was possible that observed linearity was due to 

a cancellation of two such effects occurring in this p* region 

e.g. a 0 = Ap* — Bp*2 production cross—section cancelling 

with a 1 + boos26* form of angular distribution. Such 

fortituous cancellation was unlikely, however. Also, if the 

.precrence of S and P waves only was assumed, any P—wave 

producing a cost6*  term would have been expected to interfere 

with the dominant S —wave, producing in general non—zero cos 0 * 

terms. 

Examination of the data at 1580 MOV/c and 1620 MeV/0 

revealed no serious anisotropy, however; a form of cos 0*  

distribution 1 +a cos 6 * b cos` Et *  fitted to the 1580 MeV/c 

data gave a best fit 1—(0.07+0.10)cos 0*  + (0.20+0.20)cos2  0*  ; 

i. 
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a form 1 + a cos 8*  fitted tD the 1620 MW/c data (in a 

higher p*  range than the 1580 MeVic data) gave a best fit 

1 — (0.02 + 0.15) cos e* (no cost  e* term was necessary here 

as it was equivalent to Isotropy). 

704 Datimation of the proportionality constant A from the  

V.eld curve  

At this stage, the experimental yield curve was used to make 

an estimate of the proportionality constant A governing the 0 

production cross—section. The yield curve itself is very 

model-•dependent, but once the assumptions of the model have 

been checked, as in this case, fitting theoretical 0 and 

pnase space yield curves to the experimental yield curve, 

allowing only the amounts of each to vary, is a useful way of 

Obtaining an accurate estimate of A, since the method makes 

good use of the available statistics, is convenient, and is 

sensitive to the value to A (it does not include the smoothing 

effects of the to 
error and the kaon angle errors, encountered, 

say, in the determination of A from a mass plot, though it is 

true these errors have been used in fitting the events before 

they reach the yield curve). 

The preceding analysis indioated that the model was quite 

consistent with the data, therefore the original fit of 

OW 
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theoretical 51 and phase space yield curves to the experimental 
curve still held good (see Fig.7.1). Using this fit, the 

best value for A was determined from the formula 

A = 1 X. AM 	•ols 7.1 

Here AM  is the value of the proportionality constant used in 

the Monte Carlo programme (1 gbarniMeVM, P is the 

correction factor calculated in 6.7, and X is the 'best fit' 

value of the proportion of experimental 0 to Monte Carlo $4, 

obtained from the yield curve; in this case X was 1.69 x 10
-2 

(+14%). Then 

A = 0.28 ± 0.07 Wbaxn/MeVc 

This value assumed, however, that the calculation of neutron 

counter efficiency used (see 6.7) was correct. The error on 

X was mainly statistical. The contributions to the error on 

X due TO the error in the 0  width, the Nk errors described in 

section 6.4, the Monte Carle errors of section 4.2,and the 

error on the spread in beam momentum in a hodoscope channel, 

were all small compared to the statistical error. The error in 

the momentum spread could be made small as a result of the 

calculations described in Appendix 1. 

However, the %2 probability of the original fit to the 

yield curve used to determine A was only 6%9  on 10 degrees of 
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freedom. No explanation could be found for this other than 

statistical fluctuation. To see if the fit could be improved 

using a model for the 0 production cross—section of 

a 
 

= Ap* + Bp
*2 = 1 0q) + Yp 2) a Monte Carlo yield curare 

F 

with *2 
P 

 for the 9' was generated, and a new fit to 

the yield curve attempted, this time with Y as an extra free 

parameter. The best fit to this gave a X
2 probability of 

on 5 degrees of freedom. In the fit, X increased to 

(2.60 ± 0.5) x 10-2  µbarn/MeV/0, and Y was —(1.0+0.5) x 10-4  

iTharni(MeVic)2. Since there was negligible improvement in 

the X2 probability using this more sophisticated model, and 

since there seemed a no more sensitive way of examining the 

p
* 

eependence of a from our data, the original simple linear 

model was retained. 

Uncertainties in the positions of the yield curve points 

on the r 	axis due to the non—zero pit  errors (derived and 

explained in 6.4), were also found to have little effect on 

the X2 value, since these errors were smaller than the 

statistical errors, and were smallest at the most sensitive 

parts of the curve. 

In the previous experiment performed by our group, the 

yield curve was used to place on upper limit on the width of the 

of 
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71  meson in a manner described in (11, 13), by treating the 

resonance width and the propo:-tionality constant A as the only 

unknown quantities in the model used, and adjusting the width 

in the theoretical yield curve until the best fit to the 

experiwental yield curve was obtained. The analysis of the 

present experiment was carried out using a width of 4 + 1 MeV/c2 

for the 0, but an attempt was made to improve upon this 

accuracy by subjecting the data to a similar analysis. 

Unfortunately our results wore not sensitive enough to do 

this; we could only observe that nothing in our data 

suggested this width was unreasonable. 

From the resull, of the analysis in section 6.4, it was 

also possible to make an estimate of the 0 mass. This was 

found to be 1018,6 + 2,5 IdeV/02, the error coming from the 

uncertainty in the absolute value of the central p7  momentum 

of the 1580 MGV/c data; this value is in good agreement with 

the accepted value. 

7.5 The experimental p*  dependence of the production cross— 

section 

Figure 7.6 and Table 7.1 illustrate the actual experimental 

dependence of the 0 production cross—section a upon p 

This was unfolded from an experimental histogram of the number 
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of events per pion per 20 MeV/o p
* 

bin as a function of p 

constructed from all the data above V threshold, by subtracting 

from this histogram a similar but theoretical histogram of 

phase space data, and then comparing the resulting histogram with 

a theoretical histogram for the 00 The proportions of 0 and 

phase space used in 'die theoretical histograms were taken 

from the fit to the yield curve (using a oc p*). Except at 

the highest p
* 
 points, where the background subtraction 

errors became comparable, the errors were mainly statistical 

(the 18% error on the constant factor F has been included). 

Since each p bin of ths theoretical 0 plot had a value of a 

associated with it ( a = Ap*), comparison of theoretical and 

experimental numbers in the same p* bin gave a value for the ex— 

porimontal cross—section at that pie- Strictly speaking, 

the resolution of the apparatus should have been removed from 

both the theoretical and experimental curves before the 

comparison was made, but 	turned out that the resolution 

had hardly any effact, so this step was omitted. Due to 

poor statistics, the data above p* = 160 MeV/0 was grouped 

under a single point. The solid straight line represents the 

slope 0.28 µbarn AdoVic for comparison. 
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Table 7.1 

p*(lidir/c) at centre 
of 20 Maio bin 

0 production 
cross—section 
(11barn) 

Total error 
(µ barn) 

30 4.7 + 	3.8 
50 17.4 ± 	5.0 
70 24.1 + 	5.7 
90 ?5.8  7.1 
110 31.2 + 10.3 
130 30.0 ± 10.8 

150 52.8 + 17.1 

190 33.8 ± 17.0 

7.6 Comparison and discussion  

The first indication of cif production in /cp interactions 

camp from Lee et al.,(42) who studied the reaction 

P 	it —p le K 	at 3.5 GeV/c, and produced an upper limit 

for the ratio 

( gcrip 	9t—P (0) 	4 	0.012 

( 	p ---> 	co) 

at that energy. 

Abolins et al.(43) have investigated pi production in the 

charge symmetric reaction ic+n-4. 0 p at beam momenta < 2.3 GeV/c, 

using a deuterium bubble chamber. On the basis of 38 events 

(0 .41er or K°K2 )
2 
containing an estimated 20% unsubtracted 

1  
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background, they found a V production angular distribution 

consistent with being isotropic, but do not show decay 

distributions. 

The experiment of Hess et al.(41) seems to be the only 

previous study of the reaction 	On. They investigated 

lc p -.->•Kirn in a hydrogen bubble chamber at beam momenta 

<2.3 GeVic over a somewhat larger .41
2(n) range than ours. 

Their results are summarized in Fig.7.7, and in general 

compare well with ours. The production cosine (A 2  distribution), 

decay cosine, and Treiman-Yang angle for 42 events in the mass 

range 1005-1035 NOV/C2  wore all consistent with isotropic 

production and decay (though they say a better fit to the decay 

cosine distribution was obtained when linear and quadratic 

terms were included). They did not, however, observe the 

2 
sin e form of decay cosine distribution that might be expected 

from V production through p exchange, but point out that it has 

been shown that absorptive effects could modify this distribution 

significantly.(44) For our results, it is possible that the 

absorption model would not be applicable because of the low 

beam momentum, which limits the number of partial waves produced. 

Hess observes that his production and decay distributions 

are similar to those reported by Kraemer et al. (45)  for 
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tn -4cop at 1.23 GeV/c. Kraemer et al. also do not find a 

decay cosine distribution of a sin20 form ( p exchange is 

the only single meson exchange allowed in the latter reaction 

also). Liu and Singer,(46)  in a study of en4cop near 

threshold, have shown that important contributions to this 

production process might be expected from a nucleon pole 

diagram . It is possible that a similar explanation for 0 

production just above threshold might be correct. 

The results of Hess on the p dependence of the 0 
production cross-section have been combined with ours in 

Fig. '.8. The only Hess point to lie within our p* range 

(20-200 MeV/c) does not appear incompatible with our results. 

On the basis of 14 0-->K+K-  events, Abolins et al. quote a 

0 production cross-section of 23+10 Pbarn, but this has been 

averaged ovor the p* range 0-650 NeV/O. 

Cross sections for 9tn-,>(np and 7E-p•-•>0n may be 

related through SU(3) and charge symmetry. Hess et al. 

have compared their data with the available data on 

+n—>cop.(45'47)  This is illustrated in Fig.7.9. (taken 

from ref.(41)). They find ,hat the energy dependences 

correspond roughly when the ordinate for .xp -> On is increased 

by 	(they observe that other experiments (42'48'18)suggest 

the ratio of cross—sections for 
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Rp 	0)N*-14 and 4tp 	is "'••• 70). 	The 

agreement seems somewhat worse if our points are included 

in the comparison, however; there is some hint that the peak 

in the cross-section for lc 	01 occurs at a lower p* 

value than that for en ---> Up 	The ordinate for our data 

must be increased by 	20 to correspond to the initial rise 

of the Kraemer data. (Inclusion of the more recent 

n 	cop data of Abolins et 8,10(43)  into the Hess curve 

does not alter these conclusions significantly). 

7.7 	er background analysis 

This last section describes attempts made to find a non - 

phase-space-like structure in the leK-  background. This had 

previously been treated quite successfully using a phase space 

model, deviations from the model having been considered small 

enough to be neglected in the:: 0 analysis. 

As stated in Chapter 1, there is evidence of a broad 

0 0 enhancement in the KIK., mass spectrum just above threshold, 

which should also appear in the KKK mode. Some observers,(4124) 

working near our energy, have explained this using a one-pion- 

exchange model 	with strong S-wave scattering in the ife system. 
Chew and Low(49) have shown that the double-differential cross- 

2 	2 
section for this is dominated in the limit A 	-M 	by 



the term 

d2 	f2 A 
It  	. a( Izx 	Kt{) .0. 7.2 

d A2dM2= 2w M'X 
2p,7z 2 	( 46,  2 I. m ,1)2 

where M is the effective mass of the KK system, f is the7[-N 

coupling constant (x22  for it exchange), k (or kK) is IC 
the momentum of either pion (or either kaon) in the 9VIC c,m. 

system, p is the beam momentum, and a (lut 	KR) is 

the E.--  production cross-section at energy M. 

Using the zero effective range approximation and taking 

into account only the channels KR4- KK. and E5!<-41mx 

the 8-wave KK production cross-section for pure I = 0 initial 

and final states can be written as - 
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2 

it 	 ----> KR) = 4 it IcK  
2 k 

• 
2b0  ... 7.3 

(1 4- bokK)2 21r2  o-K 

 

*here Ao  = ao  + o is the I = 0, S wave, KK scattering length. 

Taking into account the isotopic composition of the initial 

/tt state, and saying (from the final charge state) that 

half the events will lead to the K+K-  state(5°), we obtain: 

( 	+ 	K+K) = 	1 . 1 
3 2 

ao 	IC'7t —› ft) 	... 7.4 

Alexander et al.(24) found an adequate fit to their data using 
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Ao  . 	(4 to 6) 	(--i.0) fermi, and Hess et al.(41)(using no 

form factor) obtained adequate fits with Lo  = -1-(1.5 to 10) 

('-i.0) fermi also. 

Other experimenters,(51) however, (chiefly working at 

higher energies), have explained the enhancement in terms of an 

S -wave Breit -Wigner resonance (IG(JF) = 04-(04.)) of mass near 

/ 
1050 MeV/c

2 and width --,50 MeV/c2 (this has been called the 

S meson. 

An attempt was made to analyse our background data in terms 

of both models (though the one-pion-exchange mechanism may not 

be dominant so near threshold) to see which model gave a better 

description of the data. The available data were necessarily 

rather scanty since the mass range covered was so small, and the 

background was swamped by 0 over much of the range. Quantitative 

comparison was made with a yield curve comprised of the yields in 

the three lowest momentum channels at 1540 MeV/c, and the yield 

in the 1620 MeVic cos 8#  gate (summed over all 4 	channels to 

increase statistics). This data contained very little 0. Monte 

Carlo yield curves were generated for the case of both the 

resonance and scattering length models. For the latter, the value 

of ao was fixed at 
5 fermi, and bo was left as a parameter to be 

determined from the fit (the fit was not very sensitive to small 

changes in aso  about the 5 fermi value). The Monte Carlo 
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yield curves showed that the scattering length model had the 

effect of raising the 1540 MoV/c group of points relative to 

the 1620 MeV/0 point, compared to the phase space curve, while 

the resonance model produced the opposite effect (see Fig.7.10). 

Thus simple deviations from phase space could be described using 

a mixture of one of those models and phase space (this is 

irrespective of whether or not the models had physical 

significance). 

In the fitting process, the background was treated as a 

mixture of enhancement and phase spaces that this was fair was 

borne out by the results of Hess (the solid curve of Fig.7.7(a) is 

A.9% 0, 40% phase space, and 20% enhancement due to a large 

scattering length), and also by the results of fits to the data 

of a pure scattering length model (8% 	probability) and a 

pure resonance model (4% X.  probability), compared to an 18% 

X2 probability for a pure phase space yield curve (all these 

on 3 degrees of freedom). The mixture was then fitted to the 

background yield curve. If the enhancement was treated as 

being due to a large scattering length, the best fit for the 

mixture had a X
2 probability of 14% on 2 degrees of freedom, 

with the best value of b = 0.15 + 0.20 fermi. This was 

consistent with previous results. If the enhancement was 
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treated as a resonance, the X2 probability was still 14% on 

2 degrees of freedom;  but the value of the parameter A 

governing the (assumed a= Ap*) resonance production cross-

section was A = -0.14 + 0.21 gbarnikeVic i.e. though the 

error was consistent with a positive value for Al  the fit had 

tried to subtract the resonance from the phase space. The 

most aocurate measurement near our p* range (that of Hess), 

would indicate a cross section for the enhancement in the 

er mode of i.,15 µ barn at px  = 1.8-2.2 GeV/c (this assumes 

o  TE(K+K-)/c/  TE(q.q.)  = 2, from the final I KE> charge state, 

but neglects differences in Q values). Both fits tried to 

raise the 1540 MOV/c theoretical points and lower the 

1620 MeV/c point, compared to the phase space theoretical points. 

Little information regarding the validity of the assumptions 

about the angular distributions made 	in the models describing 

the enhancement part of the mixture could be obtained from the 

experimental angular distributions, though no inconsistoncies 

were apparent. At 1540 MeV/c, the 2 range was so small that 

the cos e
* 

distributions predicted by the models were almost 

isotropic (and quite consistent with the data), and at 1620 MeV/c 

the 0 dominated the distributions. The decay distributions for 

the S -wave enhancement could be expected to be isotropic, and 

therefore compatible with the observed distributions. 
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We could only conclude that the er background in our 

data was adequately represented by a phase space model. 

However, it was possible that some enhancement was also present: 

of the two (assumed applicable) models proposed to describe 

this enhancement, the strong S-wave ICIC scattering model was 

favoured, though we could not reject the possibility of 

resonance formation. 
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APPENDIX  1. 

The Momentum Distribution in a Hodoscope Channel  

It turned out that a knowledge of the momentum distribution 

in a particular hodoscope channel (i.e. the relative yield of 

particles in the channel as a function of their momentum) 

was of importance in any analysis of the experimental results. 

Consequently, calculations were made, using the IPSO FACTO 

programme, to determine what form deviations from a simple 

'ideal' model could take. In this 'ideal' model, the 

assumptions made could be grouped into two categories. It 

was assumed - 

a) the G--counters and their corresponding H-counters in a particular 

hodoscope channel, were at conjugate points of the triplet 

lens system for all momenta (i.e. no chromatic aberration): 

the G-counters wore exactly matched in size (horizontally, by 

the triplet magnification) to the corresponding H -counters: 

BM2 war a perfect bending magnet. 

b) all the G -counters in the channel emitted particles of all 

momenta uniformly and isotropically across their surface. 

In this ideal case, the momentum distribution would have 

had the shape of an isoceles triangle, whose full width at half 

height (FWHH) would have been determined only by.  BM2 dispersion, 
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and the width of the hodoscope counters. For our arrargement, 

the IVIR of the triangle would have been 0.5% in momentum, 

with 0,5% momentum separation between the peaks of neighbouring 

channels. 

In practice, many effects upset those assumptions. Factors 

affecting the assumptions in group (a) arose physically along 

the beam line after the G-counters. Thus the chief of these 

seemed to bo (1) chromatic aberration in the triplet; (2) 

errors in the values of the triplet currents for a horizontal 

focus at the hydrogen target, mainly arising from the 

'floating wire' calibration (called triplet current mis-setting); 

(3) other triplet aberrations; (4) staggering of the G- and 

H-counters along the beam axis; (5) scattering of beam 

particles in the S2 counter (see Fig.3.1) and in the air 

between BM2 and the H-counters; and (6) non-uniformity of the 

flux linkage along the various paths allowed for particles 

traversing BM2, which would cause some particles to bend more 

or less than others of the same momentum, depending on which 

part of the magnet they traversed. 

Factors affecting the (b) assumption arose before the 

G-counters. The most important of them was that (7) the 

horizontal width of the image of the target for one momentum 
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at the G's (2.5 am) was not large compared with the width of 

the individual G-counters (0.8 cm). Thus the outside G-counter 

G (+2) (Fig.2.5). in channel 6 was only partly illuminated by 

the image of po  particles, and, because of the momentum 

dispersion at the G's, even less (and eventually never) 

illuminated by imagss of higher momenta, so that the G (+2) 

H (-2) momentum distribution was strongly biased towards lower 

momenta, compared with the more or loss fully illuminated inner 

GH combinations. This bias was balanced by an opposite bias 

from G (-2) H (+2), caused by the same effect, so that the 

summed distribution in channel 6 was not strongly biased, but 

no such compensation occurred in the outer hodoscope channels. 

A possible consequence of the finite iruge  width was that 

(8) the momentum distribution might have changed if BM1, 

normally optimized by equalizing the counting rates in 

hodoscope channels 5 and 7 on either side of tho central channel, 

had been mis-set. 	In this case, G (-1), G (+1), G (+2), 

might have received all the po  image, and G (-2) none at all. 

Again, for the small change of this example, a compensating 

effect would have occurred, since G (+2) would havo got more po 

particles while G (-2) got loss; but there should be less 

compensation for larger changes, or in outer hodoscope channels. 
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Lastly, (9), the machine target might not have been 

uniformly illuminated with protons over its horizontal width, 

in which case the pion illumination would have varied over the 

width of the target image, Factors such as chromatic 

aberration or misfocus of the doublet, machine field 

aberrations, and shift of target image during the pulse due to 

the machine field increasing slightly over the pulse length 

(a few mm's, at the G-counters), would serve chiefly to smear 

out the monochromatic images at the G-counters, and would 

thereby tend to satisfy assumption (b) more. 

In the calculations, the central momentum was assumed to be 

exactly fixed by the BM2 current. This would not be true in 

practice, due to BM2 hysteresis and calibration errors; 

however, any error in the central momentum due to 'misdefinition' 

by BM2 can be regarded as equivalent to a current mis-setting 

in all other beam-line elements, and has been so treated here. 

This mis-setting was in fact small compared to mis-settings 

due to other causes. 

IPSO FACTO calculations were made first on the 'correct' 

beam, which was defined as having only the assumption-violating 

factors (1), (7), and doublet chromatic aberration, present in 

it. Further calculations wore then made, in which the factors 
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(2), (8), (9), were included, so-earately, in the 'correct' beam. 

The momentum distributions obtained were approximated to 

isoceles triangles, because deviations from this shape were 

generally small, and the shape was convenient mathematically 

for the experimental analysis. The free parameters for the 

'fit' (by eye) of the triangle were its FWHH (e) ), and its 

position on the momentum scale (C). Calculations were made for 

the central channel (channel 6), and for the extreme channel 

used in the experiment (channel 4). 

For triplet current mis -setting, Q3 and Q5 currents 

were reduced by 1%, and Q4 current raised by 1%, so that 

the triplet underfooussed horizontally. A change of .-.3% 

in Q4 current alone, would produce the same shift of the 

horizontal focus position. From the floating wire results, 

the r.m.s. error in the Q4 current value for the focus was 

+ 0.6%. However, it was possible to regard the effect of 

factors (3), (4), (5), (6) as being equivalent to a small Q4 

current mis-setting. Factors (3)-(6) produced a finite 

image size at the H-counters, of a point object at the G-counters; 

this could be related to a change in Q4 current by finding the 

Q4 current change (from the focus condition) that caused the 

same horizontal image size. By this method, the effect of (5) 
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was found to be equivalent to an 0.8% change in Q4 current, the 

effect of (4) equivalent to an 0.6% change, and the combined 

effect of (3) and (6) equivalent to an 0.5% change. The 

combined effect of (3) and (6) was found by examining the 

image sizes obtained during the floating-wire measurements. 

If all these effects were added quadratically, the nett 

equivalent Q4 current mis-setting was 1.3%; this particular 

example was therefore a 2-2.5 standard deviation one. 

For 	mis-setting, TM1  field was decreased 1%; a 

larger decrease would probably have been noticed during the 

data-taking, since the hodoscope channel counting rates were 

monitored to some extent. 

For non-uniform proton illumination, the proton intensity 

distribution along the horizontal axis was assumed to be 

a gaussian intensity distribution of standard deviation 0.8 cm, 

centred 0.8 cm from the target centre. The intensity 

distribution along the vertical axis was taken as uniform. 

This was probably rather an extreme case of non-uniform illumin-

ation, considered owing to the difficulty of estimating the 

magnitude of non-uniformity, and the numbers come from the 

crude assumption that the protons are normally distributed 

across a proton beam about 3 cm wide, with the target situated 

where the intensity variation is a maximum. 
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The distributions ootainod are shown in Figs. A1.1 and 

A2.2. It can be soon that, for the 'correct' beam, channel 

6 had the FWHH b  of the ideal model (S . 0.5 ± 0.02%), while 

channel 4 was - 8% wider ( 6= 0.54 ± 0.02%). Factors 

(2)-(6) inclusive, treated as described above, caused a 

widening of 8+3% in channel 6 (b . 0.54 ± 0.015%), and 

4 ± 3% (and -5% shift) in channel 4 ( 8 = 0.56 ± 0.015%) 

(this assumes linearity for small changes in Q4 current). 

However, the non-uniform target illumination, and the I% 

mis-setting, caused hardly any widening in either channel. 

It was assumed that these conclusions would not be affected if 

the above changes were made in the opposite direction. 

As a result of this analysis, a value for the FWHH of 

0.55 + 0.02% was chosen for use in the experimental analysis. 

This was considered a reasonable compromise for the four 

hodoecope channels concerned. 
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APPENDIX 2  

The Method of Least Squares  

This appendix describes the mathematics of the method of 

least squares used in the kinematic fitting programme. A more 

detailed account is to be found in reference (32). Matrix 

notations are used throughout. We first define some 

variables — 

m 	= matrix of measured variables: the superscript o 

refers to unfitted quantities. 

matrix of unknown variables. 

f(x,m) = matrix of constraint equations (f(x2m) . 0). 

Gm
1 
	error matrix of measured variables; (G ).. is the m 

/ variance of the element mi  , and Om  )ij(. j)  is 

thecovarianceofelementsm.andm . 

a 	= matrix of Lagrangian multipliers. 

f
m 	

f(i.,m)/ am 

f
x 	f(xym)/ a x 

The method of least squares is based on the assumption of 

normally distributed variables and states :;hat the best set of 

variables is that for which the function 

x 2 	(m — m°)Tam(m —  ra  0 ) 	
(T = matrix transpose) 
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has a minimum, and where the variables fulfi3 the equations 

f (xlm) = 0 

The method of Lagrangian multipliers is usually used to 

perform the minimisation; the expression to be minimised is 

then 

x2 (m)x,_ 	
( 
,112 mo)T 	o. 	T 

) 	= 	- m ) + 2 ct, f(x,m) 	...A2.1 

which means the following set of equations has to be solved - 

axe =  2  ( Om - m°)TT 
 u + 	fm 

) . 0 	A2.2 

am 

AZ2  = 2 aT  f = 0 60* A2.3 
ax 

 

ax 2 = 	2 f (x,m) = 0 	 A2.4 
as 

The constraint equations are in general non-linear, so that 

the calculations given below must be repeated to give 

successively better solutions, until the equations A2.2-4 

are satisf!Jad within certain specified limits. A superscript 

V means that this value has been derived in the V-th iteration. 

Assume that we have passed the V-th iterative step and have to 

go at least one step more. From A2.2 we have - 

mV+1 = tao - G -1  f  VT 	V+1 a... A2.5 
m m 

The constraint equations can be expanded in the following way - 
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V V+1 V gV 	fm  (2 	m  ) 	,V kt 
x  1 	) 41 V. 

I
x 	

x 	= 0 

V +1 Eliminating m 	from A2.5, A2.6, and putting 

S 	fV-1 fVT m m m 

R = fV  + fm
V o V — m ) 

we obtain 

Cl.V+1 	S-1 R + fx
V V+1 	V )) 

04,, A206 

... A2.7 

... A2.8 

... A2.9 

We introduce aV+1 into equation A2.3,  and find 

xV+1 (f.VP s-1 fV)  —1 . fVT 5-1 R  
x 0.. A2.10, 

From the new set of y+1 values we calculate aV+1 

from A2.9, and then mV+1 7  from A2.5. Then 

2 = ( a  V+1)T ( R 	f (J1-1 I))  
x A2.11 

The iterative process then continues until the chosen criteria 

are satisfied. 

Calculation of errors  

From equations A2.5, A2.8, A209, A2.10 above, we see that 

mV+1 and 241  can be expressed as explicit functions of mo 

We can linearize these equations and write — 
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xV+1 	h (m°) 

00. A2.12 

The error matrices are then obtained from the formulae - 

G-I V+1 	k ~1 LI T 
M dmo 	dm° 

d-1 V+1 	dh G1 dh T = 
dmo Idm°1 

and the correlation between measured and unmeasured variables 

ftom 

A2.13 

WOO A2.14 

V+1 m v(mx) k 	6v. 1 It 
dm° 	dmo

1 T 
A2.15 

The two derivatives needed above, dedm° and dh/dm° are 

obtained in the following way - 

AE 
 

—1 T 1 G f dm° = 	m m -- da 

-1 T 1 	+1 V 1 - G m fm S ( dR + fx 	- 	) 

din 	die 

-1 T 1 	T -1 v-1 	_-1 
1 - G m fm S 	( dR 	fx (fx S fx) 	balt ) 

dmo 	 dm° 

T - 
1 	G-1 fT S-1 ( fm fx (fxT 1 S fx)

-1 fx S 
1 fm ) 

m 	 0.. A2.16 

dm 
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dh = (fT s  -1 f  ) -1 fT -1 c  x x' x -m 004 A2017 

dm 

Introducing these expressions into A2.13-15, and simplifying, 

we obtain 

G
-1V-1.1 G -1 -G f S f G -1 T -1 	-1q-G -1f  T S  1  fX k 

/fS fx 	x) 
-1 	-1 = m 	M 	m M M 

 

fT S-1 f G 1 
x 	m m 01,0 A2.18 

G71V41 = ( T S f -1 	-1 x) 

 

0410 A2.19 

f V+1 	-1 T S  -1 	T -1 	-1 u(mx) 	- G f m m 	x  (f S fx 	x) 	A2.20 

One can see from equation A2.18 that the errors in the 

measured quantities are reduced in the least squares solution, 

and that there are correlations between fitted variables et en 

when the measured quantities are uncorrelated. 

It is also worth noting that, if the matrix of corrections 

to the fitted variables c is introduced - 

TA-1 VA-1 o - G-1  fmV 
V+1

c = M 	 a 

we can define - 

G-01V+1 = ac G1 kid  
a  mo 
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-1 V4-1 . G 	is the error matrix of corrections to the m. 

and this must satisfy the relation - 

G--V+1 = G-1  - G 1V+1 	... A2.21 

ear 
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