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ABSTRACT 

This work is concerned with the nature of amplitude 

coding in the cochlea and, in particular with the main 

perceptual effects of interaural amplitude difference in 

binaural hearing. After an initial review of aspects of 

cochlear structure and function, some new binaural listening 

experiments are described. These utilise single and double 

acoustic pulse trains, filtered to eliminate confusion 

caused by multiple binaural images. It is concluded that 

the major perceptual effects can be explained if the 

temporal centre of gravity of neural responses, ensemble-

averaged over many neural units in the relevant cochlear 

region, is assessed in auditory perception. Quantitative 

support for this view is available if neural activity 

recorded in the cat is paralleled in the human. 

It is thus argued that fine details of the peripheral 

neural response are closely related to aural perception 

phenomena. Existing models of the cochlear neural trans-

duction have been found inadequate for the description of 

such details, and new models are therefore proposed and 

studied. 

Digital computer simulations of stochastic threshold 

systems and of the superposition of a number of random 

point sequences suggest that the statistics of spontaneous 

activity in eighth nerve fibres may be most satisfactorily 

explained on the latter basis; the possible causes of such 

an effect are explored. Electrical and chemical trans-

mitter models of stimulated activity at the single afferent 

hair cell synixpse are then investigated, in an attempt to 
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reproduce the neural responses of interest. The diffi—

culties of such an approach suggest a further proposition, 

which specifies a controlling action by. outer hair cells 

and spiral afferent fibres on radial afferent fibre 

activity. This scheme receives support both from recent 

anatomical evidenCe and from digital computer studies, 

and suggests the importance of the cochlear innervation 

pattern in peripheral signal processing. 
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1. Introduction  

Recent advances in the understanding of peripheral 

auditory processes stem from research in a number of parallel 

fields. Most obviously, such techniques as electron micros—

copy and chemical staining have permitted more and more 

accurate anatomical descriptions of the inner ear, although 

the relationships between structure and function have always 

been much more problematical. However, the relatively recent 

work of von B4kesy1  in measuring the mechanical properties 

of the basilar membrane in the cochlea of several species has 

greatly clarified the situation. Partly as a result of such 

work it is possible to claim that the main aspects of signal 

processing by the mechanical structures of the mammalian ear 

are now quantitatively understood. Further confidence in this 

claim is possible because of advances in the closely—related 

field of electrophysiology; in the last five years or so it 

has become feasible to measure the discharges of single nerve 

fibres in the auditory nerve of anaesthetised animals and 

there are striking parallels between such records and the 

presumed vibrations of the basilar membrane (calculated on 

the basis of von Bekesy's data). It therefore seems probable 

that to deny the quantitative evidence on the mechanical 

filtering properties of the mammalian cochlea is also to 

challenge a considerable body of supporting electro—

physiological evidence. The other disciplines which have 

been increasingly brought to bear on the study of the ear in 

recent years are those which fall under the heading of com—

munications engineering; these include signal analysis and 

statistics, electronic circuits and computer techniques, all 
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of which have contributed significantly to auditory research. 

Now that the main mechanical properties of the mammalian 

ear have been quantitatively investigated and the broad 

features of the neural transduction from mechanical vibration 

to neural firing patterns clarified, much research tends to 

be concentrated on the higher centres of the auditory pathway. 

Such work is indeed vital to further understanding of the 

hearing process, but there are important reasons for continuing 

study of the peripheral system. Firstly, the nature of the 

cochlear neural transduction is only understood in the broadest 

terms, and there is little information about the detailed 

roles played by the various cells and structures of the organ 

of Corti. This matter is of great interest not only in its 

own right, but also because it almost certainly reflects 

importantly on other sensory receptor systems. Also, without 

a quantitative description of the transduction process it is 

difficult to appreciate the extent of signal processing in 

the peripheral system, or adequately to specify the signals 

which form inputs to the higher centres. Finally there is 

evidence that cochlear mechanics and transduction are closely 

involved in certain detailed aspects of aural perception, and 

it seems important to explore the matter as thoroughly as 

possible° 

One of the most powerful ways of examining the relation—

ships between peripheral auditory mechanisms and sound per—

ception is by binaural listening experiments in which use 

is made of a subject's ability to fuse the acoustic images 

from the two ears into one intracranial image having spatial 

properties. In the normal hearing environment this ability 
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allows a listener to assign directional properties to a sound 

and to discriminate effectively between two spatially—separated 

sources. The subjective spatial properties of such binaural 

images may be explored by objective measurements, and it is 

possible to relate some of the results of carefully devised 

listening experiments to cochlear mechanisms, if some simple 

assumptions are made about the overall nature of the neural 

transduction process, and about the fusion of neural signals 

from the two ears which must occur in higher centres of the 

brain. 

On the other hand there are some important unanswered 

questions; one of these concerns the effects of interaural 

amplitude difference (IAD) in binaural listening and the way 

in which this affects the perceived position of fused binaural 

images. If it could be shown that the main effects of IAD 

may be accounted for in terms of cochlear mechanisms, this 

would help to clarify the way in which signal amplitude is 

coded at the periphery. This is not such a straightforward 

issue as it might appear. It seems quite clear from listening 

experiments that signal amplitude is,  not only coded in terms 

of (say) the firing rates of a variable population of respond—

ing neurons, but that there is a complex interaction between 

intensity and latency. of neural responSe in the individual 

ear.-  Such effects may usefully be explored in binaural 

listening experiments, thereby reflecting the fact that bin—

aural phenomena are not only important in their own right but 

can also give valuable clues to the monaural Situation. It 

is indeed often convenient to regard the signal presented to 

one ear (and the neural activity arising from it) as a probe 
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with which to explore the effects of parameter changes in a 

signal applied to the other, by investigating the subjective 

properties of the resulting fused image. 

There are other important points needing clarification, 

such as the extent to which signals are transformed by the 

cochlear transducer and by the distinctive pattern of nerve 

fibre termination. Furthermore, if significant processing 

is occurring in these regions it may be possible to explain 

it in terms of known physiological mechanisms. These are 

questions which have not so far been quantitatively investi-

gated in the literature, although it is possible that there 

are clues in published neurophysiological recordings from 

experimental animals. Such matters form the main material 

of the present work. 
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2. A BRIEF REVIEW OF COCHLEAR STRUCTURE AND FUNCTION 

2.1 Mechanical properties of the ear  

The characteristics of sound transmission through the 

outer and middle ear, and the subsequent vibrations of the 

cochlear partition, have been quantitatively investigated. 

/ 
In particular, the work of von Bekesy

1 
 in measuring the 

frequency response of the mammalian cochlea has been widely 

reviewed and discussed, and it seems fair to claim that 

signal processing by the mechanical structures of the ear is 

now well understood (for example, see reviews by Weiss
67 

or, 

in more detail, Sayers54 or Whitfield71i. Briefly, von B6k4sy 

succeeded in measuring the response of the basilar membrane 

to sinusoidal inputs of displacement at the oval window, for 

several species including man, and showed that the membrane 

behaves as a graded mechanical filter. Any one membrane point 

shows a broadly peaked response curve of displacement amplitude 

with frequency as shown in Figure 1. Conversely, the magni.• 

tude of the membrane displacement at any one frequency, as a 

function of distance from the stapes, is also a peaked curve, 

with the phase lag increasing more or less linearly with 

distance (see Figure 2). 
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Figure 1. Relative amplitude of membrane displacement as 
a function of frequency, for different points along the 
basilar membrane. The stapes is driven with constant dis—
placement amplitude (after Bek6syl). 
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Figure 2. Relative amplitude and phase of basilar 
membrane displacement as a function of distance from 
the stapes (after Bekesyl). 

From such results it appears that the basilar membrane per—

forms an initial frequency analysis of acoustic signals, in 

which high and low frequency components are optimally repre—

sented in basal and apical cochlear regions respectively. 

Such filtering action causes any wideband signal to be arrayed 

along the length of the cochlear partition, and is now seen 

as an elaborate first step in the peripheral processing. 

From this original data, Flanagan
16  obtained analytic 

expressions for the response of the basilar membrane to an 

impulsive stimulus at the oval window, using the Fourier 

Transform technique. This derived impulse response for any 

one point on the•membrane, has the form of a decaying oscil—

lation as shown in Figure 3, with the period of oscillation 

closely equal to the inverse of the characteristic frequency 

(C.F.) of the point considered. This frequency is the sinu—

soid frequency to which the point on the membrane responds 
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maximally, already indicated by the tuning curves of Figure 

Figure 3. Form of the impulse response of a point on 
the basilar membrane, derived by Flana gan16. 
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2.2 	The - effective stimulus for the hair cells of the organ  

of Corti  

That the displacement pattern of the basilar membrane 

is the initial event leading to the stimulation of the hair 

cells of the organ of Corti,and to the subsequent stimulation 

and firing of the nerve fibres of the acoustic nerve,is now  

widely accepted. The work of von Bekgsy and Flanagan on the 

description of basilar membrane mechanics,and its close 

relationship to the physiological measurement of the firing 

patterns of individual auditory nerve fibres in cat by 

Kiang37  and others (to be described in Section 2.7,2),makes 

it very difficult to' exclude basilar membrane activity from 

a central role in fibre excitation. How this initial event 

becomes an effective stimulus for the hair cells is a more 

• controversial matter, although it is generally believed that 

the tectorial membrane plays an important part. This latter 

membrane, which is in'intimate contact with the ends of the 

hairs protruding from the upper surface of the hair cells, 

is thought to exert shearing forces on the hairs as a result 

of its motion relative to the basilar membrane
1 
 

71". The 

relationships between these various structures and the hair 

cells of the organ of Corti are shown in Figure 11.. •In other 

species,and notably goldfish.
20 inner ear hair cells and nerve 

fibres have been found which are sensitive to a mechanical 

stimulus applied in one direction, and inhibited by a stimulus 

of opposite polarity. There is also powerful supporting 

evidence from similar cell types in the vestibular system
2'64 

Like other hypotheses enjoying less support, the one which 

invokes the bending of hairs as the final mechanical event in 
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Figure  4. Diagrammatic view of a section through a turn 
of the mammalian cochlea, showing the disposition of the 
main cochlear structures and the hair cells of the organ 
of Corti. 

the cochlea does little to counteract the objection that, at 

the threshold of hearing, extremely small basilar membrane 

displacements seem to be involved. It has been argued? from 

extrapolation of von F3ekesy's measurements of membrane dis—

placement at high stimulus intensities, that movements con—

siderably less than the diameter of the hydrogen atom are 

implied. However, Whitfield
71 arguing that notlineirities 

in the system at high intensities make such extrapolation 

invalid, has used the relative magnitudes of. measured cochlear 

electrical activity at low and high intensities to infer the 

magnitude of basilar membrane movement near threShold. ills 

result, though still remarkable, is some orders of magnitude 

greater. 



2.3 Cochlear hair cell arrangement and structure  

A section through the mammalian organ of Corti (see 

Figure 4) reveals the orderly arrangement of hair cells, 

normally into 1 or 2 inner and 3 outer rows which stretch 

the length of the cochlea. This order is so striking that 

Engstrom et al11 and Bredberg have recently been able to 

map hair cell damage due to drugs or intense sound by means

of what they call a "cochleogram", showing the individual 

cells in their well—defined rows. It seems however that this 

precision of arrangement tends to be lost in the developing 

human foetus and more particularly in the adult, whereas in 

most mammals the order is maintained throughout life. 

There is persistent speculation as to the significance 

of the various hair cell rows. It is widely believed that 

the outer rows are more sensitive to sound than the inner, 

and this view is supported by the selective destruction caused 

by very high level sounds and by ototoxic drugs 	Flanagan17 

. 
and von Bekesy

1 
 have suggested that the inner hair cells res— 

pond to the local spatial derivative of basilar membrane dis—

placement, whereas they consider the outer cells to be Sen—

sitive to the displacement itself. Such hypotheses seem 

controversial in view of the fact that no systematic groupings 

have been reported in single unit neural activity under stimu—

lus conditions. In addition to a difference in sensitivity 

between inner and outer cells, there is strong evidence for 

a systematic variation in sensitivity between the 3 outer 

rows, both to drugs and to acoustic trauma3  . These effects 

may merely reflect the well—documented evidence57,58 for 

graded differences in the innervation density of the various 
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outer hair cell rows. Finally, there is evidence of groupings 

in the rates of spontaneous firing in individual fibres of 

the acoustic nerve which has been suggested37 to reflect their 

connection to one or other hair cell rows. 

Figure 5  Schematic drawings of an outer hair cell (above) 
and an inner hair cell. Prominently shown are the cell 
nuclei and various inclusions, the hairs imbedded in the 
cuticular plate, and the afferent and efferent nerve endings 
clustered around the base of the cells (after Engstrom13) 
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In Figure 5 are shown diagrammatic pictures of a mam—

malian outer and inner hair cell. In the outer hair cell the 

large number of hairs (H) are embedded in a cuticular plate 

and, when viewed from above they reveal a characteristic 

distribution in a curved form, earlier described as being 

like a "W I  but more recently as a "U". In the inner hair 

cells, the hairs are arranged in a straight line parallel to 

the long axis of the basilar membrane
71
. Whatever the precise 

form of the arrangements, the fact that there is directional 

organiation of the hairs gives some justification for the 

assertion that particular shearing movements of the tectorial 

membrane act as the most effective stimuli. Perhaps also 

significant is the gradation in length of the hairs; for if 

it can be assumed that higher sound levels cause progressively 

more of the shorter hairs to be activated by the tectorial 

membrane, this may provide a clue to the large cochlear 

dynamic range. The function of the cuticular plate, in which 

the roots of the hairs are firmly embedded remains uncertain, 

but in the case of the outer cell it seems to be closely con—

netted with the presence of the .so—called basal body (B) which 

lies close to the cell's upper surface. Such basal bodies 

are also present in the hair cells of the vestibular system 

and have in that system a mobile hair protrusion, or kino—

cilium, which is absent in the cochlear cells18  : similar 

structures are now known to be present in other sensory 

systems including vision and olfaction, and they have been 

described by Wolken72 as:the "most elementary nervous system" • 

Indeed, Engstrom et al.
10 
 have put forward the view that the 

basal body should be regarded as the essential excitable 

structure of the hair cell, and describe the kinocilium which 
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projects from it in other sensory systems as being extraordin—

arily sensitive to many different kinds of stimulation. 

Further investigation of this region should provide interest—

ing clues about this link in the chain of events leading to 

the stimulation of the nerve fibres, whose terminal branches 

cluster round the base of the hair cells. 
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2.4 Electric potentials of the cochlea  

In a recent review article, Weyer 69  has described the 

various theories put forward to explain the different electric 

signals which may be picked up by a microelectrode inserted 

into the cochlea. His review clearly demonstrates the con—

troversy surrounding the generation and function of these 

potentials, which are generally believed to be closely 

involved in the cochlear transduction process. 

The endolymphatic potential, recorded by a microelectrode 

as a d.c. resting potential in the scala media, is biologically 

unusual in being electrically positive. Most recent authors 

have put the site of generation of the potential at the stria 

vascularis, on the basis that its healthy state appears 

necessary for the proper generation of the potential. Although 

the potential reaches some 80 mV. in mammals, it is much 

smaller in birds and almost absent in reptiles . 

Resting negative potentials, variously reported as being 

between — 40 mV. and — 90 mV., may be recorded inside the 

various cells of the organ of Corti, as indeed is the case 

in most living cells, including nerve fibres. 

The cochlear microphonic potential is an alternating 

potential, conveniently picked up by an electrode in the 

scala media, which faithfully reproduces the acoustic pres—

sure waveform of pure sinusoidal (tone) stimuli. It is 

remarkable for the extremely linear variation of its ampli—

tude with stimulus intensity over a wide dynamic range from 

threshold to some 70dB above threshold. As intensity is 

raised towards a value which causes noise damage in the 

cochlea, its magnitude levels off and then falls, although 

there is no noticeable distortion of the measured sinusoidal 
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waveform. Various explanations of this potential have been 

put forward, most of which stipulate the endolymphatic and/or 

the negative intracellular hair cell potentials as d.c. 

supplies, with the upper surface of the hair cells performing 

some sort of current or resistance modulation (in sympathy 

with basilar membrane vibrations). There have also been 

various more complicated electrochemical theories involving 

the movement of charges or ions in the hair cell region. In 

any case the correlation between the number of healthy hair 

cells and the magnitude of the microphonic potential does 

much to support the view that this electrical signal is the 

result of hair cell activity. Furthermore, the reversal in 

polarity of the microphonic as a recording electrode pene—

trates the cuticular plate is strong evidence that the site 

of microphonic generation is close to the hair—bearing 

surface of the hair cells
60 

 . 

Perhaps the most perplexing electrical signal in the 

cochlea is the summating-potential, a d.c. signal which may 

be recorded during the application of high level stimuli. 

The signal seems to be related to some sort of running 

average of basilar membrane activity, and dies away rapidly 

when the sound ceases. Some strange theories have been 

advanced for its presence, but one of the most simple, and 

therefore attractive, ones (not mentioned by Weyer) is that 

of Whitfield and Ross7°  These authors have ascribed both 

the appaarance of the summating potential and the decline in 

the level of the cochlea microphonic at high sound levels to 

a distortion and limiting effect in the output of individual 

hair cells. They contend that distortion in the microphonic 

fails to be detected by the normal recording electrode, because 



the placing of the latter in the scala media causes it to pick 

up the averaged response of many hair cells. Such averaging 

essentially performs a low—pass filtering of the individual 

hair cell output waveforms  discriminating effectively against 

the various harmonics produced by the distortion. It does 

however allow the fundamental and d.c. component of the 

waveform to be recorded as the microphonic and summating 

potential respectively. 
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2.5 Cochlear innervation  

The nerve fibres of the acoustic nerve, which enter the 

organ of Corti through the habenula perforata (see Figure 4) 

and there lose their myelin sheaths put out terminations to 

the hair cells in two rather distinct ways. Some fibres are 

essentially radial in their connections to the hair cells, 

but others travel along the cochlea for considerable distances 

1 
(up to 	or E. of a cochlear turn) before terminating. This 

so-called spiral innervation of the cochlea is perhaps the 

most distinctive aspect of its neuroanatomy. It is clearly 

visible when the nerve fibre distribution is clarified by 

staining techniques11/12. Such techniques may also be used 

to distinguish between afferent and efferent nerve fibres, 

and show that both systems are well-developed in the cochlea. 

The other established rule of cochlear innervation is that 

it tends to be multiple, i.e. nerve fibres appear to make 

contact with several, or many, hair cells and hair cells are 

innervated by several, or many, nerve fibres. 

Beyond these central facts of cochlear innervation, the 

subject becomes rather confused. A number of authors have 

described the main routes of the fibres from the acoustic 

nerve trunk to the hair cells and have described the various 

fibre bundles in the organ of Corti58 /
68  . It is generally 

agreed that the innervation of the inner hair cells is pre... 

dominantly radial and that of the outer hair cells pre-

dominantly spiral. The details of the method of termination 

of the spiralling fibres, an issue which seems of some 

impprtance from the signal processing viewpoint, has long 

been the subject of discussion, and until the last year or 

two it was generally believed that spiralling fibres might 



turn either apicallys  or basally, or both, and that they put 

out many terminations to hair cells lying along their course. 

The controversy surrounding these details of cochlear 

innervation seems to have been resolved to a considerable 

extent in the last few years by advances in microscopic and 

chemical staining techniques. Engstrom et al.
11 

have in this 

way managed to categorise the various fibre bundles into 

afferent and efferent groups, and have estimated both the 

relative numbers of fibres and the innervation density of 

the various hair cell rows in various regions of the cochlea. 

One of their most interesting assertions is that the spiral 

fibres put out terminations only towards the end of their 

spiral course as shown in Figure 6, and not all the way along 

it as has often been supposed. Furthermore, spiralling occurs 

in a mainly, or even exclusively, basalward direction. 
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Figure 6  Diagram to illustrate typical modes of termination 
of spiral fibres on the third outer hair cell row in guinea 
pig. Such termination appears to occur only after rather 
long spiral runs by the fibres (after Engstrom et al.11) 

In another recent article, Spoendlin58  has described the 

results of investigations which broadly support those of 

Engstrom. His diagram of the overall innervation pattern, 
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reproduced in Figure 7, forms a useful summary of current 

views on this complicated subject. 

Figure 7  Schematic diagram of cochlear innervation in 
mammals. The full extent of basalward spiralling is not 
shown, nor do the indicated fibres and endingS correspond 
to their actual numbers (after Spoendlin58) 

In this diagram it may be seen that:— 

(a) Afferent innervation of the inner hair cells is 

predominantly radial, efferent spiral. 

(b) Afferent innervation of the outer hair cells is 

predominantly spiral, efferent radial. 

Spoendlin also makes the following points which seem relevant 

to the present study:— 

(c) The majority of afferent fibres innervate the inner 

hair cells. 

(d) Multiple innervation of hair cells by afferent fibres 

is much more obvious in the case of the outer hair cells. 
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(e) There are synaptic contacts between all hair cells 

and afferent dendrites, between the efferent endings and the 

outer hair cells, and between the efferent terminal fibres 

and the afferent dendrites, predominantly in the region 

beneath the inner hair cells. 

(f) Afferent and efferent unmyelinated fibres are in 

very close relationships in the area below the inner hair 

cells. 

Finally the following points concern the efferent 

system:— 

(g) Degeneration studies reveal that efferent fibres 

derive mainly from the so—called olivocochlear bundle of 

Rasmussen. There are only about 500 fibres in this bundle, 

and their extensive branching in the organ of Corti is proved 

by the presence of some 40,000 efferent endings on the hair 

30 
cells in cat. (There is some evidence 	of further efferent 

fibres in the main trunk of the acoustic nerve which are not 

part of the bundle of Rasmussen). 

(h) There is a systematic decrease in efferent innervation 

density of the outer hair cells, from base to apex of the 

11 
cochlea and from the innermost to outermost row . 
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2.6 The hair cell—nerve ending junction  

One of the most interesting, and in the case of the 

afferent fibres also the most problematical, aspects of the 

individual peripheral fibre is the detail of its connection 

to the base of a hair cell, and of the mechanisms which 

operate at this critical junction. In the case of the effer—

ent fibres, electron micrographs of the hair cell junction 

suggest that it conforms to the more or less standard struc—

ture of a nervous system synapse. The efferent nerve endings 

are described by Engstrom9111  as being richly granulated and 

containing large quantities of synaptic vesicles, which are 

thought to play an important role in the release of a chemical 

transmitter substance across the synaptic cleft. The generally 

accepted view33'42  is that the chemical transmitter, released 

in quantal packets from the presynaptic terminal (in this 

case the efferent nerve ending), subsequently causes a change 

in the polarisation of the postsynaptic membrane (in this 

case the hair cell membrane). Further evidence for chemical 

transmission in the efferent system is provided by the 

presence of a multilaYered membrane boundary
111 

across which 

direct electrical transmission would appear to be very unlikely, 

and also by evidence30 '
43 
 for the presence of acetylcholine 

in the organ of Corti. 

In the case of junctions between hair cells and afferent 

fibres, which are of more direct interest in the present 

study, the evidence for chemically-transmitting synapses seems 

much less clear although most recent authors use the term 

"synapse' quite freely. In Figure 8 are reproduced two 

electron micrographs of the critical junction, this time in 

guinea pig and squirrel monkey. The two types of nerve ending 
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Figure 8  Electron micrographs of junctions between nerve 
endings and outer hair cells. Above: guinea pig. Below: 
squirrel monkey. In both cases efferent (NE2) and afferent 
(NE1) nerve endings are visible, and, in the upper picture, 
so—called "synaptic bars" are shown arrowed at each affer—
ent junction (after Engstrom13) 



(NE1 and NE2), afferent and efferent respectively, are clearly 

visible. Engstrom13 notes that the presence of synaptic bars 

in the hair cells, adjacent to the afferent boundaries, is 

very problematical. It is also interesting to note the 

intimate contact between afferent and efferent endings shown 

by this figure, which supports the comments of Spoendlin58. 

The junction region is again shown in Figure 9, this time 

with greater magnification. Both halves of the figure show 

afferent synaptic contacts between nerve and inner hair cell 

in squirrel monkey, with synaptic bars clearly visible. In 

this case there seems somewhat more evidence for inclusions 

in the presynaptic (hair cell) terminal which might be thought 

to suggest chemical transmission. An electron micrograph 

in another paper by Engstrom9 (not reproduced here) shows a 

multilayered synaptic boundary which is considered highly 

suggestive of chemical transmission effects, although in 

none of these cases has a chemical transmitter been positively 

identified. 
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Figure 9 Two electron micrographs at higher magnification, 
showing afferent synapses between nerve endings and inner 
hair cells in squirrel monkey (after Engstrom-13) 
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2.7 Activity in first order auditory neurons in cat  

2.7.1 Recordings of spontaneous activity  

Recent electrophysiological recordings of the response 

of single nerve fibres in the acoustic nerve of cat,to a 

variety of simple acoustic stimuli, have greatly enhanced 

the possibilities for modelling of the peripheral auditory 

system. Kiang37 and his colleagues have collected a large 

amount of data on the firing patterns of single units in 

the auditory nerve, and in a more recent work Gray25 has 

carried out some detailed statistical analysis of such 

recordings. It is here proposed to outline those of their 

results which seem to reflect most directly on the present 

work. 

Spontaneous activity  

The majority of first order auditory neurons display 

spontaneous activity in the absence of controlled acoustic 

stiMulus. Rates of spontaneous firing vary between zero 

and about 120 spikes per second, and there is some evidence37  

for clustering about certain preferred values. Figure 10 

shows the spontaneous activity of two typical units plotted 

as interval histograms, and Figure 11, also typical, shows 

a joint interval scatter diagram in which successive intervals 

between firings are plotted against one another. Apart from 

the lack of very short intervals, presumably due to refractory. 

properties of the nerve fibres, these figures suggest that 

the spontaneous activity is typiCal of a stochastic Poisson 

proCess, having no substantial correlation between successive 

intervals. In Figure 12 is shown the variation of interval 

histogram mode with rate of spontaneous discharge, for a large 

number of different units. The mode lies mainly between 4 
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Figure 10 Two typiCal interval histograms of spontaneous 
activity in first order auditory neurons in cat. Left: 
fibre of C.F.=7.3 KHz., mean spontaneous rate = 76 spikes/ 
second. Right: fibre of C F. = 0.58 KHz., mean rate = 45 
spikes/second (after Kiang17  )- 

61, 

W 32 

32 	64 
MSEC 

Figure 11 A typical joint interval scatter diagram for 
the spontaneous activity of, a first order auditory neuron 
in cat (after Kian07) 
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and 7 msec and does not appear to be very dependent on the 

firing rate. 
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Figure 12 The mode of the spontaneous interval histogram 
plotted against the mean rate of discharge, for a number 
of first order auditory neurons in cat (after Kiang37) 
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2.7.2 Driven activity 

Response to click stimuli  

A single nerve fibre in the auditory nerve is generally 

described by its characteristic frequency, which is that 

sinusoidal frequency (applied as an acoustic stimulus) to 

which the fibre is most sensitive in terms of its detectable 

firing response. It is assumed that this maximum sensitivity 

to a particular frequency merely reflects the fact that the 

fibre innervates a region of the basilar membrane of the same 

C.F. StroAg supporting evidence for this view is provided 

by fibre responses to click stimuli, which parallel in cer—

tain obvious ways the presumed relevant basilar membrane 

impulse responses. 

Typical neural responses of individual acoustic nerve 

fibres to acoustic clicks, which are shown in Figure 13 in 

the form of post-stimulus—time (PST) histograms, show some 

striking resemblances to the Basilar Membrane impulse res—

ponse (see Figure 3), and, on closer inspection, also reveal 

some interesting differences. 

The following generalisations seem possible from these 

recordings:— 

( ) Individual histogram peaks are separated by a time 

approximately equal to the inverse of the C.F. of the unit 

considered, paralleling in an important way the presumed 

basilar membrane impulse response in the relevant cochlear 

region. 

(b) Many more peaks arc generally visible in the PST 

histograms than in the basilar membrane impulse response 

waveform, when both are plotted on linear scales. However 

the response of units of C.F. above about 4 KHz does not 
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Figure 13 PST histograms 
click stimuli of 18 first 
single cat. 600 stimuli 
each histogram, at a rate 

of the responses to rarefaction 
order auditory neurons in a 
presentations were used to obt§4n 
of 10 per second (after Kiang)() 

show multiple peaks, as a result of lack of resolution either 

in the neural system or in the recording apparatus. To a 

first approximation, the number of peaks visible (in the res—

ponse of units having a C.F. lower than about 4 KHz) is 
independent of the actual value of the C.F. 
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(c) The first visible peak in the histogram is not 

always the greatest, unlike the first peak of the presumed 

basilar membrane impulse response. 

Although typical responses to condensation (as opposed 

to rarefaction) clicks are not shown here in fact the 

positions of peaks and troughs in the neural histograms are 

reversed, in a manner which is consistent with the view that 

rarefaction movements of the basilar membrane (towards scala 

vestibuli) cause increased neural firing probability, and vice 

versa. In the response of a unit with a relatively high rate 

of spontaneous firing to a condensation click, it is some—

times possible to detect a trough as the first part of the 

PST response. This suggests that condensation movements of 

the basilar membrane cause a genuine reduction in firing 

probability, and therefore that the troughs between succes—

sive peaks of the PST histograms are not merely due to 

neural refractory effects. 

Figure 14 shows the effect on the PST histogram of changes 

in click 'stimulus intensity, for a typical unit. Starting 

with a stimulus near threshold, two or three peaks may 

typically be seen emerging out of the background noise (spon-

taneous activity) of the histogram. As intensity is raised, 

the earlier peaks tend to increase in height relative to 

later ones, and at perhaps 20 or 30 db above the threshold 

a new peak of smaller latency becomes apparent. As intensity 

is further raised, the new peak grows and finally dominates. 

The effect seems to be maintained throughout the large 

dynamic range investigated, and the picture is typical of nerve 

fibres studied by Kiang, and does not seem to reflect indi—

vidual fibre connections. The other point of interest is that 
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Figure 14 Typical response of a first—order unit to 
changes in rarefactio click level. C.F. of unit = 
0.65 KHz (after Kiang 7) 

there is negligible change in the latency of individual peaks 

with increasing intensity; the maximum shift observed over 

1 
Vfos 

where fo is the characteristic frequency. 

Responses to other types of stimuli  

Single unit recordings have also been obtained
2537 for 

other types of acoustic stimulus, including continuous tones 

(mainly at the C.F. of the unit), tone and noise bursts, and 

for various more complicated signals such as tone combina—

tions and clicks in the presence of noise. In Figure 15 

are shown some typical PST responses of an auditory nerve 

fibre to tone bursts of various durations at the C.F. Also 

shown, on a finer time scale, are the start—up effects which 

occur during the first few cycles. The overall envelope of 

the whole intensity range is in all cases less than 
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Figure 15 Typical PST histograms for tone bursts (600 
stimuli at 10 per second) at the C.F. of the unit. The 
first few peaks of the response are shown on the right 
in each case, to an expanded time scale. C.F. of unit 
= 1.45 KHz (after Gray45) 

such responses is remarkably similar in different units hav-

ing a wide range of C.F. values, the main difference being 

that a fine structural pattern representing the response to 

individual cycles of the stimulus is only visible when the 

C.F. is below about 4 KHz. The envelope is also strikingly 

similar in the case of noise bursts, but here, as might be 

expected, the fine structure of the PST histogram is lost. 

The PST responses are not so straightforward for all 

of these "simple" stimuli. Kiang reports37 a two-tone 

inhibition effect in which the response to a continuous 

tone at the C.F. is actually inhibited by a tone burst at a 
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different frequency. Although such effects are not yet well 

documentedlit seems unlikely that they involve efferent 

mechanisms because sectioning of the auditory nerve appears 

not to modify the result. 
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2.7.3 Statistical analysis  

In a more detailed analysis of such recordings, Gray25 

has shown that there is much information to be extracted 

which is not available in the normal PST histograms. Much 

of his work is concerned with the analysis of conditional 

firing probabilities (the normal PST histogram displaying 

unconditional probability). From a conceptual point of view 

his analysis of recovered probability is perhaps the most 

valuable, since by concentrating on probability of firing, 

on condition that a unit has not fired for a long time 

(i.e. it has "recovered"), the complications introduced by 

refractory effects are effectively eliminated. Gray has 

estimated the recovery time of typical auditory neurons from 

an analysis of their spontaneous activity, showing that the 

probability of a spontaneous firing during a small time 

increment reaches a constant level some 20 msec. after the 

previous firing. Subsequent recovered probability estimates 

during stimulus conditions are then made by discounting any 

firing which occurs less than (say) 20 msec. after the previous 

one. 

The estimates of recovered probability for click stimuli 

as a function of intensity are possibly the most interesting 

statistics. Figure 16 shows normal PST histograms and 

recovered probability histograms for atypical unit stimulated 

at three different intensity levels, and makes it clear how 

much effect the refractory properties have-in suppressing 

firing during later basilar membrane movements. A useful 

summary of these effects is given in Figure 17 which shows 

the intensity effects in four different, but typical, units 

of various C.F. values and spontaneoUs rates. 
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Figure 16 	Recovered probability histograms (heavy lines) 
and normal PST histograms (light lines) for rarefaction 
clicks presented at a rate of 10 per second and at 3 
intensity levels. C.F. of unit = 4 KHz. Total no. of 
stimuli = 600 (after Gray25). 

In Figure 17 are plotted recovered probabilities of firing 

during whole peaks of the relevant PST histogram. In the 

case of a rarefaction click, the first, third, fifth, etc. 

half—cycles are the ones during which firing probability 

increases; for a condensation click, the even—numbered half—

cycles are relevant. In the figure a redundant "C" or "R" 

is used to make clearer which click polarity is involved. 

AlthOugh all units do not show identical effects, some 

generalisations seem possible:— 

(a) In all units, at all intensities, there is an 

increase in recovered probability during successive click 
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of the PST histograms for four units as a function of 
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histogram peaks, up to about "4C" or "5R". This is in marked 

contrast to the rather drastic reduction in the heights of 

the peaks of the presumed basilar membrane displacement 

waveform (see Figure 3). 

(b) There seems definite evidence that the recovered 

probability associated with peak 2C is always greater than 

that of peak 1R, at the same intensity. 

0.2 

(c) The recovered probability for any histogram peak is 
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rather simply related to the logarithm of the stimulus level. 

At the higher stimulus intensities, evidence of a further 

effect is revealed by assessing recovered probability during 

smaller time intervals than whole peaks of the click histo—

gram — appropriate time bin—widths are of the order 0.1 msec. 

When this is done there is evidence that recovered probability 

is reduced immediately following previous high values of 

itself. As Gray has pointed out, this cannot be a refractory 

mechanism, and he prefers to call it a "depletion effect", 

although he is careful to avoid any direct physiological 

implications. 

Also studied by Gray are recovered probability histo—

grams for tone burst stimuli. Typical results for two units 

are shown in Figure 18, together with the normal PST histo—

grams. 
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Figure 18 Typical recovered probability histograms 
(heavy lines) and normal PST histograms (light lines) for 
tone bursts presented at the C.F. (17.5 KHz, left; and 
9 05 KHz, right). Burst frequency m 10 per second (after 
Gray25). 

These results suggest that most of the progressive reduction 

in firing probability seen in the PST histograms is due to 
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the refractory properties of the neurons; there is, however, 

some evidence in the left—hand diagram of a reduction in 

recovered probability during the course of the tone burst, 

tending to confirm the presence of a "depletion effect". 
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2.8 Discussion  

Having reviewed what seem to be the most relevant aspects 

of cochlear anatomy, innervation and neural activity, it seems 

appropriate to discuss briefly the overall operation of the 

peripheral system. Although many papers have recently appeared 

concerning the fine details of cochlear structure and neural 

activity, few authors have speculated about the possible 

relationship between structure and function. This is 

particularly true of the neural transduction process in the 

cochlea. 

In discussing the detailed transformation between acoustic 

pressure waveform and firings in individual fibres of the 

acoustic nerve, it is assumed that the vibrations of any point 

on the basilar membrane resulting from a given acoustic 

stimulus may be calculated using Flanagan's formula (see 

Figure 3) for the impulse response, and taking due account 

of middle and outer ear transmission. In such computations 

it is usual to assume a linear mechanical system, and this 

seems justifiable at least over a limited dynamic range. 

The next step is less easy, since it involves making some 

assumptions about the action of the hair cells. However it 

is becoming generally accepted that the high resting potential 

difference across the upper membrane surface of the hair cells 

and the existence of the cochlear microphonic potential are 

firm evidence of hair cell electrical activity. It further 

seems reasonable to implicate the cuticular plate and basal 

body region of the hair cell, which, perhaps acting rather 

like a variable resistance which controls a current into the 

hair cell body, also controls the cell's polarisation, 

causing it to change in sympathy with the local vibrations 

of the basilar membrane. This view is broadly supported 
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by Flock et al.
18 

and by Engstrom13 who says, "The i depolari—

sation and/or hyperpolarisation of the sensory cell influence 

the activity at the synaptic areas at the base of the hair 

cells, thus modulating the action potentials in the nerve 

fibres of the acoustic nerve . 	If the cochlear micro—

phonic potential is accepted as evidence of such action, then 

it becomes rather difficult to accept any severe nonlinearity 

in the system over moderate dynamic ranges, at least as far 

as the stage of hair cell polarisation. 

The next question concerns the way in which a change 

in hair cell polarisation might affect the nerve fibres and 

cause discharge. The evidence already reviewed suggests 

that an intermediate liberation of chemical transmitter sub—

stance may be involved, in which case it would be appropriate 

to examine any available evidence on such systems, to see 

whether or not some of the effects visible in neural PST 

histograms may be accounted for in terms of known physiology. 

It seems quite possible that changes in polarisation of a 

hair cell about some resting level could give rise to increased 

or reduced liberation of a transmitter substance; these 

changes in hair cell polarisation might presumably arise as 

a result either of basilar membrane activity or of activity 

in the efferent nervous system, the latter giving rise to  

a chemical transmission from the. "type 2" nerve endings to 

the hair cell. 

Although known synaptic mechanisms may provide clues to 

some of the more puzzling aspects of the neural PST histograms, 

it also seems quite possible that the complex pattern of 

. cochlear innervation is responsible. The whole question of 

signal processing in cochlear nerve fibres has been largely 
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ignored in the literature, although it seems a question of 

great interest. Previous attempts at modelling the peripheral 

auditory system have almost all considered a nerve fibre 

travelling radially to innervate a single hair cell, and possible 

effects of multiple and spiral innervation have not been in- 

vestigated. One of the main reasons for this is perhaps that 

there have not so far been reported any systematic groupings 

in measured neural activity, which might reasonably be attri- 

buted to differences in innervation of the various fibre 

groups. 

As far as efferent innervation in the cochlea is con- 

cerned it seems both from anatomical considerations and from 

adaptation phenomena in auditory nerve fibres that this 

system must have a considerable latency. It therefore seems 

fair to discount the possibility that the efferent system 

haS any substantial effects on the firing patterns of primary 

afferent fibres, at least for low repetition rate transient 

stimuli such as clicks, and at low and medium stimulus 

intensities., 

To embark on a detailed study of Cochlear transduction 

would be impossible without some knowledge of the firing 

patterns of individual acoustic nerve fibres. The work of 

Kiang and Gray, extracts of which have already been pre,- 

sehted gives important clues and shows that stochastic 

models are almost certainly necessary to reproduce any of 

the finer effects visible in the neural PST histograms. It 

is proposed to concentrate here largely on the acoustic 

click response, not least because it is fully documented 

and because it shows a number of complex effects. If these 

can be explained, it seems probable that the relatively 



straightforward neural responses of first order fibres to 

other simple acoustic stimuli such as noise and tone bursts, 

and continuous tones, could be predicted. 
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3. ASPECTS OF AUDITORY PERCEPTION  

3.1 Review of some binaural listening phenomena  

The main characteristic of binaural headphone listening 

is that a subject can, under certain circumstances, fuse the 

sound images from the two ears into one intracranial image 

with subjective spatial properties. Although there are 

certain differences between perceptual effects in headphone 

and loudspeaker (free space) experiments, it is clear that 

this fusion mechanism accounts for the ability of a person 

to assign direction to a sound source, a matter sometimes 

discussed under the heading of "the cocktail party problem". 

In headphone listening experiments the fusion mechanism 

operates for a wide variety of similar signals presented to 

the two ears. The main experimental parameters have generally 

been interaural time difference (ITD) and interaural amplitude 

difference .(IAD), and the perceived movements of the intra-

cranial image under the influence of changes in these two 

parameters have been the subject of considerable study in the 

literature. Such effects are of interest for two main reasons. 

Firstly, consider two sound sources spatially separated one 

being the signal to which the listener wishes to attend, the 

other being an.  interfering noise. In a binaural listening 

situation, with optimum positioning of the two sound sources 

in space, a subject can achieve some 15-20 dB improvement 

in his signal to noise discrimination, compared with a mon. 

aural listening situation. Such an effect represents an 

improvement which the communications engineer would like to 

copy. The other reason for interest in binaural listening 

phenomena is that, with suitably devised experiments, con. 

siderable insight can be obtained into the relationships 
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between auditory perception and cochlear activity. In a series 

of articles,Sayers and Toole
52/53,62,63 have investigated 

binaural effects with simple stimuli such as tones and impulses. 

It is now proposed to review their work, which seems to pro. 

vide some satisfactory explanations of a perceptual situation 

which, from a review of the literature as a whole, appears 

complex and unresolved. 

One of the most important issues concerns the way in which 

subjects are asked to report the perceived position of the 

intracranial image in binaural listening experiMents. Other 

experimenters have often relied solely on the image centring 

technique, whereby a movement of the fused image away from 

subjective centre caused by a change in one parameter (say 

ITD) outside the control of the subject, maybe offset by 

him by adjustment of, say, an IAD control. Although this 

method is valid for some situations, Sayers and Toole have 

found that many binaural images, within certain ranges of 

experimental parameters, cannot be centred in this way, and 

that they are always perceived to one side or other of the 

subject's auditory space. In this case., the use of an image 

centring technique may erroneously suggest that such images 

do not exist, because they cannot be centred. In such situ. 

ations Sayers and Toole have instead asked listeners to 

describe the position of an image in terms of a subjective 

lateral scale; this task may be made easier by using an 

Actual scale marked in, say, 10 divisions, mounted in front 

of the listener. Using such methods.of lateralisation 

judgement, highly consistent results may be obtained with 

different subjects in a variety of listening situations. 
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Tone stimuli  

In the case of equal-level pure tones, they have shown 

typical results in which subjects report a more or less linear 

variation of perceived lateral image position with ITD. As 

ITD approaches and then exceeds half the period of the wave. 

form, the subject begins to attend to a new image perceived 

on the other side of his auditory space. This effect can be 

clearly demonstrated for tones between about 200 Hz and 1200 Hz. 

On the basis of such results, it is suggested that the behaviour 

of subjects making lateralisation judgements can be described 

as if the images arise from a type of running cross-comparison 

performed on the neural signals arising in similar cochlear 

regions of the two ears. When IAD is introduced with pure 

tones there is evidence that the image trajectory judgements 

are simply shifted towards the louder side. 

Transient stimuli  

The use of repetitive click stimuli (also referred to 

as impulses, or wideband transients) is probably more 

illuminating, although the listening situation becomes very 

confusing unless certain precautions are taken. In particular 

it appears that with wideband signals, a subject generally 

perceives two or more co-existing binaural images with dif. 

ferent lateralisation characteristics, which Sayers and Toole 

have inferred to arise from cross-comparisons of neural 

activity originating in various corresponding regions of the 

two cochleae; arbitrary attention by the subject to one or 

other of these images can cause considerable confusion in 

the interpretation of results. The difficulty seems, however, 

to be much reduced by the use of high-pass filtered masking 
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noise applied to one or both headphones, which effectively 

eliminates significant neural cross—comparisons between the 

more basal cochlear regions. This has the effect of allowing 

only binaural images of low—pitched character to be per—

ceived. Similar effects are achieved by the use of low—

pass filtered transients. 

Having established an experimental technique, Sayers 

and Toole then considered in some detail the lateralisation 

characteristics of images arising from the use of low—pass 

filtered transients, as a function of ITD. They were also 

able to clarify the situation with wideband transients, and 

to investigate the different lateralisation characteristics of 

the two main impulsive images arising, presumed to originate 

in different cochlear regions. They afterwards investigated 

the more complicated case of a single filtered transient train 

in one ear and filtered double—pulse train in the other, 

again with ITD as the main variable. By a consideration of 

basilar membrane activity in these various cases which, on 

the basis of Flanagan's work
15$16 they assumed to arise in 

the cochlear regions of interest, they showed that the image 

lateralisation phenomena could again be accounted for on the 

basis of neural cross—comparisons performed on the signals 

from the two ears. For this purpose, they found it unnecessary 

to implicate any fine details of neural activity, but merely 

to assume that enhanced neural firing occurs during rarefaction 

half—cycles of local basilar membrane vibration. In this 

way Sayers and Toole succeeded in showing that presumed peri.. 

pheral neural activity is directly implicated in the per—

ceived movements of binaural images as a functionof ITD. 
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3.2 Further problems in binaural listening; interaural  

amplitude difference (IAD)  

Accepting that a framework now exists for the description 

of the main effects of ITD on the perceived position of fused 

binaural images, it would also be very attractive to be able 

to explain the major effects of IAD in terms of peripheral 

mechanisms. 

It has been known for some time that, in a wide variety 

of headphone listening situations, a perceived lateral shift 

of a binaural image caused by ITD can be corrected by intro. 

ducing an appropriate amplitude difference between the two 

ears. Wideband or filtered transient signals are particularly 

suitable for exploring such effects, although the former 

signals tend to suffer from the difficulties already mentioned 

namely, that the presence of two or more co-existing images 

confuses results. If running speech, or indeed, any continuous 

(rather than transient) wideband signal is used instead, the 

same effects are generally reported as being accompanied by 

a perceived broadening of the image, which can be detected 

by objective measurements. Although the offsetting of the 

effectS of ITD by introducing IAD is only possible over limited 

ranges of the two variables, the phenomenon has given rise 

to the concept of an equivalence, or "trading ratio", between 

them. It need hardly be added that an explanation of such 

effects should help to clarify the manner in which amplitude 

is coded at the neural level. 

The available literature on the subject is somewhat in-,  

consistent. It is felt that this is largely due to the fact 

that wideband transient signals have generally been used, 

and that subjects have often been confused by the presence 
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of several binaural images, arbitrarily attented to. Accord—

ingly the magnitude of the trading ratio between IAD and ITD 

is variously reported as being between about 5 and 250 Rsec/dB, 

with a tendancy for continuous tone stimuli to produce the 

lower values and for repetitive impulsive stimuli to give rise 
r. 

to the higher values of the ratio. Some experiments will now 

be described which attempt to clarify the situation for the 

latter type of signal. 
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3.3 Time-intensity trading: experimental results  

The trading ratio between IAD and ITD has been deter-

mined using low-pass filtered binaural transients of known 

waveform under conditions in which no ambiguity due to multiple 

images should arise. Signals which produce maximum basilar 

membrane activity in medial and apical cochlear regions 

have been used, thus eliminating high pitched impulsive 

images which have different lateralisation characteristics. 

Binaural, repetitive acoustic transients, low-pass 

filtered with various filter cut-off frequencies, have been 

used to determine the IAD/ITD trading ratio as a function of 

the absolute sound level at which the test was conducted. 

Rarefaction pulses of duration 0.1 msec. and repetition fre-

quency approximately 30/second, were low-pass filtered by 

Allison 2A passive filters, set to the given cut-off frequency, 

here 800 Hz. The experiments were conducted in a quiet room 

environment using Sharpe HA-10 headphones, and the listener 

was able to control the ITD between the filtered pulse trains 

in the two ears. Arbitrary values of IAD were introduced by 

the experimenter, the signals to the two headphones were then 

switched on and the subject was asked to centre the fused 

binaural image. 

Six subjects were tested, using various values of mean 

absolute sensation level between 5 dB and 45 dB above threshold 

(in the test environment, threshold corresponded to approxiuss 

mately 0.1 mV peak signal into the headphones). Results for 

four subjects are reported, two (BMcAS, PAL) with considerable 

listening experience s  and two untrained. The results, closely 

representative of all other measurements, are shown in Figure 

19, each line representing an approximate best straight line s  
IfF 7iieSe taterS SiVG a 01.1Cin•44.42tiloto 0/ 4.604a 64.45 	pt.41.4,14,4 
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fitting some 50 separate judgements. 

Figure 19 Curves for four listeners of the ITD required 
to return a binaural image to judged central 
location after displacement by IAD imposed by 
the experimenter. Low-pass (800 Hz) filtered 
waveforms from 0.1 msec. rarefaction transients 
repeated 30/sec. at various signal levels. The 
figure shown against each curve represents the 
slope of the approximate best straight line s  
fitted to 50 judgements. 
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The results of this simple but important measurement show 

considerable consistency between the various subjects, with 

no apparent dependence of the ITD/IAD trading ratio on the 

absolute sound level of the test, at least for this type of 

signal. Although these measurements cannot rule out the 

possibility that the extent of the trading relationship is 

altered at lower and higher sound intensities, the results 

do seem to suggest that the ratio is approximately constant 

in the normal hearing environment, at least for signals of a 

type which give a fused binaural image of a predominantly low—

pitched, impulse character. 
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3.4 A proposition about amplitude effects  

It is believed that the perceived relationships between 

IAD and ITD, reported in the previous section, can be accom- 

modated by currently understood peripheral mechanisms. In 

particular it is proposed that, if neurophysiological activity 

observed in the cat is also relevant to the human, a straight- 

forward explanation of the main effects of IAD/ITD trading is 

available in terms of cochlear neural activity. 

In more detail, the present proposition is that the effect- 

ive centre of gravity of the averaged neural responses to a 

repeated transient stimulus, specifies in neural terms the 

basic temporal features of that signal for binaural lateral- 

isation purposes. It is assumed that the post-stimulus-time 

histogram for a particular fibre, responding to many repetitions 

of a stimulus, represents equally well the ensemble average 

of neural activity over many fibres with sensory endings in 

the same cochlear region, responding to a single stimulus. 

Thus the form of the single unit PST histogram seems relevant 

to a discussion of image lateralisation judgements made on 

the basis of even relatively few stimulus presentations. 

By specifying the centre of gravity of the neural PST 

histogram as the important parameter, it is implied that it 

is the average time, post-stimulus, of generation of stimu- 

lated neural activity in the two ears which is used to form 

binaural lateralisation judgements. This seems appropriate 

for the type of listening experiment just reported, where the 

subject is not asked to separate out multiple images presumed 

to be due to the individual peaks of the PST histogram. Even 

if he did so (so that his judgements tended to fall into 

groups reflecting such multiple images), the averaging of the 



results by the experimenter must ensure that only some mean 

effect is finally recorded. 

Assuming that neurophysiological recordings on cat 

(reviewed in Section 2.7.2) are relevant to the human cochlea, 

it is clear that the relative increase in size of the earlier 

peaks of a click PST histogram with increasing intensity may 

well provide just such a shift in the centre of gravity of 

the histogram, even though there may be no change in the 
• 

latencies of individual peaks. It is therefore interesting 

to check whether such a proposition is quantitatively sup—

ported by the neural data, and an attempt has been made to 

estimate the order of centre of gravity shift in histograms 

measured by Kiang371  as a result of change in signal level. 

If the effect is indeed relevant to the human binaural 

situation, an increase in signal level at one ear would be 

expected to result in a time advance of the PST histogram 

centre of gravity for first order cochlear nerve fibres 

emanating from the maximally active basilar membrane region, 

even though no change in latency results for the individual 

PST peaks. The effect would give rise to an apparent lateral 

displacement, of the binaural image towards the side receiving 

the earlier neural signals, which could be compensated by time 

advancing the contralateral signal. Thus such a mechanism 

could provide a source for the IAD/ITD trading relationship 

observed. 

In Figure 20 are shown some estimates made from the 

recordings of Kiang37  of centre of gravity shifts as a 

function of stimulus intensity for a number of first order 

units. The best method of calculation is debatable for units 

exhibiting spontaneous activity, since a reduction of, neural 
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activity during condensation movements of the basilar membrane 

can be argued to be as much a stimulus—locked response as the 

peaks of the PST histogram themselves. In cases where an 

attempt has been made to allow for this effect, it has been 

found to cause little change in magnitude of the estimated 

shift. The calculations are therefore based on the relative 

size and latency of the PST histogram peaks only, which provide 

estimates accurate enough for the present purpose. 
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Figure 20 Estimated centre of gravity of a number of 
PST histograms as a function of click signal level; the 
fibres are described by their C.F. and their code numbers 
are those used by Kiang37. The last column in the table 
shows the average slope of time shift with amplitude level, 
proposed to be relevant to binaural time—amplitude trading. 
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Two observations which are felt to be significant are 

that the centre of gravity shift in the PST histograms seems 

to be maintained throughout the dynamic range studied, and 

that the effect seems to be not noticeably dependent on the 

stimulus level. Also, the time—shift/intensity ratio seems 

to bear no obvious relation to the C.F. of the fibre con—

sidered. The actual magnitude of the ratio is some 37 11sec/dB 

over all the units for which calculations were possible, and 

which may be presumed, on the basis of their C.F. values, to 

innervate medial and apical cochlear regions. 

It is extremely interesting that in the reported experi—

ments with low—pass filtered binaural transients, the time—

intensity ratio seemed to be independent of signal level and 

for all subjects fell in the range 10 	35 11sec/dB. It is 

also true that as far as experiments have gone, this ratio 

appears not to be clearly related to the low—pass filter 

cut—off frequency used to generate the filtered transients. 

All of these features thus parallel effects observed in the 

experimental animal, if the above interpretation is correct. 

The proposition suggests certain other types of relevant 

experiment; in those discussed so far, presumed shifts in the 

centre of gravity of neural PST histograms have been produced 

by changes, in signal level. There is however another way in 

which centre of gravity shifts might be imposed, by utilizing 

a masking effect presumed to be due to neural refractory 

properties. Consider, for example, a monaural double pulse 

train (pulse C following pulse B in each pair with suitable 

spacing). If a cochlear neuron has fired in response to the 

first pulse (B) of the pair, it may well be in a refractory 

condition when the second pulse (C) arrives; it might 
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reasonably be expected, therefore, that there will be .a signi-

ficant reduction in the size of the earlier peaks of the PST 

histogram for C. The effect would be expected to increase with 

the level of B and to be broadly similar to a reduction in 

the amplitude of C, in terms of centre of gravity time—shift. 

Therefore, a contralateral probe pulse train (A) could be 

used in a binaural experiment to detect such timing shifts in 

respect of pulse C. Some experiments of this type are now 

reported. 

Rarefaction transients (from trains of 0.1 msec. electrical 

pulses low—pass filtered 0-800 Hz transmission band, as in 

the previous experiments, and applied to HA-10 headphones) 

were used to produce pulse trains A, B, C (A at one ear, B and 

C at the other, with relative levels specified as A:B:C), with' 

a repetition rate of 30 per second and, where appropriate, BC 

spacing of 7 msec. Any one diagram in the two following 

figures shows results taken at one sitting. With leVels 1:0:1, 

the listener was required to judge and report the lateral 

position of the binaural AC image for various ITD values set 

randomly in a continuous range by the experimenter. After 

establishing that the complete trajectory was symmetrical 

about the subjective centre position, particular attention 

was directed to ITD values giving lateralisation judgements 

of the AC image near subjective centre (since a near—central 

image is most reliably reported). 

Figure 21 shows some results for three subjects. Much 

less importance is attached to the slopes of the curves:than 

to the ITD position for a centralised image, since the latter 

was much more extensively investigated. 
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Figure 21 Lateralisation judgements for 3 listeners for 
the (AC) image formed between a single low-pass filtered 
pulse C which may be preceded by a pulse B,7 msec. earlier 
in.time. Relative amplitude levels as indicated. 0.0.441. 

AeOrdileiwkS a fa t Jolla. I/o jiagente4S AVVw4&, 4.1'0(.44 
Sh9A-44a-84 diAWAtcan 	MfrivecA, .20 a".44 4to mierosecohds. 

Initially pulse B was removed, and pulses A and C were set to 

equal level of about 35 dB S.L. The curves for this case are 

labelled 1:0:1. When the level of pulse C was increased by 

12 dB (i.e. A:B:C: becomes 1:0:4), the results showed a 

trajectory shift of the AC image in the usual manner and to 

an extent (10-20 11sec/dB) consistent with previous obser-

vations in the same, single-image, situation. Pulse B was 

then introduced at the same level as A (A:B:C becomes 1:1:4), 

B preceding C by 7 msec.; the AC image trajectory was found 
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babe displaced back towards its original position. 

Since in this.  experiment no attempt was made to resolve 

the AC image into components which might be separately associ. 

ated with the individual peaks of the click response PST 

histogram in respect of pulse CI  these judgements should also 

reflect simply a change of centre of gravity in the histogram, 

if this occurs. The proposition that a change of centre of 

gravity of the PST responses in respect of the C pulse results 

from the masking imposed by introducing the B pulse would 

seem to provide a simple explanation of these results. 

It can be shown that the effect is, as would be predicted, 

progressive in that the larger B, the greater the effect on C. 

Figure 22 shows the lateralisation characteristics for the 

same type of experiment when the B pulse is present at one of 

several levels (A:B:C thus 1:2:41  1:1:4 and 1:2:4), in which 

this progressive shift is confirmed. 

Figure 22 Effect of B pulse level on the lateralisation 
characteristics of the image AC. kAci, 4,4„;,e. 4,50a.„. 
?epre,atmts a- fit- to :eine 6o sagesehte4,..ts, g4J;At- 

Averosec.,crinds, 
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3.5 Further discussion  

The simplicity with which the perceptual effects discussed 

here can be interpreted, if neurophysiological mechanisms 

observed in the cat are also relevant in the human, is striking. 

In the nature of the listening experiments no attempt has been 

made to resolve the perceived complex images due to filtered 

clicks into separate images which could perhaps be associated 

with peaks of the PST click histogram of neural firings; 

indeed, if the proposition is correct there should be no 

appreciable latency change in each of these resolved images 

when the sound level changes, since there is little or no 

shift in the latencies of the individual histogram peaks due 

to intensity changes. 

It should be possible to test this hypothesis by investi—

gations using a situation in which multiple binaural images 

can be identified, provided that these can be presumed to arise 

from successive peaks of the averaged neural response. One 

of the simplest situations of this type occurs with a train of 

single low—pass filtered pulses presented binaurally in anti. 

phasic mode (condensation pulses at one side, identical rare—

faction pulses at the other), both left and right ear signals 

being low—pass filtered to, say, 800 Hz. In this case, while 

judgements are difficult, two images can be separated, one 

of which is more clearly defined than the other; the trajectory 

of this image, and the ITD at which it is centred for various 

IAD values, can be determined. This image trajectory with 

ITD is found to be unaltered by IAD and the image is centred 

at the same location (provided that the rarefaction transient 

is not smaller than the condensation transient), over the 

range of 15 dB change in IAD which has been tested. The second 
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image does seem to show some changes with IAD and this effect 

may perhaps be attributed to an inability to separate the 

contributions due to later peaks of the averaged neural res—

ponses, so perhaps allowing the centre of gravity of remaining 

peaks to dominate judgements. 

The apparent time—shift introduced by change of signal 

level seen in the main experiments reported above, is thus 

envisaged as a product of the present experimental technique. 

Thus while it is proposed that the effects of changing signal 

level are indeed very real when viewed in the click PST histo—

grams of fibres emanating from the most important cochlear 

region (or any other) the effects expressed in trading 

relations between ITD and IAD in, say, a binaural situation, 

are thought to exist only when judgement averaging by listener 

or experimenter takes place. 

It would seem to be a salient feature of the way the PST 

click—histogram changes with signal level that the average 

number of spikes per stimulus changes relatively little over 

the signal amplitude range, except near threshold for units 

with low rates of spontaneous firing. Increasing signal 

level therefore would be represented by an increase in the 

number of units responding, as expected from other evidence. 

It is difficult to rule,  out the possibility that the total 

number of units producing signal—synchronized firings at each 

cochlea is in some sense assessed by mechanisms in higher 

centres of the auditory pathway and that this affects lateral. 

isation judgements. Time shifts would not be expected to arise 

in this way, but a bias on the lateralisation judgements might 

result. Some such mechanisms may be relevant to the vertical 

displacement, without time shifts, of lateralisation tra—

jectories seen with pure tones when an IAD is introduced 
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(Sayers52). Since imposing an IAD with a continuous repetit. 

ive waveform seems dominantly to result in a position bias 

of lateralisation trajectories (i.e. towards one side), while 

with transient type signals a time-shift of lateralisation 

trajectories seems most important, it might be concluded that 

separate mechanisms are involved. The proposition put forward 

here is envisaged as relevant for transient-type waveforms, 

but, by its nature, would not apply to, say, sinusoids. 

It is believed that the existing framework for the des-

cription of certain perceptual effects in binaural hearing 

has now been extended to cover the main effects of interaural 

amplitude difference. If the present proposition is accepted, 

then it follows that the amplitude of transient signals is 

almost certainly coded at the most peripheral neural levels 

in two distinct ways. Firstly, the number of first order 

neurons responding to a particular stimulus will increase 

with signal amplitude, and individual neurons may or may not 

show a significant increase in total stimulated activity, 

reflected in increased firing probability. This much has 

been generally recognised. The other interesting effect of 

amplitude is that of a timing shift, reflected not in a 

latency shift of averaged neural activity due to individual 

basilar membrane oscillations, but in a change in the mean 

centre of gravity of the total neural response. Complex 

effects in the neural transduction of the cochlea, as seen 

in microelectrode recordings from cat, are of great interest 

in their own right, and must reflect importantly on the 

mechanisms involved; the proposed relationships between such 

complexities and binaural perception give, however, a powerful 

additional motive for their exploration. 
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PREVIOUS MODELLING OF THE PERIPHERAL AUDITORY SYSTEM  

4.1 Van Bergeijk: model of cochlear spiral innervation  

• Van Bergeijk65  has attempted to explain the large dynamic 

range of the cochlea in terms of its innervation. He con—. 

sidered effects at a node of converging fibres, such as would 

occur in a spiralling fibre which puts out a large number of 

terminations to the outer hair cells. Assuming that these ter. 

minations act as independent spike generators and that the 

fibres have refractory properties, Van Bergeijk argued that, 

at low stimulus intensities7  neural spikes arriving at the node 

would be unlikely to interfere because of their infrequent 

arrival along different terminal paths. At higher intensities, 

however, the refractory properties of the nodal fibre would 

cause increasing interference between approximately coincident 

spikes. The postnodal portion of the fibre would therefore 

saturate slowly with intensity. 

Such a situation was simulated using artificial neurons, 

or neuromimes, demonstrating that the more terminal branches 

each spiralling fibre had, the greater the effective dynamic 

range of the system. 
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4.2 Siebert and Gray: analysis of nonstationary neural activity  

Although the peripheral auditory system may not have been 

the prime motivation for an analysis of nonstationary neural 

activity by Siebert and Gray55, they suggested that the measured 
activity of first order auditory neurons should form a good 

test of their results. In attempting to derive an analytically 

manageable model of nonstationary neural processes, they 

defined the conditional probability p' of a neural spike 

in a small time increment ot 

p'[1 spike in (t,t4.5t), previous spikes at t1' 
t2' t3 • .3St 

= g[r(t)„ tl, t2, t3  ....].bt 

Thus the probability is assumed to depend upon previous firing 

times (t
1,  t2' 

t
3 °

...) and upon the instantaneous value of 
an Intensity Function r(t). They then considered a particular 

case in which p' may be defined as the product of the 

Intensity Function, r, and a Recovery Function, s. Thus:—

p'[l spike in (t,t+St), previous spikes at t1 
t2/ t3 ...Dirt 

t 
r(t).s(f r(u).du).bt 

tl  

In this simplified case, the recovery of the neuron is assumed 

to be dependent only on the time since the previous firing (t1), 

and is effectively speeded up by the application of a high 

level stimulus, since, it now depends on the time integral of 

the intensity function between t and t. Siebert and Gray 

then showed that this last equation may be transformed to:— 

p'[l event in (T,T+5T), past events at T(t1  )' T(t2 " ) 	.Dt 

s(T(t) — T(t1)).ot 
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where i is a new time variable given by:— 

t 
T(t) = j r(u).du 

—Co 

In terms of the new clock T, the process is stationary, p' 

no longer being a function of the stimulus. If the Recovery 

Function is unity, the process reduces to a stationary Poisson 

process. However in the general case when the neuron has not 

fully recovered from its previous firing, a second clock time 

may be defined (which now depends on previous output firing 

times), in terms of which the process is again stationary. 

Using such an approach, Siebert and Gray then derived 

the inter—event distribution (interval histogram) for the case 

of a constant value of the Intensity Function. They also 

showed the unconditional firing probability in a small time 

increment to be proportional to the Intensity Function, 

thereby giving this function a simple interpretation in terms 

of a neural PST histogram. Finally, they derived an analytic 

expression for the interval histogram for a periodic Intensity 

Function, although they did not apply such results to any 

specific system. 
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4.3 Weiss: a model of the peripheral auditory system  

Weiss' digital computer mode167  for the firing patterns 

of auditory nerve fibres represents perhaps the most complete 

attempt yet made to model the peripheral auditory system, and 

in particular to reproduce its neural responses to a variety 

of simple acoustic stimuli. Unlike Siebert and Gray's work, 

which is predominantly mathematical and not specifically rel—

ated to the cochlea, Weiss' model takes some account of peri—

pheral anatomy and physiology. Figure 25 shows the main 

elements of his model. 

Figure 23 Block diagram of Weiss' model of the peri—
pheral auditory system. 

A linear mechanical system, the output of which is the 

displacement of a point on the basilar membrane computed 

by using Flanagan's formula (see Section 2.1), forms the 

input to a transducer representing the action of the hair 

cells. The transducer output is added to a low—pass filtered 

noise signal to produce the simulated membrane potential of 

a first order auditory neuron. This latter potential is com— 

pared with a firing threshold, and, whenever the threshold 

is exceeded, an output spike is generated and the threshold 

reset to some high level. The subsequent decay of the threshold 
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towards an equilibrium value represents the refractory pro—

perties of the neuron. These points are illustrated by 

Figure 24. 

Figure 24 Diagram showing typical time courses for the 
membrane potential, threshold potential and spike activity 
of Weiss' model. 

The main assumptions of Weiss' model may be summarised 

as follows:— 

(a) The mechanical system is linear over the dynamic 

range of interest. 

(b) The frequency response of the outer and middle ear 

is flat in the frequency range 100 Hz. to 2KHz. 

(c) A particular neural fibre is excited by hair cell(s) 

responding to the displacement waveform of a single point on 

the basilar membrane. 

(d) Efferent effects are ignored. 
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4.3.1 Spontaneous Activity  

Spontaneous firing by the model is caused by random 

fluctuations of the membrane potential sufficient to exceed 

threshold. As Figure 24 shows, the threshold is reset to some 

high value when a firing occurs and subsequently decays ex—

ponentially towards its resting level. Because the membrane 

voltage is not reset when the neuron fires, there tends to 

be serial correlation in the output interval sequence. This 

is particularly the case when the noise, which is low pass 

filtered, has a limited bandwidth (in which case a particular 

value of the noise waveform tends to be preserved during several 

output spike intervals, giving rise to groups of successive 

intervals either longer or shorter than the mean). The fact 

that no significant serial correlation has been detected 

in the records of spontaneous activity of first order auditory 

neurons in cat (see Section 2.7.1) suggests that the passband 

of the noise must extend at least up to about 3KHz. This is 

corroborated by the form of the interval histograms generated 

by the model, which are too long—tailed (i.e. there are more 

long intervals than are observed experimentally) if the noise 

bandwidth is reduced. 

Weiss also showed that the rate of spontaneous activity 

generated by his model was critically dependent on the ratio 

between the standard deviation of the noise and the resting 

threshold level. A 500/0 change in the ratio can produce a 

5000/0 change in spontaneous firing rate, and rates of 500 

spikes per second can easily be achieved with a threshold 

resetting time constant of the order of 1 millisecond. 
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4.3.2 Response to stimuli  

When considering the model's response to sinusoids, 

Weiss concentrated not so much on the fine details of PST 

or interval histograms as on the mean rate of firing as a 

function of stimulus frequency and intensity. By comparing 

firing threshold data for a large number of first order 

auditory neurons in cat with the mechanical sensitivity 

characteristics of the basilar membrane, he inferred that 

the transducer—neuron system must somehow contribute a change 

in sensitivity of the order 15 dB/decade in the frequency 

range 200 Hz. — 2KHz. By testing the model with sinusoids of 

different frequencies, and assuming a linear transducer, he 

showed that such an effect was present, although not perhaps 

to such an extent as 15 dB/decade. 

In the case of click stimuli the model failed to provide 

more than two peaks in its simulated click PST histograms 

unless a nonlinear transducer function was assumed. A function 

of the form:— 

F(y) 
k2+ y 

where 	F(y) 	transducer output 

transducer input 

	

k1, k2 	constants 

gave a number of peaks in the click PST histogram, but there 

was no suppression of the earlier peaks at low stimulus inten—

sities. Further, an input dynamic range of some 100 dB was 

required to obtain the full range of PST histogram shapes 

(i.e. before the response became stereotyped), which is some 

40 dB more than is required by a typical auditory neuron. 
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Weiss considered the lack of suppression of early PST histo—

gram peaks at low intensities to be a trivial issue, and 

probably due to an error in the form of basilar membrane 

impulse response which he used (that of Flanagan
16
). A dif—

ferent class of nonlinear transducer functions, of sigmoid 

form, was suggested for solving the dynamic range problem, 

but the matter was not further investigated by computer 

simulations. 



-78- 

4.4 Geisler: neural responses to pure tones  

Geisler22 has used a model essentially similar to that 

of Weiss in an attempt to reproduce some pure tone interval 

histogram data from cochlear neurons. His method was to 

simulate a single neuron's activity in response to a range 

of sinusoidal frequencies by driving the model at such a 

level that its output rate variation was similar to that 

measured in a real neuron. In order to account for the 

observed dynamic range and for variations in mean firing 

rate with intensity, he, like Weiss, had to incorporate a 

nonlinear transducer function. In this case, however, a 

simple logarithmic transformation was used for rarefaction 

displacements of the basilar membrane, with high intensity 

limiting. Apart from a rather unrealistic high intensity 

performance, the model produced interval histograms broadly 

similar to those observed experimentally. No attempt was 

however made at further statistical analysis. 



-79- 

4.5 Discussion  

In this chapter, previous work which is specifically 

related to the peripheral auditory system has been briefly 

reviewed. Much other work has been done in recent years 

on neural models, either of a general kind or of other 

specific systems lsee, for example, a review by Harmon and 

Lewis27). Some of these latter investigations may have, 

important implications for research into peripheral auditory 

mechanisms; reference to them will however be reserved for 

the particular sections to which they are most relevant. 

Van Bergeijk's model of cochlear spiral innervation. 

is unusual in that it takes account of the cochlear inner—

vation pattern. However, it considers no details of the 

generation of spike activity and ascribes an increase in 

dynamic range to the presumed refractory properties of 

cochlear nerve fibres. It makes the assumption that action 

potentials are initiated in the extreme terminal branches of 

a spiralling fibre, which is 'a point of some debate; for 

example, Spoendlin58  considers the action potentials to be 

generated where the fibres enter the habenula perforata, and 

where they first become myelinated (see Section 2.6). 

Although Van Bergeijk considers the large cochlear 

dynamic range to be the result of the spiral innervation, it 

seems that multiple innervation would also be sufficient to 

support the same general conclusions. His argument relies 

upon the convergence of a number of dendritic terminations 

at one node, a situation which would also exist in a radial 

fibre innervating more than one hair cell. Recent work by 

Engstrom (see Section 2.5) suggests that a spiral fibre puts 

out terminations to hair cells only towards the end of its 



spiral course, so that extensive branching along its.length 

no longer seems likely. It may be that some other functional 

significance is reserved for the spiral innervation pattern. 

Siebert and Gray's work suffers from the present dis-

advantage of all attempts at analytical description of non-

stationary neural activity - that of great complexity. By 

assuming the probability of firing of a neuron to be the pro-

duct of two functions, one dependent on instantaneous stimulus 

intensity and the other on the recovery characteristics of 

the neuron, and by effecting a time transformation, they 

achieved some analytical simplification. It is, however,. 

difficult to see how their model can make realistic predict-

ions-  of neural responses to, say, click stimuli, even with 

the considerable assumptions which they have made, bearing 

in mind the complex effects which.appear in the published 

eleCtrophysiological recordings in cat. As has already been 

pointed out in Section 3.5 1  it is these fine effects which 

are the ones of present interest becauSe of their postulated 

Correlates in aural perception, and because of the clues 

they probably give to the detailed nature of_cochlear trans-

duction. For this reason it seems impossible to avoid coal-. 

puter modelling of the neural transduction process. 

Weiss' computer model is of greater direct interest -, 

although the assumption of a simple radial innervation scheme 

is at variance with the known neuroanatomy. Although he 09s 

not discuss this issue in any detail, it must be likely that 

some of the less satisfactory results from the model are due 

to this over-simplification. The spontaneous activity of the 

model may be made to parallel that of real auditoiT neurons 

provided certain assumptions are made about the filtered 



noise. presumed to generate it. One difficulty is that spon—

taneous rates in excess of 500 spikes per second may readily 

be generated when an otherwise appropriate value of threshold 

time constant is used; such rates are not observed in the 

experimental animal. The proposition that such activity is 

due to random nerve membrane potential fluctuations may well 

be sound. On the other hand, the very great sensitivity of 

the ear makes it seem probable that the mechanical and trans-

ducer systems arc involved in the production of noise. 

The response of Weiss' model to click stimuli clearly 

demonstrates that a nonlinear transducer characteristic is 

necessary to represent hair cell activity, at least if the 

other assumptions of the model are valid. However, the 

empirical selection of a function to fit the data is one 

of the more unsatisfactory aspects of the model. Weiss' 

contention that the suppression of the first peaks of click 

PST histograms at low intensities is a trivial issue and that 

it probably reflects an error in the form of the impulse res—

ponse used, seems unsupportable. At low intensities, the 

third peak of such a PST histogram is generally the greatest, 

in spite of refractory effects. The third peak of presumed 

basilar membrane displacement is perhaps 1 or 2°6 of the 

size of the first peak so that any such contention must 

imply that the impulse response waveform used is radically 

in error. It further seems clear that if the response wave—

form were altered empirically in order to fit the data, then 

it could no longer be characteristic of a damped linear 

system. 

Some of the statistical results reported by Gray (see 

Section 2.7.3) cannot be reproduced by Weiss' model. For 
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example, the recovered probability of firing during the first 

rarefaction half cycle (2C) due to a condensation click is 

always greater than that during the first half cycle (1R) 

when a rarefaction click of the same intensity is used. 

This suggests that previous basilar membrane activity affects 

subsequent nerve fibre activity even when it does not cause 

firing. Weiss' model holds no memory of previous stimulus 

conditions apart from refractory properties, and cannot 

therefore produce such effects. It seems quite possible 

that a model based more firmly on known cochlear structure 

and function (particularly the innervation details) would 

solve some of these difficulties. 

Problems of the same kind occur in Geisler's model for 

tone responses, which is essentially similar to that of Weiss. 

Once again an arbitrary nonlinear transducer function was 

invoked to reproduce interval histogram data for pure tones. 

The work reviewed here provides some valuable clues and 

suggests some important questions. The failure of Weiss' 

model to match actual click PST histograms in important 

respects seems to suggest that such data hold significant 

clues to the neural transduction process. It seems that a 

model based on physiological concepts which reproduced such 

recordings would probably also explain the detailed responses 

of cochlear neurons to other simple stimuli. 
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5. MODELS FOR THE SPONTANEOUS ACTIVITY OF COCHLEAR NERVE  

FIBRES 

5.1 Introductory comments  

Although the matter is still finally unresolved, recent 

anatomical work tends on balance to support the idea of 

chemical transmitter activity at the afferent hair cell —

neuron junction in the cochlea (see Section 2.6). Such a 

system has never been investigated in detail in a peripheral 

sensory mechanism, but there has been much investigation of 

chemical transmitter effects at central nervous synapses, and 

a considerable body of knowledge also exists in the case of 

the neuromuscular junction
8'33'35'41'49 	In the latter system 

it is clear that there is generally random emission of quantal 

packets of chemical transmitter across the synaptic junction, 

giving rise to spontaneous miniature postsynaptic potentials 

(pspil) which may be measured by a microelectrode in the post—

synaptic terminal. 

The danger of drawing parallelEs between two very different 

systems such as the neuromuscular junction and the sensitive 

auditory receptor must not be underestimated. However, if 

there is measurable random chemical release in the neuro—

muscular junction then the much greater sensitivity of a 

hair cell receptor would lead one to expect it there also. 

Such a scheme would seem to provide an attractive proposal 

for the generation of spontaneous activity in first order 

auditory neurons. As far as stimulus conditions are con—

cerned, it might be proposed that local basilar membrane 

movements cause a modulation of the ongoing (spontaneous) 

release of chemical transmitter. Thus stimulus activity 

would become a controlled modulation of a noise process 
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which is at all times active. Although there is no direct 

evidence for such a scheme, it seems intuitively attractive 

in that it assumes spontaneous and stimulated activity to be 

closely related phenomena. A chemical transmitter model for 

stimulus activity has the further attraction that there are 

a number of complex effects in documented chemical systems 

(such as delayed mobilisation of transmitter and its sub—

sequent migration up to the synaptic boundary, discussed 

later in Section 8) which might perhaps explain the complex 
effects visible in the neural PST histograms. 

Although spontaneous activity is sometimes dismissed as 

a noise process of no great interest a close inspection of 

it poses some interesting questions. Because observed spon—

taneous activity in first order auditory neurons has well 

defined characteristics (see Section 2.7.1.), constraints must 

presumably be imposed on the values of parameters used in any 

simulation. However, before discussing such matters in details  

it seems appropriate to consider work which has already been 

done on the general characteristics of chemical transmitter 

models; these have in fact received considerable attention 

in the literature. Much of this work assumes a random 

release of quanta of a chemical transmitter substance across 

a synaptic boundary, although the theoretical analysis of 

even simple systems of this type is far from complete. 

It might seem quite reasonable to ascribe spontaneous 

spike generation in neurons to other factors, such as chance 

fluctuations in the potential of the nerve membrane. Weiss' 

model of the peripheral auditory system (see Section 4.3) 

assumes spontaneous activity to be due to membrane noise of 

this type, occasionally sufficient to exceed firing threshold. 
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He quotes evidence that such fluctuations are more signifi—

cant in nerve fibres of small diameter, and, since cochlear 

fibres are very fine, he considers them suitable candidates 

for such an effect. There might even be a combination of 

chemical and membrane /1x)ise. 

The section which follows is not therefore intended to 

imply that spontaneous activity in cochlear fibres is neces—

sarily of chemical origin, but rather that it seems interest—

ing to investigate the possibility more quantitatively than has 

so far been attempted. 
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5.2 Previous chemical models for random neural activity 

5.2.1 Stein's model  

One of the most complete treatments of the general 

chemical synaptic system is that of Stein59  whose model is 

represented diagrammatically in Figure 25. 

OUTPUT EVENTS 

THRESHOLD= d 

TIME t— am. 

Figure 25 	Typical time course of the postsynaptic 
potential and output spike sequence in Stein's model 
of a neuron. 

The random liberation of chemical quanta from the presynaptic 

terminal is assumed to be a Poisson process of rate ne. These 

quanta have an excitatory effect on the postsynaptic membrane, 

each causing a unit step change in its polarisation, which 

then decays with time constant ti. This decay is generally 

considered to represent the destructive action of an enzyme 

present in the postsynaptic terminal. If the depolarisation 

of the nerve membrane (from its typical resting value of about 

— 70 mV.) reaches a critical threshold value (d), an action 

potential occurs and the membrane potential is reset. For 

a short time (t
o) after resetting further quanta have no 

effect; this corresponds to an absolute refractory period 

during which no firing can occur. 

This model is a simplification of the usual physical 

situation. For example, it assumes all quanta to have the 
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same effect on the postsynaptic membrane, regardless of the 

latter's instantaneous level of polarisation. Furthermore, 

in assuming that the state of the membrane may be character—

ised by one variable, it excludes spatial summation effects 

in a dendritic tree, as discussed by Rall48; such effects 

might presumably be important in a spiral cochlear nerve 

fibre l (a matter to be investigated later in Section 6.2.) In 

spite of such simplifications, its theoretical analysis pre—

sents difficulties. Only in the special case of negligible 

decay of transmitter (T - co ) has the distribution of output 

events (spikes) been expressed analytically; in this latter 

case Stein shows the output interval distribution to be of 

gamma form:— 

f(x) = 
d-1 

e
(x—to 

e 	o 

) 
n d(x—t) 	.e 

The two extreme cases of this generalised distribution are 

the Poisson distribution which occurs when d < 1 (i.e. every 

input quantum causes an output spike), and the Gaussian, or 

normal, distribution, which results when the distance to 

threshold is much larger than the unit depolarisation step 

size (i.e. d >> 1). 

In the case of a substantial decay, Stein has described 

the average time course of the P.S.P. waveform after resetting, 

assuming no firing, in terms of its mean 	and variance u2::• 

_tit  

ne.T(1 — e 

_ 2t/ti 

and 
	

(neT/2)(1 — 

Although there exists no simple analytic result for the form 
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of the output interval distribution in this case, certain 

deductions about it can be made from a consideration of the 

two above equations. For example, the fact that both mean 

and variance of the postsynaptic potential settle towards 

steady values after a few time constants suggests that the 

probability of firing during each subsequent small time 

interval is constant. This is a characteristic of the Poisson 

process, which implies that the tail of the output distri—

bution must be exponential. 

When inhibition is included, Stein shows that the climb 

of the PSP towards its equilibrium level after resetting may 

again be expressed analytically. Once again the mean and 

variance tend to settle towards constant values, allowing 

similar deductions to be made about the tail of the 

resulting output interval distribution in this case also. 

In spite of the lack of analytic expressions for the 

output sequence in these more realistic cases of non—negligible 

decay of the PSP, Stein nevertheless succeeded in showing 

that a variety of spontaneous interval distributions, as 

measured in central and peripheral nervous systems, could be 

fitted empirically by gamma distributions. 
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5.2.2 Gerstein and Mandelbrot's random walk model 

Using a somewhat different approach, Gerstein and 

Mandelbrot24 paid particular attention to the measured 

spontaneous activity of certain neurons, in whiOh the 

"scaling" of the interval histogram produces no change in 

histogram form, but only a simple change in scale. (An 

"n—scaled" histogram is one composed of intervals obtained 

by taking two events separated by (n-1) intermediate events).  

Such distributions are known as "stable", and amongst these 

are the Gaussian and Cauchy distributions, and the so—called 

stable distribution of order 1  —. Since the particular form Z. 

of interval distribution of the neurons in which they were 

interested could clearly not be described by either of the 

two first—mentioned distributions, they concentrated on the 

stable distribution of order -E, showing that it is equi—

valent to a certain type of random walk model. In this 

model a particle starts from a certain point and moves 

towards or away from an absorbing barrier in a random series 

of positive and negative steps, meeting a reflecting barrier 

if it strays too far in the negative direction. Whenever 

the particle reaches the absorbing barrier an output event 

is recorded and the particle is reset to its starting 

position. Such a random walk process is analogous to a game 

of coin—tossing, in which for example, the excess of "heads" 

over "tails" is recorded, the game starting again after a 

certain score has been reached. The fact that the system 

has an infinitely long memory accounts for some curious 

aspects of the stable distribution of order— 1 .' it has a 2 

very long tail because infinitely long output intervals 

are possible (the game may never end); and the moments of 
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the distribution do not exist (in the sense that they do not 

tend towards limiting values as the game proceeds). 

Gerstein and Mandelbrot simulated such random walk 

models on .a digital computer and found that by introducing 

a drift term (an excess of positive steps over negative 

steps in the random walk) they could simulate the spontaneous 

activity of such neurons with some accuracy. They further 

found that by introducing periodic changes in the drift para—

meter they could imitate interval histograms of a unit in 

the cochlear nucleus stimulated by clicks. It is not diffi—

cult to see that such a random walk model is closely analo—

gous to the model of Stein, if no decay is assumed. Steps 

in the random walk correspond to the release of quanta, with 

the absorbing barrier acting as threshold. The main differ—

ence is that Stein did not consider cases in which excitatory 

and inhibitory inputs were both present to approximately the 

same degree. 
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5.2.3 Fetz and Gerstein; digital computer simulations  

Fetz and Gersteinl4  used a digital computer to examine 

a model of the same kind with excitatory and inhibitory 

inputs, and also with decay. They were, like the other authors 

unable to treat such a model analytically, but they did des—

cribe the general differences in the output interval distri—

bution when the equilibrium level of the P.S.P. was either 

above or below the threshold, (the equilibrium value being 

the mean value to which the P.S.P. would settle if there 

were no firing). They showed that all such simulations tend 

to produce distributions with an exponential tail, although 

there was some slight evidence for longer tails if the mean 

excitation and inhibition levelW were roughly equal. Apart 

from the inclusion of decay, such a situation is parallel to 

the Gerstein and Mandelbrot simple random walk with no drift, 

which also produces a long tail. Fetz and Gerstein concluded 

that their simulations could reproduce many forms of unimodal 

spontaneous interval distributions by suitable choice of 

parameters, and that revision of some of their assumptions 

(e.g. that quantal release conforms to a Poisson process) 

might produce further shapes of output distribution. However 

they failed to give any clear quantitative indications of 

the shape of the output distribution as a function of the 

input parameters, and their work was largely descriptive. 
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5.3 New modelling of spontaneous synaptic activity  

5.3.1- Theoretical analysis by Johannesma  

Models of chemically transmitting synapses which do 

not allow for decay of the postsynaptic potential have been 

analysed in detailland the resulting distributions of the 

output events expressed analytically. It is however impossible 

to escape the fact that the decay of P.S.P. level, due to 

the selective destruction of chemical transmitters by enzymes, 

is well established, and so far no proper analytical frame—

work has existed for the. accurate description of this more 

realistic situation. Various computer simulations have been 

carried out, and although some idea of the influence of the 

input parameters on the output distribution has been obtained, 

this is still much too qualitative. From the point of view 

of spontaneous activity in first order auditory neurons, it 

is still unclear what range of input parameters is possible 

if the measured results of Kiang et al.37 are to be repro—

duced. 

In a recent paper, Johannesma32 has used a new approach 

to analyse the input—output relations of spontaneous synaptic 

activity. By a collaborative effort in which the present 

author carried out simulations of the model on a digital 

computer, it has been possible to verify some of the main 

aspects of the theoretical work and to obtain considerable 

insight into the effects of changes of the various input 

parameters on the form of the output interval distribution. 

The main steps in Johannesma's analysis will now be outlined 

and his predictions presented, together with the results of 

the parallel computer simulations. Later sections will 

deal more specifically with the spontaneous activity of 
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cochlear neurons. 

The model analysed by Johannesma is shown in Figure 26. 

OUTPUT EVEN TS(AVERAGE RAH ,. h) 

THRESHOLD 

TINE t 

REFLECTING BARRIER  

Figure 26 Johannesma's model of a neuron. Typical time 
course of the P.S.P. and output spike sequence. 

It is more general than that of Stein in that both excitation 

and inhibition may occur with different step sizes and at 

different mean quantal rates. The P.S.P. decays towards zero 

with a time constant T. Threshold refractory properties are 

not at this stage considered. Like all models in which the 

system is reset after each firing, this model generates an 

output sequence which is a renewal process; in other words 

the size of one interval between successive spikes cannot 

affect the next, so that there can be no serial correlation 

in the output interval sequence. 

The important first step in Johannesma's analysis is the 

derivation of the transition probability, which is the prob—

ability that the P.S.P. reaches ,a particular value y at 

time t given that it started at a value x at a given 

instant (the time of the last output event). This is done 

by considering the various ways in which excitatory and in—

hibitory steps might effect such a transition. A simplifi— 



ne.e + ni,i 	(average or d.c. input) 

+ n..i2 (a.c. component of input) 2 

- 94 - 

cation of the resulting expression is made which is only 

valid if the step sizes due to excitatory and inhibitory 

quanta are small compared with the distance from starting 

point to threshold, the latter assumption now becoming 

important for the subsequent mathematical derivation of the 

model. Using this assumption, the expression for the trans—

ition probability simplifies and the following two input 

parameters appear:— 

where 	mean rate of excitatory quanta 

n. = 	VI • 
	

inhibitory 	" 

step size of excitatory quanta 

i = II II 
	

inhibitory 

Furthermore, the equation now assumes the form of a diffusion 

equation with dispersion and drift terms. 

The introduction of an absorbing barrier, or threshold, 

into the analysis converts the problem into one of finding 

the first passage time of the P.S.P. froM its reset level to 

the threshold, and the solution exists in closed analytic 

form only in the case when the drift and diffusion terms 

are independent of the instantaneous P.S.P. value. In this 

case the so—called Weiner—Einstein equation results. In 

the more general Case, however, JOhannesma shows that a 

Laplace transform operation on the first—passage—time equation 
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allows any moment of the output interval distribution to be 

calculated in terms of the lower order moments, using an • 

iterative procedure. Alternatively the use of the charac—

teristic function of the distribution allows an iterative 

expression to be derived for the cumulants (see Appendix A). 

Finally, Johannesma discusses the possibility that the output 

interval distribution be expressed in various other forms 

such as by Pearson or gamma functions, or by a set of 

orthogonal polynomials; he also derives relations between 

such polynomials and the previously found moments and cumul—

ants. Using these results Johannesma is able to predict the 

effect of input paramters on the output distribution of spike 

intervals, expressed in terms of its moment and cumulants, 

This work involves lengthy numerical approximations on a 

digital computer and is not yet complete. 



5.3.2 Comments on Johannesma's analysis  

Johannesma's work yields interesting and simplifying 

results. The first which is a result of assuming the effect 

of any one chemical quantum on the postsynaptic membrane to 

be small, is that the actual time distribution of quantal im—

pulses is unimportant. Thus it is no longer necessary to 

assume that these impulses are Poisson—distributed, the input 

being completely described in terms of its mean level and 

a.c. component (if a constant membrane depolarising current 

is considered, this is added directly to the mean input but 

does not affect the a.c.i  term). Such a simplification is 

tantamount to saying that all input information is conveyed 

by mean and variance terms. 

A further simplification is suggested by the form of the 

analytical results. If input and output parameters are 

normalised, where appropriate, by the time constant T, direct' 

comparisons are possible between simulations using different 

time constant values. This may be intuitively understood by 

reference to Figure 27. 

        

214 	 

  

          

           

T1141-4. 
PROCESS'Au 
	

PROCESS "B" 

Figure 27 	Typical time course of P.S.P. level and 
spike generation in two versions of Johannesma's models  
identical except for their time scale. 
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Process A shows a number of input events and output events. 

The time constant of decay is T. Process B is identical 

except that the time axis has been expanded by some factor, 

say 2. In this case it is clear that the mean input and 

output rates are halved and that the time constant has be—

come 2T; the output interval distribution will be identical 

in shape but changed in scale. If input and output quantities 

are normalised, where appropriate, by the time constant, then 

the two processes are directly comparable and a considerable 

simplification results. Similar considerations show that it 

is only the relative sizesof input steps and distance to 

threshold which are important, so that normalisation of rele—

vant parameters by the latter quantity produces further 

simplification. 
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5.3.3 Computer simulation of Johannesma's model  

The programme, written by the present author in 

Fortran IV for use on the IBM 7090/7094 digital computer 

series, aims to provide as much information about the output 

spike sequence as possible and generates not only the inter—

val distribution but also its moments and cumulants, for 

direct comparison with the analytical results. 

Although Johannesma's analysis shows the precise time—

ordering of the input (quantal release of transmitter) to be 

unimportant, some form of stochastic input is required. 

Poisson processes were chosen for the excitatory and inhibitory 

inputs in the simulations because such processes assume a 

minimum of knowledge about the input, being completely speci—

fied by one parameter (their mean rate). The programme 

generates such sequences by calling on the machine—store of 

evenly distributed random numbers, and using them to test 

for the number of excitatory or inhibitory events in each 

programme sampling interval. The P.S.P. value is then up—

dated and if threshold is reached an output event occurs. 

The time lapse since the last firing is used to generate a 

Contribution to the various moments and cumulants of the 

output interval histogram. It was decided in all cases to 

simulate 15 seconds of neural activity, and sampling errors 

in the results are therefore.more significant when low output 

rates occur. A simplified block diagram of the computer pro—

gramme is shown in Figure 28. This diagram shows a number 

of features, such as the calculation of PST histograms and 

recovered probabilities, which are not of interest in the 

present context, but which were included for the simulation 

of stimulated activity (to be described in later sections). 
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Figure 28 Simplified block diagram of digital computer 
programme for the simulation of Johannesma's model neuron. 
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Each computer run required some 240,000 random numbers, 

generated from 24,000 machine-store numbers by multiplying 

each by a series of primes. Approximately 5 hours of IBM 

7090 computing time have been used to simulate spontaneous 

neural activity. 

The generation of a Poisson event sequence from an evenly 

distributed set of random numbers)such as is available in 

most large, general purpose, digital computers, is fairly 

straightforward. In a stationary situation this may be done 

by taking the negative logarithm of successive numbers between 

0 and 1 and using it to indicate the next interval in the pro-

cess. However if the process is non-stationary such a scheme 

leads to difficulties, since it effectively gives the process 

a memory, which is not a feature of a rate-modulated Poisson 

process. (If the next interval chosen is by chance a long 

one, and the rate of the process changes in the meantime, 

there is no satisfactory way of proceeding). The alternative 

method, used here, is to use each random number to test for 

the number of Poisson events in each programme sampling in-

stant, by using the well-known formula for the probability. 

(pk) of k events in a time ot:- 

(To  k .e  

10, 

 

where µ= X.elt 

 

= expected or mean no. of events in time 5t 

Mean rate of process 

Provided that 5t is chosen sufficiently small, it can always 
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be arranged that there is a negligible probability of more 

than, say, 10 events in each bt. In that case the random 

number is used to test for 0 or 1, or 2, or 3 .... or 10 

events. (In fact, if 	< 3.0, the probability of more than 

10 events is well below 1%). If it is desired to generate 

a non—stationary process it is necessary to ensure that the 

sampling interval 5t is sufficiently small that the process 

can be considered stationary within it; the relevant value 

of 	can then be assigned to each sampling interval and 

a random number used to test for input events in each time 

bin. 
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5.3.4 .Comparisons between analysis and simulation  

Johannesma's analysis gives expressions for the 

moments and cumulants of the output interval distribution 

in terms of the input parameters. The evaluation of these 

involves numerical approximation procedures on a digital 

computer and considerable programming effort, and only a few 

results of this work are yet available. However, the agree—

ment between those theoretical results already obtained and 

the simulations gives confidence in the theoretical work, so 

that it seems reasonable to base further conclusions on the 

simulations alone. 

In Figure 29 are shown some theoretical predictions rel—

ating the mean output (firing) frequency to the mean value 

of the input. Both quantities are normalised by the time 

constant of decay. T, and the input step sizes are normalised 

by the threshold level. Shown in the lower plot are some 

corresponding results of digital computer simulations. The 

normalised input and output parameters are given by:— 

= mK ..=—(11e .e. "4. 11—i) 
 

and 	nT 	where n = mean output rate. 

The parameter C is defined:- 

2 
C 	 9 

where 	is the normalised a.c. component of the input:— 

Thus 2 	2 
S = T(n.e n.. 

e  
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THEORETICAL PREDICTIONS 
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Figure 29 Predicted and simulated curves showing mean 
input versus mean output for various values of the para.-
meter C. For an explanation of the symbols used in the 
lower graph, see Figure 31. 
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ne.e ♦ n..i 

The simulations used an excitatory Poisson process for the 

input, with no inhibition. In this particular case:— 

n .e2 e 

n .e 

Thus the curves also represent the results for purely excita-• 

tory.Poisson inputs of step size= C. It will be noticed that 

one of the theoretical curves is for C = 0, corresponding to 

a deterministic input (infinitely high input frequency and 

infinitely small step size). In such a case no output firings 

can occur until the equilibrium level of the P.S.P. reaches 

threshold; this in fact occurs when M = 1.0, and for slightly 

larger mean inputs there is a very sharp increase in output 

rate. With a stochastic input,substantial output rates may 

be obtained even when the equilibrium level of the P.S.P. 

is well below the threshold. This effect is more noticeable' 

for larger step sizes, when the input is more stochastic. 

A close comparison of the siMulation results with the 

predictions for the relevant value of the parameter C shows 

that the two sets of curves are in cloSe agreement for 

C = 0.05 and C = 0.10 showing that the restriction of the 

validity of Johannesmals analysiS to "small" step sizes is 

unlikely to be a restriction in, any real physiological sense 

(step sizes in many real neuronal synapses are tYpically 

only 1 or 2% of threshold). 

Also shown with the simulation results of Figure 29 

are the theoretical result for C = 0 (for comparison pur—

poses) and some simulations in, which threshold refractory 
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effects were included. Such properties are not treated in 

Johannesma's analysis, but it is interesting to see their 

effect on the mean output rate. As might be expected, at 

very low output frequencies the refractory properties of the 

threshold have no noticeable effect, but as the mean output 

interval becomes comparable with the resetting time of the 

threshold the output firing rate is reduced. (A key to the 

type of threshold properties assumed is shown in Figure 31, 

where similar symbols are used). In the case of an absolute 

refractory period of duration 5%, the normalised output 

frequency (N) must asymptote to a value of 0.2 as the input 

level becomes large. With a relative refractory period only, 

the output frequency would be expected to increase indefinitely 

with increasing input. These points are corroborated by the 

simulation results. In discussing such results, typical 

values of physiological parameters should be borne in mind. 

For example, if time constants of the order 2 msec. are 

considered, then N.= 1.0 corresponds to an output firing 

rate of 500 spikes per 'second, and N = 0.4 to 200 spikes- 

per second. Thus most real physiological conditions are 

covered by the range 0 < N < 0.4. 

In Figure 30 is shown another set of theoretical pre• —

dictions, each curve this time representing a constant value 

of the parameter S. Plotted on the same graph are some 

results of computer simulations with S = 0.2, which fit the 

relevant theoretical curve with considerable accuracy. The 

results do not represent simple Poisson input processes of 

constant step size and variable rate (as in Figure 29), but 

an input of constant variance and variable mean; in the 

simulations this was achieved by using an input composed of 
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THEORETICAL PREIICTIONS  

AND SOME SIMULATION RESULTS  
FOR S.0.2 
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Figure 30 Input-output relations for various values 
of the parameter S. Full lines represent theoretical 
predictions, symbols the result of computer simulations 
for S = 0.2. 

a constant Poisson process plus a d.c. term, the latter being 

set to different values in the various computer runs. It is 

interesting to note that these characteristics are somewhat 

less linear than those of Figure 29, supporting the general 

proposition that the more stochastic the input process, the 

more linear are the input-output relations of the model. 

It is now necessary to leave the theoretical aspects 

and to concentrate on further results of the computer 

simulations, with some hope that they will be later corrobor. 
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ated by theory. Figure 31, plotted on a log—log scale, shows 

further characteristics of the output interval sequence. In 

this case the mean output interval is plotted against the 

standard deviation of intervals, both quantities being nor—

malised by the time constant of decay, T. The various 

symbols denote the use of different step sizes, time con—

stants and resetting properties; also drawn is a line of 

unit slope which is the locus of Poisson processes (in which 

mean and standard deviation of interval's are always equal). 

It is thus of interest to note that when the output mean 

interval is high (i.e. the mean output rate is low) the 

output distribution tends to satisfy this necessary (but not 

sufficient).. condition for a Poiseon process, regardless of 

the type of threshold properties assumed. The fact that the 

standard deviation is alwayS slightly less than the mean 

presuMably reflects the absence of any very short intervals; 

this makes the output distribution more symmetrical than the 

pure exponential form relevant to a Poisson process, thus 

• reducing its standard deviation. 	At low values of mean 

output interval the results are rather different. In such 

cases, the P.S.P. eqUilibrium level is above threshold, 

giving a relatively determinate crossing of the -pireshold.: 

level and Output distributions which therefore tend more to 

the Gaussian than the Poisson shape. This is reflected in:. 

the lower values of O. The precise form of the output 

distribution now also becomes increasingly dependent on 

the threshold characteristics. 

The two extreme cases of large and small mean output 

interval are illustrated diagrammatically in Figure 32, in 
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Figure 31 Computer simulation results. Mean versus stan—
dard deviation of output intervals, for some 40 simulation 
runs. The key shows the P.S.P. step size (normalised by the 
threshold level), the decay time constant and the type of 
resetting of P.S.P. and thresholds  relevant to each symbol. 
A line of unit slope is also drawn on the graph, represent—
ing the locus of Poisson output processes. 
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which typical P.S.P. trajectories are shown. 

I OUTPUT 

LARGE /44 
	

SMALL ?qv 

Figure 32  Typical P.S.P. trajectories. Large mean out—
put interval, with P.S.P. equilibrium level below threshold 
(left); small mean output interval, with P.S.P. equilibrium 
leVel above threshold (right). 

In the left—hand part of the figure, the P.S.P. equilibrium 

(1re
) is below threshold level and is generally reached after 

a few time constants.; thereafter the P.S.P. makes random ex.. 

cursions towards threshold. It is not difficult to imagine 

that the probability of such an excursion reaching threshold 

is constant for all subsequent time increments, satisfying 

the condition required for the generation of a PoiSson pro—

cess and an exponential tail in the, output interval histo.-

gram 4  In the other case illustrated in the figure, ihe mean 

output interval is small, since the P.S.P. equilibrium is 

above threshold (and is never in fact reached). The output 

firing sequence is much more regular and its:precise distri—

bution will depend on the threshold refrectory details. 

Figure 31 has already shown these effects to be noticeable 

when the normalised mean output interval J'Y.c, is less than 

about 10.0. 

These matters are further illustrated by Figures 33 and 

34, which show interval hiStograms and joint interval scatter 
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diagrams from two computer simulations, the results being 

plotted directly by a Calcomp incremental X—Y plotter attached 

to the computer. In Figure 33 are shown the results of a run 

in which the mean output interval was 17.5c,and which would 

therefore be expected to produce an output interval distri—

bution of basically exponential form. This is borne out by 

the plot, and the joint interval scatter diagram is also 

typical of an uncorrelated Poisson process with a dead time 

(i.e. an absence of very short intervals). Figure 34 shows 

similar characteristics for a'computer run in which the mean 

output interval was 1.66T, and there was a relative refractory 

period (type B, see Figure 31). In this case, the interval 

histogram is much more symmetrical, denoting a more regular.. 

output and the scatter diagram is more typical of a Gaussian 

interval sequence (in which the lines of constant joint 

probability are circles). 

Having discussed mean and standard deviation of the 

output intervals, higher order measures such as the normaliSed 

cumulants, or ' coefficients (see Appendix A), are now of 

interest. Figure 35 shows the variation of 11  (skew) and 

X.  2 (excess) as a function of normalised output rate (N), 

again derived from the computer simulations. At low values 

of output rate (and thus large mean output interval), v 0 1 

is approximately equal to the value of 2.0 expected in a 

Poisson processond y2  is near to the expected value of 6.0. 

There are large sampling errors in both measures, due mainly 

to the small number of output intervals (typically 200-300) at 

these low values of N. As N increases, the values of both 

coefficients become more reliable and fall steadily towards 

zero, in a manner consistent with the fact that the distri— 
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butions are more symmetrical. At these higher output rates, 

sampling errors in the estimates are less serious and system—

atic differences between the various symbols tend to reflect 

the effects caused by different types of threshold. Johannesm a2 

has reviewed the relationships between such coefficients and 

the various other possible ways of describing the form of 

distributions (e.g. by orthogonal polynomials, or by analytic 

functions such as the gamma distribution); in particular he 

has shown that, if a distribution is to be fitted by a gamma 

function, then a necessary condition is that:- 

2O2 
	= 3 Y 1 2 

(Note that this relationship holds for the two extreme cases 

of a gamma distribution. In the Poisson case y = 2 and 

lc2 = 6, and in the Gaussian distribution X1 = 02 = 0).  

In Figure 35, the curve drawn on the 	graph represents 

a best fit by eye through the points, assuming the curve to 

be asymptotic to the abcissa for N 	. Assuming the 

above expression to hold, another curve has been calculated 

for lc 2, and superimposed on the lower graph. The fact that 

the simulation results tend to lie close to this second 

curve suggests that the output interval histograms may be fairly 

closely fitted by an appropriate gamma function. This ties 

in interestingly with the findings of Stein59 (see Section 

5.2.1). 
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Figure 35 Computer simulation results. Coefficients of 
asymmetry and excess of the output interval distribution 
plotted against normalised output rate. A curve is fitted 
by eye to the upper graph; for an explanation of the curve 
in the lower graph, refer to the text. 
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5.3.5 Applicability of the model to spontaneous activity in  

first-order auditory neurons  

A number of points emerge from the foregoing sections, 

suggesting that it is difficult to justify a model of this 

type for the simulation of spontaneous activity in first 

order auditory neurons. 

Perhaps the most important issue concerns the exponen-

tial form of the distributions which is apparently always 

observed in the experimental situation (see Figure 10). The 

model is able to produce a wide range of distribution shapes, 

and it is difficult to see why the parameters should be 

restricted in the real physiological system so as to produce 

only the exponential variety. Only in the case where the 

P.S.P. quickly establishes itself at its equilibrium level, 

somewhere below threshold, and then makes random excursions 

towards the threshold, is an output distribution of pre.-

dominantly exponential form realised. It seems hard to 

imagine 

across 

cause 

why an assumed random liberation of chemical quanta 

an afferent hair cell junction should not sometimes 

a P.S.P. equilibrium level neat to or above threshold. 

In this context it is very interesting to note that in the 

cochlear nucleus, units exhibit .a wide range of spontaneous 

interval distributions, and are by no means restricted to the 

exponential form47  . The present model would seem an attractive 

one for simulating the activity of such neurons. 

The simulations further show that there is no limit to 

the output firing rate of the model, unless an absolute re. 

fractory period is assumed. In first order auditory neurons 

in cat, spontaneous rates in excess of about 110 spikes per 

second are not observed, which might seem to indicate an 
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absolute refractory period of. some 9 milliseconds. From a 

physiological viewpoint such a value seems too large, but 

there is a further objection to it provided by the modes of 

the experimental interval histograms (see Figure 12). These 

are generally between 4 and 7 milliseconds, regardless of 
mean rate, and , therefore clearly rule out the possibility of 

absolute refractory effects lasting more than about 2 or 3 

milliseconds. These factors therefore seem mutually contra—

dictory. 

Figure 36 shows. the variation of mode with output frei-

quency, deriVed from the cOmpUter simulations. 
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Figure 36 Results of computer simulation. The mode of 
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Although there are considerable sampling errors at low output 

rates, the main trend of the graph is clear. It shows a 

clear correlation between mean output rate and histogram mode, 

for a variety of assumptions about the threshold refractory 

properties. This is in marked contrast to the relative lack 

of correlation between the two parameters which is actually 

observed (see Figure 12). If spontaneous rates in auditory 

fibres between zero and 100 spikes per second, with a decay 

time constant of, say, 2 milliseconds are considered, this 

implies values of N between zero and 0.2; reference to 

Figure 36 shows that in this range a very clear change of 

mode with mean rate is observed in the model. 

The results from the computer model allow a visualis—

ation of what is perhaps the only combination of input and 

threshold parameters which might produce output distributions 

of basically exponential shape, with mode independent of mean. 

The necessary conditions appear to be:— 

(a) The P.S.P. equilibrium level must be below threshold. 

(b) There must be an absolute refractory period followed 

by a very short relative refractory period. 

(c) The P.S.P. time constant must be very short 

(probably less than 1 millisecond) for two reasons. If the 

P.S.P. level is reset to zero on firing, it must have time 

to regain its equilibrium level before the threshold returns 

to its resting value; if not reset, the P.S.P. values immedi—

ately before and after the firing must be uncorrelated, to 

avoid serial correlation of output intervals. 

Such conditions are illustrated in Figure 37. A sudden 
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Figure 37  Typical inferred time course for P.S.P. and 
threshold waveforms, required to reproduce the spon—
taneous activity of first—order auditory neurons. 

return of the threshold to its resting. level after, say2  5 

milliseconds would be expected to give rise to a 5 milli—

second mode, regardless of the level of the P.S.P. equilibrium 

(which must, however, be below threShold). From a physio— 

. logipal viewpoint, such a system is believed to be very 

unlikely. 

These difficulties do not seem peculiar to Johannesma's 

model of stationary neural activity. One of the most obvious 

problems, that of the variation of mode with mean output 

interval seems certain to occur in any model which specifies 

relative refractory effects. Any quantal model in which the 

P.S.P. rises towards some equilibrium level will tend to 

produce regular output sequences if the equilibrium is above 

threshold. As already noted in Section 4.3,  Weiss model 

of the peripheral auditory system specified a continuous 

waveform of membrane noise for the generation of spontaneous 

activity. Although such.a scheme does not suffer froM the- 

latter difficulty for the same reasons, the noise waveform 

must have considerable bandwidth if regularity and serial 

correlation in the output intervals is to be avoided. 

Furthermore it is possible to produce mean output rates 
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greatly in excess of those observed in first order auditory 

neurons, by minor alterations to the variance of the noise. 

In view of difficulties which arise with both quantal and 

membrane noise models, it seems that there may be other ex—

planations for the characteristics of measured spontaneous 

activity in the acoustic nerve of cat. 



— 120 — 

5.4 Cochlear innervation and spontaneous neural activity  

5.4.1 A proposition  

Although the use of a simple chemical transmitter model 

to represent the spontaneous neural activity in the cochlea 

of the cat may be possible, the results of the foregoing 

sections suggest that unreasonable restrictions would have 

to be imposed on the values of the various model parameters. 

Even allowing such restrictions, some aspects of the measured 

spontaneous activity seem mutually contradictory. In view 

of these difficulties, considered to be present to some 

extent in all existing models the possibility that the 

known anatomical details of the organ of Corti are res—

ponsible for the observed effects deserves careful consider—

ation. 

The proposition now put forward is that the branching 

Of cochlear nerve fibres, into several or many terminations 

which attach themselves to the hair cells, is responsible 

for the observed form of the spontaneous activity by virtue 

of an effect known as the superposition of point processes. 

Consider an afferent nerve fibre in the organ of Corti, 

either of the radial or spiral type and putting out a number 

of terminations to hair cells. A fibre of each type is 

illustrated diagrammatically in Figure 38; the radial fibre 

terminates on a number of local hair cells, and the spiral 

fibre travels for some distance before terminating on cells 

in the outer rows (see also Figure 6). The following dis—

cussion applies equally well to either type of fibre. 

Spontaneous activity has always been measured by in—

serting a microelectrode at some point (such as H in Figure 38) 
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Figure 38 Diagram showing typical terminations of radial 
and spiral cochlear fibres. 

in the auditory nerve. It is proposed that the process ob—

served at H is a superposition of a number of essentially 

independent processes generated at the sites of connection 

of the branching fibre to the various hair cells (A, B, C, 

D, E, F ....) 	This assumes that the fibre between such 

sites and the node G can support action potentials, and 

that a number of independent random spike trains converge 

upon G. 

It is well known that,  the superposition of a number of 

independent point processes tends to produce a final sequence 

with Poisson characteristics
61  . Intuitively this may be 

understood by considering the difficulty of estimating the 

time of occurrence of the next spike in the final process, 

given the time of the previous one. Such prediction becomes 

increasingly difficult as the number of contributing pro—

cesses increases, even given their individual interval 

distributions. In the limit it is only possible to assign 

a fixed probability of occurrence to each and every time 

increment §t; this is the condition for a Poisson process. 
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In the case of a branching cochlear fibre, there would not 

be a very large number of contributing processes; between 

2 and 10 terminations seems to be a typical figure11  . It 

therefore seems important to examine the results of super— 

posing a limited number of independent processes. 

One other issue arises, concerning serial correlation 

in the final process. Although the contributing processes may 

not display any such correlation (in other words there are 

no constraints between successive intervals) it is possible 

that the final process will do so. This possibility may 

be understood by reference to a much simplified example, in 

which only two processes are superposed, illustrated by 

Figure 39. 

MUSSY 	 I 1 

PROCESS"r 	 1 

PROCESSV I 

 

Il 	1 	1 	1 	II 	1  

   

   

Figure 39  The superposition of two independent point 
processes. Serial correlation between intervals tends 
to be present in the final process (C), even when there 
is none in the contributing processes (A and B). 

In this example, events from process B, "injected" into 

process A to form the superposed process C, tend to produce 

pairs of consecutive intervals in the final process which 

are shorter than the mean interval. Such pairs are illu—

strated by T1
, 
T
1  and T2, T2 

 in the figure. Thus 

when a short interval occurs it tends to be followed by 

another, giving rise to serial correlation. In view of the 
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fact that no substantial correlation is reported in the 

physiological measurements, it seems important to bear such 

effects in mind in any critical examination of the present 

proposition. 

In spite of such reservations, the proposition seems 

attractive for two main reasons. Firstly, the individual 

contributing processes need not be Poisson—distributed; 

indeed, the more dissimilar are the individual distributions, 

the nearer to Poisson will be the observed process in the 

acoustic nerve. Thus the full range of interval histogram 

shapes generated by Johannesma's model (and observed, for 

example, in the cochlear nucleus47) are now allowable as 

outputs from the individual generators A — F. Equally 

important, the mode of the final interval histogram will be 

independent of the modes of *the contributing distributions, 

and will depend almost entirely upon the refractory pro—

perties of the fibre between G and H (see Figure 38). 

These refractory properties could reasonably be expected to 

reduce strongly the probability of any intervals less than 

a few milliseconds in the final sequence regardless of the 

latter's mean rate. 
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5.4.2 Computer simulations and results  

A digital computer programme has been written to assess 

the effects of superposing a limited number of independent 

point processes, in order to examine the proposition in the 

light of known cochlear neuroanatomy. 

A simplified block diagram of the programme is shown 

in Figure 40. In this scheme, the final process is made 

up of a sample of 2000 events, contributed by R independent 

processes, each of Q. events; thus Q x R = 2000. The 

Individual processes were generated by deriving the appro—

priate cumulative distribution function from the interval 

distribution, and testing the former with a succession of 

evenly—distributed random numbers between 0 and 1. In this 

way successive intervals were generated and stored. Finally 

a sorting routine was used to generate and store the super—

imposed process. 

Two cases have been considered. In the first, the 

contributing processes all had similar Gaussian interval 

distributions with standard deviation equal to 25% of the 

mean. In Figure 41 are shown semilogatithmic plots of the 

final interval distributions, for R contributing processes 

(R = 2, 4, 8 and 10). Some averaging of the abcissa values 

allows the tails of the distributions to be shown more 

clearly. Against each curve is shown the number of contri—

buting processes and also estimates of the coefficients 

and )5 2. As R increases there is clear evidence of the 

increasingly exponential form of the histograms. When R = 10 

the plot looks reasonably exponential although lack of in—

formation about the incidence of long intervals makes this 

rather difficult to judge. Interestingly, however, the 
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Figure 40 	Simplified block diagram of a digital computer 
programme used to investigate the superposition of a 
limited number of indpendent point processes. 

estimates of W and W2  are still considerably below the 

values of 2.0 and 6.0 expected for a true exponential distri—

bution. This may well be due to a lack of very long inter—

vals,which have an important effect on the values of the 

coefficients. Such difficulties point to the value of such 

coefficients for making any objective assessment of the 
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shape of a distributions  (see also Appendix A). 

The more regular the contributing processes, the more of 

them must be superposed before a Poisson 'process is approxi—

mated. Gaussian distributions with a small standard deviation 

therefore form a difficult case. In Figure 42 are shown 

similar results for individual distributions of Gamma form, 

with R = 2, 4 and 8. It is at once clear that the long 

tail of the basic distributions gives a greater probability 

of long intervals in the final process, so that, even when 

R = 4, the resulting interval histogram appears close to 

exponential. It is also interesting to note that the 

estimates of xi  and y 2  show evidence of approaching the 
values of 2.0 and 6.0 more rapidly than in the previous 

case. 

In this context it is also interesting to consider a 

practical case of the superposition of 5 point processes, 

investigated by Stagg* in his work on muscle spindle activity 

in cat. The upper part of Figure 43 shows the interval 

histograms of 5 individual spike sequences, believed to be 

independent, and of very variable shape. Below is a semi—

logarithmic plot of the superposed interval histogram, whiCh 

forms a striking example of the effect. In this case not 

more than 5 contributing processes are required to produce 

a final sequence of visually exponential form 

Finally, the computed values for the first five serial 

correlation coefficients of the final process are shown in 

Figure 44, for the case of the superposed Gaussian distri 

butions already discussed (see Figure 41). 

Stagg, D. Unpublished work. 
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Figure 44  Computed magnitudes of the first five serial 
correlation coefficients of the superposed process, as a 
function of the number of contributing Gaussian processes 

= 0.25 x mean). 

The first of these coefficients, Oil  is a measure of serial 

constraints between adjacent intervals in the final process; 

00  describes constraints between intervals two apart, and 

so on. The absolute magnitude of these coefficients must 

lie between 0 and 1. It is clear from the figure that the 

coefficients, nominally zero for the single process (R = 1), 

become substantial when two processes are superposed (R = 2) 

and slowly decline as R becomes larger. When R = 10 they 

have become statistically insignificant; reference to Figure 

41 suggests that some 10 contributing processes are also 

necessary for a visually exponential interval distribution 

of the superposed process. The tie—up between these two 

measures is intuitively attractive. In the case of the 

Gamma—distributed basic processes, none of the computed 

estimates of any of the five correlation coefficients was 

ever significant, even for R = 2. This result no doubt 

reflects the stronger tendency for the final process to 

approach a Poisson sequence in this case. 
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5.5 Discussion  

Much of this section has been devoted to the analysis 

and computer simulation of Johannesma's model, which clari.,  

fies considerably the input—output relations of quantal 

models for stationary neural activity. Although such de—

tailed studies as this may seem superfluous in the initial 

stages, it appears that the resulting insight sometimes 

allows useful propositions about real physiological systems. 

The present proposal about spontaneous activity in first—

order auditory neurons is based on physiological evidence 

which, although it now appears highly relevant at first 

seemed almost trivial. 

If this point is accepted, then it follows that even 

apparently minor characteristics of neural recordings may 

have great significance. In this context it is interesting 

to note that measured interval histograms, even though 

. appearing exponential to the eye, may have 	coefficients 

which differ considerably from the values expected of a 

truly exponential curve; and although serial correlation 

may be visually assessed by means of a . joint interval scatter 

diagram, there is perhaps no substitute for objective 

measures such as correlation coefficients. Suth measures 

of activity in first order auditory neurons would be of 

great interest. 

The concept that the superpoSition of point processes 

is the effect responsible for Observed spontaneous activity 

in cochlear fibres of the cat seems very attractive. Results 

from the computer simulations suggest that multiple inner— 

vation of hair cells by a nerve fibre would be sufficient 

to account for the observed effects if at least 4 to 8 
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terminations were put out by each cochlear fibre. The pre—

cise number of terminations required would however depend 

on the range and type of contributing distributions. 

Like the earlier proposition of van Bergeijk (see Section 

4.1), this one requires that independent action potentials 

are generated in the various terminal branches of the 

cochlear fibres. There is perhaps an alternative, not how—

ever considered very likely: if the fibre is not directly 

excitable at its terminations, then it must be capable of 

carrying random fluctuations of membrane potential from the 

individual terminations to some distant trigger zone, where 

they cause independent action potentials to be generated. 

This matter of the location of the trigger zone, or initial 

segment, has not however yet been resolved (see Section 2.5). 

The proposition has interesting implications for the 

rates of spontaneous action potentials generated at or close 

to the individual hair cell—nerve ending junction. Although 

it puts no restrictions on the form of the contributing 

distributions, the fact that at least 4 to 8 terminations 

are indicated for each fibre and that the maximum measured 

spontaneous firing rates are about 110 spikes per second, 

suggests that the rates of the contributing processes may 

always be less than 10 or 20 spikes per second. This would 

presumably put less demand on the supply of chemical trans—

mitter at a single afferent synapse than would higher spike 

rates, and would help to counter the objection that there 

is no clear anatomical evidence for abundant supplies of 

such transmitter (see Section 2.6). 

An important result of the proposition must be that the 

interval histograms measured in the acoustic nerve do not 
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reflect the details of spontaneous activity in the individual 

fibre terminations. Existing recordings cannot therefore 

be expected to provide evidence either for or against chemical 

transmission at the afferent hair cell junction. It seems 

that only stimulated activity can provide clues to the 

mechanisms operating in this region. 



6. BASILAR MEMBRANE ACTIVITY AND PERIPHERAL AUDITORY  

PROCESSING  

6.1 Calculation of basilar membrane response  

6.1.1 Computer pro&ramme  

In order to be able to model stimulus conditions in 

the peripheral auditory system, it is necessary to estimate 

the response of the basilar membrane to the various acoustic 

signals of interest. In the work described here, the basilar 

membrane impulse response formula of Flanagan15,16  , derived 

from physical measurements by von Bekesy1  (see Section 2.1), 

has been used to calculate the response of the membrane to 

a variety of simple acoustic stimuli. Of particular interest 

in the present context are the click and tone burst responses, 

because of the wide use of these signals in physiological 

recordings (see Section 2.7.2), and the response to low—

pass filtered clicks, because of their application in 

binaural listening experiments (see Section 3). Computations 

have been carried out using an IBM 7090 digital computer. 

Simplified block diagrams of the computer programme, 

and the system which it models, are shown in Figure 45. The 

computer evaluates basilar membrane responses to signals fed 

via a typical (high quality) headphone. This allows the 

response to different types of signal to be evaluated for 

a real physical situation, although, in fact, the inclusion 

of the headphone characteristics has been shown to have 

only marginal effects on .the calculated -response of medial 

and apical basilar membrane regions. The programme makes 

allowance for the frequency response of the middle ear, but 

not for that of the outer ear; it is therefore assumed to 
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be valid for signal frequency components up to about 1.5 KHz. 

It uses a basic sampling frequency of 16 KHz. 

Computation of basilar membrane displacements is carried 

out for a series of 24 points on the membrane, having C.F. 

values between 150 Hz and 1650 Hz, by using the impulse 

responses of the various parts of the system together with 

a convolution procedure. This method, although not as 

economical in computing time as the fast Fourier Transform 

technique23 used in conjunction with the various frequency 

responses, is nevertheless convenient for the time—limited 

signals considered. It uses about 1.8 minutes on an IBM 7090 

computer for the calculation of one set of 24 responses. 

The impulse response of the headphone was measured 

directly and used as data for the programme. That of the 

low—pass filter was computed from its measured frequency 

response (at a particular filter setting), using a graphical 

technique described by Solodovnikov5 ,6 ( in this method, the 

real part of 'the frequency response is expressed as the sum 

of trapezoids, the impulse response of each of which is a 

simple analytic function). The impulse responses of the 

middle ear and basilar membrane were taken directly from 

Flanagan 's analysis15116 (denoted by him as g(t) and f1  ( ) 

respectively). The sensitivity characteristic of the mem—

brane, which peaks at about 1200 Hz was also included. 
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6.1.2 Results  

Figure 46 shows the calculated responses of 24 points 

on the basilar membrane to an impulsive stimulus. The top 

curve shows the acoustic pressure waveform produced by the 

headphone. Each of the responses is labelled according to 

the C.F. of the membrane locus considered, and the time axis 

is divided into 1 Millisecond intervals. The C.F. values 

are in geometric progression, representing pointsspaced 

approximately evenly along the membrane. The initial delay 

in each response corresponds to the delay of the disturbance 

in passing from the stapes to the membrane point considered. 

PeakS of given polarity in any one response are successively 

attenuated by some 20 dB, and are separated from one another 

by a time interval closely equal to the inverse of the C.F. 

In this latter respect they parallel in an important way the 

neural response to an acoustic click (see Section 2.7.2). 

Shown in Figures 47 and 48 are computed responses to 

low—pass filtered transients, with filter cut—off frequencies 

of 800 Hz and 400 Hz respectiVely. It is clear that a major 

effect of filtering is progressively to: shift the locus of 

maximum displacement to more apical cochlear region's, as 

would be expected from the reduction of high frequency energy 

in the stimulus. In each case the response curve showing 

the maximum excursion has been marked by a heavier line. In 

order to give a better indication of the degree of tuning, 

the region of the cochlea which responds to within an arbitrary 

2 dB of this maximum is also indicated by a thickening, of the 

vertical axis. The fall—off in response magnitude is seen to 

be somewhat sharper towards the apical side, but the tuning 

is in all cases rather broad. 
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waveform forming the input to the outer ear. 
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Figure 47 Computed displacement responses of 24 points along 
the basilar membrane in response to a low-pass filtered trans-
ient (Allison 2AB passive filter set to 0-800 Hz passband). The 
maximum response is indicated by a thicker line, and the region 
responding to within an arbitrary 2 dB of this maximum is indi-
cated by a broadening of the vertical axis. Above is shown the 
acoustic pressure waveform delivered by the headphone. 
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The basilar membrane response to an 800 Hz tone burst, 

switched on at zero phase, is shown in Figure 49. This plot 

is of interest because the neural responses to such stimuli 

have been studied in some detail (see Section 2.7.2). As 

would be expected, the 800 Hz region of the cochlear res—

ponds maximally in this. case. The fall—off in response 

magnitude in more apical regions is rapid; beyond about the 

500 Hz point, the transient responses due to the start and 

end of the tone burst are more pronounced than the steady 

response to the tone itself. 

6.1.3 Discussion  

The computed membrane responses to low—pass filtered 

transients are interesting in view of the simpler listening 

situations to which such signals give rise in binaural listen—

ing experiements (see Section 3.1). Although the displace—

ment responses of membrane points having C.F. values above 

1700 Hz have not been computed, the magnitude of such res—

ponses must be considerable in the case of a wideband trans—

ient stimulus, if the measured data on the frequency response 

of the ear is accurate. However, in the case of, for example, 

the 800 Hz low—pass transient (see Figure 47) the response 

magnitude falls off considerably between the points of 

C.F. = 796 Hz and 1653 Hi, and would presumably continue to 

do so in more basal regions. It therefore seems reasonable 

to assume that the dominance of a low—pitched impulsive image 

in binaural experiments using repetitive low—Pass transients, 

and the effective elimination of the high—pitched image which 

gives rise to confusion in experiments with wideband transient 

signals, reflects the changed pattern of cochlear activity.  
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in the two cases. 

Figures 47 and 48 show that even, filtered transients are 

represented over considerable distances along the basilar 

membrane. Such results suggest that there is little local—

iSation of the mechanical response to such signals, and make 

it difficult to argue that the low—pitched impulsive binaural 

image arises by virtue of crosscomparisons of neural activity 

in fibres innervating well—defined regions of the two cochleae. 

There is however the possibility that the limited tuning 

displayed by the mechanical system may be enhanced by the 

complex innervation scheme; this point will be investigated 

in the following section. 

'It is interesting to note that the shape of the res—

ponses of the more apical membrane points is broadly similar 

for wideband and filtered transient stimuli, and that the 

Main effect of filtering is to alter the relative magnitude 

of the response in various cochlear regions.: Thus the res—

ponseof the point of C.F. = 796 Hz to a wideband transient 

is broadly similar in shape to its response to an 800 Hz 

low—pass transient. This conclusion is considered to 

justify the discussion of binaural time—intensity trading 

with filtered transients in terms of neural responses to 

wideband transients (see Section 3.4). 
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6.2 Signal processing by cochlear nerve fibres  

6.2.1 Introductory comments  

Recent evidence concerning details of cochlear neuro—

anatomy has already been reviewed in Section 2.5. As far as 

spiral innervation is concerned, it now seems likely that 

spiral fibres put out terminations to the outer hair cells 

only towards the end of a basalward spiral course. Another 

view of spiral innervation, until recently rather generally 

held, is that such fibres put out large numbers of termin—

ations along their spiral course, and that they travel in 

both apical and basal directions. Before attempting detailed 

modelling of stimulus activity at the mechanical—neural inter—

face, it seems worthwhile to put the anatomical evidence 

temporarily on one side, and to examine the matter from an 

engineering viewpoint. It is possible that such an approach 

might provide independent evidence for or against particular 

innervation details. 

The question arises as to the type of signal processing 

which might be expected in a spiralling cochlear fibre. If 

it merely terminates on hair cells after a long spiral course, 

there seem few interesting possibilities. In such a case, 

the cable properties of the fibre would be expected to impose 

a low—pass filtering (with attenuation), thus tending to smooth 

out the faster variations in signals sampled by the fibre 

terminations. There is however evidence that many cochlear 

nerve fibres are sensitive to basilar membrane vibration 

frequencies up to several KHz (see, for examplel .the PST 

histograms of Figure 13), so that any substantial low—pass 

filtering of this sort seems improbable. 

If a spiralling fibre were to put out terminations all 
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along its spiral courses  the possibilities.seem more inter.)st—

ing. In this case there would be strong analogies with the 

comb filtering techniques well—known in electrical engineering. 

A comb filter achieves its filtering action by summing a number 

of delayed and weighted versions of a signal; a simple real—

isation of such a device is a delay line with a number of 

tappings leading to a summing junction. Such an analogy would 

lead one to expect a filtering action by the spiralling fibre, 

the details of which would depend upon the fibre properties 

and the location of its initial segment, or trigger zone. 
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6.2.2 Computer simulation of_Apj.ral  cochlear fibres  

A computer programme has been written to investigate 

possible filtering action by spiralling fibres,which are 

assumed to put out a number of terminations to hair cells 

along their spiral course. Although the analogy between 

such a scheme and comb—filtering may be valid in principle, 

there are complications in the cochlear situation which would 

make a theoretical approach very cumbersome. The basilar 

membrane is not merely a delay line, but has complex filtering 

properties of its own. Secondly, any realistic description 

must include nerve fibre properties, and cannot therefore 

regard the fibre terminations as simple tapping points on a 

delay line. 

The types of fibre considered are shown diagrammatically 

in Figure 50. 

Air—STAPES 	BASILAR MEMBRANE 	APEX—s. 
‘ l 1 1 ‘ 1 I 1 kik)/ 4 ‘tkVittl'it  
A B C 	

IP 	

A BC 

Figure 50 DiagramMatic representation of two cochlear 
fibres, putting out terminations along the length of their 
spiral course. 

On the left of the figure is shown a fibre which spirals in 

both basal and apical directions, putting out terminations 

(A, B, C • • • • • • ) to the hair cells; on the right a fibre 

is shown spiralling only in a basalward direction. Initially, 

it is assumed that such fibres are not excitable along their 

spiral course, and that all spread of activity from the hair 

cell terminals to a central trigger zone (P) is of the passive 

P 
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electrotonic kind. It seems of interest to investigate the 

resulting waveforms at point P, which if they exceed some 

threshold level, might be assumed to cause the generation 

of action potentials. 

Figure 51 shows a simplified block diagram of the digital 

computer programme used to explore fibre polarisation wave—

forms at point P, due to the summation of contributions 

arriving from the various termination sites, suitably attenu—

ated and delayed by the nerve fibre properties..  

PIPUT/OUTPUT  
WI: 

H 	  SPREAD OF INNERVATION 	CALCULATE FINE BELAY 
FIBRE VELOCITY 	 BETWEEN POINTS ON 
FIBRE ATTENUATION 	 SEPARATED BY 

SO C/Sif  IN C.E  

INFER 
110.0F TERMINATIONS 

BETWEEN 
ADJACENT POINTS 

H WEIGHT 
BASILAN MEMBRANE 	BM•' WAVEFORMS 

BY NUMBER OF WAVEFORMS 	FIBRE TERMINATIONS  

42 
	

SET 
FIBRE CENTRE-POINT 

	

1' 	 
DELAY AND SUM 
WAVEFORMS TO 

BASALEAND APICAL] 
SIDE OF CENTRE-POINT 

WRITE: 
asomii 

	

OUTPUT WAVEFORMS 	 NORMALISE 

	

IBY LINE-PRINTER] 	FOR PRINT-,•OU I 

	T 

NO. OF FORTRAN Ti STATEMENTS 6250 
APPROX. RD IT TIME ON. I.B.M. 7090=1.8 MINS. 

(INCLUDING COPIPItATION) 

Figure 51 	Simplified block diagram of a computer programme 
to simulate effects of cochlear spiral innervation. 

The programme evaluates such waveforms for up to 24 spiral 

fibres innervating medial and apical cochlear regions. A 
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"500 Hz fibre" is the description now given to a fibre which 

enters the organ of Corti opposite the basilar membrane point 

of • C.F. = 500 Hz; thus the quoted frequency refers *to the 

position of the point P. (It does not follow that the spiral 

fibre will necessarily respond Maximally to this sinusoidal 

frequency) 

The programme makes further assumptions about the inner—

vation. Firstly, it assumes a constant density of termination 

on , hair cells lying along a spiral course, and that changes 

in polarisation of the fibre at any one of its terminations 

are proportional to the instantaneous value of local basilar 

membrane displacement. The spiral fibres are assumed to have 

delay and attenuation properties, but to cause no low—pass 

filtering of the signals conveyed by them; this simplification 

may be considered an important weakness of the simulation. 

On the other hand, if this scheme were to show , any interesting 

results, it would be possible to modify the programme to in—

clude more complex effects. 

6.2.3 Results  

The results were plotted using the normal computer 

line printer and have been subsequently traced. Because the 

line printer can only move in relatively large steps, there 

are slight resolution errors in the plots (overcome in other 

cases by the use of a Calcomp X—Y plotter). All sets of 

curves are normalised to give the same maximum excursion 

somewhere on the plot. 

Figure 52 shows the net stimulus at points P due to a 

low—pass filtered transient signal, for a number of fibres 

spiralling both basally and apically over distances of 2.5 
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Figure 52 Computed excitation waveforms at trigger zone (P) 
of 20 spiralling cochlear fibres, in response to a low—pass 
filtered acoustic transient (Allison 2AB filter set to 0-800 Hz 
passband). The frequencies denote basilar membrane points 
opposite which the various fibres enter the organ of Corti. 
Fibre parameters: extent of spiral course = 2.5 mm. to either 
side of point P (see Figure 50); fibre velocity = 2 m/s; 
attenuation constant = 5 mm. 
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millimetres. Fibre velocity is assumed to be 2 metres per 

second, and attenuation constant 5 millimetres. Several 

matters are of interest. The maximum response now occurs in 

the fibre centred on the 650 Hz region of the basilar membrane, 

but, more importantly, the region in which the response is 

within the arbitrary 2 dB of this maximum is reduced in extent 

compared with Figure 471  in which the basilar membrane dis—

placement patterns were shown. The reduction 'in relative 

response is most noticeable in the higher frequency fibres, 

as would be expected if the action of spiralling fibres were 

analogous to that of low—pass comb filters. There does seem, 

in other words, some evidence for a sharpening in cochlear 

tuning by such an innervation scheme. 

The results shown above in Figure 52 were selected from 

a number of computer runs, using various combinations of fibre 

parameters, because they seem to display the most interesting 

effects. More typical, however, are the waveforms shown in 

Figure 53, representing the responses due to a similar stimulus, 

with fibre parameters unchanged except for the velocity of 

propagation, here set to 1 metre per second. This plot shows 

a break—up of the smooth oscillatory waveforms seen in Figure 

52, especially in the higher frequency fibres. Any reasonable 

theory for the generation of action potentials must presumably 

equate the peaks of neural PST histograms with the peaks of 

the nerve fibre stimulus waveforms. Since Kiang's work (see 

Figure 13),shows that the various PST histogram peaks in res— 

ponse to such transient stimuli are invariably separated from 

one another by constant intervals, such a break—up in the 

waveforms seems improbable. 

Such difficulties occur quite generally, when what are 
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Figure 53 Computed excitation waveforms of 20 spiralling 
cochlear fibres. All conditions identical to those of 
Figure 52, except for the assumed fibre velocity, here set 
to 1 m/s 
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believed to be reasonable values for the fibre parameters are 

chosen. They can generally be reduced by using smaller values 

for the spiralling distance, or larger values for fibre vel—

ocity; however, such changes reduce the evidence for the 

sharpening of cochlear tuning noticed in Figure 52. Even 

when the parameters are set to give reasonable results with 

one type of stimulus (e.g. a low—pass filtered transient), 

the response to a different stimulus (e.g. a wideband transient) 

often shows a break—up of the smoothly oscillatory waveforms. 

6.2.4 Discussion  

The possibilities for subthreshold signal processing 

by spiral cochlear fibres, analogous to the action of comb 

filters, seem unpromising. It appears that a careful choice 

of fibre parameters can give rise to a somewhat increased 

localisation of acoustic nerve activity (compare Figure 52 

with Figure 47). However, if the parameters are varied 

slightly (but kept within what are believed to be realistic 

physiological ranges), the resulting waveforms break up and 

lose their smoothly oscillatory form. Such effects seem 

unlikely in practice, in view of the electrophysiological 

recordings of Kiang (see Section 2.7.2). 

At the beginning of the present enquiry, it was believed 

that spiral fibres which put out terminations along their 

course might produce a latency/intensity effect in the neural 

activity measured in the acoustic nerve. Assuming for the 

moment that such fibres are excitable along their lengthi-

the following arguments seemed to apply. With a transient 

stimulus of high intensity, the excitation of the most basal 

point of the fibre (which, because of the travelling wave 

properties of the basilar membrane, would be stimulated first) 
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would be sufficient to cause a local action potential. The 

spike would then travel along the fibre towards the acoustic 

nerve trunk. At lower stimulus intensities the spatio—

temporal summation of contributions of many, more apical, 

fibre terminations would be required to generate a spike. 

The latter would therefore tend to occur at some later time 

(post—stimulus) and at a more apical fibre locus. The main 

objection to such a scheme for the explanation of timing—

intensity (or ITD/IAD) phenomena would be that latency changes 

in the individual peaks of a click PST histogram would be 

expected, whereas such effects are not visible in the record-

ings of Kiang. 

In spite of this difficulty, some simulations have been 

carried out on the digital computer. The results are not 

reported here in detail because they seem essentially negative; 

and in any event the proposition about timing—intensity effects 

put forward in Section 3.4 now seems far more attractive. It 

is however of interest to outline the main results of these 

simulations, in which the net excitation waveforms at various 

points along a single spiral fibre were calculated, in res-. 

ponse to a transient acoustic stimulus. 

The results suggested that the maximum excitation effects 

anywhere along such a fibre were only some 2 to 4 times greater 

than those at its extreme basal end. This would presumably 

allow only a very limited dynamic range for any timing. 

intensity effect such as that described. FUrthermore, the 

spike conduction velocity of the fibres would have to be greater• 

than the travelling wave velocity on the basilar membrane, 

if any postulated timing/intensity ratio was to be of the 

right polarity (i.e. a reduction in neural latency must result 
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from an increase in stimulus intensity). Physiologically 

such a restriction seems debatable, since travelling wave 

velocities on the basilar membrane are of the order of a 

few metres per second. Finally, the simulations suffered 

from the same difficulties as the previous ones in which in—

excitable fibres were simulated; the values of fibre para—

meters had to be severely restricted if there was to be no 

break—up in the computed waveforms. 

In view of all these results, it seems unlikely that 

any plausible subthreshold processing could be achieved by 

spiral nerve fibres putting out terminations to the outer 

hair cells all along their spiral course. In particular, 

there are no clues to the suppression of the earlier peaks 

of click PST histograms of neural activity at low intensities.  

It is not believed that alteration of the computer programmes 

to include the filtering properties of fibres in more detail 

would affect these basic conclusions. It is finally tempting 

to argue that such results provide independent evidence against 

such patterns of nerve fibre termination; but in any case it 

is difficult to visualise any substantial signal processing 

being achieved by such innervation schemes. 

On the other hand it is not easy to understand the 

reasons (if any) why fibres should spiral for long distances 

before finally terminating on outer hair cells. If the 

stimulus spreads electrotonically from such terminations to 

some distant trigger zone, it presumably undergoes consider—

able attenuation, with consequent loss of system sensitivity. 

It is also probable that the fibres would impose low—pass 

filtering, which, if substantial, would be difficult to 

reconcile with the measured click histograms of Kiang. 
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Equally, it would be hard to imagine any reasons for a long 

spiral course,if spikes were assumed to be generated at the 

fibre terminations on the hair cells. Useful signal 

processing could not apparently be achieved by the mere 

passage of spikes along a spiral fibre, before entering the 

habenula perforata. And although the proposition of 

Section 5.4.1 (concerning the statistics of spontaneous 

activity in the acoustic nerve) seems to imply the super-

position of a number of independent spike trains generated at 

the different fibre terminations, such a condition could be 

satisfied equally well by a simpler radial innervation scheme 

(with each fibre terminating radially on a number of hair 

cells). Such matters therefore remain, for the present, 

unresolved. 
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ELECTRICAL MODELS FOR COCHLEAR NEURAL TRANSDUCTION 

7.1 Electrical synaptic transmission  

The proposition that the observed spontaneous activity 

in first—order auditory neurons may be explained on the 

basis of multiple innervation of hair cells by cochlear 

nerve fibres has already been put forward in Section 5.4.1. 

This proposition, if accepted, has the corollary that the 

measured spontaneous activity gives no indication of the 

precise mechanisms operating at the individual afferent hair 

cell junction, and clues to this process must therefore be 

sought in the recordings of stimulus conditions. 

The effective suppression of the earlier peaks of a 

click PST histogram at low intensities is an effect of great 

interest (see Sections 2.8 and 3.4). However, it seems clear 

that it cannot also be ascribed to the multiple innervation 

of hair cells by cochlear fibres, because the effect is 

present at stimulus intensities near threshold, even in 

units displaying low spontaneous rates. At such intensities 

the total amount of stimulus—locked activity is very small, 

and there is unlikely to be any substantial interference 

between spikes arriving from the various terminals of a single 

fibre. A PST histogram recorded in the acoustic nerve is 

therefore assumed to represent equally well the activity at 

a single hair cell termination, at least near threshold. 

The question arises whether an explanation of these 

interesting effects is possible 

properties of nerve and synapse, without the need to specify 

an intermediate chemical transmitter effect. Although there 

is substantial evidence8 for chemical transmission at many 

types of nervous systeM synapse, there are also well—docUmented 
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instances of purely electrical synaptic transmission.. These 

have recently challenged the growing support for the generality 

of chemical systems
66  . In some work on the giant motor synapse 

of the crayfish, Furshpan / and Potter
19  produced strong evidence 

for purely electrical activity, by demonstrating substantial 

transmission in both directions across the synaptic junction 

(in the normal chemical system transmission is only possible 

one way, because chemical is only stored in one of the syn-

aptic terminals). By inserting electrodes in both presynaptic 

and postsynaptic fibres, they were able to demonstrate effects 

which could be explained purely on the basis of a synaptic. 

rectifier element, responding only to the potential differ-

ence-across the synapse, regardless of how this was. produced. 

The explanation was sufficient to account quantitatively for 

the transmission of 	electrotonic stimuli as, well as action 

potentials. The relatively large size of the presynaptic 

fibre was considered to be important in assuring transmission; 

furthermore, the resistance per , unit area of the synapse was 

approximately 15010 f that of the presynaptic nerve membrane, 

making the synaptic junction a low resistance path to the 

passage of current in the conducting direction. This is in 

marked contrast to the normal electrical isolation provided 

by a chemically-transmitting synapse. 

Robertson, Bodenheimer and Stages  investigated MaUthner 

cells in the brains of goldfish and found various types of; 

distinctive synaptic contact which, they believed,  did not 

conform in structure to a chemical system. In particular 

there was no good evidence of regular synaptic clefts, or 

of substantial inclusions of the synaptic vesicles generally 

thought to contain chemical transmitter substance. Although 

their evidence is less quantitative than that of Furshpan 
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and Potter, it supports the possibility of electrical trans—

mission. 

Such work may or may not be relevant to the afferent 

junction between hair cell and nerve in the cochlea, but it 

suggests that chemical transmission is not indispensable in 

synaptic systems. It might, for example, be imagined that 

the electrical activity of the hair cells (responding to - 

local basilar membrane vibrations) would be transferred to 

the afferent nerve endings via rectifying synaptic contacts 

of the type reported by Furshpan and Potter. This would cause 

nerve fibres to be stimulated by electrical pulses corres—

ponding to alternate half—cycles of basilar membrane vibration. 

A leaky integration of such pulses by the capacitive—resistive 

properties of nerve might then be envisaged; this could give 

rise to a facilitation effect during a transient stimulus, 

whereby the nerve depolarisation produced by the earlier 

rarefaction half—cycles of membrane movement would enhance 

the effects of later half—cycles, from the point of view of 

spike generation. At higher stimulus intensities, the first 

half—cycle would itself be sufficient to cause spike generation, 

and the refractory properties of nerve would reduce the 

probability of further spikes due to the same stimulus. 

Although such a proposition might be attractive at first 

sight, a quantitative approach soon shows that some additional 

effects are required if suppression of.the first one or two 

peaks of a click PST histogram is to occur at low stimulus 

intensities. This follows from the greatly 

of successive basilar membrane oscillations; 

reduced magnitude 

the third peak 

in response to a click is apparently only 1 or 2% of the 

first one (see Figure 46). Even allowing for an effective 



- 159 - 

postsynaptic integration effect by nerve fibre properties, the 

third peak could hardly cause a great deal more firing than 

the first, as in fact it dOes at low and medium intensities 

(see Figure 14). The next task, therefore, seems to be to 

examine the known nonlinear properties of nerve in more detail.. 

7.2 Nonlinear effects in nerve  

The most complete account of spike generation and propa-

gation in nerve fibres is that of Hodgkin and Huxley
28, who 

successfully predicted the detailed form of the action potential 

in the giant axon of Loligo. This they did by studying the 

time course of sodium and potassium ion conductances, in res-

ponse to artificially applied steps in the membrane potential, 

known as voltage clamps. Their work has stimulated much 

interest and research into the ionic theory of nerve, which 

has come to enjoy rather wide acceptance in the detailed ex-

planation of conduction and. excitation phenomena33. More 

recently a number of workers (for example Noble
45  and Lewis39N  / 

have extended the coverage of the theory to include a variety 

of subthreshold phenomena thereby emphasising its generality. 

Although it is not intended to describe the ionic hypothesis 

in detail, some general remarks seem appropriate. 

The theory is basically concerned with the dynamic op-

position of two ionic fluxes (sodium and potassium) across 

the nerve membrane. The net flux of either ion type is the 

sum of two components, one caused by diffusion down its 

concentration gradient, the other by a drift down its 

potential gradient; both components are limited by the resist-

ance of the membrane. The potassium ion concentration is 

greater inside the nerve membrane, the sodium concentration 

greater on the outside. At equilibrium (representing the 
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normal membrane resting potential of some 70 mV, inside 

negative) the membrane is almost impermeable to sodium ions, 

whereas its permeability to potassium and a few other ions 

(particularly chloride) is small but finite, and the equi-

librium potential is sufficient just to balance the inward 

and outward fluxes carried by the various ions. 

By a series of voltage clamp experiments, in which they 

applied and maintained step changes of potential across the 

membrane, Hodgkin and Huxley were able to deduce the time 

course of changes in membrane permeability to sodium and 

potassium ions. They found that such changes were complex 

functions of both the instantaneous membrane potential and 

time; this led to their description by simultaneous first-

order differential equations with voltage-dependent parameters. 

The dangers of drawing parallels between a squid's giant 

axon held at a temperature of 6°C and cochlear nerve fibres 

cannot be overestimated. However it seems pointless to.  

speculate about unknown nonlinear effects in the cochlea 

without some reference to those systems which have already 

been quantitatively investigated. Furthermore, the acceptance 

of the ionic theory for the explanation of effects in a wide 

variety of nerve fibres seems to give some justification for 

such an approach. Fortunately an electronic model of the 

Hodgkin-Huxley theory is available, which gives some insight 

into the ionic mechanisms involved, without involving the 

complex nonlinear methods which would be necessary for simu-

lation by digital computer. 
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7.3 Lewis' electronic model of nerve membrane  

7.3.1 General description  

Lewis4o  has described an electronic model of nerve mem-

brane, in which transistor circuits are used to model the ionic 

.equations of Hodgkin and Huxley. Unlike some other recent 

electronic neural models (for example that of Jenik31, a
n
d 

Kletzky and Fraioli38  ) which do not pay specific attention to 

subthreshold phenomena, Lewis' model attempts to describe the 

detailed timecourse of sodium and potassium ionic fluxes both 

above and below firing threshold. From this point of view it 

seems suitable for the investigation of possible subthreshold 

effects in cochlear nerve fibres. The model is designed to 

reproduce the voltage clamp results of Hodgkin and Huxley; in 

practice spike generation may readily be demonstrated, and 

Noble45  has suggested that adjustment of parameters allows the 

simulation of non-excitable nerve. It seems possible however, 

that the voltage clamp results do not completely specify the 

time course of sodium and potassium fluxes for all types of 

.stimuli, and such a danger should be borne in mind in the 

discussion which follows. Finally, the circuit models only 

a small patch of nerve membrane, and cannot therefore reproduce 

electrotonic spread or spike propagation effects. 

The model employs active circuits to simulate the passage 

of sodium and potassium ions across the membrane, and also 

includes a path for leakage ions (mainly chloride) and, the 

effects of membrane capacitance. The main elements are shown 

in Figure 54.-Na  and g are the sodium and potassium 

conductances respectively, and are complex functions of the 

membrane potential (Vm) and time. The leakage-ion conductance 

g1  and the membrane capacitance 	(in series with a small 
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Figure 54 The main elements of Lewis' model of a patch 
of nerve membrane, designed to reproduce the voltage clamp 
data obtained by Hodgkin and Huxley from the giant axon 
of Loligo. 

resistor R) are constants. Each conductance element is placed 

in series with a battery which represents the equilibrium 

potential for that ion; if the membrane potential at any instant 

is equal and opposite to the equilibrium potential, then there 

will be no transmembrane current carried by the ion, regardless 

of the value of the relevant conductance. 

Lewis has described several limitations of his detailed 

realisation of this system. Firstly, it assumes that changes 

in sodium ion current are due entirely to changes in gNa 

and not to changes in Vm. This is justified on the basis 

that the driving voltage for sodium ions (equal to the 

difference between VNa  and V
m) is large in the normal 

resting condition, and is not therefore substantially altered 

by small changes in Vm. This seems a reasonable assumption 

for subthreshold behaviour, although it is likely to produce 

errors in the form of any action potential generated by the 

circuit. Another limitation is that diodes are used toper-

form multiplication operations in the gK  circuit; these 

are not very accurate and Lewis later replaced them with more 

complex multipliers39. Finally, the present writer has found 
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that the circuit does not reproduce the changes in-Na  during 

voltage clamps (as observed by Hodgkin and Huxley) with great 

accuracy, and has found it necessary to introduce several minor 

modifications. 

7.3.2 Response of the model to voltage clamps  

An appreciation of the main features of the model's 

response to voltage clamps helps considerably in understanding 

detailed circuit operation, which will be described in the 

next section. 

Before a voltage clamp is applied, the membrane potential, 

Vm/ is at its normal resting value of about 70 mV (inside 

negative), and there exists an equilibrium condition in which 

the three ionic ion currents are in balance. In fact, the 

sodium ion current, INa  is normally very small in this con- 

dition and the value of V settles rather close to the 
m 

potassium equilibrium potential, VK. If the membrane is 

partially depolarised by being clamped to some new voltage 

level (say - 50 mV), the time-course of the various ionic 

currents reflects directly upon changes in the ionic conduct-

ances (gNa  and gK) since the driving voltages are constant 

while the clamp is maintained. 

It is found that under such conditions the sodium conduct-

ance after a short delay, rises to a peak value which may be 

hundreds of times greater than its previous resting value, 

and then declines to a new steady state value which is non- 

linearly related to the new value of V . By contrast the 
m 

potassium conductance rises much more slowly to a new, and 

relatively high, steady-state value. These effects are 

illustrated in Figure 55, which is traced from oscilloscope 

photographs taken during voltage clamp tests on the modified 
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Figure 55 	Results of testing a modified 
version of Lewis' electronic model, showing 
typical time—course of sodium and potassium 
ion currents in response to a number of 
voltage clamps of 4 msec. duration. Against 
each curve is indicated the magnitude of the 
imposed depolarisation. 

version of Lewis' circuit. Although the figure shows sodium 

and potassium currents (which are conveniently measured), 

these are very closely related to the conductances. In the 

case of sodium, the current is indeed assumed to be a direct 

measure of conductance, since changes in sodium ion driving 

voltage are ignored. In the case of potassium, the step 

change in current seen when the clamp is removed is due to 

the change in V
m; however, the steady rise and fall of 

potassium current during constant voltage conditions are 
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directly proportional to conductance changes. These results 

parallel very closely the measurements of Hodgkin and Huxley. 

The main features of these curves are sufficient to 

account for spike generation when the membrane potential is 

no longer artificially clamped. If an initial depolarisation 

greater than a certain minimum level is induced by, for example, 

a short current stimulus, the sodium conductance rises and so 

allows a further inflow of sodium ions. This increases the 

depolarising effect which produced it, and an explosive 

reaction occurs which is typical of a positive feedback system. 

However, a number of factors check the amplitude and duration 

of the action potential. Firstly, the membrane potential is 

brought close to the sodium equilibrium potential during the 

spike, which reduces the sodium driving force; also, sodium 

inactivation (possibly due to the clogging of sodium ion paths 

through the membrane) occurs. Secondly, the potassium con-

ductance, after its rather long initial delay, rises to a 

high level, and the resulting outflow of potassium ions pro-

duces a negative feedback effect tending to restore the equi-

librium potential. 

In the case of chemical synaptic transmission, an excita-

tory chemical quantum is thought to cause a general increase 

in the postsynaptic membrane's conductance to all ions8 which 

in particular, aids the inflow of sodium because of its 

relatively large driving potential near equilibrium. If this 

initial effect is sufficiently large, the loop-gain require-

ments for spike generation are realised; if not, there is a 

return to resting conditions. Noble
45 

has pointed out that 

inexcitability in some nerve fibres might be explained by 

their high value of membrane capacitance, which prevents 
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initial sodium inflow from having much effect on the membrane 

potential, thereby inhibiting the feedback mechanism. 

7.3.3 Detailed circuit operation  

It is not intended to repeat the detailed diScussion 

of the circuit given by Lewis, but only to discuss its more 

important features and to report various modifications. 

The circuit is drawn in detail in Figure 56. It represents 

1 cm2 of nerve membrane, with all voltages and currents 100 

times their actual physiologiCal values. At the top of the 

diagram is a line representing the inside 'of the nerve membrane, 

to which are connected the various ionic paths and an input 

circuit of low source impedance used to supply stimuli (either 

voltage clamp waveforms, or current stimuli via a 100 KAI 

resistor). The right hand end of the line is connected to 

another follower circuit:of high input impedance, the output 

of which feeds Vm to the gNa  and gK  circuits. 

Referring to the sodium conductance circuit, there are 

two paths to the base of transistor no. 1 (T1) one a d.c. 

path giving the steady-state dependence of gNa on Vm  

the other incorporating a 1 4F capacitor and giving transient 

effects. A modification to Lewis circuit is the connection 

of a 0.1 
	

capacitor between the base of T1 and earth, 

giving a delayed rise of gNa  under voltage clamp conditions 

(see Figure 55) which more closely parallels the results 

obtained by Hodgkin and Huxley. The nonlinearity in the 

dependence of gNa on V is provided by voltage-dependent 

resistors. The z -Na function is already generated at the 

base of T2, which has an overall amplitude control in its 

collector circuit. A further modification to Lewis' circuit 
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Figure 56 	Modified version of Lewis' circuit for the simulation of the 
Hodgkin—Huxley equations. 
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is the inclusion of an additional transistor, T3, as a low 

impedance drive to the base of the final conductance transistor, 

T4. 

In the potassium circuit, the gK function is generated 

in the emitter circuit of T6. The output of the summing 

stage, T5, is equal to (VK  - Vm), and this is added to the 

conductance function at the cathode of diode Dl. The anode 

of 	D2 receives a signal equal to (Vm  - VK  ). Assuming the 

diodes to be square-law devices, the net current to the base 

of T7 is approximately equal to the product gK  x (Vm  - VK), 

which is the required potassium ion current. Balancing of 

the diode circuits to achieve this multiplication, a difficult 

operation which is only possible over limited ranges of SK 

has been found to be simplified by the use of a. 25041 vari-

able resistor as a gain control in the anode of D2. 
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7.4 The ionic theory in relation to cochlear neural  

transduction  

There are two main reasons why the ionic theory seems 

attractive in the context of cochlear nerve fibres. Firstly, 

it is well—documented and has found a rather wide application 

in the description of subthreshold and superthreshold effects 

in a variety of nerve fibres. Secondly, it displays complex 

nonlinearities; and, in particular, the delayed rise of 

sodium conductance upon application of a depolarising clamp 

(see Figure 55) seems in some intuitive way to parallel what 

may well be a delay effect in click PST histograms, in which 

later peaks are generally far more prominent than would be 

expected on the basis of presumed basilar membrane activity. 

This parallel suggests that the first, and largest, 

basilar membrane rarefaction peak in response to a click 

stimulus may cause an initial depolarisation of local cochlear 

nerve fibres which, at low and medium stimulus intensities, 

is generally insufficient to cause spike generation. However 

it activates the sodium conductance mechanism, which reaches 

a peak transient value coincident with some later basilar 

membrane rarefaction movement. Even though this movement is 

much smaller, its effectiveness is thereby greatly enhanced. 

In such an explanation, the delayed rise in sodium conductance 

becomes the crucial factor; detailed changes in the potassium 

circuit would be relatively unimportant, although the later 

rise of potassium conductance would presumably have a dampen—

ing effect on the effectiveness of later basilar membrane 

activity. 

In more detail, there seem two ways in which such a 

scheme might operate, assuming that basilar membrane activity 
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causes an intermediate pOlarisation of hair cells (see Section 

2.6). A hair cell could either be imagined to control the 

membrane potential of afferent nerve terminals attached to it, 

or it might cause a controlled current to be forced into 

those terminals. In other wordsl'the hair cell could be con-

sidered as either a voltage or current source, depending upon 

the relative impedance characteristics of hair cell and nerve 

fibre. 

The first alternative may seem less attractive because 

it precludes the generation of a local action potential in 

the nerve terminal, and must rely on electrotonic spread of 

activity to some distant trigger zone, presumably- with con-

sequent attenuation and loss of timing resolution. However, 

the proposition is explored more critically in Figure 57, 

which shows the response of the sodium conductance circuit 

of the electronic model to periodic voltage stimuli of 

limited duration. Once again, these results were traced 

directly from oscilloscope photographs. The stimulus wave-

forms were obtained from standard signal generators controlled 

by an F.E.T. switching circuit, and show the imposed variations 

of membrane voltage about its resting level of about - 70 mV 

(with depolarisation shown as positive). 

With such stimulus waveforms it is easy to show that no 

measurable changesin gNa  (or gK  ) occur until peak 

depolarisations of some 10 or 15 mV are imposed. Therefore 

at low stimulus intensities the various ionic currents are 

linearly related to the stimulus. When the stimulus is 

sufficient to cause peak depolarisations of above about 

15 mV, successive peaks of the sodium conductance waveform 

are enhanced by the delayed effects due to previous peaks; 
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lemsec 

Figure 57  Typical responses of the sodium 
conductance circuit of the electronic model, 
to periodic voltage stimuli of limited 
duration. Above is shown the response to 
a train of 8 depolarising pulses; and, below, 
the response to a switched sinusoid. 

after a few milliseconds, however, the effects of sodium 

inactivation become important and the response declines. 

Hyperpolarising half—cycles have little or no effect on the 

sodium conductance mechanism; thus, although it is not shown, 

the response to the rectified version of the sinusoidal 

stimulus was found to be similar to the one illustrated. It 

is interesting to note that the peaks of the responses follow 

an envelope similar to the time—course of gNa during the 

normal type of voltage clamps (shown in Figure 55). This 

reflects the fact that the magnitude of such responses is 
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largely governed by sodium inactivation, a characteristic of 

the nerve and not of the stimulus. 

The. stimulating waveform of real interest in the present 

context is the heavily damped oscillation of the basilar mem-

brane in response to a transient.acoustic stimulus. Although 

such a waveform has not been used to test the circuit model, 

it is quite clear from Figure 57 that unless the model para-

meters were drastically revised, no dramatic enhancement of 

sodium ion inflow could be expected during the second or third 

rarefaction half-cycles of membrane activity. A further 

objection is that considerably longer delays in the rise of 

sodium conductance would be required; in the case of a 

cochlear fibre of C.F. = 200 Hz, a delay of perhaps 5 or 6 

milliseconds would be appropriate. The rise in potassium 

conductance would have to hold off for even longer. It seems 

most unlikely that cochlear fibres, much finer than the 

giant axon studied by Hodgkin and Huxley would display timing 

delays of this order of magnitude. 

Some of the same difficulties must apply to the second 

possibility, which is that the hair cells inject pulses of 

current into the nerve terminals in response to local basilar 

membrane rarefaction movements. In this case the potential 

of the nerve membrane would not be determined and spikes 

might presumably be generated at the nerve terminals. Figure 

58 shows the effects on the nerve membrane potential of 

injecting periodic current stimuli of limited duration. 

the upper part of the figure a train of 8 short depolarising 

pulses causes the membrane potential to rise, and then either 

to decay again, or, in the case of a stronger stimulus, to 

exceed the threshold for spike generation. Below threshold, 

the membrane capacitance, together with the various ionic 
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Figure 58 Typical membrane potential 
responses of the electronic model to 
periodic current stimuli of limited 
duration. Above are shown responses to 
a subthreshold and superthreshold 
stimulus consisting of 8 unipolar current 
pulses. Below is a single superthreshold 
response to a switched sinusoidal current 
stimulus. 

conductance paths, performs a leaky integration of the current 

stimulus. At threshold, the regenerative action of the sodium 

conductance mechanism, which has previously had only a very 

limited effect, causes a violent increase in membrane potential 

and a spike is generated. In the case of a bipolar current 

stimulus the integration effect tends to keep the membrane 

potential oscillating around its resting value, unless, as 

shown in the lower part of Figure 58, individual depolarising 

half—cycles are sufficient to cause membrane voltage changes 

O 
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of more than about 10 mV, In this case the regenerative effect 

is again set in motion, producing a drift of membrane voltage 

towards threshold. 

These results clearly demonstrate that a unipolar, or 

rectified, current stimulus is much more effective in generating 

action potentials. In the context of cochlear fibres, such 

rectificatification seems essential to any proposition based 

upon current control in nerve terminals by hair cells. If 

there were no such rectifier action, the basilar membrane 

response to a condensation click would apparently cause an 

initial hyperpolarisation of nerve terminals which would 

severely suppress the sodium regenerative effect. There is 

evidence in neurophysiological recordings (see Section 2.7.2) 

that an initial condensation movement of the basilar membrane 

actually enhances nerve firing during subsequent rarefaction 

movements. Even if a rectifying junction exists, there are 

again no dramatic effects in Figure 58 which would cause later 

peaks of click PST histograms to be greatly enhanced, bearing 

in mind the relatively small basilar membrane movements pre—

sumed to cause them. 
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7.5 Discussion  

The results reported in this section appear rather negative. 

Unless there is a drastic revision of the parameters of the 

ionic model of Hodgkin and Huxley, it is difficult to believe 

that such a model could begin to account for the complex 

effects visible in click PST histograms of first order auditory 

neurons. 

It could be argued that to use the characteristics of the 

giant axon in Loligo for a discussion of auditory neurons is 

in any case naive, and that if the complexities of sodium and 

potassium ion fluxes in nerve are in fact responsible for some 

of the observed effects, then a drastic revision of the 

Hodgkin—Huxley parameters would certainly be expected. There 

seems, however, to be a further reason, in addition to those 

already discussed, why a proposition based on known electrical 

properties of nerve and synapse is unacceptable. 

Reference to Figure 13 suggests that, for units in the 

cat's auditory nerve having C.F. values less than about 4 KHz, 

there is an approximately equal number of peaks visible in 

each click PST histogram. Furthermore the effective suppression 

of the earlier peaks of these histograms does not depend 

noticeably on the C.F. of the fibre. These points strongly 

suggest that the time—course of any mechanism responsible for 

such effects must be directly related to the C.F. of the unit 

considered. As far as is known, there is no evidence that 

the time—course of any ionic effects in a nerve terminal would 

occur approximately 15 times faster in a fibre innervating 

the 3000 Hz region of the cochlea, compared with one inner—

vating the 200 Hz region. Such considerations seem finally 

to rule out any proposition based on known electrical effects 

in nerve. 
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8. CHEMICAL TRANSMITTER MODELS FOR COCHLEAR NEURAL 

TRANSDUCTION  

8.1 Introductory comments  

In view of the difficulties of explaining certain 

important characteristics of the firing patterns of first order 

auditory neurons in terms of electrical properties of nerve and 

synapse, it now seems appropriate to explore possible chemical 

transmitter effects at the junction between hair cell and 

afferent nerve ending in the cochlea. 

Before beginning such an investigation, the relationship 

between chemical synaptic transmission and the previously 

discussed ionic theory of nerve should perhaps be summarised. 

This may be appreciated by reference to Figures 25 and 26, 

which represent the chemical transmitter models for stationary 

neural activity of Stein and Johannesma. In such models, it 

is generally assumed that each quantum of a given chemical 

transmitter substance, released across the synaptic cleft, 

gives rise to a fixed step in the postsynaptic membrane 

potential (Vm) 	In terms of the ionic theory, however, each 

such quantum is believed to cause a fixed step—change in 

conductance of the membrane to one or more types of ion8 / 42  ; 

on such a basis, the resulting potential change would be 

expected to depend upon the driving potentials of these ions, 

which in turn depend upon the instantaneous level of Vm. As 

already noted in Section 7.3.1, the driving potential for 

sodium ions is not substantially altered by subthreshold 

changes in membrane potential; therefore the size of 

excitatory steps in Vm  (due to step changes in sodium 

conductance caused by excitatory chemical quanta) will in 

practice be largely independent of Vm. On the other hand, 
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an inhibitory chemical transmitter (causing step changes in 

potassium conductance) will give rise to steps in membrane 

potential which depend markedly on the latter's instantaneous 

level. This occurs because the driving potential for 

potassium ions increases very substantially as the membrane is 

depolarised. 

It is clear that quantal models such as those of Stein 

and Johannesma do not take details of the ionic theory into 

account; they neither allow for changes in ionic driving 

potentials nor for the complexities of the ionic conductance 

mechanisms. In short, they consider the subthreshold 

activity of nerve to be linear and to be characterised by 

step changes in V of constant magnitude. On the basis that 

the ionic theory is believed to offer no ready explanations 

for the neural effects of interest in this study, it is now 

proposed to adopt such simplifying assumptions about the 

postsynaptic membrane (i.e. the cochlear nerve—ending), and to 

use such models for the investigation of effects due to 

assumed variations in the rate of release of a chemical 

transmitter. 
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8.2 Evidence from other chemical synaptic systems  

The random release of chemical transmitter substance at 

the afferent hair cell-nerve ending junction has already been 

suggested (see Section 5) as an attractive hypothesis for the 

explanation of spontaneous spike generation in first order 

auditory neurons. Assuming that modulation of such a chemical 

release might be an important effect of basilar membrane 

activity, it is of interest to consider relevant evidence from 

other chemical transmitter systems. 

It is well established that the arrival of a propagated 

action potential at a presynaptic terminal causes a large 

temporary increase in the rate of release of chemical 

transmitter. Some 200-300 quanta are thought to be liberated 

across a synaptic cleft by a typical incoming spike, in 

perhaps 1-2 milliseconds8  . This increased chemical liberation 

does not, however, depend upon all-or-none spike activity, but 

may also be produced by graded potentials. For example, Katz 

and Miledi34  in studies on the giant synapse in the stellate 

ganglion of squid, have described the relation between an 

applied presynaptic depolarisation and the peak level of the 

resulting PSP, considered to be a direct measure of the number 

of quanta released. They found that the logarithm of the 

peak PSP value was linearly related to the applied polar-

isation up to a certain "saturation" limit (a. 12 mV. increase 

in presynaptic depolarisation gave rise to a ten-fold increase 

in the peak postsynaptic response). Katz36 has related such 

results more specifically to the frequency of liberation of 

chemical quanta, showing that in muscle of the rat diaphragm 

the logarithm of the liberation frequency is linearly related 

to the polarisation of the presynaptic terminal. 
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Depolarisation from the resting level was found to increase 

the frequency and hyperpolarisation to decrease it. 

This and other evidence8  supports the view that in a 

number of chemical transmitter systems, polarisation and 

quantal liberation are logarithmically related in a way which 

greatly enhances the effects of large depolarising signals. 

Although the precise mechanisms involved are unknown, there is 

strong evidence6 /8 I29  that calcium ions perform a vital role 

by entering the presynaptic terminal during depolarisation. 

It is also possible that the co—operative action of 4 such 

calcium ions is needed at each "release—site" before the 

liberation of a chemical quantum across the synaptic cleft 

can occur.35  

In addition to the evidence for reduction in the rate of 

quantal release during hyperpolarisation of a presynaptic 

terminal, it seems that a hyperpolarising stimulus may also 

cause "mobilisation" of chemical transmitter, which then 

moves up to the synaptic boundary ready for release during 

subsequent depolarisation. Eccles8  has reviewed such effects, 

and concludes that hyperpolarising currents seem to provide a 

powerful force mobilising the chemical quanta. More recently, 

Katz and Miledi34  have described how, in the stellate 

ganglion of squid, an initial hyperpolarisation of a 

presynaptic membrane greatly enhances the transmitter 

release due to a subsequent depolarisation. Because this 

effect is matched by raising the external calcium ion 

concentration they suggest that hyperpolarisation may in some 

way facilitate the entry of calcium ions during subsequent 

depolarisation. A detailed analysis of facilitation effects 

at the neuromuscular junction of the frog has led Mallart 
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and Martin 	to suggest that there may be two separate 

mechanisms at work. The first, which is short—term, is 

described as a "residual change in excitability" of the 

transmitter release mechanism. The second and longer—term 

effect (occupying some 60-200 msec.) is thought of as 

producing an increase in transmitter release of different 

origin, perhaps as a result of additional transmitter 

mobilisation; and there is evidence of a coincident hyper—

polarisation of the presynaptic terminal. 

It is clear from such evidence that documented chemical 

synapses display a number of complex effects. Once again, 

the risks of applying such findings to a study of cochlear 

synapses must be great; on the other hand, they provide some 

clues as to the types of mechanism which may be expected in 

a system involving the synthesis and liberation of chemical 

transmitter substance. 

One aspect of this evidence is disappointing. All 

references to the variation of transmitter release rate with 

presynaptic polarisation point to a logarithmic relationship 

which greatly enhances the postsynaptic effect of a large 

depolarising signal, compared with that of a small one. If 

such effects were to be paralleled at the afferent synapses 

in the organ of Corti, large depolarisations of the hair 

cells (presumed to be caused by large basilar membrane 

rarefaction movements) would cause more than proportional 

transmitter release. Such a scheme could not be expected to 

enhance the probability of firing during the later (and 

smaller) basilar membrane rarefaction movements caused by a 

click stimulus. 
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8.3 Digital computer simulations  

8.3.1 Simple relationships between stimulus and chemical  

release  

Some initial digital computer simulations, in which the 

rate of release of chemical transmitter substance was varied 

in sympathy with a stimulus waveform, are now reported. The 

use of a computer programme for the simulation of spontaneous 

activity in first order auditory neurons has already been 

described (see Section 5.3.3 and Figure 28). The programme 

was however written to accept nonstationary inputs and to 

generate the various statistics appropriate to stimulus 

conditions, such as PST histograms and estimates of recovered 

probability (see Section 2.7.3). 

One of the main aims of this work is to achieve realistic 

simulations of the click PST histograms recorded in cat by 

Kiang (see Section 2.7.2). In this context, integration 

effects by the postsynaptic membrane (the cochlear nerve 

ending) seem likely to be significant. If an initial release 

of transmitter substance, caused, for example, by the first 

basilar membrane rarefaction movement in response to an 

acoustic click, does not actually cause the PSP to reach 

firing threshold, its effect may nevertheless linger and 

enhance the chances of spike generation during later 

rarefaction half cycles. Such an effect seems, however, to 

rely on certain other assumptions. For example suppose that 

ongoing (spontaneous) release of a chemical transmitter at a 

hair cell junction were to be increased by local rarefaction 

movements of the basilar membrane, and suppressed by 

condensation movements. An initial rarefaction peak might 

cause the PSP to move towards threshold without actually 
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reaching it, but the following condensation movement would 

tend to return the PSP towards its previous level. 

Intuitively it may be seen that postsynaptic integration 

PST histogram 

causes little 

points to the 

likely to enhance the later peaks of a click 

if condensation activity of the basilar membrane 

or no suppression of chemical release. This 

need for a rectifier action. 

effects are only 

Such matters have been explored in a number of digital 

computer simulations using a model of a chemical synapse like 

that of Johannesma (see Figure 25), with threshold refractory 

properties included. These simulations all assumed an 

excitatory step size of 51% of the distance to threshold, with 

no inhibitory input. Figure 59 shows the effects of a 

stimulus consisting of a number of cycles of an 800 Hz. 

sinusoid. This waveform is not intended to represent a 

basilar membrane response, but is convenient for assessing the 

effects of postsynaptic integration because it has a number 

of identical peaks; variations in the height of peaks of the 

PST response may therefore be attributed directly to the 

action of the model. In this simulation the modulation of 

the quantal rate about its mean spontaneous value (M = 0.64, 

with T = 1 msec. See Section 5.3.4) was made proportional to 

the instantaneous value of the stimulus waveform, with peak 

0/ 
changes of - 50 10. Thus negative half-cycles of the sinusoid 

caused a reduction and positive half-cycles caused an increase 

in the rate of chemical release, compared with the spon-

taneous rate. This case therefore corresponds to a situation 

in which no enhancement of the effects of later stimulus 

peaks due to postsynaptic integration would be expected. 

This is borne out by the PST histogram, which shows a small 
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Figure 59  Results of digital computer simulation, showing PST 
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but steady reduction in firing probability during successive 

positive stimulus half-cycles; this is due to the unit being 

more often refractory towards the end of the stimulus. 

If there is no suppression of the spontaneous liberation 

of chemical transmitter during negative half-cycles of the 

stimulus, enhancement of later peaks of the PST histogram 

occurs. However, this effect is very small unless a time 

constant of PSP decay (T) considerably greater than a period 

of the stimulus waveform (1.25 msec.) is used. Figure 60 

shows another simulation, this time assuming such a rectifier 

action, and with T = 3 msec. Here there is evidence for a 

slight increase in the effectiveness of the later positive 

half-cycles of the stimulus waveform. The effect is more 

clearly seen in the estimates of recovered probability shown 

in Figure 61. The recovered probability, again plotted as a 

function of post-stimulus time, shows a steady increase 

caused by an effective integration of successive half-cycles 

of the stimulus. When the stimulus ends, the high level to 

which the PSP has (on average) been raised gives rise to 

increased spontaneous firing, which declines after a few time 

constants. Recovered probability is a valuable measure of 

the effects of quantal rate variation, since it does not 

depend upon the detailed assumptions about threshold 

refractory properties. 

The results of these two computer runs are summarised in 

Figure 62, showing the unconditional and recovered probability 

estimates for successive positive half-cycles of the stimulus 

waveforms. Here again, the effectiveness of a rectifier type 

of action in producing postsynaptic facilitation is clear. 

These curves are typical of a number of such computer 
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Figure 61  Recovered probability histogram for the computer simulation of Figure 60. The steady 
rise in recovered probability during successive positive half—cycles of the stimulus is clearly 
visible. When the stimulus ends, the effects of postsynaptic integration are still visible in the 
enhanced spontaneous firing. 
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Figure 62 Unconditional and recovered probability 
estimates associated with the various positive half-
cycles of the stimulus waveform, for computer runs 
shown in Figures 59, and 60/61. 

simulations, using different PSP time constants, and modulating 

the chemical release of model neurons displaying various shapes 

of spontaneous interval histogram. 

Such simulations allow a number of interesting con-

clusions. Firstly postsynaptic integration effects of this 

type can account for very little enhancement of later peaks 

of a click PST histogram (and indeed for a negligible amount 

unless time constants of the order of 2 or 3 periods of the 

stimulus are used). In the case of a fibre of C.F. = 200 Hz, 

(say),this would require a time constant of some 4 to 10 

milliseconds, which is believed to be an unrealistic value 

for an auditory nerve fibre. Even allowing for Such a value, 

the enhancement of later peaks would be negligible unless a 

rectifier action were assumed, but, in that case, substantial 

firing would be expected during condensation half-cycles of 
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basilar membrane vibration. Gray's work (see Section 2.7.3) 

has shown that the troughs in click histograms corresponding 

to condensation movements are not merely caused by 

refractory effects, because they are also present in 

recovered probability histograms. 

From all these points of view it could not be expected 

that a linear variation of the rate of chemical release in 

sympathy with a basilar membrane impulse response waveform 

would produce any very useful results. That this is in fact 

the case is shown by Figure 63, which is also typical of a 

number of other computer runs. The stimulus waveform used 

here is the basilar membrane impulse response for the point of 

C.F. = 520 Hz. On the left is shown a typical PST histogram 

obtained when a 'rectifier' type of action is assumed; i.e. 

negative half—cycles of the stimulus have no effect on the 

spontaneous rate of chemical liberation. Even so, there is 

no obvious enhancement of the later histogram peaks due to 

an integration effect. On the right is a histogram obtained 

by assuming positive and negative half—cycles of the stimulus 

to cause alternate increase and decrease of the spontaneous 

liberation of transmitter. Here there is some evidence for 

a trough after the first response peak, but very little for 

the presence of subsequent peaks. 

The shortcomings of this Simple model for the simulation 

of click PST histogram responses may now be summarised:— 

(a) Insufficient peaks are visible. 

(b) There is no effective suppression of the first one 

or two peaks at low intensities. 

(c) There is no mechanism present which could cause the 

first rarefaction half—cycle (2C) during a condensation 

click to produce more firing than the first rarefaction 
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Figure 63 Typical PST histograms formed when the instantaneous rate of chemical transmitter release is 
linearly related to a basilar membrane impulse response waveform (here for the point of C.F. = 520 Hz.) 
On the left positive stimuli caused increased transmitter liberation, up to a maximum value 50% above the 
spontaneous rate, but negative stimuli had no effect. On the right, positive and negative half-cycles of 
the stimulus waveform caused alternate enhancement and reduction of the spontaneous rate, again with a 
maximum modulation of 50/O. These results are typical of many other computer runs. 
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half—cycle (1R) during a .rarefaction click (see Section 2:7.3) 

(d) Even with maximum modulation of the spontaneous rate 

by the stimulus waveform (! I00%),the probability of firing 

during any one stimulus half—cycle is only of the order 0.2, 

corresponding to very low stimulus intensities:in actual 

recordings (see Figure 17). 

8.3.2 More complex effects  

It seems clear that simple linear relationships between • 

the rate of a postulated chemical transmitter release and 

basilar membrane displacement waveforms cannot produce model 

responses which parallel physiological recordings from first—

order auditory neurons. As has already been mentioned in 

Section 4.3, Weiss67  used an arbitrary nonlinear transducer 

function to produce a number of peaks in the click histograms 

of his model, although he was not interested in the mechanism 

of suppression of the earlier ones. Typical click PST 

histograms from cat (see Figure 13) display some 4 to 8 peaks 

at medium stimulus intensities; further useful evidence is 

provided by Gray (see Figure 17), whose analysis suggests 

that, in a mid—intensity range, there is an approximately 

linear relationship between firing probability and the 

logarithm of the stimulus. 

These various factors suggest that some form of 

exponential transducer function might be appropriate of a 

type which would greatly enhance the relative neural results 

of small basilar membrane displacements. (The short review 

of other chemical transmitter systems already presented 

shows that such a scheme would be a direct contradiction of 

the available evidence, if it may be assumed that hair cell 

polarisation is linearly related to basilar membrane 
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displacement). A similarly empirical approach suggests,. 

however, that a simple exponential transformation could not 

produce a suppression of the earlier peaks of a click PST 

histogram at low intensities. It is therefore interesting to 

speculate that a transmitter mobilisation effect may be 

responsible. 

Evidence that hyperpolarisation of a presynaptic 

terminal can produce a so—called "mobilisation" of chemical 

transmitter has already been reviewed. This additional 

transmitter, which has presumably been synthesised and stored 

in the region close to the synaptic boundary, is thought to 

move up to that boundary as a prelude to release across the 

synaptic junction. Such action might provide an explanation 

for two effects of interest, namely the relatively small 

neural effects of early basilar membrane rarefaction 

movements in response to a click stimulus, and the relatively 

great effect of click histogram peak 2C as opposed to peak 

1R. 

In more detail, suppose that condensation basilar 

membrane activity (presumed to lead to hair cell hyper—. 

polarisation) causes a mobilisation of extra transmitter 

substance, which then starts to move up to the synaptic 

boundary. In the case of a transient stimulus it may not 

arrive at that boundary until some time after the onset of 

the stimulus, and would therefore be expected to enhance 

the neural effects of the later basilar membrane rarefaction 

movements. If the transient were a rarefaction click the 

first rarefaction half—cycle (1R) would not be preceded by 

any such additional mobilisation; in the case of a 

condensation click, however, mobilisation caused by the 

initial membrane condensation movement would be expected to 
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enhance the effect of the subsequent rarefactiOn half—cycle 

(2C). Thus, even though the acoustic clicks were of similar 

intensity, the neural effects of peak 2C would be greater than 

those of peak 1R. 

Because there is no quantitative evidence available for 

the description of such effects, it is necessary to make some 

assumptions if they are to be simulated on a computer (in fact 

it becomes clear later that the precise details of such 

assumptions are unimportant in the development of the 

argument). Consider therefore a hypothetical synaptic region, 

a section through which is shown in Figure 64. 
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Figure 64  Diagrammatic sectional view of an afferent 
hair cell synapse, showing a hypothetical chemical 
transmitter distribution in the presynaptic terminal. 

Here the density of stored chemical transmitter is assumed to 

decline exponentially with distance from'O', the release site. 

Assuming that, after mobilisation at time t = 0, the 

transmitter migrates with constant velocity to point 0 (and 

is thereafter available for release), it may be shown that 

the quantity which arrives during a small time interval Ot 
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at some later time t is given by:— 

q(t ) .6t = 4n D v3t 	L  6t 

which is of the form of a gamma function of second order, 

where:— 
D = transmitter density at point O. 

radius from 0 at which density is reduced 

to 1/e of its value at 0. 

v = velocity of migration towards 0. 

This function is considered typical of a number which might be 

used to represent the delayed arrival of transmitter at a 

synaptic boundary, following mobilisation. Although it no 

doubt involves gross simplifications, it is believed to be 

adequate for the present purposes. 

Various overall schemes for the modelling of spontaneous 

and stimulated activity at such a synaptic boundary now 

appear possible. For example, it seems reasonable to 

postulate a variable chemical transmitter population close 

to the boundary. (In the discussion which follows, this 

population, which is considered available for instantaneous 

release by suitable polarisation of the hair cell, is 

referred to as the "synaptic population"). In the absence 

of stimuli, each quantum in this synaptic population might 

be considered to have a small but finite probability of 

release in each time increment §t. Such spontaneous 

liberation would be balanced by spontaneous mobilisation of 

relatively distant transmitter which, moving up to the 

boundary, would tend to keep the synaptic population 

constant. A stimulus could then have two distinct effects: 

hyperpolarisation of the hair cell would cause an increase 

in mobilisation and (after a time delay) a rise in the 
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synaptic population at the boundary; and the alternate half-

cycles of hair cell hyperpolarisation and depolarisation could 

be assumed to modulate the release probability of whatever 

transmitter population was instantaneously available for 

liberation. 

This scheme, selected from other apparently plausible 

ones, has been simulated in some 15 runs on the digital 

computer. In order to produce a number of peaks in the click 

PST histograms, the release probability (p) of each chemical 

quantum in the synaptic population was assumed to be simply 

related to the logarithm of the instantaneous basilar membrane 

displacement (x) as follows:- 

(1 + K log x), 	1 < x < 

1 < x < 1 

p (1 + K log(-x))-1 
	

<x < -1 

spontaneous probability of release 

constant. 

Thus positive values of x correspond to basilar membrane 

rarefaction movements negative values to condensation 

movements, and values between ! bare considered subthreshold 

and have no effect. Each basilar membrane condensation 

movement was alsO considered to cause additional transmitter 

mobilisation proportional to the logarithm of the instan-

taneous condensation displacement. The subsequent arrival 

of this transmitter at the synaptic boundary was calculated 

by a short subroutine of the main computer programme; this 

involved convoluting the previously discussed transmitter 

arrival function (treated as an impulse response) with the 

logarithm of the condensation displacement waveform. The 
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transmitter mobilised in this way was considered to augment 

that generated spontaneously. 

In some initial computer runs the mobilisation of 

additional chemical transmitter was suppressed, in order to 

give a clearer idea of the effects of the assumed logarithmic 

relationship between basilar membrane activity and probability 

of release of the available synaptic population. Figure 65 

shows the results of such a computation, representing the 

response of a unit of C.F. = 520 Hz. to an acoustic click of 

medium intensity. At the top of the figure is shown the 

variation in rate of the Poisson release of chemical 

transmitteridue to the relevant basilar membrane impulse 

response. The first membrane rarefaction peak causes the rate 

to rise to some 4 times its spontaneous level (the latter 

being represented as unity) and condensation movements cause 

corresponding reductions. Since the mobilisation of 

transmitter is here assumed to be unaided by the stimulus, 

there is a steady run-down in the synaptic population. This 

run-down, which is of course more rapid during rarefaction 

half-cycles, is responsible for the unsymmetrical peaks of 

the release waveform and for a temporary reduction in 

spontaneous activity following the stimulus. There is 

evidence for 3 or 4 separate peaks in the PST and recovered 

probability histograms. However further simulations have 

confirmed that the PST responses are stereotyped at all 

stimulus intensity levels (presumed to cause different 

degrees of modulation of the quantal rate), in the sense that 

the first histogram peak is always the greatest. 

It is true that, when additional mobilisation of 

transmitter by the stimulus is assumed, a very careful 

choice of the various model parameters can give rise to 
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Figure 65 	Computer simulation result, representing the 
response of a first—order auditory neuron to a click of 
medium intensity. C.F. of unit = 520 Hz. Above is shown the 
variation in rate of the Poisson process representing chemical 
release (normalised to the spontaneous rate). A logarithmic 
transformation between basilar membrane displacement and rate 
is assumed, but there is no additional transmitter mobili—
sation due to the stimulus. 
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click PST histograms resembling those measured in the cat's 

auditory nerve. However, some 15 computer runs using,a 

range of parameters and simulating fibres of various 

characteristic frequencies show that results rather unlike 

those of Kiang are much more probable. Of these, Figure 66 

illustrates a typical case. This simulation was essentially 

similar to that shown in Figure 65, except that condensation 

membrane movements were assumed to cause enhanced mobilisation 

of chemical transmitter. The time scale of the function 

representing the subsequent arrival of this transmitter at 

the synaptic boundary was chosen empirically. Such results 

are quite unlike the histograms recorded by Kiang in two main 

respects: firstly, although the later peaks of the histogram 

are relatively enhanced, the peaks as a whole do not follow 

a smooth envelope (compare with. Figures 13 and 14); and, 

secondly, unless the quantity of stimulus-mobilised transmitter 

balances the additional transmitter released, there is 

inevitably a build-up or run-down in the population at the 

synaptic boundary, reflected in enhanced or reduced spon-

taneous activity following the stimulus. 

Such critical results highlight the following very 

restrictive assumptions which are required if the model is 

to produce responses with the desired characteristics:- 

( ) The ratio between the synaptic population present 

during spontaneous activity (and therefore available for 

release during the first half-cycle of membrane movement 

caused by a rarefaction click) and the additional amount 

mobilised by a stimulus must be such that the peaks of 

simulated click PST histograms follow a smooth envelope at 

all intensities and in all fibres. 
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(b) Mobilisation and release caused by a stimulus must 

approximately balance each other, in all nerve fibres and at 

all intensities. 

(c) The time—course of the mobilisation effect must be 

approximately inversely proportional to the C.F. of the fibre 

concerned; this implies that chemical mobilisation occurs 

about 15 times slower in a hair cell in the 200 Hz. region of 

the cochlea than in a hair cell in the 3KHz. region. 
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8.4 Discussion  

It is obviously impossible to explore in detail all the 

models of chemical synapses which might seem plausible, and 

relevant to the cochlear neural transduction process; in 

terms of computing time alone, this would be an enormous task. 

However, it is believed that the simulations undertaken have 

shown the main effects to be expected in quantal threshold 

models with non—stationary stochastic inputs (a situation for 

which, as far as is known, no theoretical analysis exists). 

Whilst these investigations may not be exhaustive, it seems 

unlikely that any really important details have been missed. 

From the viewpoint of cochlear transduction the typical 

results reported in this section seem sufficient to 

illustrate the difficulties inherent in any proposition 

based upon known effects in chemical synapses. 

Various other schemes, different in detail from the one 

described, might seem to have an equal or better chance of 

reproducing the intensity effects visible in the click 

responses of first order auditory neurons measured by Kiang. 

For example, it might be argued that the assumption of a 

synaptic population, available for release during spon—

taneous activity and increased during stimulus conditions by 

the arrival of additional mobilised transmitter, is un—

necessarily complicated. On the other hand if such a 

synaptic population were not available and all chemical 

effects were subject to a mobilisation delay, it would be 

difficult to account for any firing at all during the first 

half—cycle of basilar membrane activity due to a rarefaction 

click. In fact it is believed that any alternative scheme 

which depends upon the concepts of transmitter mobilisation 

and release must encounter one or more difficulties of the 
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type already discussed. 

Quite apart from problems caused by detailed assumptions, 

there remain two apparently fundamental issues. The first of 

'these concerns the relationship between chemical release rate 

and preSumed hair cell polarisation; the production of a 

number of peaks in the click PST histograms of the model 

requires an assumption which is in direct conflict with the 

evidence from other chemical synapses. And finally there is 

the difficulty over the time-course of the phenomenon which 

gives rise to the intensity effects of interest, for this 

seems clearly related to the region of the organ of Corti in 

which a particular fibre terminates 
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STIMULATED NEURAL ACTIVITY AND COCHLEAR INNERVATION.  

9.1 A proposition  

The results of Sections 7 and 8 suggest that it would be 

difficult to account for details of click PST histograms on 

the basis of mechanisms in the single hair cell—nerve ending 

junction. Perhaps the most fundamental difficulty relates to 

the time—course of the required effects,which clearly depends 

on the cochlear region in which a particular nerve fibre 

terminates. It is therefore interesting to speculate that the 

complex pattern of cochlear innervation may provide an 

explanation. 

In the region below the inner hair cells the various 

types of afferent and efferent fibre are in close proximity 

(see Section 2.5). In particular, radial afferent fibres 

(which innervate local inner hair cells) lie adjacent to 

spiral afferent fibres (which cross to the outer hair cell 

rows and then travel for some distance before terminating). 

At any particular locus beneath the inner hair cells the time—

course of the envelope of (say) click responses in these two 

types of fibre, although different in detail, might be 

expected to be broadly similar in duration because the two 

groups are stimulated by broadly similar basilar membrane 

activity. This argument, together with the fact that there 

are still no definite theories for the relative functions of 

inner and outer hair cells, seems to allow the following 

proposition based on the details of cochlear innervation. 

It is proposed that the activity of radial afferent 

fibres (innervating the inner hair cells) is mediated by 

signals arriving from the outer hair cells along spiral nerve 

fibres. Thus the spiral fibres, which are believed to travel 

basally before terminating, are considered to convey a signal 
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representing the activity of a number of outer hair cells to. 

a more.  apical region. The proposed controlling action of 

such a signal on the activity of the radial fibres could 

presumably occur in the region under the inner hair cells, 

where the various types of afferent (and efferent) fibres are 

in close contact. 

Whereas, in Section 6.2, the low—pass filtering properties 

of spiralling fibres were ignored, it is now proposed that such 

properties play an important role, and that there is therefore 

considerable "smearing" of the signals generated by the outer 

hair cells as these signals pass along the fibres. The 

waveform of electrotonic activity in such a fibre when it 

reaches the region below the inner hair cells (hereafter 

referred to as the control waveform) would therefore be a 

smoothed representation of basilar membrane activity in some 

more basal cochlear region. It is now proposed that this 

control waveform fulfils some essential role in the trans—

duction process of radial afferent fibres (innervating the 

inner hair cells) and that, in the absence of such a 

waveform, firings in such fibres would be unlikely, or even 

impossible. In more detail,the activity of an inner hair 

cell, responding to local basilar membrane vibration, is 

proposed to determine the detailed timing of (say) chemical 

transmitter release across its afferent synapses; however, 

the amount (or effectiveness) of such transmitter would be 

determined by this other, essentially parallel, activity in 

spiral nerve fibres. 

In the case of a click stimulus, the signal input to 

a spiral fibre would presumably be closely related to the 

impulse response of the basilar membrane in the region where 

the fibre terminates, as shown in Figure 67. 
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Figure 67 Illustration of the proposed electrotonic 
waveforms at various points along a spiral cochlear 
fibre in response to an acoustic click. The substantial 
attenuation to be expected as the signal travels 
apically along the fibre is not indicated. 

Here the time course of the fibre impulse response is assumed 

to be long compared with that of its input (the outer hair 

cell signal), so that the waveform which finally reaches the 

region under the inner hair cells is broadly similar to the 

fibre impulse response. As discussed in Sections 7 and 8, the 

form of measured click PST histograms suggests the action of 

a facilitating or control mechanism which has a time—course 

related to the cochlear region innervated by a particular 

fibre. In terms of the present proposal, a control waveform 

having this property might be expected if there were a 

systematic variation in the lengths of spiral fibres in 

different cochlear regions. 

Such proposals, which are believed to differ rather 

fundamentally from existing hypotheses about the roles of the 

various hair cell rows and fibre groups, give the outer hair 

cells an essentially controlling function over the activity 

in radial afferent fibres. The immediate attraction of such 

a scheme is that it seems to provide a simple and potentially 
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feasible explanation of the click PST histogram effects 

observed by Kiang, without requiring elaborate assumptions 

about variations in hair cell or nerve ending properties in 

different cochlear regions. 

One variation of the scheme might usefully be mentioned 

at this stage. If the outer hair cells were to perform a 

rectification (full- or half-wave) of the basilar membrane 

displacement waveform, and if the time-course of the impulse 

response of the spiral fibre were relatively short, the 

spiral fibre waveform in the region under the inner hair cells 

would be expected to be a smoothed version of the fibre input, 

as shown in Figure 68. In this case, the time-course of the 

Figure 68  Illustration of a different scheme in which 
the electrotonic waveform at the apical end of a 
spiralling fibre is a smoothed version of more basal 
(rectified) ,basilar membrane activity. In this case 
the time-course of the control waveform is essentially 
that of the basilar membrane activity. 

control waveform would be directly related to the cochlear 

region concerned, without requiring assumptions about 

systematic variations in the lengths of spiral fibres. It 

would, however, seem necessary to assume some sort of 

rectifying action by the outer hair cells in this case; 

furthermore, the time-course of the control waveform might 
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be too short, in view of the fact that 6 or 8 peaks are 

visible in a typical click PST histogram. On the other h'and, 

the scheme previously illustrated in Figure 67 should work 

equally well with such rectifying action by the outer hair 

cells, and such an assumption might be necessary in the case 

of continuous signals. However, it is not at this stage 

considered either appropriate, or necessary, to postulate 

details of the outer hair cell transduction. 

Before considering the implications of these schemes in 

detail, it is necessary to assess the cable properties of 

spiral cochlear fibres to see whether (in suitable computer 

simulations) realistic click PST histograms can in fact be 

generated on the basis of such proposals. 
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9.2 Filtering properties of spiral cochlear fibres  

Although the electrical characteristics of spiral cochlear 

fibres are unknown, it seems of interest to estimate their 

likely filtering properties by making use of measurements 

made on other unmyelinated nerve fibres. The following 

calculations represent an attempt to define the subthreshold 

properties of spiral fibres, for the purpose of computer 

simulation of the schemes already illustrated qualitatively 

by Figures 67 and 68. 

References to subthreshold propagation in nerve33/4  4 

generally treat electrotonic spread in unmyelinated fibres as 

a linear passive process without introducing the complex-

ities of ionic mechanisms. Such a model is illustrated in 

Figure 69, where the fibre is represented as a cable having 

axoplasm resistance ri„, membrane resistance rte,, and membrane 

capacitance cm, all per unit length. The resistance of the 

medium surrounding the fibre is assumed to be negligible. 

Sa. 

Figure 69  A simple RC cable model of a length of 
unmyelinated nerve fibre. 

The propagation constant, x i  of such a cable is given by:- 

IC 

a 	j13. 

where a = attenuation constant 

and 	p = phase constant. 

+ jwcmrm) 
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Consider typical values for an unmyelinated fibre of diameter 

1µ (similar to spiral cochlea fibres). If the specific 

conductance of the membrane (G) is 0.5 mhos per cm2 and 

the specific resistance of the axoplasm (R) is 200 ohms. cm, 

(Katz"); then:- 

1 
Grrel = 6.4 x 10 ohms/cm. 

and 	r. = 	4R 	= 2.5 x 1010  ohms/cm. 
Wd2 

If the usual value of 1µF/cm is accepted for the specific 

membrane capacitance, then:- 

cm  = 3.1 x 10-10  farads/cm. 

At low frequencies, such a fibre acts as a simple resistive 

cable; this is approximately true when the phase shift along 

the fibre is small, or when:- 

Wc r << 1 m m 

for example, 

put WCin rot  

to = 50 

• • 
	 = 43/27t 

	
8 Hz. 

Thus at frequencies lower than about 8 Hz. such a fibre 

behaves as a simple attenuator, with:- 

r.  _ 	= 62 nepers/cm. 

and a length constant:- 

1 = 0.16 

At higher frequencies the shunting effect due to the membrane 

capacitance becomes progressively greater until, finally, the 

membrane resistance may be ignored. In this case:- 

/over.. 

2 

0.1 
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= COCrtrt 

Womr6  
giving a = p ='I 	2 

and a frequency-dependent length constant:- 

= 2  

 

The response of such a cable, at a distance x from the site 

of application (at time t = 0) of a voltage step E, is given 

by:- 

V(t) = E(1 	erf x/ 2' 	t 	) 

and the differential of this function with respect to time 

is the fibre impulse response, which, by tabulating values of 

the error function, may be shown to peak at a time t given 

by:- 
c 

X 
"1 	-A-  1 2 4 2 	-rt- 

t = 0.162 r.t.  c x
2. 

If a fibre length of 1 mm. is assumed, with values for r. 

and cm  as before:- 

= 12.5 msec. 

With a fibre of length 0.5 mm., the impulse response peaks 

after about 3 msec. Such responses are illustrated 

approximately to scale in Figure 70, normalised to give the 

same maximum value. 

On the basis of these calculations, it seems very 

likely that signals propagated along spiral cochlear fibres 

are subjected to substantial low-pass filtering. In the 

simplified case when the shunting effects due to membrane 

resistance are ignored, indications are that fibres about 1 
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millimetre long would have impulse responses of time—course 

comparable with that illustrated in Figure 67. Furthermore 

the time at which any particular feature of the waveform 

(for example, the peak of the response) occurs is expected to 

'be proportional to the square of the fibre length. 
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Figure 70 Impulse responses of unmyelinated nerve 
fibres of diameter 111, calculated by assuming the 
shunting effect due to membrane resistance to be 
small compared with that due to membrane capacitance. 
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9.3 Digital computer simulations  

Some digital computer simulations have been carried out 

to test these proposals, again using the basic programme 

illustrated in Figure 28. In this case, however, the local 

basilar membrane activity was considered to control only the 

timing of stochastic release of a chemical transmitter across 

an inner hair cell synapse. The mean amount released (or 

alternatively, the quantitative effect of any release on the 

polarisation of the afferent nerve terminal) was assumed to 

be determined solely by the control waveform arriving along 

a spiral fibre. 

Initially the effects of rarefaction click stimuli of 

various intensities on a radial afferent fibre of C.F. = 

333 Hz. were considered. The control waveform was assumed 

to be the impulse response of an RC cable (corresponding to 

the situation illustrated in Figure 67), adjusted in time 

scale so as to reach its peak value after about 4•msec., and 

therefore presumably corresponding to a spiral fibre 

approximately 0.5 mm. long. The average amount of trans-

mitter released across the synaptic junction during any one 

rarefaction half-cycle of local basilar membrane vibration 

was assumed to be directly proportional to the instantaneous 

value of the control waveform; during local membrane 

condensation activity the transmitter release was assumed to 

be substantially suppressed. 

The PST histograms obtained are shown in Figure 71, 

together with the waveforms of transmitter release. In this 

particular case the chemical release waveform was arbitrarily 

assumed to be made up from a number of half-cycles of a 

sinusoid, so as to give a smooth curve. During rarefaction 
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Figure 71 	Digital computer simulations. PST nistograms 
and transmitter release waveforms relevant to a radial 
afferent fibre of C.F. = 333 Hz. Rarefaction clicks at 4 
stimulus intensities. A control waveform representing the 
impulse response of a spiral afferent fibre was used to 
determine the mean transmitter release during successive 
rarefaction half—cycles of local basilar membrane activity. 
(T = 2 msec., M = 0.72 (spontaneous), threshold = constant, 
600 stimuli). 
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half—cycles of basilar membrane activity each half—sinusoid, 

of height proportional to the instantaneous value of the 

control waveform, was added to unity (representing an ongoing 

spontaneous rate of chemical release), to give the chemical 

release rate. During condensation membrane activity the 

spontaneous rate was reduced by dividing it by the instan—

taneous value of a half—sinusoid (again having a peak value 

proportional to the instantaneous value of the control 

waveform). The construction of this release waveform is 

certainly arbitrary, but it seems that the precise details of 

it are unimportant in determining the broad features of these 

PST histograms, which would be produced by any release 

waveforms of the same general form. 

These results seem to parallel closely those of Kiang 

(see Figure 13). In particular, a number of histogram peaks 

are now visible and the first one becomes relatively greater 

with increasing stimulus intensity. It is also clear that 

the histogram peaks tend to follow a smooth envelope, reflect—

ing the fact that the quantal rate is now determined by a 

smooth control waveform (compare with Figure 66). On the 

other hand, a simple calculation of the shift in centre of 

gravity of the histograms with intensity shows that it is'in 

the opposite dirlection to that calculated from the physio—

logical recordings in cat; an increase in peak quantal rate 

modulation is accompanied by an increase in the mean time, 

post—stimulus, of stimulated neural firings. This is 

probably due to the assumption of a constant threshold in 

these simulations, causing no effective reduction in the size 

of later histogram peaks due to refractory effects. 
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This latter difficulty may be simply overcome by 

incorporating threshold refractory properties. However, 

rather than use much computer time in an attempt to match 

the desired centre of gravity shifts exactly, some further 

simulations were carried out assuming severe refractory 

properties (an absolute refractory period of 15 msec.); 

these demonstrate that effects of the desired type are 

readily obtained. In Figure 72 are illustrated some further 

computer results, this time representing the responses of a 

radial fibre of C.F. = 1 KHz. to rarefaction and condensation 

clicks at 6 intensity levels. In the case of condensation 

clicks, the first effect of the stimulus is assumed to be a 

suppression of spontaneous chemical release and this causes 

an initial trough in the PST response. The waveforms of 

assumed chemical release rate are not shown in each case, 

but typical ones for rarefaction and condensation clicks are 

illustrated at the bottom of the Figure. The ratio between 

the peak release rate (determined by the control waveforms  

here adjusted to peak after about 1.5 msec.) and the 

spontaneous rate is denoted by Q, and the value of Q relevant 

to each pair of responses is indicated. 

In this case there is clear evidence for a dramatic 

increase in the size of early histogram peaks as intensity 

is raised. The shift in histogram centre of gravity is now 

in the expected direction and is shown more clearly by 

Figure 73. The centre of gravity in each case was estimated 

from the height and latency of the individual histogram 

peaks, so as to allow comparison with similar estimates made 

on physiological records (see Figure 20). There is clear 

evidence of a steady shift of histogram centre of gravity 

with intensity. 
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Figure 72 Digital computer simulations. PST histograms 
representing the response of a radial fibre to rarefaction 
clicks (left) and condensation clicks (right). A typical 
example of the transmitter release waveform is shown below 
each intensity series, and the normalised peak release due 
to each stimulus (Q) is indicated against each pair of 
responses. (T = 2 msec., M = 0.72 (spontaneous), abs.ref. 
period = 15 msec., 600 stimuli). 
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Figure 73  Estimated shifts in the centre of gravity 
of the PST histograms illustrated in Figure 72, as a 
function of the normalised peak transmitter release 
(Q). 

Such effects as centre of gravity shift in the simulated 

histograms therefore depend to a large extent on assumed 

threshold refractory properties. Such complications may be 

usefully eliminated by considering recovered probabilities. 

Shown in Figure 74 are estimates of recovered probability 

relevant to whole peaks of the histograms of Figures 71 and 

72, plotted as a function of the peak transmitter release 

caused by the stimulus. These results,which indicate a 

systematic rise in recovered probability from peaks 1R to 

2C to 3R at all intensities, and a gradual reduction for 

subsequent peaks, seem to parallel importantly the equivalent 

estimates for first order auditory neurons in cat (see 

Figure 17). 
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Figure 74 Estimates of recovered probability for 
whole peaks of the histograms illustrated in Figures 71 
and 72 (together with estimates from other computer 
runs not illustrated). A redundant 'C' or 'R' is used 
to indicate peaks due to condensation or rarefaction 
clicks, and to allow an easy comparison with the 
results of Gray (see Figure 17). 

.The broad similarity between the recovered probability 

curves obtained in the physiological situation and from these 

computer simulations makes it possible to estimate the 

dynamic signal range represented by the simulations of 

Figures 71 and 72 as about 30-50 dB. The centre of gravity 

shifts shown in Figure 73 also occur over this dynamic 

range, and therefore represent a timing-intensity ratio of 

some 35 Ilsec./dB, which is of the same order as the physio-

logical estimates, (see Figure 20). 
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9.4 Discussion  

The results of computer simulations reported in this 

section seem very encouraging, and appear to support the 

proposal of a controlling action by outer hair cells and 

spiral fibres on radial fibre activity. In particular, the 

assumption of a control waveform arriving along spiral 

fibres from the outer hair cells obviates the need for 

restrictive assumptions about mechanisms in the single hair 

cell and nerve ending, and provides what is believed to be 

both a novel and plausible explanation of the roles of outer 

and inner hair cell rows. 

In the simulations described here, the output of a single 

spiral cochlear fibre, stimulated at its basal terminations 

by outer hair cell activity, was assumed to be responsible 

for the controlling action at an inner hair cell synapse. 

Although specific assumptions are always necessary for the 

purposes of digital computer modelling, they may, from a 

physiological viewpoint, be unnecessarily restrictive. In 

this case, a number of alternative schemes (one of which 

has already been illustrated in Figure 68) might be 

expected to give broadly similar results to those described. 

For example it appears quite feasible that firings in any 

one radial afferent fibre are controlled by activity in a 

number of spiral fibres, possibly having a range of lengths. 

In the case of a transient acoustic stimulus, it seems 

possible to envisage a wave of such control activity 

travelling from base to apex of the cochlea, and reflecting 

at any one locus the net effect of activity in a number of 

spiral fibres. However, such a hypothesis would imply 

functional connection between any one radial fibre and a 
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number of spital fibres, a question which has not yet been 

settled by anatomical investigation. 

Similarly, the assumption that interaction between 

radial and spiral fibres occurs in the region below the 

inner hair cells may be unnecessarily restrictive. The 

central projections of spiral fibres have not yet been 

systematically mapped, and it therefore remains possible that 

they affect radial afferents at some more central site — for 

example close to the cell bodies in the spiral ganglion. 

Finally, the present proposition in its most general form, 

does not seem to depend exclusively on electrotonic activity 

in spiral fibres. The wave of control activity, mentioned 

above, might equally well arise as a net result of spike 

activity in a large number of spiral fibres (presumably of 

variable length). In this case, however, it would seem the 

more necessary to postulate functional connection between 

any one radial afferent and a large number of spiral fibres. 

To summarise, the computer simulations seem to demonstrate 

the validity of the general proposition that spiral fibre 

activity exerts control over radial afferent fibres but it 

is possible to envisage a number of detailed schemes for the 

generation of a suitable control waveform. 

Such proposals pose a number of important questions 

about the course of spiral fibres. The view that their 

function is to exert control over radial afferent fibres 

implies that they do not also convey spike.activity in the 

acoustic nerve (at least, not activity of, the kind reviewed 

in section 2.7). On the other hand, if spiral fibreS are 

not represented in the nerve trunk, their central termina—

tions seem likely to be in the region of the spiral ganglion, 
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since they are known to enter the organ of Corti via the 

habenula perforata (see Figure 7). It would clearly be very 

interesting to have further information about the course Of 

such fibres in this region. 

Although the waveforms of transmitter release used in 

the simulations were arbitrarily composed of a number of 

half—sinusoids, of peak value determined by the control 

waveform (see Figures 71 and 72), it seems unlikely that 

such details are important in determining the main features 

of simulated PST histograms. All that is required is that the 

mean effect of quantal release during any one local basilar 

membrane rarefaction movement is determined by a control 

waveform of suitable type. From this point of view it seems 

possible to regard the inner hair cell synapse as an ON—OFF 

switch, controlling only the detailed timing of transmitter 

release; for this purpose a very restricted inner hair cell 

dynamic range would be quite appropriate. 

The assumptions necessary to reproduce the differences 

between rarefaction and condensation click responses should 

perhaps be elaborated. According to the present proposition, 

the relatively great neural response to basilar membrane 

rarefaction 2C (due to a condensation click) compared with 

that of rarefaction 1R (due to a rarefaction click) is 

caused by the greater instantaneous value of the control 

waveform in the former case. In other words, the control 

waveform arriving along the spiral fibre(s) has had time, 

in the case of the condensation stimulus, to get nearer to 

its peak value by the time the first local membrane rare—

faction occurs. A simple consideration of the waveforms 

involved suggests that this relative time—advance of the 

control waveform could only occur in one of two ways; either 
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the outer hair cells perform some sort of effective full—

wave rectification of basilar membrane activity, or they 

react only to condensation movements. In the simulations 

illustrated in Figure 72, a full—wave rectification is 

implied, because the timing of the control waveform (measured 

with respect to the onset of the acoustic stimulus) was 

assumed to be unaffected by a change of stimulus polarity. 

The general proposition which has been put forward seems 

to be supported by considerable evidence than that obtained 

from computer simulations. Such evidence may now be usefully 

summarised:— 

(a) A majority of afferent fibres in the acoustic nerve 

have now been traced to terminations on the inner hair cells. 

It is proposed that most, if not all, of the published neural 

recordings from the acoustic nerve have been taken from such 

radial afferent fibres (see section 2.5). 

(b) There is substantial anatomical evidence for inter—

action between spiral and radial afferent fibres in the 

densely—packed region below the inner hair cells (see section 

2.5). 

(c) Spiral fibres are now believed to terminate only 

after completing their spiral run, and, assuming that such 

spiralling is a characteristic of some functional signifi— 
, 

cancel  it seems reasonable to postulate some important role 

for the fibre properties. It is difficult to imagine that 

attenuation would be functionally useful; it would certainly 

not add to system sensitivity. Therefore presumed low—pass 

filtering seems likely to be an effect of interest (see 

section 2.5). 
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(d) There is no evidence in published neurophysiological 

records from the acoustic nerve of systematic groupings in 

fibre firing characteristics which might be thought to 

reflect spiral (as opposed to radial) fibre innervation. 

(e) There are marked differences between the number, 

type, and arrangement of hairs on inner and outer hair cells, 

for which no satisfactory explanationshave so far been given 

(see Figure 5 ). In view of the present proposition, it is 

tempting to speculate that the outer hair cells, having a 

relatively large number of hairs of graded height, might 

supply a control signal of wide dynamic range to the radial 

afferent fibres. Such a dynamic range might be explained by 

the activation of an increasing number of hairs by the 

tectorial membrane as signal intensity rises, and also by 

the connection of any one spiral fibre to hair cells of 

(presumably) different sensitivity in the various outer rows 

(see Figure 6 ). On the other hand, an inner hair cell, 

believed to have a smaller number of hairs of uniform size, 

would merely be required to act as a switch, responding to 

local basilar membrane vibrations and determining the 

detailed timing of events (e.g. quantal release) at its 

afferent synapses. The dynamic range of the inner hair cell 

could therefore be much smaller, and could well be 

correlated with the relative simplicity of its hair 

arrangement (see section 2.3). 

(f) There are no known systematic variations in individ—

ual hair cell or afferent nerve terminal dimensions, or 

properties, which depend on position along the cochlear 

partition and which might be assumed to account for the 

observed magnitudes of the various peaks of click PST 

histograms. 
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(g) Such proposals may also help to explain the neural 

response to tone bursts at the C.F. of a fibre. Although the 

basilar membrane response to such a stimulus (see, for example, 

Figure 49) appears to reach its steady-state after little more 

than one cycle of the stimulus, typical PST histograms of 

fibre activity show a relatively slow increase in the heights 

of successive peaks following the start of the response, 

(see Figure 15). This could apparently be explained by the 

relatively slow rise of the proposed control waveform which 

would, once again, be expected to determine the quantitative 

effect of successive membrane rarefactions. 

The most striking result of the present proposition, in 

terms of realistic modelling of the neural responses measured 

by Kiang, is that it can apparently account with great 

simplicity for the major effects of interest. It is only 

necessary to assume a simple switching action by inner hair 

cells, and a parallel controlling action by outer hair cells 

and spiral fibres. With such assumptions three main classes 

of difficulty encountered in earlier sections of this study 

are apparently resOlved. Firstly, the range of model para-

meters no longer needs to be severely restricted for the 

production of realistic click PST histograms. Secondly, the 

assumption of an exponential relationship between hair cell 

polarisation and chemical transmitter release rate (which 

finds no support in the available evidence) is no longer 

necessary since the form of the proposed control waveform 

is itself such as to produce a number of peaks in the 

simulated click PST.histograms. Finally, and perhaps most 

importantly, the need for a facilitation or control mechanism 

having a time course related to the cochlear region 
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considered is plausibly satisfied by such proposals. For 

example, the scheme investigated in the computer simulations 

(and illustrated by Figure 67) implies a systematic variation 

in the length of spiral fibres along the cochlear partition. 

Although such a variation has not been reported, this could 

be due to the fact that the courses of individual spiral 

fibres have not yet been systematically mapped. In any case, 

since timing effects in such a fibre are expected to vary as 

the square of its length, a,3 : 1 or 4 : 1 variation in length 

along the cochlear partition would seem adequate to account 

for the full range of click responses reported by Kiang 

(see Figure 13). 
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10 DISCUSSION AND CONCLUSIONS  

10.1 Modelling the peripheral auditory system; a reappraisal  

The proposition of section 9, that outer hair cells act 

as controllers of the activity in radial afferent fibres, 

may qualify considerably other ideas about the relationships 

between cochlear structure and nerve fibre activity. It now 

seems appropriate, therefore, to re—examine the propositions 

and conclusions of earlier sections in the light of such 

ideas. 

A simple quantal (chemical) model for the spontaneous 

activity in first—order auditory neurons was examined in 

some detail in section 5. It became clear that severe 

restrictions had to be placed on the choice of parameters of 

such a threshold model, if it was to generate spontaneous 

activity similar to that observed in cat, and a proposition 

based upon the superposition of point processes was then 

anatomical conditions 

has subsequently been 

in the acoustic nerve 

innervation of cochlear hair 

seemed to fulfil the required 

for such a superposition effect, it 

proposed that neural activity measured 

derives from radial afferent fibres. 

suggested. Although multiple 

cells by afferent nerve fibres 

These are currently believed to innervate few, and possibly 

only one, inner hair cell (see Figure 7). A superposition 

scheme based on cochlear multiple innervation therefore 

seems less plausible, although it is possible that there 

are other ways in which a superposition effect might arise. 

For example, if spiral afferent fibres have, as proposed, an 

important control function, it seems possible that random 

noise activity in such fibres may cause (or-be an essential 

prerequisite for) the generation of random spikes in radial 
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afferent fibres. If several or many spiral fibres each 

cause independent generation of random spikes in one radial 

afferent fibre, a superposition effect might be expected to 

give rise to an observed Poisson process in the radial fibre 

when it reaches the acoustic nerve (subject only to its 

refractory properties). But it is argued that whether or 

not such a scheme proves to be supported by future investi-

gation, the results of section 5 illustrate clearly the type 

of restrictions which must apply to models of spontaneous 

spike generation in the cochlea. 

It is also interesting to recall the results of section 

6, in which possible signal processing by spiral fibres was 

considered. At that stage, it was assumed that spiral 

afferent fibres are represented in the acoustic nerve, and 

that they therefore display the typical neural activity 

reported by Kiang (as reviewed in section 2). For this 

reason it seemed difficult to assume any substantial 

smearing of electrotonic signals due to the cable properties 

of such fibres, and the only properties considered were 

those of delay and attenuation. The results suggested that 

any significant signal processing by such a system (such as 

an effective sharpening of cochlear tuning) was unlikely. 

The proposition of section 9, however, adopts a radically 

different view of spiral fibre properties, suggesting that, 

if such fibres are no longer assumed to form part of the 

acoustic nerve, those low-pass filtering properties which 

had earlier seemed an embarraSsment may now be considered of 

great functional importance. On this very different basis, 

signal processing by spiral fibres again appears to be a 

very significant possibility. 
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It cannot be claimed that sections 7 and 8, in which 

possible electrical and cheMical transmission effects at 

individual afferent synapses were examined, are exhaustive. 

The great difficulty of quantitative discussion of the 

details of the cochlear neural transduction - and particular-

ly of attempts at digital computer simulation - lies in the 

present lack of physiological evidence. 'It would, of course, 

be possible to invent mechanisms for the explanation of the 

details of neural activity, but in the present work a pre-

liminary attempt has been made to relate such details to 

cochlear physiology. All that can be claimed is that this 

initial study suggests no ready explanations for certain 

neural effects in terms of known properties of nerve or 

synapse. The proposition of a controlling action by spiral 

fibres (and outer hair cells) on the activity of the 

afferent radial fibre arose at this stage, and although it, 

may be controversial, it seems to enjoy considerable support 

from recent anatomical evidence. If accepted, it could well 

resolve a number of unanswered questions on the relative 

function of inner and outer hair cells and Of the complex 

pattern of cochlear innervation 

The present study, starting from the proposition that 

the details of neural PST histograms measured in the cat's 

auditory nerve could account for certain binaural listening 

phenomena, then adopted the view that these details might 

also be important clues to the cochlear transduction process. 

However, the neural effects of interest are now proposed t 

be largely a product of the cochlear innervation scheme, and 

not of the mechanisms of the individual hair cell - nerve 

ending function; this may well apply to spontaneous as well 
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as stimulated activity. Indeed it now seems that the 

complexities of the innervation do not allow details of 

activity at individual afferent synapses to be deduced from 

spike recordings in the acoustic nerve; this applies 

particularly to the outer hair cell junctions, where it 

remains unclear whether the transmission is likely to be 

electrical or chemical. 

In the case of the synapse between inner hair cell and 

radial afferent fibre, anatomical evidence points more 

positively to a chemical transmitter system (see section 2.6), 

and the proposition of section 9 seems marginally to support 

the same conclusion. For, although it is difficult to 

suggest the precise mechanism by which spiral fibres might 

control the activity in radial fibres, it seems that they 

must fulfil some essential step in the spike generation 

process. In this context it is interesting to note that 

effective chemical transmission is now believed to depend 

upon complex intermediate steps (such as inflow of calcium 

ions to the presynaptic terminal, see section 8.2), which 

might perhaps be controlled by spiral fibre activity. 

Sections 8 and 9 described models for stimulated 

activity in cochlear neurons, in which the stochastic nature 

of their responses was attributed to the assumed probabilistic 

release of a chemical transmitter substance; this was 

represented by a Poisson process, in which the instantaneous 

release rate was controlled by the stimulus. Although there 

are other possible ways of incorporating the stochastic 

nature of the responses (such as by assuming chance 

fluctuations in nerve membrane potential, see section 5.1), 

there seems, so far, to be no reason for abandoning the 
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present hypothesis. It might .be possible to test it more 

comprehensively by investigating variations of recovered 

probability on a much finer time scale, both in digital 

computer simulations and in the recordings of nerve fibre 

activity; such work would however be very expensive in 

computing time and, as yet, there is not much physiological 

evidence available. It therefore seems possible that further 

anatomical and physiological investigations of the hair cell 

and nerve ending would be more rewarding. On the other hand 

the present study emphasises the need for clarification of a 

number of basic issues - such as the overall roles of inner 

and outer hair cells and of the innervation pattern - which 

seem more important at this stage than the details of 

activity'at single cochlear synapses. A clarification of 

these basic issues would almost certainly allow a more 

logical approach towards the investigation of cochlear 

synaptic transmission, based on a better understanding of 

the relationship between cochlear neuroanatomy and record-

ings from single fibres in the acoustic nerve. 
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10.2 The significance of time-intensity trading in binaural  

listening  

One of the main interests of this work has been to 

investigate further the phenomenon of time-intensity trading 

in binaural listening, and to enquire whether or not the 

main subjective effects of TAD may be correlated with 

activity in the peripheral auditory system. Since this task 

requires a clearer appreciation of the detailed ways in 

which intensity is coded at the periphery, it has led to a 

careful examination of possible transducer mechanisms in 

the cochlea. As a result of this approach, it is now argued 

that a plausible explanation of the main time-intensity 

trading effect is indeed available on the basis of cochlear 

neural activity, if electrophysiological recordings recently 

obtained from single fibres in the cat's auditory nerve are, 

relevant to the human. 

The proposition put forward in section 3.4 seeks to 

explain the substantial perceived shifts in lateral position 

of fused binaural images under the influence of TAD, in 

terms of a shift in the centre of gravity of the PST histo-

grams of afferent nerve fibres innervating the cochlear 

region of interest. Such a proposal, by its very nature, 

must emphasise transient acoustic signals and argues that 

the amplitude of such signals is effectively coded into 

neural latency at the periphery by virtue of a complex 

interaction between the damped oscillatory response of the 

basilar membrane, the detailed nature of the mechanical-to-

neural transduction, and the refractory properties of 

auditory nerve fibres. In addition to this coding of signal 

amplitude into effective neural latency, amplitude is 
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undoubtedly also_ represented in terms of a total population 

of responding neurons, and it seems not unreasonable to 

postulate that both types of clue may affect a final 

subjective judgement of the lateral position of a binaural 

image. 

At this stage it is of interest to mention other 

possible peripheral mechanisms which might account for the 

main IAD/ITD trading effects. Perhaps the simplest of these 

would be a straightforward amplitude-to-time conversion 

caused by the threshold properties of an auditory neuron. 

If basilar membrane displacement is considered the essential 

stimulus fora nerve fibre, then the time taken for a 

particular displacement half-cycle to reach a level suffic-

ient to cause stimulation would be expected to vary 

inversely with stimulus intensity. Such a mechanism would 

be expected to apply to any type of signal and would 

therefore place no particular emphasis on acoustic 

transients. However, a simple consideration of a pure tone 

stimulus shows that the magnitude of such an effect would be 

very small except near threshold, and at all intensities 

very much less than the figure of 20-30 llsec./dB reported 

in section 3. For example, if a sensation level of zero is 

considered to correspond to membrane displacements which 

just reach a neural firing threshold, then the trading ratio 

for a 800 Hz. tone at a mean level of, say, 30 dB S.L. would, 

on this basis, be expected to be about 0.8 lisec./dB. Although 

such a calculation assumes a deterministic threshold device 

and is therefore liable to considerable error, it is clear 

that the maximum time advance of a neuron's response to a 

particular membrane rarefaction movement would be of the 
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order 1/4  cycle of the stimulus waveforM, over the whole 

dynamic range; this figure is also mentioned by Kiang 37  

when discussing latency changes with intensity of individual 

peaks of a click PST histogram. For a 800 Hz. tone, such 

considerations would yield a mean trading ratio of about 

4 µsec./dB over a dynamic range of 80 dB. It thus seems 

impossible to account for the larger reported trading ratios 

on the basis of a simple threshold conversion effect. 

A very different mechanism might be envisaged, which 

would direct attention not to mean latency changes with 

amplitude in the response of individual auditory fibres, 

but which would instead concentrate on the earliest response, 

post-stimulus, arising anywhere in the cochlea. Such a 

mechanism could perhaps be visualised most simply for a 

transient stimulus, althoUgh it might also be expected to 

apply to continuous signals such as tones.. For example, in 

the case of a wideband transient near threshold, neural 

responses would presumably arise only in well-defined 

cochlear regions (see section 6). At a higher intensity 

more basal fibres would be stimulated, and at an earlier 

time post-stimulus. If the mechanism responsible for 

binaural fusion were to pay attention to the earliest 

stimulus-locked response, regardless of its cochlear region 

of origin, a monaural increase in amplitude might be inter-

preted as equivalent to a time-advance of the signal to that 

ear. However, such a scheme presents a number of diffi-

culties: there is substantial evidence that binaural images 

are formed by crosscomparisons of neural signals from 

corresponding regions of the two cochleae (see section 3.1), 

whereas such a mechanism would require a unilateral shift of 
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attention to a more basal site; furthermore, the rather 

broad representation of signals on the basilar membrane 

(see, for example, section 6) implies that even modest 

increases in intensity would in many cases be sufficient to 

shift the site of earliest neural response very considerably. 

Approximate calculations suggest that trading ratios of the 

order 100-300 Asec./dB could be expected On this basis. 

It is therefore argued that the present proposition 

about time-intensity trading provides the most plausible 

explanation for the phenomenon which has so far been put 

forward. There is substantial evidence 63 that the main 

impulsive image perceived with transient stimuli arises 

by virtue of neural activity in the medial or apical cochlea, 

and if this is the case there seems no other peripheral 

mechanism which could simply account for the magnitude of 

the trading ratio reported. 

The binaural experiments described in section 3 used 

low-pass-filtered transients, so as to allow the subject to 

concentrate on the main impulsive image of low-pitched 

character. The various other images, tonal and impulsive, 

which are known to arise with repetitive transients and 

tones, have not been investigated here. It seems relevant, 

however, to review briefly the results obtained by other 

experimenters in their investigations of binaural trading 

ratios, and to see whether or not a consistent picture 

emerges. 

Reports of binaural trading ratios are somewhat 

variable, although the ratios have traditionally fallen into 

two groups. The first of these, generally reported when 

pure tones have been used occupies the approximate range 
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1-3 psec./dR. The second group, usually reported for 

transient signals, falls in the range 20-60 psec./dB, with 

considerably higher values occasionally reported. Thus 

Shaxby and Gage 54A, inan early paper, reported a mean 

value of 1.7 psec./dB for pure tones at 500, 800, and 

1200 Hz., whereas Deatherage and Hirsh 
5B 

found trading 

ratios for low-pass transients (filter cut-off = 2.4 KHz.) 

which were dependent on the absolute level of the test and 

varied between about 20 and 100 psec./dB. The latter authors 

believed that the trading ratio for transients arose by 

virtue of basal cochlear activity, and suggested that the 

effect was consistent with latency-intensity effects 

observed in the whole-nerve action potential (N1) measured 

at the round window. In some experiments using high-pass 

clicks (filter cut-off set to 2 KHz.), David, Guttman and 

van Bergeijk SA  foundsimilar trading ratio values to those. 

of Deatherage and Hirsh. 

Whitworth and Jeffress71A  carried out some experiments 

with tonal signals which suggested that subjects were able 

to distinguish two images, one apparently trading at about 

1 psec./dB and the other at about 25 psec./dB. The first 

they called the "time" image since it was not substantially 

affected by IAD, and the other the "intensity image". 

Their experimental method was to ask the subject to compare 

the perceived lateral position of the signal (having ITD 

and IAD parameters set by the experimenter) with that of a 

reference tone (having an ITD control set by the subject). 

Signal and reference tones were alternately presented to 

the subject, and interchanged every 0.8 second. They 

reported that the "time" image was not perceived by subjects 



- 235 - 

with high frequency hearing losses, but suggested - that 

simple amplitude-to-time conversion by the threshold 

properties of auditory fibres would adequately account for 

its low trading ratio. In a recent paper, Hafter and 

25A Jeffress 	have reported trading ratios obtained with 

tone burst signals, of durations between 1000 msec. and 

10 msec. and low-pass filtered to 850 Hz. .A reference 

burst of the same duration as the signal was again used as 

a pointer, with a rest period of some 300-450 msec. between 

presentation of signal and reference. Although they 

described the 1000 msec. tone burst signal as subjectively 

"tonal" in character and the 10 msec. burst as "impulsive", 

subjects again reported two images in all cases, with 

trading ratios of about 5 and 35 psec./dB respectively. 

Hafter and Jeffress then investigated the use of high-pass 

filtered transients and found that subjects again reported 

two binaural images, this time trading at about 25 and 

100 psec./dB. They again referred to these as time and 

intensity images although it seems doubtful whether, as 

this implies, the image trading at 25 pseC./dB should be 

placed in the same category as the other time images des-

cribed. Like other authors, they argued that latency 

changes in the whole-nerve action potential (N1) could 

account for the trading ratio of the intensity image, and. 

that the ratio relevant to the time image could arise by 

virtue of an amplitude-time conversion effect due to fibre 

threshold properties. 

Although no attempt has been made in this study to 

investigate images other than that trading at about 
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30 psec./dB, the proposition put forward about centre of 

gravity shifts in neural PST histograms certainly suggests 

a rather different interpretation of these various 

experimental findings. Most importantly, it is argued that 

the dominant image, which has a trading ratio of about 

30 ,sec./dB (which is assumed to correspond to the intensity 

image described by other workers), arises by virtue of 

medial or apical cochlear activity whereas other authors 

have related it to basal responses and the whole-nerve 

action potential. There .seems to be powerful supporting 

evidence for the present view from binaural experiments by 

Toole and Savers 63, who masked the basal cochlea with 

high-pass filtered noise and showed that the main impulsive 

image arising with transient signals was a medial (or apical) 

effect. Furthermore, Whitworth and Jeffress 71A  have 

reported that subjects with high frequency hearing loss 

were able to track the intensity image, whereas they could 

not perceive the time image. Finally, the fact that an 

image trading at about 30 lisecadB has been reported when 

using high-pass clicks does not necessarily contradict the 

present proposition, since the filter cut-off frequency 

employed (2 KHz.) may well not have precluded substantial 

basilar membrane activity in, say, the 1500 Hz. region. 

The evidence, already reviewed for the presence of an 

intensity image with tonal signals is perhaps more puzzling, 

although the experimental technique employed may have 

introduced some effects which would not be found when "Using 

continuous tones. It seems quite possible that the use of 

a reference "pointer" tone, alternately presented with the 

signal may have provided the subject with the necessary 
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clues for a judgement based on the centre of gravity effect. 

In other words, the transient effects at the onset of the 

tone bursts might be sufficient evidence for the perception 

of an intensity image which trades at about 30 Ilsec./dB. 

It seems possible that the subjects would have failed to 

report and track an intensity image, had they been presented 

with more truly continuous tones having a rise-time at the 

instant of switching which allowed them no clues to transient 

effects. 

The consistent evidence for the presence of the so-

called time images might perhaps be explained in a number 

of ways. The consensus of opinion expressed by other 

authors is that such images arise by virtue of activity in 

the basal cochlear region and that a straightforward 

amplitude-to-time conversion by neural threshold properties 

would be sufficient to account for the small trading ratio 

involved. Such an explanation does indeed seem plausible, 

although a number of further points are perhaps worth 

making. Firstly, if such images originate basally and in 

response to transient stimuli, it might also be reasonable 

to postulate a centre of gravity effect; however, the close 

spacing in time of successive membrane rarefactions in the 

basal region and the correspondingly limited duration of 

the PST response would ensure that any such effect gave rise 

only to a very small trading ratio - perhaps of the magnitude 

reported (indeed the magnitude of the reported ratios is 

often so small that it is tempting to believe that.suchAime 

images are essentially unaffected by IAD - but that the 

simultaneous presence of an intensity image with a sub-

stantial trading ratio confuses or biases the subject's 
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judgements about the time image). It also seems quite 

possible that time images.do not always arise in the basal 

cochlea, but that, if a subject is asked to search for extra 

images, he'may manage to resolve.a single intensity image 

into one or more time images with small or negligible 

trading ratios. For example, with low—pass repetitive 

transient stimuli a subject will normally perceive a single 

intensity image, the lateral position of which, it is here 

argued, reflects the centre of gravity of the relevant 

neural PST histograms. Such an image will trade at, say, 

30 p,sec./dB. However, if a trained subject is then asked to 

search for other images he may manage to separate out so—

called "multiple" images, corresponding to individual 

membrane rarefaction movements (and thus to individual peaks 

of the relevant neural PST histOgrams). Such an effect has 

already been described in section 3.5; it reflects not so 

much the existence of images separately represented in terms 

of peripheral activity, but rather the fact that the brain 

is presumably able to process the neural information 

xeaching it in a number of different ways 

Finally, the possibility that intensity itself 

(represented in a total population of responding cochlear 

neurons) influences final judgeMents about the lateral 

position of a binaural image should not be overlooked. 

some experiments with pure tones, Sayers and Toole 52  

produced some experimental evidence, that increased intensity 

on one side merely gave rise to "a bias of lateralisation 

judgements towards that side; this matter has been further 

discussed in a recent paper by Sayers and Lynn 51A. Other 

43A authors 	have reported electrophysiological evidence that 
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some units in the superior olivary complex are essentially 

intensity—sensitive, and it seems quite possible .that such 

units affect final lateralisation judgements. 
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10.3 The prediction of effects due to more complex acoustic  

signals; suggestions for further work  

The proposition that the form of click PST histograms 

measured in the acoustic, nerve of the cat can account for 

the main aspects of time-intensity trading in binaural 

listening experiments with repetitive acoustic transients 

cannot, by itself, be expected to give insight into the 

likely effects of other types of stimulus. Such insight 

almost certainly requires an appreciation of the underlying 

physiological mechanisms, and for this reason a major part 

of the present study has been concerned with the modelling 

of likely transducer mechanisms in the cochlea. 

The proposals of section 9 seek to explain the centre 

of gravity shifts in click PST histograms with intensity on 

the basis of a controlling action by outer hair cells and 

spiral afferent cochlear fibres on radial fibre activity. 

If such a description were accurate it would be of consider-

able importance because it specifies quite detailed 

physiological mechanisms, and should therefore give the sort 

of insight into the overall function of the cochlea which is 

required for the successful prediction of responses to other 

types of signal. 

For example, in addition to the emphasis which such 

proposals put on the importance of transients in the 

localisation of sounds the type of mechanism envisaged in 

section 9 suggests that the envelope of basilar membrane 

activity would be very strongly represented in the control 

waveform arriving along spiral cochlear fibres. (Envelope 

detection would result from the proposed rectifying action 

by outer hair cells, followed by low-pass filtering as the 
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signal passes along a spiral fibre). In this context, it 

is interesting to recall such experimental results as those 

of Leakey, Sayers, and Cherry 38A who used binaurally 

presented tones of about 4 KHz., amplitude modulated with 

low 	 tones, either 	 frequency (e.g. 200 Hz.) 	or noise. They 

found that their subjects were able to report binaural images 

which behaved exactly as if they were due to the modulating 

signals alone - even though such frequencies were not 

represented in the spectrum of the modulated carrier, and 

their subjects were not able to report image lateralisation 

with pure tones of frequency above about 1500 Hz. They 

concluded that the binaural fusion mechanism was apparently 

able to operate on the envelope of the modulated carrier. 

In more general terms, it would be attractive to be able 

to predict the response of a first-order auditory neuron to 

other, more complex, signals; for example, speech recognition 

studies might benefit considerably from an understanding of 

the way in which such signals are coded in the cochlea. 

Although it seems necessary to examine the proposition about 

the controlling action of spiral fibres on radial afferent 

fibres in more detail, (presumably by further anatomical and 

electrophysiological investigation) before it could be used 

for the confident prediction of more complex neural responses, 

it is already possible to suggest the broad outlines of a 

scheme which might be used for such prediction. 

A stochastic threshold model would presumablY be 

uneconomic in most cases, since the large number of repe-

titions of the stimulus required for a reliable prediction 

would involve lengthy computations (the siMulations 
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described in this work used some 5 minutes on an IBM 7090 

computer to model 15 seconds of the activity of a single 

neuron). A faster scheme might involve estimating neural 

firing probability directly from basilar membrane activity; 

the statistical analysis by Gray (see section 2.7.3), and 

the simulations of section 9, suggest that there is a fairly 

simple relationship between stimulus intensity and the 

recovered probability of firing of a cochlear fibre during 

any one basilar membrane rarefaction movement. It should 

therefore be possible to make reasonable estimates of 

recovered probability for an afferent fibre of known C.F., 

relevant to successive membrane rarefactions. The compli-

cations introduced by neural refractory properties would 

then have to be included. Although such a scheme would only 

produce probability estimates, it should provide a useful 

idea of the averaged response of an ensemble of nerve fibres 

innervating a particular cochlear region. 

A possible scheme of this type is illustrated in 

Figure 75. Two distinct processes are considered to be 

involved in the release of a chemical transmitter across an 

afferent synapse and in the resulting depolarisation of a 

nerve terminal. Above and on the right, local basilar 

membrane activity (computed from the acoustic pressure 

waveform) is assumed to cause a switching action by the 

inner hair cell transducer mechanism, which allows chemical 

transmitter to be released only during membrane rarefaction 

movements. On the left, membrane activity at a more basal 

site stimulates outer hair cells, which deliver a signal to 

a spiral fibre. The cable properties of the spiral fibre 

cause this signal to be (attenuated and) low-pass filtered, 
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Figure 75 	Block diagram of a scheme for the 
computation of the response of a radial afferent 
cochlear fibre to any acoustic stimulus. The 
function of the various blocks is described in the 
text. 

thus generating the control waveform which determines the 

amount (or quantitative effect) of the transmitter release 

at the inner hair cell synapse. This transmitter release is 

assumed to be simply related to the recovered probability of 

firing during the corresponding local membrane rarefaction 

movement. Finally it is assumed that recovered probability 

can be converted into unconditional firing probability, 

using some algorithm which takes account of neural 

refractory properties. 

Whether or not transmitter release is determined in 

this manner will presumably be clarified by future 

5 
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investigations. In any case, there remain two questions. 

Firstly, it needs to be shown that transmitter release, 

however caused, may be simply related to recovered 

probability; and secondly, it is not clear that a simple 

computational scheme can be devised for estimating 

unconditional firing probability from recovered probability. 

These two points will now be briefly discussed. 

In section 9, recovered probability estimates for the 

various peaks of simulated click PST histograms were 

obtained (see Figure 74), arising from the use of known 

transmitter release waveforms. It is therefore possible to 

use the results of these simulations to plot the total 

transmitter release during any one membrane rarefaction 

movement (which is proportional to the corresponding area 

under the transmitter release curve) against the recovered 

probability estimate for that rarefaction. Two effects 

might be expected to militate against a simple relationship 

between transmitter release and recovered probability. 

Firstly, the recovered probability relevant to a particular 

rarefaction should depend to some extent on previous trans—

mitter release because of postsynaptic integration — 

although the earlier simulations of section 8 suggested that 

this is likely to be only a small effect. Secondly, it is 

not clear whether different spontaneous firing rates, 

probably reflecting different values of the PSP equilibrium 

level in the absence of a stimulus, might substantially 

affect the probability that a particular burst of stimulated 

transmitter release causes firing threshold to be exceeded. 
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However, the limited results plotted in Figure 76 

suggest that these effects are relatively minor, and that 

a simple function might in fact be used to relate recovered 

probability to transmitter release, regardless of the C T. 

of the fibre, its spontaneous rate, or preceding basilar 

membrane activity. 

STIMULATED TRANSMITTER RELEASE (ANITITIARY UNITS) 

Figure 76 	Estimates Of recovered probability for 
the various peaks of the simulated PST histograms 
of Figures 71 and 72, as a function of the total 
stimulated transmitter release Caused by the relevant 
basilar membrane rarefaction. 

The plotted points represent various peaks of the 

simulated histograms of Figures 71 and 72 (1RI  2C, 3R ... 

8C in the case of the 1 KHz. fibre, and 1R, 3R, 5R, 7R in 

the case of the 333 Hz. fibre), and there are no clear 
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systematic variations between the earlier and later histo-

gram peaks, or between the two different fibres: All points 

lie reasonably close to a smooth curve, which could be 

represented by a simple analytic function. As a first 

approximation it therefore appears that transmitter release 

could be simply transformed into a recovered probability 

value, relevant to one basilar membrane rarefaction half-

cycle. 

Various assumptions might be made about the refractory 

properties of a first-order cochlear neuron, in order to try 

to relate unconditional firing probability to recovered 

probability. For example it might be assumed that:- 

p(t).bt = pr(t). F(t - t')0 of 

where p(t) is the unconditional probability density 

pr(t) is the recovered probability density 

and F(t - t') is a multiplier between zero and unity 

representing the refractory properties of the neuron 

recovering from its previous firing at t'. F may be 

thought of as a sensitivity function, which reduces 

the firing probability and depends for its magnitude 

only on the time since the last firing. 

In order to simplify the analysis of this situation, 

consider the activity of an initially-recovered fibre, for 

which the recovered probability of firing during a succession 

of small subsequent time increments has been estimated.. Let 

these recovered probability values be rl, r2, r3 	etc.1  

and the corresponding values of unconditional firing 

probability be pl, p2, p3  ... etc. Since the unit is assumed 

to be initially in a recovered condition:- 

131 = rl 
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The probability of firing during the next time increment is 

made up of two parts; either the unit has fired during the 

first time increment, or it has not. Thus:- 

	

= (1  - Pl)  r2 
	p1r2F1 = r2[1  - p1 

	- F1  )] 

where F1  denotes the value of the sensitivity function due to 

a firing during the previous time bin. The probability of 

firing during the third time' increment is more complex but 

may be evaluated by considering the various possibilities, 

which are:- 

(a) the unit is "recovered" 

or (b) it fired during time increment 1 

or (c) tt 
	

Vt 	 n 	 11 
	

2 

or (d) TI 
	

ft 	tI 	 It 	 /I 
	

1 and 2 

This yields:- 

- P1)(1  - P2 	
p1 	.r3  F2 

 + 

r3F1 P1P2r3F1 

which reduces to:- 

Similar considerations yield the result for P4 

P4 = r4[ - (1 - .3)(1 - p2).p .(1 - F3) 

	

- (1 - p3)p2(1 - 
F2) 	p3 

and the general relation:- 

n 	-1 

Pn 	rn[l - 	[(1 - pn  )(1 - pn_2) 
K=1 

... (.1 - PK+1)3.PK.(1 	Fn-K)] 
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Since any practical application of such results almost 

certainly involves a digital computer, it is interesting to 

note that an exponential form for the sensitivity function 

F allows a considerable simplification in computation. For 

example, let the function F be of the form 

F(T) = 1 - e -T/
T  

where T 71; time since last firing 

T = time constant of recovery. 

Note that if T = 0, F = 0 (unit absolutely refractory) 

F--o- 1 (unit recovered) 

In this case successive values of the function (1 - F), 

required for the computation will be related by a constant 

a. Thus:- 

Consider now the practical computation of successive 

values of firing probability pl, p2, p3  

the unit to be initially recovered:- 

131 = r1(1)  

p2 = r2(1- Elpia3) 

p
3 

= r3(1 - [pla2(1 - 	a3) 

p4 = r4(1 	[Plm3(1  - P2)(1 -e p
3
) 

, 
P2a2 (l  - p3) 	P3a])' 

It is seen that a new value pn  may always be formed by 

multiplying each term within the square brackets of the 

expression for pn...1  by a factor all- Pn-1);  a new term 

equal to apn-1  is added to the result; the total is then 

subtracted from unity and the final result multiplied by rn. 

• • • etc., assuming 

etc. 
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Thus if in a digital computation a "running score" is kept 

of the terms within the square brackets, this may be updated 

each time by a simple multiplier. Three or four more simple 

arithmetic operations would then allow derivation of the 

next value of unconditional probability. In this special 

case the derivation of final firing probability from 

recovered probability estimates would seem to be quite an 

economic proposition in terms of computing time. 
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11 A FINAL REVIEW 

This final survey is intended to serve as a reference 

to the main material, ideas and conclusions of the foregoing 

sections of this work 

In the introductory section, the recent trend of 

developments in the study of signal processing in the 

peripheral auditory system was outlined, and the importance 

of binaural listening as an experimental technique was 

emphasised. The particular problem of the subjective 

effects of interaural amplitude difference (IAD) in 

binaural listening was suggested to be of great interest,not 

only because of the effects themselves, but also because the 

understanding of them was seen to reflect importantly on the 

coding of signal amplitude at the periphery, and therefore 

presumably also on the details of the mechanical-neural 

transduction in the cochlea. 

A brief review of cochlea anatomy and physiology 

followed in section 2. Necessarily restricted in scope, 

this section concentrated on those aspects of the cochlea 

likely to be most relevant to a study of its main transducer 

action. For this reason much of the section was concerned 

with recent evidence on the junction between hair cells and 

afferent nerve endings in the cochlea, and with the complex 

pattern of cochlear innervation. Finally the important 

evidence on firing'patterns of individual fibres in the 

cat's auditory nerve in response to simple acoustic stimuli, 

as recently reported by Kiang 37, was reviewed. 

Section 3 opened with a brief review of binaural 

hearing phenomena paying particular attention to. the 
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6362 53, 	, previous papers by Sayers and Toole 52, 	in which 

these authors discussed the relationships between peripheral 

auditory system activity and perceptual effects in binaural 

headphone listening. Attention was then focussed on the 

largely unsolved problems relating to the effects of IAD in 

such conditions, and in particular to the so-called ITD/IAD 

trading phenomenon, whereby, within certain ranges of the 

experimental parameters, perceived lateral shifts in a 

binaural image caused by ITD may be offset by the intro-

duction of IAD. Some new listening experiments were then 

reported which are believed to clarify the extent of this 

trading relationship between ITD and IAD, relevant to the 

dominant image of impulsive character which is perceived 

most easily by subjects when presented with binaural 

repetitive low-pass-filtered transients. The characteristics 

and extent of the ITD/IAD trading of this image suggested a 

proposition, then put forward, which seeks to explain the 

main subjective effects in terms of peripheral neural 

activity. It was then shown that, if the details of neural 

activity measured by Kiang 37 in single fibres of the cat's 

auditory nerve (in response to transient stimuli) are 

relevant to the human listening situationl  the proposition 

would receive powerful quantitative support from such 

physiological data. Some further listening experiments were 

then reported, which produced results consistent with the 

yroposition. 

The view that the main effectS of IAD in binaural 

listening may be correlated with the details of activity in 

the acoustic nerve, suggested a careful study of the 

mechanical-neural transduction process in the cochlea. For, 
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although there are striking parallels between presumed 

basilar membrane vibrations and firing patterns in acoustic 

nerve fibres (at least in the case of relatively simple 

acoustic signals), there are also important details which 

cannot be explained on the basis of existing models of the 

cochlea transducer. Before beginning such a study, however, 

previous models of the peripheral auditory system were 

reviewed in section 4. Particular attention was paid to the 

work of Weiss 67, whose digital computer model has reproduced 

some of the main aspects of neural responses in the acoustic 

nerve. It was pointed out, however, that none of these 

existing models takes any detailed account of the complex 

pattern of cochlear innervation, whereas this pattern seems 

almost certainly of great significance in the neural coding 

of auditory stimuli. 

The view that details of cochlear neural responses are 

not only critical for the understanding of the cochlear 

transducer, but are also closely implicated in certain 

aspects of aural perception, suggested that all available 

clues to the underlying mechanisms should be carefully 

explored. One possibly important clue is the statistical 

data on spontaneous firings in auditory nerve fibres, 

which have been reported in some detail by Kiang. A 

stochastic threshold model of spontaneous activity in such 

fibres, most simply interpreted as representing an assumed 

random liberation of a chemical transmitter substance across 

an afferent cochlear synapse (i.e. hair cell — nerve ending 

junction), was investigated in detail in section 5. Also 

described was a parallel theoretical analysis of such a 

system by Johannesma 32, who has done much to clarify the 
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effects of the various input parameters on the statistics 

of the output (spike) sequence. Satisfactory agreement was 

reported between aspects of this analysis and digital 

computer simulations. The results of such simulations 

suggested that the details of spontaneous activity in first-

order auditory neurons could not be accounted for by a simple 

stochastic threshold model of this type, and a proposition 

based upon a point process superposition effect was then put 

forward and discussed. It was argued that if an auditory 

nerve fibre terminates on a number of hair cells, and random 

spikes are generated at each termination by (say) spontan-

eous liberation of a chemical transmitter, then the effective 

superposition of these independent point sequences could 

account for the statistics of the spontaneous activity 

observed in fibres of the acoustic nerve. Some further 

digital computer simulations indicated that somewhere 

between 4 and 10 terminations per nerve fibre would be 

required, if the physiological data was to be paralleled. 

Because multiple terminations of afferent fibres only 

apparently occur in the outer hair cell rows, this 

proposition seemed to apply only to spiral afferent fibres; 

however, at this stage the relative roles of the various 

fibre groups in the cochlea were not further considered. 

The remainder of the work was devoted to the study of 

stimulated activity in cochlear nerve fibres, and in 

particular to their response to transient stimuli. Section 6 

described the calculation (by digital computer) of basilar 

membrane displacement patterns in response to any given 

acoustic stimulus, using as data the physiolggical 
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measurements of basilar membrane frequency response by von 

Hekesy 1. Calculated membrane response patterns for stimuli 

of particular interest were then presented. Finally, 

possible signal processing by spiral afferent cochlear 

fibres was investigated by computer operations on basilar 

membrane response waveforms, treating the fibre as . a cable 

(having delay-line and attenuation properties) which puts 

out terminations (or sampling points) to the basilar 

membrane at various points. The results of this approach 

suggested that the possibility o.f any substantial signal 

processing by such fibre connections was small, and that - 

perhaps more importantly in the present context - there were 

apparently no explanations for those details of cochlear

neural responses which are proposed to be of such signi-

ficance in the coding of signal amplitude.' 

In section 7, an attempt was made to explain these 

important details of the peripheral' neural response on the 

basis of possible electrical transmission effects at the 

afferent cochlear synapse, (the evidence for cheMical 

transmission being by no means conclusive). Although the 

difficulties of a quantitative discussiOn of an unknown 

system are very great the dOcumented electrical properties 

of synapse, and nerve (as described by Hodgkin and Huxley 28), 

were investigated and extended to . a discussion of the single 

afferent cochlear synapse. In-spite of the grave assumptions 

implicit in such an approach, some apparently fundamental 

objections to such a scheme were discovered FirstlY the 

time course of the mechanisms in the hair cell and nerve 

ending would have to be very different from those measured 

eXperimentally in other systems. But., more important, .  
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considerable systematic variations in the electrical 

properties of hair cell and nerve along the cochlear 

partition would seem to be required for the successful 

simulation of the neural recordings of Kiang. 

Possible chemical transmitter models for the realistic 

simulation of Kiang's data were next explored, in section 8. 

Stochastic threshold systems having non-stationary inputs 

(representing in this case the stimulated release of a 

chemical transmitter substance across an afferent cochlear 

synapse) have so far not been investigated theoretically, 

and clearly involve problems of great analytical complexity. 

Digital computer simulations were therefore used to investi-

gate possible effects in a chemical transmitter system 

including postsynaptic integration and effects due to 

assumed neural refractory properties. Once again, the 

results indicated that the measured data of Kiang were 

unlikely to be paralleled by such a model. Firstly, the 

evidence from other chemical synaptic systems suggested 

that unlikely assumptions (concerning the variations in rate 

of release of chemical transmitter in response to a stimulus) 

were needed in order to simulate realistic neural responses. 

Also, extremely restricted ranges of model parameters were 

implied, if model responses quite unlike those of Kiang were 

to be avoided. And once again, a systematic variation in 

the properties of the postulated chemical synapse along the 

length of the cochlea seemed to be required, whereas there 

is no known physiological evidence for such assumptions. 

Such difficulties suggested that a radically different 

apprOach was required if Kiang's measurements were to be 

realistically simulated in all their important Aetails. 
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So far, attempts had been made to explain such details on 

the basis of the likely properties of.the afferent hair 

cell — nerve ending junction but in section 9 a new 

proposition based upon the complex pattern of cochlear 

innervation was presented. This proposal is believed to 

differ radically from existing hypotheses about the roles 

of the various hair cell rows and nerve fibre groups in the 

cochlea. It postulates a "control" waveform, generated by 

the passage along a spiral fibre of electrical activity 

originating in outer hair cells, which has a major controll—

ing effect on spike activity in radial afferent fibres 

(which terminate on the inner hair cell row). In other 

words, activity in such radial fibres is modulated by a 

signal of relatively great dynamic range which arrives along 

spiral fibres; the site of such modulating action was 

conveniently thought of as the region below the inner hair 

cells, or perhaps closer to the spiral ganglion. It was 

argued that this concept of the relative functions of outer 

and inner hair cells, and of the various fibre groups, 

allowed the neural data of Kiang to be readily simulated. 

The severe restrictions on the values of the model para—

meters, which had been found necessary in the models of 

sections 7 and 8, were no longer required, and quite simple 

assumptions were adequate to explain the dependence of the 

effects of interest on the cochlear region innervated by a 

particular nerve fibre. These arguments were illustrated by 

further digital computer simulations, showing that realistic 

results could be generated by such a model, and that the 

effects of intensity paralleled convincingly those seen in 

actual neural recordings. 
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Section 10 contained a reappraisal of certain aspects 

of earlier sections. It was suggested that the earlier 

proposal which sought to explain observed spontaneous 

activity of cochlear fibres on the basis of a superposition 

effect due to multiple innervation, had now to be modified. 

This seemed necessary in view of the proposition of section 

9 about a controlling action by outer hair cells and spiral 

fibres on radial afferent fibre activity; a corollary of 

this later proposition must be that the activity measured in 

single fibres in the acoustic nerve is that of radial 

afferents which are believed to innervate few (and perhaps 

only one) hair cell in the inner row. However, an alter—

native scheme was suggested which would also be expected to 

cause an effective superposition effect; and it was argued 

that the results of section 5, whether or not they represent—

ed a detailed explanation of spontaneous activity in the 

cochlea, were valuable in showing the type of models which 

could account for such activity. The next part of section 10 
discussed 1TD/IAD trading ratios in binaural listening, and 

attempted to correlate the results of the present study with 

those of other workers. In particular, it was argued that 

the dominant impulsive image perceived by a subject when 

presented with binaural repetitive low—pass—filtered 

transients (and which seems to be the image mainly involved 

in the subjective phenomenon of time—intensity trading) 

arises by virtue of medial or apical cochlear activity, and 

is due to the transients in an acoustic signal; other 

workers have generally considered this image to arise in the 

basal cochlea. Finally, the implications of the proposed 

functions of the various hair cell rows and fibre groups 
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were considered in more detail, a preliminary attempt 

being made to formulate an algorithm for the prediction of 

single fibre activity in response to more complex signals 

(such as speech sounds). 

In conclusion, it is believed that this study, by 

paying close attention to the details of published data on 

cochlear neural activity, has suggested a new and plausible 

explanation for the major effects of IAD in binaural 

listening, and has thereby helped to clarify the nature of 

amplitude coding in the peripheral'auditory system. A 

detailed investigation of possible neural transducer 

mechanisms in the cochlea has indicated that there are 

considerable difficulties in considering that the fine 

details of acoustic nerve firing patterns are due to 

mechanisms operating in the single afferent synapse 

(between hair cell and nerve ending). On the other hand, 

the complex pattern of cochlear innervation (which has 

been largely ignored in previous models of the peripheral 

auditory system) is believed to provide the basis for 

relatively simple and attractive explanations for the 

neural responses to simple auditory stimuli, obtained from 

single fibres in the cat's auditory nerve. If future work 

supports such explanations, they seem certain to have 

important implications for the basic understanding of 

cochlear function. 
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APPENDIX A. MOMENTS AND CUMULANTS OF A DISTRIBUTION 

Visual methods are often used to assess the shape of a 

curve or distribution, or to compare distributions obtained by 

direct measurement (e.g. neural interval histograms) with those 

produced by, say, digital computer models of the real physical 

system. For example, a plot on semilogarithmic paper of a 

typical interval distribution of spontaneous activity in a 

first-order auditory neuron in cat shows the distribution to be 

more or less exponential, with a dead time due to neural 

refractory effects. Visual assessments of this type are rather 

subjective, and lead to the use of such phrases as "approxi-

mately exponential", or "having a tail faster (or slower) than 

exponential", in the literature. Although in many cases, it 

may not be easy to fit a particular distribution by a simple 

analytic function, there would be advantages in using more 

objective measures. Such measures should allow more accurate 

assessment of the differences between electrophysiological 

records and the results of model simulations. 

Johannesma32  has reviewed various alternative ways of 

describing the shape of a distribution, such as by its moments 

or cumulants, or by orthogonal polynomials; he has also listed 

their various properties. In the present work, emphasis is put 

on the description of interval distributions by their 

cumulants, which can be simply calculated during a digital 

computer simulation, and which are directly involved in 

Johannesma's theoretical analysis of stationary neural 

activity (see Section 5.3.1). Since cumulants are not widely 

known, some of their properties are now listed:- 

(a) The cumulants (Kn
) are simply related to the 

moments (M ) of a distribution. 
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Thus:- 

K1 
	= mean 

- M 2 1 variance 

Ic
3 
	- 3M

1  M2  + 2M13 
= third central 

etc. 

- 3M
2
2 

 

moment 

+ 12M12M2 - 6M1
4 
 

(b) The cumulants are also simply related to the 

coefficients of a power series expansion.of the logarithm of 

the characteristic function P(x) of the distribution. Thus:- 

log P(x) 

.. 
n=1 

(c) They are also related to the coefficients of 

expansions of the distribution in terms of orthogonal poly-

nomials. 

(d) Cumulants play a fundamental role in the description 

of the filtered Poisson process (shot noise). 

(e) Unbiased estimators are available for obtaining the 

values of cumulants from experimental results. 

(f) The importance of the n
th  cumulant s  in the 

description of a physical process, in general decreases as n 

increases. It seems that, in practice, the first 4 or 5 

cumulants can give a rather good description of a probability 

distribution of fairly simple shape (e.g. unimodal, with 

smooth extremities.) 

The first 3 cumulants are thus identical to the first 

three central moments; higher order cumulants are related to, 

but not identical with, higher order moments. Because it is 

often useful to compare the shapes of two distributions 
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without regard to their scale, cumulants of order )02 are 

sometimes normalised by the second cumulant (i.e. variance) 

to yield the so-called w coefficients. Thus:- 

K
3  

(K2)
3/
2  

coefficient of asymmetry 

K4  coefficient of excess 

etc. 

It is interesting to assess values Of the cumulants and 

coefficients of well-known distributions. For example, 

consider the exponential distribution, which represents the 

interval distribution of a Poisson process: 

p(t) 	

- 

Xe-Xt  

the characteristic function P(x) is given by:- 

P(x) = 

J - 0 

0. 
X.e -Xt. e-xt. dt X  

= 7c777 

the cumulants may be derived by expanding the logarithm of 

P(x) in powers of 

loge  P(x) 	loge  4.K) = 	log ( / 	1) 

x 3  x 	4.  1(x)3 = [xix  1(x%  2 	— 	• • -x 
n: 

equating powers of x yields:- 

= 1/ 	1 ,x = mean; K2 
= x2 = variance; K

3 = 
K4  = 

etc. 

6 
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and 01 = 2; c2  = 6; X 
	

etc. 

In the case of a Gaussian distribution, the probability 

density function is of the form:- 

- (t -m 2 

p(t) = 1  

ITAIETt 

and.the characteristic function may be shown to be:- 

2 2 .4.  Cr X ) 

P(x) = e 
	2  

2 2 x loge  P(x) = 	mx 
2 

giving K1  = m = mean; K2  = 	variance. 

All higher order cumulants, and all lc coefficients, are 

zero, regardless of the mean or variance of the distribution. 

Such results give some insight into the description of 

the shape of a distribution by its lc coefficients. The higher 

Order coefficients pay increasing attention to the tails of a 

distribution, with odd-order coefficients also reflecting laCk 

of symmetry. In any practical situation (either a computer 

simulation or a physical measurement) sampling errors in the 

tails of a histogram will tend to make estimates of higher 

order cumulants and W coefficients increasingly unreliable. 

The Gaussian distribution is in a sense the "reference" for 

such measures of simple unimodal distributions; for example, 

the Poisson distribution, having y i  = 2 and V 2  = 6, is both 

more asymmetrical and more long-tailed than the Gaussian, 

when both are normalised by their respective variances. 
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It would indeed be valuable if future accounts of the 

recordings of stationary neural activity were accompanied by 

estimates of, say, the cumulants of any distributions. This 

would enable more meaningful comparisons to be made between 

such results and those of digital computer models. 
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