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ABSTRACT

Low Density flows over flat plates have been studied using
the electron beém fluorescense technique., This technique has been
improved to allow measurements to be made both close to the
surface and the ledding edge without appreciably disturbing the
flow. Density profiles have been obtained throughout the merged
layer and the near free molecular regime, including the disturbed
region upstream of the leading edge. A flow field model is
'pr0posed, in which the near free molecular regime extends several
dynamic mean free paths from the leading edge. The upstream
limit of continuum flow is given approximately by M E/Rg&bo =2,
The disturbance upstream of the leading edge might be a funetion

of the wedge angle of the model but for the present 150 angle there

was a 5% increase in density 3 mean free paths upstream.

Density profiles for different surface temperatures show that
fhe surface temperature has a considerable effect on the density
close to the surface. In addition the shock layer thickness and
shock angle increase slightly as the surface temperature increases.
The shock strength when plotted against M/Rgx’co is largely

independent of the surface temperature in spite of the above

behaviour.

The theoretical basis, proposed by Muntz(q), for calculating

rotational temperature from the electron beam measurements has
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been examined and found to be incomplete. By taking account of
the excitation by slow secondary electrons the correct rotational

temperatures can be calculated over a wide range of densities,
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NOTATION
Symbols
An m Transition probability from state n to state m,
B Rotational Constant.
c Chapman - Rubesin constant.
C? Specific heat at constant pressure.
D Distance frombelectron beam source.
B Enefgy.
eV Electron volts,
h Planks constant.
I Intensity.
ip Primary beam current.
K Rotational quantum number.,
k Boltzmann's constant,
M Mach number,
n Numbef densitye.
R Gas constant.

Re Reynolds number
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v (D)

v1’3.1’3.’1

Subscripts

b
f

Galle

9.
Temperature in degrees Kelvin.
Velocity in free stream direction.

Vibrational gquantum number.

Distance from leading edge of model measured parallel

tovsurface.
Distance from surface of model.
Shock wave thickness.
Viscosity.
Density
Ratio of specific heats.
Accomodation coefficient.
Rarefaction parameter.
Viscous interaction parameter.
Collision cross section.

Frequency of emitted radiation for transition from

state n to state m.

body molecule o) peak value
free stream molecole T reflected
Gas at the wall R rotational
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Suffixes

—— T s 2

10. -

incident
Jump conditiouns
leading edge

naximum slope

Upper state

Lower state

vibrational
wall
free stream

stagnation conditions
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INTRODUCTION

Supersonic flows over bodies at high Reynolds numbers can
now be accurately described in terms of classical boundary layers
and shock waves, The processes of viscous dissipation and heat
conduction are restricted to a relatively thin layer adjacent to
the surface, the thickness of which is :hverselfy proportional
to the square root of the Reynolds number., On slender bodies
the local streamline deflection induced by this layer is small
and there is a negligible interaction between the boundary layer-
and inviscid flow field, As a result the inviscid flow field
and the shock wave are determined by the body shape, and the
displacement thickness of the boundary layer can be neglected.
The shock wave is thin and the shock angles, and hence shock
strength, are determined by the body geometry and free stream

Hach number, .

As M is raised the deceleration of the gas produces higher
temperatures in the boundary layer and its thickness is therefore
greater than that encountered at lower speeds for the same free
stream Reynolds number. In fact the streamline deflection induced
by the thick boundary layer is M 2 times the order of its value at
low supersonic speeds, Consequently for the hypersonic regime
M>6 the displacement effect of the boundary layer can no longer

be neglected and there is a considerable induced pressure on the
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body. Under some conditions it is convenient to consider this
problem as the flow over an effective body shape, which is the
true body shape plus the displacement thickness of the boundary

layer.

At the altitudes of interest for hypersonic flight the density
is only 10-3 or less times that at sea level. Therefore the
Reynolds numbers are relatively low compared with the values for
supersonié flight at lower altitudes, AS the boundary layer thick-
ness is proportional to 1 / Tﬁgzo, low Reynolds numbers lead to
a stronger interaction between the boundary layer aond inviscid
flow., A more rigorous argument shows that the strength of the
interaction depends on the Mach number times the local streamline
deflection induced by the boundary layer. In fact, the interaction
depends on M > / 7§E;:6K)and therefore increases as the leading
edge is approached. However, a point is reached where the concept
of a distinct boundary layer and shock wave interacting with each
other breaks down. TFor hypersonic flow the disturbance produced
by a slender body is confined to a relatively thin layer near the
surface, and as the leading edge is approached the thick boundary
layer eventually fills the region between the shock wave and the
surface to form a 'merged layer'. At the same time low Recxband
high M cause other effects such as velocity slip at the surface

and shock thickening,
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The general effect of merging and these low density phenomena
is to reduce the surface preésure and heat transfer, as well as
the shock strength, so that they tend to values that would be
expected for the near free molecular flow that should exist at
the leading edge. Within a few mean free paths of the leading
edge the concept of a merged shock and viscous layer based on
continuum ideas cannot be used and a kinetic theory description

of the flow must be applied.,

The purpose of the present study is to investigate in detail
the merging of the shock wave and boundary loyer and the flow over
a sharp leading edge. Prior to the work now presented extensive
surface pressure and heat transfer measurements had been made as
discussed in Chapter 1. These were difficult to interpret,
particularly since the values did not tend to the free molecular
limits as the leading edge was approached, Conventional flow
field measurements showed little promise of clarifying the
situation since under the present conditions a thick boundary
layer grows on any probe in the flow, similar to that over the
surface of the body. In the case of a pitot probe this
significently alters the measured pressure and as yet there are
no means of applying corrections for viscous effects in a shear
layer. Hot wires have been used with only moderate success due

to difficulties in interpreting the changes in resistance as
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the wire is traversed through the flow. Finally it can be shown
that any mechanical probe placed in the flow causes an appreciable

disturbance particularly close to the surface or the leading edge.

To overcome these difficulties a narrow beam of well
collimated electrons is used as a probe, since this does not
appreciably disturb thé flow. In nitrogen, and several other
gases, the beam produces fluorescence the intensity of which is
simply related to the density under the conditions of interest
in rarefied gas dynamiecs. Therefore by using a suitable optical
system and photomultiplier the intensity of flunorescence and hence
the density can be measured., In the present study this technique
has been developed so that reliable measurements can be made
throughout the flow field, even close to the surface and the

leading edge.

In a diatomic gas such as nitrogen, the electron beam
technique can also in principle be used to obtain the rotational
temperature of the gas by resolving the rotational fine structure

(1)

of the fluorescence spectra. lNuntz has put forward a theory
for calculating the rotational temperature which has been found
to be incomplete. During the excitation of the gas by the

electron beam, secondary electrons are produced which are shown

to effect the rotational spectrum. A method is developed, which
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includes the effect of secondary electrons, and is shown to give

the correct rotational temperature over a wide range of conditions.

A flat plate was used for the experimental studies as it is a
particularly suiteble model for studying viscous interaction.
* For an inviscid fluid the flow over a flat piate at zero incidence
consists of a Mach line originating at the leading edge. In the
case of a real fluid a boundary layer grows on the surface causing
a shock wave to be produced which interacts with the boundary
layer as described azbove, The whole disturbance is then due to
the viscosity of the gas and there are no superimposed pressure

gradients due to the body shape.

The present experiments were performed in Mach 6 flows for

a range of Reynolds numbers from 130 to 650 per cm.
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Te SUMMARY OF PREVIQUS INVESTIGATIONS

11 Previous Aerodynamic Studies

As the interest in hypersonic flight has increased, viscous
interaction has been recognized as an important phenomenon often
dominating the flow ofer a large proportion of the body. It is
therefore important to understand the development of high-speed
rarefied flows over sharp leading edge flat plates, before

attempting to deal with a more complicated body.
(2)

The earliest experiments by Becker and Bertram(B)(q) et

al regarded the interaction as a displacement effect by the
boundary layer which is only true if the interaction is weak.

Lees and ]?robste:‘t.n(5> treated the problem as a viscous interaction
which could be divided into asymptotic regions called strong

and weak interaction regimes. Weak interaction occurs when the
streamline deflection induced by the viscous layer ié small so
that the self induced pressure gradient causes only small
perturbations to the boundary layer. 1In contrast strong interaction
occurs when the streamline deflection is large and the pressure
gradient terms are of the same order of magnitude as the viscous

(6)

stress terms in the boundary layer. Hayes and Probstein have

summarised this early theoretical work and discuss both regimes
A ——— dvttornt

in terms of the viscous interaction parametef){é MB\/b / Re .
s Xy00
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Therefore on a flat plate the strong interaction regime occurs

close to the leading edge while the weak interaction regime is
further downstream. Viscous interaction theories were in

reasonable agreement with the experimental results provided the
Reynolds number was not too lowe. However they must fail sufficiently
close to the leading edge since they predict that the surface
pressure tends to infinity as this edge is approached. Schaaf

(7 (8)(9)

et al and Nagamatsu et al were the first to present

surface pressure and heat transfer data, for low values of Rexdb'
which were significantly lower than predicted by strong interaction.
Although it is now known that the surface pressure data should
have been corrected for an orifice effect, the discrepancy was

f(10)

a real one, Videl and Wittlif later confirmed this and

discussed the departure from strong interaction in terms of a
so called rarefaction parameter V = M _/C / Re, ot They
concluded that this parameter described the initial departure
from strong interaction and showed that for their data, heat
transfer and surface pressure deviated from strong interaction
for ¥ = .2 and .1 re5pectively. It was also concluded that
velocity slip at the surface was one of the dominant mechanisms
(1)

causing the departure from strong interaction. Talbot

interpreted the rerefaction parameter as a Knudsen number and
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proposed it as a useful correlating parameter in the slip flow
region near the leading edge. Later it was shown that V only
correlated the departure from strong interaction and is not valid
further upstream. It was expected that the experimental data
would tend to their free molecular lihmits at the leading edge.

(12) found that the measured surface

However, Chaun and Waiter
pressure a few mean free paths from the leading edge was

considerably above this limit,.

In spite of the incomplete experimental results several
theoretical models were proposed to explain the departure from

(3)(9)

strong interaction., Nagamatsu et al rroposed a slip flow
model in which the formation of the shock was delayed in the
slip flow region but this was based on the doubtful interpretation

(13)

of schiieren photographs., Laurmann suggested a model which
lead to the boundary layer disflacement thickness increasing as
x2 so that coalescing compression waves are produced which
eventually form a linearised counterpart of a shock wave. Oguchl
(1) (135) proposed a model which treated the merged layer as a
completely viscous wedge like flow with constant pressure. This
assumption of constant pressure was not realistic in view of the

induced pressure gradients in the strong interaction regime.

Pan and Probstein(%) used a nodel based on the Navier - Stokes
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equations and calculated the first order effects of shock wave
curvature and thickness, transport behind the shock and velocity
slip and temperature jump at the surface. However it was assumed
that the shock wave thickness remained small compared withrthe
shock layer thickness. |

The first comprehensive study of the flow field in the

1?7

nerged layer was made by Mc. Croskey et al who proposed a

flow field model which could be used to test the validity of these
theoretical studies. A schematic diagram of this model, Figure
(1), shows typical mass flow profiles for the merged and strong
interaction repgimes. Herging of the shock wave and boundary

layer occurred for rarefaction parameters between .15 and .2 and
was accompanied by a marked reduction in shock strength below

the Rankine-Hugonoit value. The shock wave was everywhere convex
and slightly curved and in the merged regine was not thin

compared with the shock layer thickness. As this study was made
with various mechanical probes the details near the surface and
leading edge are unreliable. IHowever, the details of the shock
‘wave structure should be reliable and lic Croskey et al conclusively
demonstrated that the theoretical flow models were incorrect as

(18) also made

discussed in reference 7. Becker and Boylan
detailed flow field surveys of the merged layer and confirmed

the reduction in shock strength as the leading edge was
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approached. From their pitot tube readings they inferred that
the slip velocity at the surface was as high'as .6 of the free
stream velocity. IHowever such results must be treated with
caution due to the considerable disturbance caused by the probe,
particularly near the surface and also the uncertainty in the

viscous corrections which nmust be applied to the readings.

A further difficulty which must be mentioned here is the
interpretation of surface pressure measured through a small
orifice in the surface of the rodel. Potter et al(19) (and
subsequent papers) have discussed the effects that can arise at
low densities when the model is not in thermal equilibrium with
the ambient flow. The pressure on the surface of a probe or
model is equal to the net transfer of momentum between the gas
and the wall. However, the pressure indicated by a gauge
connected to an orifice is determined by the condition of zero
net flux of molecules into the orifice. Therefore such a gauge
only records the surface pressure if equilibrium exists in the
neighbourhood of the orifice. Potter et al used an empirical
analysis of the nonequilibrium arising from heat flux, which
showed that large corrections are required near the leading edge
of flat plates in rarefied flows. It is not certain how accurate

(20)

these are but a recent study by Bartz and Videl concluded
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that these empirical corrections underestimate the orifice effect
and that the error could be in the order of 50%. This error
appears to arise from the fact that there is a difference
between the gas temperature in the. cavity underneath the orifice
and the temperature of the evavity, which is not accounted for in

the correction procedure.

(21)

Harbour and Lewis were the first to apply an electron
beam to study the flow over a flat plate. The big advantage
over previous techniques is that there is no appreciable
disturbance to the fiow and interpretation of the data is
straight forward. They obtained density profiles through the
shiock iayer which showed that the shock strength decreased as
the leading edge was approached, in reasonsble agreement with
Mo Croskey et all'?), These and other experiments defined the
boundaries between the varioﬁS»flow regimes and therefore the
matching points for theoretical studies., The nost important
featurevof the merged layer was the reduction in strength and

increase in thickness of the shock wave as the leading edge was

approached, which must be accounted for in any theoretical model,

More recent work has been concentrated on the region close
to the leading edge, so as to provide initial conditions for
theoretical studies, Particular attention is being paid to

the leading edge geometry and bluntness, and Joss et al(22)
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have made surface pressure and hot wire measurements close to
the leading edge for different edge thicknesses. There was no
detectable change in the flow field or the surface pressure with
increasing thickness, provided it was less than 4 of a free
stream mean free path., They therefore defined a sharp leading
edge as one for which the Knudsen nunber is greater than 4, A

(23)

similar study was recently made with an electron beam to
obtain the density field around sharp and slightly blunted leading
edges., Even for a sharp leading edge an appreciable disturbance
was found five mean free paths upstream, It was suggested

that this upstream disturbance might be a function of the wedge
angle which in theSe.tests was 20°, Hickmann(zq) using a 10°
wedge angle, found a similar‘but smaller disturbance upstrean
of the leading edge. TFurther experiments will be needed to see
how important the wedge angle is but it should be noted that if
the lower wedge face is important, the definition of a sharp
leading edge would depend upon the wedge angle as well as the
leading edge radius,

These experiments, and other recent work such as that by

(25) (26)

, have produced a large amount

(27)

Becker and Nagamatsu et al
of data which‘is difficult to correlate, This lead Potter

to introduce the concept of a Reynolds number at the wall
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defined as Re = Reon$f{xyfjw). Some relation between viscosity
and temperature is usually assumed to relate (fé*Vwa) to

(Too/ Tw). This parameter has been partially successful in

' (25)

accounting for the effect of surface temperature and Becker

claims that Moo/ Rew < correlates surface pressure and slip
k]

velocity from the transition regime into the merged layer reginme.

Following these detailed measurements for the merged layer,
several theoretical studies were performed which dropped the
assumption of‘a Rankine ~ Hugonoit or a slightly modified
Rankine Hugonoit shock w:ve used in the earlier flow models.
They fall into two broad groups, the first of which obtains
separate solutions for the shock wave structure and viscous
layer and then motches them at the shock wave - viscous layer
interface. The second group obtain a set of equations valid
throughout the flow field thus avoiding the need to match two

solutions,

(28)

has extended his earlier

(16)

In the first group, Oguchi
(14)(15)

“work and that of Pan and Probstein y ond Oguchi's
work has in turn been developed further by Shorenstein and
Probstein(zg). In the present form of this approach, solutions
are obtaoined for the shock wave structure ond the viscous

layer which toke account of the finite transport effects across
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the shock wave ~ viscous layer interfaoce. First order corrections
are then applied for shock curvature velocity slip and temperature
junmp. The most serious criticism of this work is the assumption
that the pressure gradient across the viscous layer can be
neglected. This was based on an estimate by Oguchi(as) which
showed that for a cold wall the pressure behind the shock is

close to that on the surfoce., ithin this 1imitation this
approach gives results in recsonable cgreement with experiments
for iMach numbers between 10 and 26,

For the second group Laurmann(BO) used the linearised Navier -

Stokes equations, with a Von Mises coordinate systen, which
were valid for distances of O (1/Re), or greater, from the

(31)

leading edge. More recently Rudman and Rubin obtained
similar equations and carried out a more complete comparison

with experimental results. The agreement wos reasonable although
the results presented here show that the initidl conditions were
not applied correctly. Garvine(Bz) in a similar study appears

to recognise this problem although the paper is not yet available.
A set of equations which are valid for continuum flow, are fed

with initial conditions as generated by a kinetic theory

approach over the first 10 or 20 mean free paths of the model.

One relatively recent development is the numerical solution
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of the Boltzmann equation, or some approximation to it. Huang

(334)

and Hartley used the Boltzmann equation with the B.G.K.
model as the governing equation, and obtained solutions by a
finite difference technique. ‘Originally, computer storage
requirements limited the study to M = 1.5 but Huang and Hwang(53B)
have now extended this method to ¥ = 5 and 10 flows. Unfortunately

the agreement with experiment is poor and this appears to be due

to a fault in the technique,

At the present time, data are available for all the flow
regimes generated by high_Speed rarefied flows over flat plates.
Heat transfer and surface pressure do not tend to their free
molecular limits at the leading edge. Theoretical models for
the merged layer describe the departure from strogg interaction
and give reasonable predictions of surface pressure, heat transfer
and skin friction. Interest is now centred on the transition
between continuum and near free molscular flow in the vicinity
of the leading edge, and further studies are required to determine
the upstream limit of the merged layer regime. A disturbance
has been detected upstream of the leading edge but it is not known
‘how this is affected by the wedge angle or the leading edge
thickness of the model. In addition it is not clear what the

relevant mean free path should be in the near free molecular
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region, and in a paper to be published by Hamel and Cooper(sq)

two relevant mean free paths are proposed,

The data presented in this thesis, which has been obtained
over the last two years, is inténded to extend the present
knowledge of the merged layer and ncar free molecular flow
regimes. Emphasis has becn placed on making relicble flow field
measurements, which would give some quantative information about
the jump conditions at the surface as well as the shock structure.
The flow field measurements'were'made with an electron heam probe
and a survey of this technique follows which highlights some of

the problems and applications,

1.2 The Development of Electron Beam Probes

It was not until 1960 that electron beams were used in wind
tunnel experiments, although there was extensive development work
prior to this, Usually some form of electron gun Is used to
produce a narrow, well collimated beam of electrons of moderate
energy(10-50 KeV). The bean is directed across the flow field
when the gas in the locality of it is excited by collisions with
the high energy electrons. Fluorescence is then produced by the
decay of the excited molecular states and the intensity can be

related to the density of the gas« In some cases when the
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fluorescence spectrum has a rotational and vibrational fine
structure, the rotational and vibrational temperatures can also
be obtained, The relative intensities of the rotational and
vibrational spectrum lines are neasured and a mathematical

model is used to relate these to the relevant temperature.

Huch of the early work on the interaction of a beam of fast
particles with gases was performed by Grun et ol. As early as

(35)

1953 Grun and Schopper neasured the light yield of nitrogen

and mixtures containing nitrogen, produced by excitation with

ok - particles., A spectroscopic study by Grun()6)

using beams of
o€ ~ particles and 50 KeV electrons showed that the second positive
group of nitrogen was responsible for most of the light emission.
Tt was deduced that this wasvexcited principally by slow
secondary electrens, in contrast to the present technique where
rost of the excitation is by fast primary electrons giving rise
to the 1 st negative systen of nitrogen. Ifshould be noted that
most of Grun's experiments were performed under conditions where
large numbers of secondary electrons were produced and is there-
fore not directly relevant to the present technique. One
important development from this work was the use of dynamic
pressure stages to separate the high vacuum system where the
beam is produced and accelerated, from the high pressure region

(37)

containing the gas wnder investigation. Grun and Schumacher
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(38)

have described these stages and more recently Schumacher has
published criterion and graphs which can be used in their design.
Schumacher(39) has dealt Qith nony of the engineering problems
associated with the use of electron beams in wind tunnels and
this reference mentions many possible uses for them, listing the
references concerned with the earlier feasability studies. The
properties of a gas which can be determined depend very niuch on
the structure of the gas in question. In general the density of
the gas can be determined and in certain cases the rotational,
vibrational, and translational temperatures can be measured. If
the gas is flowing, there are various metiiods of obtaining at
least an estimate of the velocity while in some gas mixtures the
concentration of the constituent species can be neasured. It is
not proposed to describe these various techniques in detail but

only to mention the ways in which electron beams have been applied

to low density aerodynamics.

122471 Density Measurenents

The density of o gas is the easiest variable to measure and

“three distinct methods have been used. By far the simplest

(540)

nethod is the attenuation method which Wada used in a shock

tube. A narrow beam of electrons was fired across the test
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section into a detector which recorded the beam current., Due to
collisions with molecules which scatter the bean as it crosses the
test section the signal from the detector is a function of .the
density in the test section. Therefore after suitable calibration
Wada was able to use this system to make quite reliable measure-
menté.of density. The big {isadvantage is that the measurement

is not a local one and the technique is only suitzble for two
dimensional or axi-symmetric flows. IHowever it can be used at
nigher densities than other techniques; Wada's system could be
used at a pressure of 10 m n Hg at room temperature. At lower
pressures it has proved possible to relate the number of clectrons
scattered out of the bean, to the density of the gas. Schumacher

(41)

and Aruja found that the scattered intensity of the electrons
was a linear function of the pressure from 10—5 i Hg to about

1 m Hg at room temperature. This arises from the fact that over
this density range, the mnajority of electrons undergo only one
collision in their passage through the gas. Schumacher et al(qa)
have proposed a vacuum gauge for the range from 10_5 ma Hg to
1 nm Hg which relies on the single scattering of electrons at
low pressures and the attenuation of the beam at higher pressures.
The biggest problem preventing the wide application of these

techniques to wind tunnel measurements is that of obtaining

good spacial resolution., However work is now in progress at
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Oxford University which has considerably refined the measure-
nent of scattered electron intensity, allowing good spacial

resolution to be obtained,

The technique which has proved most useful makes use of the
fluorescence produced by the beam. Schumacher and GadamequB)
showed that it was feasaoble to use the intensity of fluorescence
at a point as a measure of the local gas density. A 50 KeV

beam of electrons produced a blue fluorescent line coincident
with the beam, the intensity of which varied with the local

gas density. Gadamer(qq) has investigated the variation of the
intensity of fluorescence with density for air while Muntz(1)
has rnade similar measurements for nitrogen. In nitrogen the
intensity varied linearly with density up to a value of 1.25 x

16 rolecules per c.c. At higher densities the intensity drops

10
below that expected for a linear relation due to the 'quenching'
of excited states by collisions with other molecules, In air,
Gadamer showed that quenching leads to a non linear relation

eveh at low densities. During these experiments a collimated
bean of electrons was passed throhgh the gas and collected by

a Faraday cup. In contrast to Grun's experinents there was very’
little absorption of the beam so that the number of secondary

electrons produced is relatively few. As a result the 1st

negative system of nitrogen is relatively more intense than
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the second positive system,

(45)

Muntz and lMarsden have made a general study of electron
beans and specify a number of conditions which rnust be satisfied.
They recommiend that the beam should not alteawnate or scatter
outside the field of observation in its passage through the gas
and.the excitation of the molecules should be directly to the
upper electronic state involved. The transition probability

for the enission should be high, in the order of 107 sec—1.

These authors(AB) exanined the spectra §f He, 02, N2 and NO and
found suitable tramsitions for use in high speed flows in all
cases except 02' Inelastic and elastic collision cross sections
for the scattering of modercte energy electrons, 5 to 50 KeV, by
helium, argon and nitrogen were given which can be used to
estimate the attenuation and scattering of the beam for any
particular situation, Finally a general discussion was given

of the enission intensity as a function of density including
excitation by secondary electrons and quenching. One limitation
which has largely been ignored is that the quenching is

tenperature dependent, Therefore if it is appreciable there is

no unique relationship between density and intensity,

With due attention to design details, the fluorescence

technique is a simple but valuable means of measuring density
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in many rarefied flow problems. It has been used to determine

(46) (47)

the free stream conditions in hypersonic wind tunnels

as well as to investigate the flow over wedges, cones(qs) blunt

(49)(50) (23)(24)
| (51)

bodies and flat plates It has also proved

useful in studying underexpanded jets and diffusion processes

(52)_

occuring in gas mixtures

14242 Rotational and Vibrational Temperature

As a means of measuring density the electron beam fluorescence
technique is very valuable. In certain cases it can be extended
to measure the temperature of the gas and hence its state at
any locality in the flow without physical disturbances or
reference to any other measurement. In principle this applies
when the spectrum excited by the beam has a rotational and
vibrational fine structure, The relative line or band intensities
can then be used to calculate the relative population of the
rotational or vibrational levels, assuming the excitation and
errission processes are understood. If thien the gas is in
rotational or vibrational equilibrium the rotatiocnal or vibrational
temperature, characteristic of that particular éistribution, can

be calculated.

At the present time rotational and vibrational terperatures

have only been nmeasured in air and nitrogen using the first
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negative bands of nitrogen. To calculate the rotational
temperature Muntz(1) assumed that molecules were excited directly
from the ground state to the N2+ BZS states. These excited
states then undergo spontaneous transitions to the N2+ ¥ §
states giving rise to the 1st negative system of N2+. This
process was assumed to be unaffected by gas kinetic collisions
wihich was reasonable at the densities considered by Huntz. At
higher densitles quenchins occurs as noted carlier and it is not
known if this alters the relative line intensities. It was also
thought that secondary electrons could be neglected but the
argunents put forward were doubtful due to large uncertainties

in the collision cross sections. Subseguent measurenents by
Robben and Talbot(53> and Morrone(51> seemed to indicate that
the rotational temperature calculated using Muntz's theory was
"too high. 1In spite of this the method has been extensively used
to study rarefied gas flows(hg)(hg)(5o)‘

The apparent discrepancy between the measured and true
rotational temperature led Askenes(54) to measure the tempercture
of a slowly flowing stream of nitrogen in thermal equilibrium
with its surroundings. IHe demonstrated that the error increased
with density and was larger at lower temperatures. [ nore

recent study by Hunter(Bb) in static zir has obtained similar
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but larger errors., The larger errors could be due to the beam

heating the air since it was not flowing as in reference S5h4. &

(56)

new model was proposed by Hickman in which the excitation

as a combination of dipole and quadropole transitions, but this

leads to errors similar to those of untz's theory. More

(57)

has shown that secondary electrons could cause

(58)

recently Smith
the discrepancies observed, while iMaquire has suggested that
preferential quenching of the more highly populated levels is
important. In the present work it has been shown that excitation

by secondary electrons can seriously alter the relative line

intensities but there is no evidence of preferential quenching,

For the determination of vibrational temperatures Muntz used
the Frank Condon factors(59) to determine the relative intensities
of the vibrational bands in the first negative system. The
ratio of the (1,0) and (0,1) bands is reasonably sensitive to
temperature over the range 5OO~4,OOOOK. This theoretical curve
was used to read off the vibrational temperatures from the

measured ratio of the band intensities,

A knowledge of the vibrational temperature would be useful
in hypersonic flows to determine the degrece of vibrational
freezing. Harbour(47> in an attemnt to determine absolutely

the flow conditions in a Mach 18 to 26 nozzle has found that
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the relative band intensities are dependent on the density at any
given temperature. This was attributed to a higher guenching
rate for the V' = 1 vibrational level than for the V' = 0 level.
Further investigation of these secondary processes will be

necessary before absolute measurements can be made in this way.

1.2.3 Translational Temperature and Velocity Distribution Functions

It is well known that the Doppler profile of an emission
line is a direct representation of the velocity distribution
of the emitters. If this function is a Boltzmann distribution
then the translational temperature can be defined. Huntz(Go)
has shown that when helium is excited by a 20 KeV beam of
clectrons the Doppler profile of the line at 5015.67 & con be
used to measure the velocity distribution function of the atoms,
A Fabry~Perot etalon was used since it has a high resolving

He(61)

power and is optically fast. went on to show that free

jet expansions could be studied.by this technique and the optical
system used, allowed the fluorescence produced by the beam to be
observed from a direction perpendicular or parallel to the flow
direction, The half widths of the Doppler line profiles were

used to calculate the static temperatures which were in reasonable

(62)

agreement with the prediciions of Hamel and Willis
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More recently Muntz(63) has given a performance envelope

for this technique which at the present time is limited to helium.
The 5015,67 % line of helium is relatively intense and easily
isolated from the rest of the spectrum by an interference filter.
In contrast, for most molecular spectra the fine structure makes
it necessary to use a high dispersion spectrometer in series

with the etalon resulting in a low optical speed. If this

problem can be overcome the Doppler techmique would be very

useful,

Blectron beams have also been used for flow visuelisation
eithef by making use of sone long life metastable state excited
by the’beam(59) or by traversing the beam through the flow field(64).
Finally it is possible to calculate the flow velocity from the
Doppler shift associated with changing the direction of

observaticn frcm perpemndicular to parallel with the flow as in

reference 59.

1,2.4t DPresent State of Electron Beam Technicues

In principle electron beams can be used to measure the flow
velocity, density and static temperature from which 211 the
variables for a point in the flow can be calculated without

reference to any other measurements. In practice there are
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nany limitations and precautions which nust be observed.

The measurement of density is straightforward if quenching
is negligible, At higher densities, when quenching is appreciable,
the intensity of fluorescence is not a unique function of the
density since quenching is temperature dependent, This
temperature dependence has not been investigated and calibration
curves should not be used over a wide range of temperatures if

it can be avoided.

Rotational and Vibrational temperatures measured using

(0

Muntz!s technique are too high. This error is thought to be
due to neglecting excitation by secondary electrons and since
this depends on both the denSity‘and temperature of the gas it
is difficult to devise any emplrical correction scheme. However,

a scheme is proposed in this work for including the effect of

secondaries, at least for rotational temperature measurements.

Those techniques relying on the Doppler effect are very
promising but at the moment are limited to measurements in

helium.
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2e THE ELECTRON BEAM PROBE

2e1 General Discussion

The experimental study of viscous interaction on flat plates
has reached the point where detailed flow field surveys are
required both close to the surface and the leading edge of the
model. In these circumstances mechanical probes, such as pitot
tubes, are particularly unreliable, There are several sources
of error but the niost serious is the disturbance to the flow
caused by the presence of the probe., In contrast a beam of
electrons passing through the gas does not appreciably disturdb
the flovw even though sufficient molecules are excited to produce
a neasureable intensity of fluorescence. This property is
exploited in the electron beam probe to nake measurenents

throughout the flow field without disturbing the flow.

The most cormon arrangement of the probe is to fire the
bean of electrons through the gas at right angles to the flow
direction. An optical systenl, which can Be traversed parallel
to the bean, is then used to observe the fluofescence from a
small poftion of the bean. By suitable measurements, as described
in Chapter 1, the local density, rotational temperature and

vibrational temperature can be deternmined for this small
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region of the flow,.

Usually one of the many conventional forms of electron gums
is used to generate the beam which is then focussed and
collimated down to the required size. FElectron guns operate
at considerably lower pressures than those encountered in low
density wind tunnels and it is necessary to separate fhe gun
chanmber fron the tunnel by dynamic pressure stageé37). This is
simply a narrow tube or orifice through which the beam passes
into the tunnel., The sueed of the diffusion pwap and the
conductance of the tube aore natched so that thewgun chanber is

(33)

raintained at the required pressure. Schumacher has given
criteria for designing these dynariic pressure stages and it is

a siuple matter to calculate the required numping speed.

2e2 Specification of Flectron Gun

then designing the electron gun and its associated ecuipnent
there are several factors which st be considered; Bearr current
stability and filament lifetine are important but the most
important considerction is the attenuation of the beaw as it
passes through the gas. Once the beam passes through the orifice
of the dynaiiic pressure stage it will be attenuated in the

sense that the current density will decrease along the path of
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the beam. This is due to the electrons being scattered by
collisions with molecules or atoms, althoush the total beam
current neasured over all angles will not be noticeably reduced.
The differential scattering cross section is a complicated
function of the scattering angle but is very much larger for
small angles than large ones, Therefore the majority of electrons
are scattered through small angles so that the bean is not spread
too rapidly. Due to this belhaviour the rate of attenuation of the
beann will depend on the distance of the detector from the source,
the size and acceptance angle of the detector, as well as the
nunber density of the gas. Using values of the differential
scattering cross section given by Schumacher et 81(41)(42)
calculations have been performed for vhat might be a typical
situation in a low density wind tunnel, A thin beam of 100 KeV
electrons travelling through nitrogen at a number density of

5 x 1016

rnolecules/cc was considered. The nuwiber of electrons
scattered outside a radius of .15 ci was calculated as a function
of the product @. D where D is the Cistance from the source and
f)the density. The results, figure 2, indicate that near the
source the small angle scattering is not sufficlent to scatter
the electrons outside a radius of .15 cm. TFor the present

example small angle scattering becomes important about L em form

the source causing a large increase in the number of electrons



L,

scattered tout! of the beam. In this region the current density
will vary considerably across the diancter of the detector which
therefore neasures some integral of the current density over this
area. OCnly at large distances from the source, when the detector
is in a region of uniform current cdensity, will the attenuation

in current density be neasured.

Due to this complicated behaviour of the bean attenuation
as neasured by a detector of finite size it is essential to
keep it as snall as possible. There are two ways of doing this,
the simplest is to reduce the distance the beam has to travel
through the gas to a mininum, In studying boundary layers in
hypersonic flous it should be possible to keep this distance
downn to about 5 cri. The second but move expensive way is to
increase the energy of the electrons since the scattering cross
section is smallerbfor higher energies. MHowever, on examining
the differential scattering cross section given by Schumacher
it can be seen that there is little to be gained by increasing
the energy of the electrons above 50 KeVe These two considerctions

will »lav a laree vart in the desimn of any electron beanm probe.
I &) S U 1

The comtionest form of electron guns are those used in
Cathode Ray tubes and television tubes and can be obtained in

cartridge form at very low prices. They therefore appear
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attractive but suffer from two serious drawbacks, they cannot be
operated at the high voltages required and use activated filaments,
If these filaments are to have a reascnable lifetime the gun
chamber has teo be naintained at =z pressure of less than 10-€p Hge.
To achieve this with reasonable pumping speeds two dynamic

pumping stages are required which meakes the aligniient of the beam

with the pumping orifices difficult,

The type of gun used in electron microscopes fulfills the
role better except that the bean current nornally available is
low, but they produce a very narrcw beam of high energy electrons,
up to 10C KeVi As they use tungsten filaments the pressure in

N i :
the gun chauber need only be less than 5 x 10 }Jiﬁg which can be
achieved with one dynamic pumping stage. The gun consists of a
hairpin filement inside a grid or Welnhelt cylinder which is
nounted several millinetres above the anode, fisure 3. The anode
is earthed and a negative H.T. voltage is applied te the grid
which is comnected to the filament through a bias resistor. In
this wey automatic biasing is obtained since the H.T. current
produces a potential drop across the bias resistor maintaining
the filament at a potential several hundred volts above the grid
potential. An electrostatic field is thus formed between the

three electrodes wivich partially focusses the electrons. In
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fact an image of the cathode is formed between tihie cathode and
enode which acts.as the source of electrons. In the present
arrangement the filament is hocated directly oy a DeC. power

supply floating at the H.T. voltage.

(N (&)

s Gadaner y Sebacker

From the work of Muntz (65) and
others it is apparent that a beam current of up to 1 mi would

be desirable but this is larger than that obtained from electron
microscope guns in normel use, However, Haine and Einstein(és)
have shown that tlhe beas: current is increased by reducing the
grid bias or the distance between the filament and the bottom of
the grid. This causes an increasé in source size and the angular
spread of the electrons coming from the gun but since it is not

required to focus the electrons on to a very smell avea this can

be tolerated.

2.3 Description of Blectron Beam Probe

The technique for density measurements was discussed in
Chapter 1 and now a detailed description of the various components
used in the exveriments is given.

Figure 4 shows a schematic diagram of the complete electron
gun arrangenent including the electron optics used for alignment

and producing a pcorallel beam. Below the gun are two pairs of
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magnetic deflection coils used for directing the beam through
the fine pumping aperature in the drift tube as shown. In
addition a mechanical adjustment snables the grid and filament
asseribly to be tilted slightly with reswnect to the anode. This
is to compensate for snmall misalighments of the filament in the
grid which cause tlie bean to leave the gun at an angle to the
axis. A further adjustment allows the whole gun to be rotated
slightly with respect to the electron optics so that the beanm
can be directed towards the centre of the magnetic deflection
yoke. Two magnetic lenses werc used for focussing with their
object and image distances arranged so that an imoge of the
electron source several om. in front of the drift tube would be
the same size as the source, Tn fact, the first lems focusscs
the beam in front of the second norc powerful lens which then

focusses it into a narrow parallel bean.

These lenses used symimletrical soft iron shields with small

ailr gaps. Liebmann and Grad(67) have »ublished data which shows
that for the present application serious éberrations would only
arise from asymmetry in the lenses. This was minimised by
accurately turning the shields from homogenenous soft iron and

carefully locating then alons the axis of the electron pun,.

When initially setting up the electron gun for an experiment
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some mechanical adjustment was wsually necessary but thereafter
the beam could easily be directed through the hole in the drift
tube by systematic cdjustment of the currents to the deflection
yoke and lcnses. These were supplied by constant current pover
supplies* stabalised to 1 part in 50,000 so that the beam
reqguired ohly ninor adjustmentes for the lifetime of the filament.
The conductance of the dynamic pressure stage was such that a

5 cir diffusion pump could maintain the pressure in the gun at
less than 5 x 10"ﬁﬁ/Hg against a pressure of over 1 rm Hg on the
high pressure side. An ionization gauge monitored the pressure
in the gun chamber and if this brcame too high a relay switched

off the HaT, and filament current thus protecting the filament.

The electron beam probe was designed for a liach 25 nitrogen
tunnel similar to that described by Vas and Allegre(68). There-
fore to test the equipment & small vacuum chautber similar to the
test section of this wind tunnel was sét up as in figure 5. The

bean entered the chamber through the drift tube and was collected

at the far side by a carbon Faraday cup designed to minimise

* Designed and built by the clectronics section of the

Aeronautics departnent, Impericl College.
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re~emission of electrons, The cup was large enough to collect
all of the electrons leaving the drift tube except those few
which undergo large angle scattering or ilore than one collision.
To measure beani current the cup was connected to earth through
a known resistor and the voltage across the resistor measured.

Muntz et al(69)

suggest that this is not a reliable riethod since
the indicated current varies by about 100 for Z 10 volts change
in cup potential. This effect was only eliminated when the
pressure around the cup was reduced below B‘JHg. To confirm
this 2 piven beam current was measured using a range of standard
' resistors between the cup and earth. As the resistance
increased the indiéated current decreased in agreement with the
earlier results, However, when the éressure was veried from

one to several hundred microns of mercury there was no change

in the indicated beam current, TFortunately it is only necessary
for the indicated current to be proportional to the true beam
current, To checl this the intensity of fluorescence, produced
by the beam in a slowly flowing gas stream at constant density,
was measured for a range of beam currents. For a 1000 4 10ad
resistor the intensity varied linearly with beam current for
currents up to 1 mA. This shows that although the potential

of the Faraday cup increases with beam current the constant

relating indicated current to actual beam current is constant.
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Gas could be’let into the chamber through a heat exchanger
and the speed of the rotary pump was sufficient to maintain a
flow of gas at a few metres per second through the chamwber at
pressures between ZOf;Hg and 1 rm Hg. The heat exchanger was
designed to allow different coolants to be used down td liquid
nitrogen temperature and was insulated by the vacuum around it
once the charber was evacuated. A Pirani gauge and a McLeod
gauge were’provided for measuring the preéﬁure in the chanber
so that ifvthe tenperature of the gas was known its density

could be calculated.

The beam could be observed through a window in the side of
the test chauber using the optical system shown in figure 6. One
lens and mirror were mounted on a two axis traverse'gear which
allowed‘any point within a 5 cm square to be observed with a
positional accuracy of i «025 it on each axis, With the beanm
at the focus of this first lens a parallel bean of light was
ineident on all the mirrors making it possible to traverse -
along either axis without changing the focus of the second lens.
The lenses rust be positioned sc that the second one focusses
the light on tlhe slit in front of the photonultiplier or |
monochromator. To do this a knife edge was nounted vertically
in the chamber in the position that would be occupied by the

beam and illuninated from behind by a diffuse light source.
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A sharp image of the knife edge could readily.ﬁe obtained on
the front of the slit which remained in focus for 211 positions
of the vertical traverse, For density measurements, an E,M,I,
95028 photomultiplier was used with 2 .1 1 wide slit in front
of it. An interference filter centred on 3900 2 with a half
band width of 100 R was plocéd in front of the slit so that

neasurerients could be made under normal lighting conditions,

2.t The Optimum Operating Conditions

It is important to obtain the maximum beam current and
filament lifetime compatable with the beam diameter and stability
required. The parameters involved were mentioned when specifying
the electron gun and in this case the emission current from
the filament was measured as a function of the filament heater
current, the grid bias resistor, the H.T. voltage and the
filament position relative to the grid., The best nosition
for the filament was found to be between .25 and .5 mm above
the bottom of the grid and for this position characteristics
such as those in figure 7 were obtained. (At preseat the
highest H.T. voltage available was 30 Kv although the equipment
was designed for use up to 50 Kv). A useful feature of these

characteristics is the sharp saturation in the emission current,
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due to the negative feedback, which can be used to stabilise the
total beam current by increasing the filarent heater current

vntil the saturation knee is reached. 7This occurs for a heater
current of 2.7 to 2.8 aps vhen an enission current of approxinately
a nilliamp could be obtained. By systematic adjustment of the

grid bias resistor and electron optics wore than 90 of the

ernitted current could be directed through the drift tube and
collected by the Faraday cup. Under the present operating
conditions the hairpin filaments had a lifetime of between 10

and 15 hours which is adequate for nost wind tunnel applications,

Although a current of 1 mA is sufficient it is necessary
that this be contained in a narrow reascnably parallel bean of
electrons, The intensity of fluorescence is proportionzl to the
current density and therefore the variation in current density
across the beam can be obtained by an Abel tranformation from
the measured intensity profile. Tor the present discussion it
iz sufficient to use the variation in intensity as an indication
of the electron distribution and hence Yeam size. The slit in
front of the photormltiplier was .1 ma wide and orientated so
that its length was parallel to the bear, Figure 8 shows
typical profiles, obtained by traversing across the beam 1.3 cnl
in front of the drift tube, for a wide renge of pressures at

roon temperature. Interpretation of these profiles is
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complicated by quenching above HOOrJHg and the peak of each
distribution was difficult to deternine with any accuracy.

However, it is apparent that the effect of scattering is to
redistribute the electrons causing a broadening of the distribution
and a reduction in the peak value. The parameter!b.D governs

the scattering of the bean and for this porticular arrangement

a detector 2 mm in diameter would record practically all of the

primary bean for values off).D up to 2 x 10_6 grams cmﬂz.

The profiles for the higher pressures, greater than 600fJHg,
do not tend to zero intensity even 1 rm outside the primary beam
diarieter. This is due to the 'halo! around the beam produced
by low energy secondary electrons, Therc appears to be no halo
produced at lower pressures but this was thought to bedue to the
intensity of the halo being too low to be measured. To overcone
this the slit was rotated through 900‘50 that a cross section of’
the beam was observed. For a presswre of BZfJHS and a prinary
beam diameter of .5 mt the slit length was varied from 1 to 3 mu.
Figure 9 shows there is a rapid increase in the photomultiplier
signal as the slit length is increased to 1.5 m1 followed by a
more gradual rise for longer slits. This indicates that even at
this pressure there is a halo around the bean which is not of

negligible intensity. TFortunately the intensity of the halo
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appears to vary in the same way as the intensity of fluorescence

(ko)

produced by the primery beain. TFor nitrogen Yada s and Harbour

21)

and Lewis have shown linear oalibration curves for pressures

up to SOO/yHg at room tenperature.

The beam was usually used with a slit 2 mm long by <1 mm
wide orientated so as to observe a cross section of the bean.
This should nininise errors due to the spreading of the bean but
before ecach experirient tests were perioriied in a static gas to
ensure that the slit was long ecnough to observe the fluorescence

due to the whole of the primeary bLeam.

245 The Validity of Roont Teriperature Calibrations

If absolute density measurements are to be made the electron
beam probe must be calibrated using a stream of gas at a known
tetiperature and pressure. Calibration carried out in a static
gas are not reliable since the beam might heat up the gas in
its vacinity. The gas must be flowing at a velocity of at least
a few metre per second to carry away the excited ions end any
netastable excited molecules produced by the high energy electrons.
It is usually only convenient to carry out such a calibration
at room temperature and it is therefore necessary to establish
its validity over the range of teuwperatures encountered in high

Mach nuiber low density wind tunnels. Tor room temperature



524

nitrogen the de-excitation of the Né+ E%EEE states by collisions
with other molecules becomes important above BOO)qu pressure -
causing the intensity of the bands to fall below thaf which
would be expected for a linear relation between intensity and

(1)

density. liuntz gives the following expression for the

intensity of a spectral line under these conditions

I = nh C'vm_'l 000(102)
1 + 2ng(T) J4TRT
A nnm

This shows that guenching dopends.on the tenperatiure, through

the variable £(T) - /T, as well as the density, but a search of

o

* the literafure has failed to reveal any information on the
variatio; of ¢ (T). . Harbour and Lewis(aﬂ suggested that the
guenching cross section varied with temperaturs as does the- ..
conventional collision cross section when the quenching term één“

be shown to vary as nT /}/(T). CAn attempt is made here to jusﬁify'"

his assumption and to determine what corrections nust be applied

in the present experiments.
If any calibration curve is to be useful the sensitivity

of the photomultiplier must not vary during the conrge of an

experiment. An optical systen was therefore introduced which
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on the slit in front of the photomultiplier the output of which
was neasured for a ranpge of currents supplied to the lamp., This
current wvas determined by pessing it through a standard shunt and
measuring the voltage across it. The true temperature of the
filanent was obtained from the calibration supplied by the
nanufacturers and the spectral radiance for ench temperature
(cbtained from the tables of PeVos(?O)) plotted sgainst the
photorultiplier output. Calibration curves obtained in this

way on three consecutive days are shown in figure 10 which denonstrate
that the photomultiplier sensitivity is practically constant over

this period.

To investigate the temperature dependence of quenching a
2 i long s1it was placed in front of the photomultiplier to
observe a cross section of the beam and thus aveid errors due
to the scattering of the bean, TFor roou tenperature neasureuents
the heat exchanger was filled with water. The temperature of
the pas flowing through the test chamber was asswied to be the
sanie as the water temperature which wes neasured with a mercury
thernoreter. A room temperature calibration was then obteined
sinply by varying the pressure and measuring the photomultiplier

output and bean current. A seconcd calibration curve was obtained
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at 76° K, as liquid nitrogen was readily available and this is
close to the free stream static tempercture obtained in many

low density tumnels. To prevent the cold gas from the heat
exchanger from mixing with the warrer gas alreody in the test
chamber a pipe was mounted as shown in figure 11. A shielded
and calibrated thernocounle was mounted just downstream of the
beam: to record the temnperature of the gas stream. On filling
tle heat exchanger with liquid nitrogen the thermocouple indicated
a steady drop in temperature until a value very close to that of
the liquid was obtained after half an hour. Iowever, this did
not necessarily nean the gas flowing through the chamber was at
this temperature since the radiative heat.transfer between the
thernocouple and its surroundings is couparcble to the convective
heat transfer at these low densities. TFurther indication of the
tenperature of the gas comes from the intensity of fluorescence
at low densities which should be propertional to the density but
independent of the temperature. However, as the density is
calculated from the measured pressure and temperature if the
tenperature is hirher than that indicated by the thermocouple
the intensity would be lower thon expected. This effect was
observed initially but when the gas was pre-cooled before it
entered the heat exchanger there was good agreement between

he curves for both tenpeatures, {igure 12, and guenching was

less effective at lower temperatures.
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In order to check the assumption of Harbour and Lewis the
roon temperature curve was used to calculate a curve for 760K.
There was good agreement between tihe measured and calculated
curves but this experiment alore is not enough to justify the
assunptions In the present heat exchanger the gas passes

hrough a narrow bore coil and then expands into a considerably
larger bore tube a few inches upstream of the measuring station.
During this expansion some condensation of the gas could occur
the effects of which would be similar to those shown in figure
12. This has not been considered further since the present
experiments were performed in the density range for which the
curves are linear and independent of temperature., Iigure 12 is
presented to establish that the experimental results nced not
be corrected in any way for quenching while also giving some
justification for the assumption that the quenching term ﬁaries

as nT /)J(T)-
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3 ' EXPERIMENTAL STUDIES

2¢1 The Setting up Procedure and Free Streean jicasurements

The object of this thesis is to extend the current knowledge
of high speed rarcfied flows over sharp leading edge flat plates.
Detailed flow field measurements in the merged and transition
fegimes have been made with particular attention paid to the
influence of surface temperature. .s far as possible accurate
quantitative measurements, free from probe interference, have
been made which provide a criterion for testing recent theoretical

studies,

3611 Installation of Electron Beam Probe in the Low Density Tunnel

The experiments were performed in the Low Density Tunnel
at the National Physical Laboratory, because of delays in
conmleting the ilach 20 nitrogen tunnel at Iuperial College. The
N.P.L. tunnel which has been described in reference 71 is
considerably different frowm the nitropgen tunmnel for which the
electron beart probe was oripginally designed., A contoured
nozzle, described in Appendix I, is mounted in a large test
chaiiber so that the flow emerges into it as a free Jet. After
some modificotions the electron gun was mounted horizontally
so that the beam of electrons was directed across the exit

plane of the nozzle. In addition to the drift tubey a mounting
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sting was bolted to the end of the gun assembly. This supported
the nodel on the axis of the nozzle and provided adjustments to

its axial position and incidence,

The shock layer studies were performed using the technique
described in Appendix II and the arrangement oif the electron
gun, nodel and optical system shown in figure 13. The optical
system was mounted on a three axis traverse gear so that
neasurenents could be nade at points along the beam. 4
resolution of .15 rn was achieved in the beam direction and 2 mm
in the flow direction. In order that the aperature of the lens
was not reduced by the model as the point of observation approached
the model surface, the optical axis was inclined as shown. As
the electron beam was at the focus of this lens, the plane
nirror directed a parallel beam of light thirough the window in
the side of the tunnel, An optical system similar to that
described in Chapter 2 then focussed the light onto & slit in
front of the photomultiplier. This arrangement while satisfactory
is far from ideal but it was impractical to extensively rodify

the equipment already in existance.

3¢le2 Setting Up Procedure

The alignment of the electron beam, the model and the

various components of the optical system involved a lengthy
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but not diffieult procedure., To do this the model Qas first

set up on the centre line of the nozzle and the axis of the gun
aligned with one of the holes through its surface. To facilitate
the initial alignment of the optics a wire, made luminous by
passing a current through it, was used, This wvas strung across
a netal bracket which beld it in the same position that would be
occupied by the electron beam. Final adjustrients were nade by
running the beam with the test tank pumped doun to about EOf;Hg
pressure, The focus was adjusted to give the sharpest possiblev
cut off at the surface of the nodel and then the position of the
bean was plotted using the remaining two axes of the traverse
gear. By suitable adjustrients the traverse gear could be nade
to nlove parallel to the beam over its entire length., The final
test was to measure the intensity of fluorescence along the
length of the bearl, when the results shown in figure 14 were

obtained.

3.1s5 Absolute Deternination of Tree Streum Density

One potential use of the electron beam is to neasure the
absolute value of the free stream density. This with a knowledge
of the stagnation conditions, could then be used to calculate

the free stream Mach number,

The bean was therefore calibrated by using the heat exchanger,
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shown in figure 5, which was mounted on the tunnel in place of
the nozzle, The electron beam was directed across the exit of
the heat exchanger and a calibration curve obtained as described
in Chapter 2. lleasurenents were pade on two consecutive days
(figure 15) and the reproducaeble accuracy was about 1% while the
absolute value of the density was estinated to be accurate to

better than 1%.

The calibration curve can be accurately established but
practical difficulties with the present equipment limited its
usefulness., This curve will only be strictly valid so long as
the electron gun is not disturbed or the optics are not moved
other than to traverse along the beam. It was not easy to
satisfy the condition since the nozzle had to be replaced with
the heat exchanger, the calibration performed; and then the
nozzle replaced, Iowever the calibration curve obtained was
used in determining the free strean: density for a stagnation
pressure of 74,6 mm Hg, and a stagnation temperature of 693° K.
From the pitot pressure, measured with a .31C cm diameter
internally champfered pitot tube, the Mach nuiber was calculated
as 6441 and the free stream density was 1.87 x 1077 grams/cmB.
The valtie obtained from the electron bean rieasurement was 1.81
x 1077 grams/cm3 so that the two values agree well within the

accuracy of the several neasurenents involved. It was riot
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necessary to apply any corrections for guenching at this density.

This initial check seemed to indicate that the electron
beamt could be used to determine the absolute value of the density.
However measurements made over an extended period of time, and
a large nwiber of different‘runs showed that there was as nuch
as a 15% variation for the intensity of fluorescence in the free
stream. Some of this variation was due to genuine changes in
the density arising from differences in the iiach nunber for
each run. As discussed in Appendix I, this was occasionally
as nuch as ' and wds due to different rates of cooling of the
nozzlé by the liquid nitrogen. Such a variation of the Mach
nuriber could account for 10 of the scatter in the free streeanm
denzsity. As the actual scatter was larger than this, the resulis
werc exanined to see if there was any systematic variation with
the beam current or the test chamber pressure, No such variation
could be found but possibly it was masked by the variation in
Mach number since the pitot pressure was not measured for every
run during these prelininary measurements. A further possibility,
which could not be investigated, was impurities in the nitrogen,
particularly oxygen which would seriously aiffect the intensity

of fluorescence.

As the electron beam probe would require frequent calibration

it was not used tommke absolute measurements. Instead, for
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11 the remaining aerodynamic tests, the Mach number was calculated
from the ratio of the free stream pitot pressure to the stagnation
pressure, The corrections to the pitot pressure for viscous
effects were small, 1 to 3% for the range of free stream conditions
used in the experiments. The stagnation temperature was measured
with a Nickel-Chrome Advance thermocouple, calibrated against

the standards of the N.?;L. It was therefore possible to calculate
all the free stream conditions to the accuracy required and the
depsity was always measured in terms of the frec streazm density,
readings of which were made before and after cach set of reasure-

mnents,

%.2 Shock Layer Measurenents

The electron beam probe was useld to obtain the density
profiles at seversl axial stations along the length of the iodel.
In the first place the effect of surface temperature on the
growth of the shock layer was investigoted by circulating
different coolants through the model., Secondly detailed flow
field measurements were made around the leading edge to investigate

the disturbance upstream of the leading edge.

34,201 The Effect of Surface Temperature cn the Growth of the Shock

Layer

This first experiment was performed in the snmaller nozzle
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using the flow conditions summarised in table A1¢1. The modeis
were constructed from higﬁ conductivity copper with a solid rib
down the centre tarough which the holes for the beam passed,
figure 16. On either side of this central rib were cavities
through which a coolant could be circulated to within 1 cm of the
leading edge. The wedge angle of the nodel was 15° and the holes

for the beam were 0,5 i diameter,

To obtain a density profile througlh the shock layer, the
rtodel was mounted parallel to the nozzle axis with éne of the
holes directly opposite the end of the drift tube., This required
careful positioning of the model but once this was done it was
only necessary to push the drift tube firmly into the counter-
bored hole on the underside of the wodel. Apart from near the
leading edge, such a seal is acceptable due to the small pressure
differences and the large mean free paths. Close to the leading
edge, where there is little or no counter-bore, the tube was
araldited to the underside of tlhe model, The renaining holes
in the model were sealed off, Some difficulties were experienced
with the narrow drift tubes as they were too small tobbe cooled
by circulating water through thems A satisfactory design
consisted of a length of stainless steel liypodermic tube with
+125 1 of copper deposited on the outsides. The deposit of

copper was sufficient to prevent local hot spots being produced,
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-which otherwise melted the stainless steel.

Once the mddel and drift tube had been set up by eye, the
tunnel was evacusted and the electron beam cperated. The
magnetic focusing and deflection controls were used to maximise
the bean current coming through the hole in the model., If this
was adeguate (0.1 to 1 mA), then the electron beam and the diffusion
punp evacuating the gun were switclied off and the system out-
gassed for at least half an hour and prefereably more. The
thernistor gauge(72>, used to monitor the pressure in the drift
tube, could then be calibrated against the McLeod gauge. This
coimpleted the setting up of the electron beam and the required
flow conditions could now be established. Finally, with the
beam operating, the pressure in the drift tube was set equal to
that on the surface of the model. A density profile through the
shock layer was obtained by simultaneously reasuring the intensity
of fluorescence and beaﬁ current at several points through the
shock layer and normalising the results to a constant beam current.
The position of the model surface could be determined to within

«125 mm from the sharp drop in the photomultiplier signal, as

the point of observation was traversed onto the surface.

After each traverse of the shock laver the pitot pressure
was measured .25 cm ahead of the leading edge, and used to

calculate the free stream conditions.
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The above procedure was used to obtain density profiles at
different axial stations on the model from .175 ¢ to 5.71 cm
from the leading edge. This was done first with water and then
liguid nitrogen circulating through the model. Some difficulties
were experienced in circulating the liquid nitrogen and it was
necessary to insert a vapour trap immediately prior to the inlet
pipes on the nodel. Sufficient liquid could then be circulated
through the model to hold all but the lecading edge at the
temperature of the liquid., Typical sets of demsity profiles are

shown in figures 17 and 18 for both cases.

The surface temperature distribution was measured, using a
series of thermocouples inserted into the électron beam holes.
Quartz inserts were fitted into the holes so that the bead
forning the thermocouple was positioned just below the surface.
Thermally conducting paint was then used to fill the liole so that
the surface was uninterrupted. The biggest criticism of this
rnethod is that seversd insulated leads were fixed to the under-
side of the model, thus reducing the heat transfer to this face,

his is an important poiﬁt since the model is o wedge with one
side parallel to the free stream, The upper and lower faces are
not thermally isclated, aznd over the solid leading edge the heat
transfer to the underside will be important in determining the

tenperature, Tor the water cocled case, figure 19, this was
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obviously not important sice the leading edge is only a few
degrees hotter than the rest of the nodel, However, for the
liguid nitrogen case the temperature .175 cm from the lezding
edge was approximately 1OOOVK. Under normal operating conditions
it might be slightly higher, buf this does not affect any of the

gualitative conclusions drawn from the results,

The density profiles, figures 47 and 138, show the expected
decrease in shock strength as merging occurs. Tor the case
shown this corresponds to a rarefaction parameter T  of .16 and
occurs approximately 2.5 cm from the leading edge. Therefore
downstream of this point the shock strength shiould be equal to
the Rankine-Huganoit value for the measured shock angle and free
stream liach nurber. The Renkine-Hugonoit value for the density
ratio was 2.3%0 for the water cooled case end 2,16 for the liquid
nitrogen case while the measured wvalues were 1.3 and 1.69

respectively.

This discrepancy is not due tc a coalescing of the shock
layer and the nozzle boundary layer. However, there is an
appreciable blockage effect causing an increase in the Mach
nuiber above that for the enpty nozzle. This results from a
strong interaction between the nozzle boundary layer and the
shock layer on the underside aud side plates of the model,

causing a disturbance toc propogate upstream through the subsonic



66.

part of the nozzle boundary loyer. At a stagnation pressure of
74.6 wn Hg the lMach number was increased by .1 when the model
was in the flow., This would correspond to a thinner nozzle
boundary layer leading to a greater expansion of the flow and
possibly some flow angularity, i.e. away from the axis of the
nozzle the free stresm flow is no longer parallel to the nodel
surface. This is only a tentative suggestion but a flow

angularity of alnost 30 would explain the observed results.

To determine the conditions and gradients in the flow
approaching the shock, axial pitot traverses were nade at
different heighfs above the model surface. At the highest
Reynolds nuaber, 650 per cn, measuremeﬁts 2 cn above the nodel
are not affected by tle nozzle boundary layer, figure 20. 2.5 cm
above the surface there is sowme loss of stagnation pressure in
front of the shock layer due to this layer coalescing with the
nozzle boundary layer. However it should have been possible to
study the shock layer over at least 5 cm of the nodel. Another
feature clearly shown is the decrease in shock strength towards
the trailing edge of the nodel in spite of the fact that within
the < .25 m1 accuracy of the messured shock position, the shock
vave was straight over this region. Sore decrease in the shock
strehgth is to be expected due to the expansion at the trailing

edse, but this would also be associated with a decrease in the



67.

shock angle as the shock wave tended to & liach wave sufficiently
far down stream. Due to this unexplained behaviour of the shock
strength, only measureilents within 2.5 cn of the leading edge

have been used when enalysing the results for the smaller nozzle.

This experinent was continued in the larger nozzle when
pitot traverses established that even 7.5 ci from the leading
edge, there was a 1 ci wide region of uniform flow between the
shock layer and the nozzle boundary layer. In addition, from
Appendix I, the flow angularity was shown to he only.24° at the
most. It was therefore possible to study the effect of the
trailing edge by fixing different length extension plates to it.
Pitot traverses were performed for 2.5 and 5 cm extensions. MNo
differences in shock strensth were detected over the first 2.5 cn
of the nmodel but further downstream it was between 5 and 6% lover
for the shorter extension. Tor the 5 cm extension a virtuelly
straight shock of constant strength existed from 2.5 to 5 cm
dovmstrean of the leading edge. Turther downstream the shock
engle decreased and there was a corresponding decrease in shock
strength in agreement with the Rankine-flugonoit values, as shown
in fisure 21. Therefore it appears that the trailing edge
effect extends approximately 7.5 cm upstream but to investigate
this further requires more attention to the trailing edge

georietry. Ilowever it can be concluded that when a 5 cm extension
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plate is used the flow over at least the first 5 cm of the model

is not influenced by this trailing edge effect.

Using this extended model further density profiles were
obtained and the density ratio across the shock wave was found

to agree with the Rankine-Hugonoit values.,

Je2.2 The Flow Field Around the Sharp Leading Ldge

Theorectical studies, which use finite difference schenes,
require initial conditions at the upstream limit of the flow
repgine for which they afe valicd. TUnreglistic initial conditions
are often applied at the leading edge but recent flow field
surveys(az)(ZB)(zq), show that there is an appreciable disturbance

extending a few free stream mean free paths upstreait of the

leading edge,

Tor the larger nozzle a useful inviscid core can be obtained
for a Reynolds number as low as 130 per cm (Appendix I). This
corresponds to a free strean nican free path of .63 nn and since
the primary beam dizmeter is only 5 mm it was possible to
exam%ne the upstrean disturbance, The electron beam was directed
across the leading edge and the optics were masked so that there
was no change in aperature when traversing along it. In
addition the narrow drift tube was shortened so that the shock

wave generated by it did not influence the flow around the



69.

leading edge. The distance between this tube and the_leading
edge was neasured and the end of the tube used as a referecnce
position for the traverses along the beam. Density profiles
were obtained approximately 1 and 3 rnean free paths upstreazm
and were noted to be slightly asymmetric as shown in figures 22

and 23,

This flow fleld study of the leading edge region was extended
1425 cn1 downstream of the leading edge when the density profiles
shown in figure 24 were obtained. he free stream density profile
upstreann of the model is also shown and due to the gradients
there and the diffuse nature of the shock wave it is difficult
to determine the transition from one to the other. As a result
the free strean density used to normalise the profiles cannot

23 ]
be accurately determined and /) is only accurate to within 5.
1 Pos

The nmerging of the nozzle boundary layer and the shock layer
Jjust downstream of this leading edge region should not sericusly

effect the results since the shock layer is supersonic throughout.

This completes the experimental studies and results are
now available from which the development of the flow field can
be traced, from the first disturbance upstream of the model, to

the weak interaction regime towards the trailing edge.
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L, Discussion and Correlation of Results

An experimental study has been made of the various flow
regimes for high speed rarefied flows over a sharp leading edge
flat ylate. The Mach number varied from 5,7 to 6.5 while the
range of Reynolds numbers was 130 = 650 per cm. For the lowest
Reynolds numbers the flow was sufficiently rarefied for the
near free molecule region in the vacinity of the leading edge
to be investigated. The first disturbance to the freersteam
vas found a few mean free paths upstream of the leading edge.
There was then a transition regime extending several mean free
paths downstream of the leading edge until continuum flow was
established giving rise to the merged regime. In this regime
there is no shock wave distinct from the boundary layer and the
whole flow field is described as a shock layer. TI'urther down-
stream the density profiles showed a distinct shock wave and

boundary layer separated by an inviscid region.

It will be demonstrated that this is a weak interaction
regime and not a strong interaction as for Mach numbers greater
than about 8(27). From the density profiles a flow field model

is built up and the extent of each regime is defined as far as
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possible, This model is then used as a criterion for comparing

the latest theoretical studies of the problem.

Lk,1 Correlation of Experimental Results

L,1.,1 Shock Layer Shape

Before the shock layer shape can be discussed it is
necessary to define the position and thickness of the shock
wvave. Usually the point of maximum slope in the density or
pitot profile is taken as the position of the shock wave, as
illustrated in figure 25a. This definition has been used for
most of this thesis and is reasonable except when very close
to the leading edge. The density profiles plotted in figure 2k
show that as the leading edge is approached, the point of
maximua Slope moves closer to the peak of the profile. At the
saile tine the pealk nioves closer to the surface. Therefore this
definition gives a ratio of the shocl: thickness to the shock

layer thickness which tends to infinity at the leading edge.

Therefore a more suitoble definition is used when dealing
with the near free molecular flow regime within a few mean free

paths of the lcading edge.

The actual shock shape for the merged and weak interaction

regimes is plotted in figure 26 for both surface temperatures.
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For the cold wall the temperature is assumed to be uniform and

equal to 780 K for which Tw / TO = 411, Increasing the

surface temperature leads to an increase in the shock layer

thickness and the shock angles.

Several correlating parameters have been suggested for the
nerged layer and lc Croskey(73) plotted YMS / X against T, .

hile the cold wall data correlated well, the data of Chaun and

(12)

Walter for anadiabaticwallwasasmuch as 100 higher. When

the present data and that of Chaun and Vaiter were plotted
against Ve there was a systamatic increase in Yis / X with

Tw / TO for a given V, + Therefore a parameter using conditions
at the wall as the reference should be more suitable. It is

convenient to introduce a Reynolds nusber at the wall, Re =

WX
(@7) did when correlating low density drag

Re /é?Jw, as Potter o
h

Xy00
data for spheres and cones, Becker as used this concept
to discuss the transition from continuum to kinetic flow. It
was shown that the Knudsen number at the wall changes from a
-2 v
dependence on Véha;o a dependence on MeoCO“/ Rex,ga' Therefore

in the upstream region of the merged layer where the flow is

near free molecular a Knudsen number based on M_,C_. / Re
e oo WyX

is more appropriate. Shorenstein and Probstein(zg) in a recent
1 % Coo, Ty 2
theoretical study introduced the parameter ﬁ;’“"po(ﬁﬁ which
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is simply related to the Knudsen number at the wall through:-

2
M Cop T 3 T, % M T %
v = 2 o 2 .2
(<" = Ty B = — [y (F-T) vee(Talt)
™
Rex,oo To To “ew,x Ty

Having obtained this expression Becker then proceeded to use

N and claims that this is justified by the results, However
WeX
the correlation of the shock shape in terms of this parameter

was not good and in the present case the temperature ratio

a
(Ton/ Tw)2 has been retained. In figure 27 the present results

and Chaun and Waiter's data have been plotted against 2

-

T@ 1 W',X
(T~)2 using the maximum slope definition for the shock wave
W
position,.

The correlation is remarkably good up to values of 4 in
this parameter showing that the dependence on the temperature
ratio (Tpy/ Tw>% is reasonable when conditions at the wall are
used as a reference. If the free stream conditions are used as
the reference then (TW / TO)% is the appropriate ratio.

a
For values of g——-— (2—-)2 greater than .1 the correlation

wex W
breaks down. This correponds to a distance in the order of
10 static mean free paths downstream of the leading edge. Hamel

and Cooper(34> have discussed the flow in this near free

molecular flow regime in terms of two relevant mean Iree paths.
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They are the mean free path>for collision of an emitted or body
molecule,>\b, with a free stream molecule,and the mean free path
of a free stream molecule with a body molecule, Xf. For hard
sphere molecules the ratio of)\f to >‘b is the speed ratio, l.e.
)__ £ / >‘b = Sgoe This point will be discussed in more detail

when dealing with the near free molecular flow regime in the

vacinity of the leading edge. At present it can only be suggested
t‘

¥ 2
that the breakdown in the correlation against ge (%2) is
WeX W

due to the fact that the static mean free path at the wall is

not the characteristic length for this regime.

(73)

Figure 27 also indicates the mean 6f Mc Croskey's
results which lies considerably below the present data. To
consider this further it is necessary to use the position of the
peak in the density or pitot pressure profile, YP, in rlace of
YMS'

position and some recent experimental data is also presented in

Theoretical studies invariably use Yp for the shock wave

this form. In figure 28 the present data is replotted in terms
of YP / X and the first point to note is that the correlation
is not as good as before. In addition to Mc Croskey's data

(21) for similar flow conditions is

that of Harbour and Lewis
also shown, Harbour and Lewis's measurements should be the more
reliable as they were made with an electron beam probe, This

probe does not appreciably disturb the flow while the pitot
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tubes and hot wires used by MMc Croskey have been shown to cause
considerable disturbances. It is therefore interesting to note

that Harbour and ILewis's results are closer to the present data.

(25)

are in better agreement

(18)

In addition the recent data of Becker

with the present results than those of Becker and Boylan

The scatter in the experimental data is considerable, it 25%,
and does not appear to vary systematically with M Rgx,ooor
T, / T, It is therefore difficult to make reliable comparisons
with theory but Shorenstein and Probstein have already noted the
agreement between their predictions and the results of Becker

(18) 17)

and Boylan and Mc Croskey et al . However they failed
to compare with the results of Harbour and Lewis and Becker's
results are now available all of which show higher values of
Yp / X than predicted by the theory. The present results are in
reasonable agreement with these two references and it therefore
appears that the theoretical model is at fault although the
error is not serious. This point will be persued further when
a new flow field model is proposed and compared in detail with
the different theoretical approaches. However it is worth
commenting that the theory of Huang and Hwang(BBB) does not
describe the development of the shock layer properly while

Rudman and Rubin's (31) approach leads to a virtually constant

value of Yp / X of between .7 and .O.
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4,1.2 Shock Thickness

It is often stated that when the shock wave and boundary
layer merge there 1s a rapid thickening of the shock wave.,
While this is true to some extent it is not as pronounced as
many flow field models show., In fact at the upstream end of
the merged layer the shock wave is becoming thimner as illustrated
by plotting contours of constant density around the leading
edge, figures 29 and 30. This clearly shows that the peak in
the density profile moves towards the surface as the leading
edge is approached and occurs on the surface at the leading edge.
At the same time the shock wave becomes thinner but if the
maximum slope definition of the shock wave is used then the
ratio of the shock thickness to shock layer thickness becomes

infinite at the leading edge.

Due to this difficulty of defining the shock wave the
maximum slope definition has been used for ¥ £ 1. Values of
NS/ YMS are plotted in figure 31 vhere a remarkably good
correlation is obtained over a wide range of lMach numbers,
Reynolds numbers and Tw / To. This implies thatAS varies in
the same way as Y o with the ratio T / T, The increase in
£ 8/Y for the present data occurs for a V., of .15 indicating
the beginning of the merged layer in agreement with other studies

(17)(48). As pointed out above the continued rise in this



77

ratio for the larger values of U, is due to ¥, decreasing
faster than 45 and does not mean that shiock waves continues to

éet thicker,

For velues of V_, greater than 1 the density profiles
indicate a gradual rise to a peck value followed by a sharp
drop as the surface is approached., It is difficult to define
characteristic points for these profiles and therefore the some-

(18)

what arbitrary definition of Becker and Boylan is used.
Trom figure 25 the shock thickness is YP - YA while the shock

position is (Yp + YA) / 2e

sting this definition some of the present data has been
compared with Becker and Foylan's values &S / Yyran in figure
32, for values of V_, between .3 and 2. There is reasonable
agreement at a ng 6f .5 but ior larger values there is rapid
divergence of the two set of data. It is dangerous to infer
too muéh from this since Decker and Boylan used pitot tubes and
hot wire which could drastically disturb the thin shock layer,
very close tc the leading edge, as suggested in Appendix IT.,
Hovever some of the difference is probably due to a breakdown
in the correlation with V_, . As mentioned earlier Hamel and
Cooper have shown that there are two effective mean free paths
for this regime related by Xf />\b = 8,qe The speed ratio,

S s should therefore be important rather than the Reynolds

=0
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number or surface temperature. This is clearly the case for
the data presented in figure 32. The results for the present
experiment show that there is no dependence on Reynolds number
or TW / T, for the range considered, Tor Becker and Boylan's
data the Reynolds number and T / T are similar so that the
only difference is the Mach number. Therefore the difference

inds / ¥

MEAn 2PPears to be due to the difference in iach number,
or speed ratio, although the results of Becker and Boylan

should be treated with caution.

4,1.3. Shock Strength

The density profiles and figures 29 and 30 clearly show
that the merged layer is made up of a relatively thick shock
wave with a viscous layer between it and the surface. The most
striking effect of this merging is the reduction of the shock
strength as the leading edge is approached. This has been

(28) 29 a

discussed by Oguchi and Shorenstein and Probstein
was shown to be due to finite transport effects behind the shock
due to its contact with the viscous layer. The actual processes
involved are discussed when comparing the flow field model with

their theoretical model but the shock strength and its correct

correlation should give some insight inte these processes.

As the density is the parameter measured in the present
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experiment the ratio of the maximum density to the free stream
density is defined as the shock strength., Within a few mean
free paths of the leading edge it was anticipated that the free
stream mean free path would be important in determining the

shock strength., Therefore the shock strengbth for several different

e
%

experiments has been plotted against ge y which is approx-
X’ m bg
imatelynﬁa/’x. The Chapman - Rubesin constant C is based on

(21) reference temperature T given by‘Tg / TO{:-f

Eckert's
1/6(1 + 3 T, / TO). This is approximately the mean temperature
in the shock layer and is rore appropriate than TW or Tcxb

particularly if TO and M, are high.

Tigure 33 reveals the remarkable result thet this parameter
correlates the shock strength for more than 400 free stream
mean free paths from the leading edge. In fact for the present
data the correlation extends to the downstream limit of the
nerged regime. Further support for this correlation comes from
the Mach 9.4 data of Hickman(aq). Tt has becen noted in the
present experiment that the pealt in the density profile moves
closer to the surface as the leading edge is approached. How-
ever, even 3 nean free paths from the leading edge there is still
a distinct pesk in the profile. In constrast Iiickmants profiles

do no show such a pedl: ten or more mean free paths from the

leading edge. Tris is consistent with the fact that the
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resolution of the optical system for his experiment appears to -
be worse than .5 mm measured along the beam which would not be
sufficient to resclve the peak in the profile close to the
leading edgee. Due to this only data for M ¢ / Rex’ooup to
value of ,05 has becn plotted and this is in goocd agreement with
the present data. Therefore this simple parameter M C* / Rex,
correlates the shock strength for a range of lleynolds numbers
from 320 to 6,000 per cm and Mach numbérs from S5¢7% to 25.5.
This data also includes results for a cold wall Tw / To = 11
and the adisbatic case T / T, 1. The physical significance
of this and the theoretical results plotted will be discussed

in connection with a new flow field mocdel presented later.

L,2 Surface Pressure

For completeness the surface pressure distribution is
discussed here although the measurements were not performed by
the author. The results are taken from an earlier study(74)
which used the same flow conditions as the present experiments.
Corrections were applied for the orifice effect which arises
when the model is not in thermal equilibrium with the ambient
flow. The corrections applied, using the theory of Kinslow and
Arney(75), increased the surface pressure by approximately 209

. 0
and 5 for T, / T, = 11 and Jit respectively., Bartz and Vldel(2 )
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have recently studied these empirical methods for correcting
pressure data and concluded that they underestimcte the effect
possibly by as much as 20% pt 20%. No precise estimates were
made for the accuracy of Kinslow and Arney's method as applied
to the present data but as errors similar to those suggested

by Bartz and Videl are possible, the pressure could have been
underestimated by as much as 8% for T, / T = «11. However,

an error of this magnitude will not alter any of the qualitative

conclusions in this thesis,

The corrected surface preésures increased with Tw / To
and in figure 34 the more reliable data for T, /T, = b is
plotted against the viscous interaction parameter)Q”; Comparison
with weak and strong interaction theory shows that the surface
pressure deviates from 1st order weak interaction theory for
X .28 and there is no region of strong interaction. The usual

o

criterion for strong interaction is X

a8

= 0(10) while merging

occurs for V S}.1 to «2. Therefore as Potter(27) has
004X
suggested, because ?g%x = vao,x Mio’ strong interaction will

not occur over much of the plate unless Mcfi; 8. As a result
the region downstream of the merged layer is a weak interaction
regime for the present Mach 6 flows, which explains the surface

pressure variation in figure 3k,
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4,2 Temperature Jump and Slip Velocity

Reliable solutions to the Navier - Stokes equations,
describing the flow over a body in the continuum limit, can
only be obtained if the correct boundary conditions are applied
at the surface. It is therefore necessary to examine in detail
the Knudsen layer, of the order of a mean free path thick, which
separates the outer continuum flow from the body surface. For
this layer collisions with the surface are more significant than
intermolecular collisions so that the velocity distribution
function is not locally Maxwellian and the Navier ~ Stokes
equations are not valid, Therefore the correct boundary conditions
to be used with the Navier - Stokes equations are the conditions

at the outer edge of the Knudsen layer.

Provided the density of the gas is sufficiently high for
the mean free path to be neglected compared with the physical
dimensions of the problem, the Kaudsen layer can be ignored
without eausing serious errors. Under these conditions the
Navier -~ Stokes equations can be used by applying the boundary
conditions u = O and T = Tw at the surface. IHowever, for the
present flow conditions, realistic boundary conditions for the
Navier - Stokes equations can only be obtained by considering
the Knudsen layer, The simplest approach is to ignore the thick-

ness of this layer but to apply appropriate slip boundary
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conditions at the surface. The conditions are obtained by
considering the velocity or temperature profile for the continuunm
flow, for which the Navier - Stokes equations are valid, to be
extrapolated uniformly u@ to the surface. Alternatively the
solutions for the Knudsen layer and the Navier — Stokes equations
can be matched at the interface between the continuum flow and

the Knudsen layer. (nly a few of the recent theoretical solutions
can be mentioned here but first it is useful to consider the

simple approach proposed by iaxwell.

To calculate the slip velocity over a surface it is
convenient to group the molecules into two streams., One Stream
consists of molecules approaching the surface and the other of
molecules that have just struck it and are receding from it.

The slip velocity can then .be regarded as the nett mass vélocity
of these two streams., If the slip velocity is Uﬁ then the
average tangential velocity of the molecules approaching the

surface will be

3 N AU
UI Uw + 3Y

Tor the reflected molecules if the accommodation coefficient

for tangential momentum is f then their average velocity will be

UR = (1 -'f) UI 000(204)
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Therefore Since U, = x (UI + UP) it can be shown that
g - 2=fX 4D
W £ 5Y

Similar arguements show that the temperature jump is given by
T = 2_ _"_C’(. >\ é-__T_
J o« Y
together and the important parameter is the enthalpy jump.

. The slip velocity and temperature jump occur

Patterson(76) has considered this problem and related the

temperature jump to the slip velocity through the expression

Ty = gy = T,) ‘
_ 75w M dr ey X cae(Belt)
= 128 (AY) I cp X= 1 ?

Receﬁt studies have attempted to represent the gas -
surface interaction more realistically, Shén(77) has pointed‘out
that the procedures of Patterson and others lead to difficulties
if more than tongential momentum exchange and thermal accommodation
coefficients are incorporated in the slip boundary conditions.
Shen calculates the velocity slip and temperature jump to be
used with the Navier - Stokes equations from the asymptotic
behaviour of the Knudsen layer towards its outer cdge, A
linearized Boltzmann equation is used and the resulting
simultaneous integral equations are solved using a variational
principle. It was demonstrated that this procedure allowS the

coefficient for normal momentum exchange to be incorporated in
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addition to the usual tangential and thermal accommodation
coefficients, There have been many similar studies by Cercignani

(78)

et al and recently a new set of boundary conditions have

been proposed for the Navier - Stokes equations. Another

feature of gas - surface interactions which has been investigated
is the dependence of the slip coefficients on the molecular
model assumed for the calculations. lost work has been done
using the Krook model but Loyalka and Ferziger(79)(8o) by
extending Cercignani's method to the Knudsen layer but for the
full linear Boltzmann equation, has shown that both the slip

velocity and temperature jump are virtually independent of the

model,

In spite of the large effort to understand gas - surface
interactions there is very little information on the effect of
such interactions on the growth of the shock layer over a flat
plate, Pitot tubte readinys have been used to obtain an estimate
of the slip velocity although these are not reliable, The
density and surface pressure data presented in this work can be
used to obtaln a quite relizble estimate of the temperature Jump.
Care was taken to obtain reliable density measurements to within
25 mm of the surface and the value at the wall could be obtained
by extrapolating the profile. Then the temperature of the gas

at the wall can be calculated from the equation of state using
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the measured surface pressure corrected for orifice effects,

Due to the uncertainty in these corrections the temperature
calculated in this way could be as much as &% low for T, / T, = +11.
However, this does not effect any of the cualitative conclusions

" discussed below.

The calculated values of T_ 6 are compared with the measured

-~
\Tt!

surface tenperature in Tigures 35 and 36 vhere the error bars

represent the experimental error only,

One of the most striking features of figure 35 is the rapid
rise in TGW over the first 50 mean free paths of the model which
is o distance of 1.75 cm. A positive temperature jump, which
would be expected for continuum flow and a stagnation temperature
of 7OOo K, is not established until this distance downstream
of the leading edge. Tigure 36 reveals another interesting
point, within 10 mean free paths of the leading edge the estimated
tempercture behind the éhock is fortuitously equal to TGU' This
estimation is made using the approximate calculations discussed
in Appendix IT but should be accurate encugh to show that the
temnperature gradient across the shock loyer is small. Therefore
neglecting the temperature gradient in equation (3.4) an estimate
can be made of the slip velocity. A value of UGW / Upey = o2

vas obtained which for a V_, of .56 is in good agreement with
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Becker and Boylan's(18) results. This is not a general way of

AT

obtaining slip velocity and it is fortuitous that <7§T) across
the shock layer is small for this particular case. The results
presented and similar data at higher Reynolds numbers clearly

show that the temperature gradient can be positive or negative

depending on the value of T, / T, and H .

m peid
The wvariation of TGw

continuun flow is not established over the first 40 -~ 50 free

for T / T, = A2 suggests that

stream mean free paths., At the same time the flow is not free
molecular since a disturbance has been detected upstream of the
leading edge, figures 29 and 30, and the density at the leading
edze is 1.3 z ‘O5f%wf Therefore sonie of the molecules reflected
off the surface must propogate upstream of the leading edge where
they act as scattering centres for the oncoming free stream
molecules. A 5% rise in density was detected approximately
3A¢OuPstream of the leading edge from which it is deduced that
the mean free path of the reflected molecules is of the same
order as kao’ This behaviour suggests the idea of two effective
mean free paths for this regime(Bq) as mentioned earlier in
connection with the shock shape and thickness. The reflected,
or body molecules, become collision dominated in a distance of

several)xb while the free stream molecules become collision

dominated over a distance of several'sz. With the same
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approximations as Hamel and Cooper(3 #) for hard sphere molecules

\ 1
N oo h Lo

pT e
e

4

‘where /EE is the density at the leading edge.

Turther
o _ y '-
Xf Z= s N, = .8 Mw}b
Therefore )\ £ = o65 I‘wim_:)smSince -ﬁ e T:‘-g

@35

In terms of more familiar aerodynamic quantities this becomes:-

2
Y o M
f Re .,

If the transition from the free stream to continuum flow

is assumed to occur over 5/\ £ the condition for continuum flow

M 2 & ¢2. This is based on the approximate value of >\f

Re. oo
at th&'leading edge which will not be the mean value for the

is

near free nolecular transition regime. A f will decrease as the
slip velocity decreases but this will be counteracted to some
extent by the decreasing density near the surface downstream of
the leading edge., As the density near the surface, and hence
the mean density in the shock layer, are dependent on the
surface temperature the condition for continuua flow will vary

with T, / Tye It is not possible to examine this dependence

on T / T from the present data and the above condition is
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therefore only approximately true.

It is interesting to note, from figure 35, that the
condition for continuum flow (M2 / Re 0:7.2) is satisfied
y G

just upstream of the point where a positive temperature jump

1

Re
Kg00

to a point approximately 24>\x,downstream of the leading edge

= L2 corresponds

is first established, For the case shown

while the temperature jump becomes positiveIH)Xaﬁdownstream.
In this respect it should be noted that the values of TG” could
be a few percent low due to underestimating the corrections for

orifice effects to the measured surface pressure,

L4,h Flow Field Model

44,1 Near Free liolecular Flow Regine

Prior to this study the flow field model nost cormonly
used as a guide to theoretical work was that of Mc Croskey et
a1(17). This conclusively demonstrated the merging of the shock
wave and boundary layer and the associated departure from a
Rankine - Hugonoit shock wave. IHowever the upstreﬁm limit of
the merged layer was not defined but several theoretical studies
assumed the flow was free molecular at the leading edge. This
was contrary to experimental values of surface pressure and

heat transfer which were considerably above their free molecular
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values. The present flow field studies show that there is no
free molecular region at the 1éading edge, Instead there is g
regime, which has been called near free molecular, which extends
from just upstream to some distance dounstream of the leading

edge. This regime can be described in terms of two relevant

(34)

mean free paths as proposed by Hamnel and Cooper in the

abstract of their paper which is to be published. Those molecules
which strike the surface and are then re-emitted, having lost

part or all of their directed velocity, have a considerably shorter
mean free path, } pr than the free stream molecules, X £°

The ratio of >\f to )\b is apyroximately the speed ratio Scw

so that for high lach number flows the two mean free paths can

be very different. It was demonstrated above that A fﬁb %z—-

and that the downstreoam 1limit for this near free molecular flow

MZ

Re
Xy

region the body molecules become collision dominated over a

regine occurs approximately for = o2+ Within this

distance of a few Xb'

The detailed experimental study of the near free molecular
flow regine was carried out at a Mach number of 5,8 and Reynolds
numberé of 160 and 130 per cri, From the several density profiles
obtained, contours of constant density around the leading edge
have been plotted, figures 29 and 30. These give a detailed

macroscopic picture of thie.flow regime from which several
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points have already been noted, In the first place the shock
wave becomes thinner as the leading edze is approached and is
approximately 3>xx?hick‘at the leading edge. The peak in the
density brofile moves closer to the surface as the leading edge
is approached and occurs on the surface at the leading edge. ’
Fron figure 29 and 30, it is concluded that this peak value of
density is 1.3 z .05/050 and, in so far as the correlation
presented in figure 33 is valid, is largely independent of the

free stream conditions and surface temperature., In fact the

Paox

o0
the first 10A_ of the plate.

density ratio does not increase much above 1,3 ¥ ,05 over

The most striking feature of both figure 29 and 30 is the
disturbance extending for a few kboupstream over which there is
a rapid rise in density as the leading edge is approached. The
exact extent of this disturbance is difficult to define but there
is a % increase in density B)bo-upstream. It will be noted
that the contours of constant density are slightly asymmetric
with respect to upper surface of the model and that the peak in
the density profiles ahead of the model occurs below the leading
edge., This is obviously due to the higher pressure on the
lower wedge surface of_the model but it is not clear what part
the wedge angle plays in deternining the upstrean distwrbance.

(24)

The present results are in agreement with Hickman's
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neasurements upstream of a flat plate with a 10° wedge angle.

(23)

However Joss et al using 20° wedge angles found a 5 to 10%
increase in density 5 Acaupstream. In addition this data shows

a slight overcompression at the leading edge, and there appears

to be a local flow field dominated by the nose of the model

which is not observed in the present results. Further experiments

will be needed to examine the influence of the wedge angle in

more detail,

For the present experiments it is important thot the lower
wedge surface does not influence the flow over the upper surface
of the model, All the tests performed to defermine the affect
of placiﬁg a drift tube close‘to the leading edge (Appendix II)
yielded negative results. Although the drift tube was small this
is a good indication that molecules reflected from the lower
surface do not influence the flow over the upper surface for a
150 wedge angle. In addition ilickman performed ifests with thin
netal foil stretched across the flow, The upsirean disturbance
was similar to that for the flat plate with a 10° wedge angle,
These tests are important since they show that the absence of
free molecular flow at the leading edge and the upstrean

disturbance are not due only to lower wedge face of the model.
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44,2 The merged Regime

Proceeding with the flow field development downstream of
the near free molecular flow regime the first continuum regime
is the merged layer. As shown above the upstream limit is given
approximately by M2 / Rex,ugk.z although it is not known how
this condition depends on T, / T o He Croskey et al defined the
downstream limit as the point at which a distinct inviscid layer
developes between the shock wave and the viscous layer adjacent
to the plate. This was shown to occur for a value of the rare-
faction parameter Voo between ,15 and .2, While this definition
is justified by the fact that the physical process occurring is
the merging of the shock wave and viscous layer it is not obvious
from flow field profiles when an inviscid region appears. bDue to
the varying shock strength ocver the forward part of the model the
inviscid layer will be rotational and there will be an almost
linear density gradient across it., Therefore the inviscid layer
only appears as a change in the density gradient and for the
present profiles merging appears to occur for le, between +15
and .17, This is within the limits given by Mc Croskey et al

and defines the downstream limit with sufficient accuracy.

There are several effects associated with merging some of

which have already been noted. For Ve, between .15 and .2 there
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is a sudden increase in the ratio of the shock wave thickness to
shock layer thickness which correlates well with ch, up to a
value of 1. It was also noted from figure 34 that for a similar
value of Vao s corresponding to )(a;hg, the surface pressure
dropped below the value predicted by 1st order weak interaction
theory, There was no region of strong interaction for the present

Mach 6 flows.

The most noticeable effect of merging is the decrease in
the shock strength below the value predicted by the Rankine -
Hugonoit shock relations for the free stream Mach number and
measured shock angle. Figure 33 shows the shock strength plotted
against M ¢’ / Re, ., for a wide range of conditions., This shows
the remarkable result that this simple parameter, based mainly
on free stream conditions, corrélates the shock strength over
most of the merged regime and the transition regime nearer the
leading edge. The present experiment has shown that increasing

T, / T leads to a thicker shock layer and hence larger shock

angles. In fact the shock shape over the merged regime can be

M T % " 2 T 3
correlated against = (=~) which is the saie as s=—— (=) .
Re T Re T

Therefore some similar dependence of the shock strength on the
ratio (Tw / TO) would be expected. Trom the data presented,
which covers the range of T / T, from .11 to 1, this is clearly

not the case. The weak effect of the surface temperature can be
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taken account of by the Chapman ~ Rubesin constant based on
Eckert's refefence‘temperature T*. For the present results C*
only varies from .91 to .98 while lic Croskey et al(17) used a
value of .72 because of the higher stagnation temperature. There-~
fore it appears that the shock strength depends mainly on

Mc / Rex’ao, which can be interpreted as a Knudsen number Aao/X,

and only weakly on the surface conditions.

Due to this apparently simple behaviour of the shock strength
it is tempting to argue that the collision processes leading to
the formation of the shock wave are largely uncoupled from the
development of the viscous layer. This obviously cannot be the
case since the shock wave exists because of the displacement
effect of the viscous layer which in turn is influenced by the
shock wave, It is therefore necessary to consider in detail the
reasons for the reduction in shock strength as the leading edge
is approached. Shorenstein and Probsfein(29) have shown this
is due to finite transport effects behind the shock which were
of two forms. The most important resulted from the finite
thickness of the shock. This ledkto a reduction in tangential
velocity below the Rankine - Hugonoit value, by an amount
proportional to the shear stress at the interface between the
back of the shock and the viscous layer. In addition the

temperature was reduced by an amount proportional to the heat
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flux at the interface. The second but smaller form of transport
effect is associated with the curvature of a finite thickness
shock which leads to a lateral transport in mass, momentum and
energy and hence alters the straight shock values of stress and
heat flux., Slip velocity and temperature jump at the surface

also cause futher modifications of the stresges at the interface
between the shock and viscous layer. Therefore the shock strength

rnust be closely coupled to the growth of the viscous layer.

The above discussion shows that the merged layer arises from
the fact that the viscous effects extend from the surface to the
shock wave, which only exists as a result of collisions between
the free stream molecules and the slower moving molecules in the
viscous layer, As the shock layer thickens the gradients in the
outer part of the viscous layer become smaller until at the down-
strean end of the merged regime they are negligible., Thenthe
effects of viscosity can be considered to be confined to a region
adjacent to the surface, i.e. a boundary layer, and there will
be no modification of the shock strength by transport effects
at the downstream edge of the shock wave. At present the
significance of the parameter M C* / ReX;oo to the development
of the shock wave is not understood. The fact that M / Rex;aoﬂl

);}/X suggests that )k,is important in the shock wave formation,

as might be expected. However in view of the above discussion
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and the fact that the correlation holds for more than 100/\00
downstream of the leading edge this interpretation should not

be pressed too far,

4,5 Schematic Representation of Flow Field

The various flow regimes have been discussed in detail and
can be used as a model to compare with theoretical studies of
this problem, For this it will be helpful to refer to the
diagramatic representation of the flow presented in figure 37,
for /T = 2. The inner edge of the shock wave is taken
as the position of the pealk in the density profiles while the
outer edge is where the density is 5% above the free stream value,
This avoids the difficulties arising at the leading edge from

using any particular definition of the shock wave.

The initial disturbance to the free stream occurs upstream
of the leading edge. This disturbance developes so that just
downstream of the leading edge there is a thick shock wave with
a small viscous region between it and the surface. Through this
near free molecular regime the shock continues to thicken while
the viscous. layer is confined to a wedge like region close to
the surface. The density profiles for this regime show a gradual
rise to a peak value close to the surface and then a rapid

decrease as the surface is approached. (For a cold wall
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the results available suggest that this rapid decrease in density
would not occur and the peak value in the density.profile could
coincide with the surface). The dénsity gradient in the viscous
layer is larger than those in the shock wave and it is possible
thatvthe Schlieren photographs of Nagamatsu et al(8) were

detecting this gradient and not the shock wave.

Continuum flow is established a fewzaf downstream of the
leading edge with the establishment of the merged layer. In this
regime the shock strength increases steadily to its Rankine -
Hugonoit value at the downstream limit and at the same time the
shock wave becomes slightly thinner. The density profile shows
the increasing gradients in the shock wave and tﬁe rapidly de-

creasing ratio of shock thickness to shock layer thickness.

Downstream of the merged layer the density profiles show
a distinct invicid layer between the shock wave and boundary
layer, The density rise through the shock wave is now very rapid
and obeys the Rankine - Hugonoit shock relations. For the
present M = 6 flows this region has been shown to be a weak

interaction regimne.

4,6 Comparison of Recent Theoretical Studies with the Flow Field

Model

The most significant point to emerge from this experimental
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study is the existence of a near free molecular regime extending
a few dynamic mean free paths from the leading edge. At high
Mach numbers this regime covers a distance O(1OOA09) and continuum

flow is only established for %ZE—— € o2« Therefore theoretical
Xy 00

studies based on the Nevier - 3tokes equations will only be valid
downstream of this and the Boltzmann equation, or some approx-
imation to it, must be used for the near free molecular flow

regime.

Four recent theoretical studies typical of the different
approaches to this problem are now discussed in terms of this

experimental flow field model.

4,6.1 Shock Wave and Viscous Layer Considered Separately

The most recent example of this type of approach is that

of Shorenstein and Probstein(zg)
(1) (15)(28)

which has developed from several

(16

earlier studies by Oguchi and Pan and Probstein
The Navier - Stokes equations are used and the assumption of

local similarity of the viscous layer is wmade. As in conventional
boundary layer theory the normal pressure gradients is neglected
asrsnall but this was based on an estimate by Oguchi(zg) for a
highly cooled wall., Unfortunately, Crude estimates for the
static pressure behind the shock wave, using the approximate

calculation procedure of Appendix II, did not support this
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assumption, even for the limitation of a cold wall,

Shorenstein and Probstein obtained solutions for the shock
wave and viscous layer separately., Then for the zero order
solution, the values and normal gradients of the velﬁcity and
state variables behind the shock wave were matched to the
corresponding viscous layer quantities af the interface between
them. Modifications were applied to tﬁe Junp conditions across
the shock for the finite transport effects behind the shock which
were discussed in connection with the flow field model, First
order corrections were then applied for the effects of shock
curvature and velocity slip at the surface. These caused
appreciable reductions in the shock strength, surface pressures,

skin friction and heat transfer.

One result of this study was a series of correlation formulae
. 2
hich could b d in terns of aneter B = u R .
which co e expressed in termns of a paramete c/ ex,oo
I T, / T+ As M 2 / Re, is essentially a dynamic mean free
k]

path the formulae for shock shape and shock strength were stated
to be valid forf< 1, i.e. to within one dynamic mean free path
of the leading edge.

In figure 28 the predicted shock shape is compared with

nunerous experinental data most of which are for a cold wall. As

far as the scatter in these data allows, the predicted values
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of Yp / X arc approximately 25%f low., Of ‘greater interest is the
comparigon of the shock strength, calculated for the experimental
conditions of Mc Croskey et al(']?),lwit'h the experimental results
presented in figure 33. The good agreement for values of

MC / Rex’05:.01 is encouraging and therefore the present Mach
six data is compared with the correlation formula in figure 38.

At the downstream limit of the merged regime the Rankine - Iugonoit
value of the shock strength is strongly dependent on the Mach
number., The parancter Cf: is independent of the Mach number at
this limit allowing a better comparison between the present

Mach 6 data and the calculations of Shorenstein and Probstein.

For Tw / To = +11 there is pood agreement for values of P( 07
which corresponds to ME / Rex;w< «23 in reasonable agreemont
with the condition for continuum flow, Therefore this approach,
in which the transport effects behind the shock wave are allowed
for can give an accuréte description of the flow in the merged
regine for Tw / TO<<‘ 1 THowever, for a cold wall the condition
for continuum flow isA<0(.1) and not 0(1) as suggested by
Shorenstein and Probstein. For 1.<p<1 the assumption of continuum
flow breaks down and the correlation formular is not valid. As
might be expected for Tw / TO = L42 the measured shock strengths

are higher than predicted and the assumptions leading to the

neglect of the normal pressure gradient in the viscous layer
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should be re-examined.

4,6.2 Solution to Equations valid for the whole Shock Layer

The other theoretical studies considered here can be grouped
under this heading. The first is based on the Navier - Stokes
equations and is therefore only valid for continuum flow while

the remaining two are based on the Boltzmann equation.

(a) Uniformly Valid Fxpansion of the Navier Stokes Eguation

(31)
(30)

is taken @ms an example

(32)

The study by Rudman and Rubin

of this technique although Laurmann and Garvine have

made similar studies. Rudmen and Rubin(31) made no assumptions
concerning the existence of a merged shock or boundary layer but
assumed only that fhe disturbed region was relatively thin. In
order to estimate the magnitude of the various terms in the
governing Navier -~ Stokes equations sll the variables were
nondimensionalised with reapect to local reference conditions.
Linear expansions of these variables in terms of a small parameter
€ , were assumed to be valid. By retaining only the important
terms for various regions of the flow, a set of eguations was
obtained which was valid throughout the continuum flow field.

This approach has obvious advantages over the method of matching

solutions discussed above.
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(1)

Rudman and Rubin used a finite difference scheme to
solve these equafions and therefore initial conditions are
required at the upstream limit of the continuum flow regime. The
difficulties of applying these conditibns has been commented on by

z
(32) vt these have largely been ignored by Rudman and

Garvine
Rubin, They noted that the characteristic length in the flow
direction was approximately Mo, times that for the direction
normal to the flow. This implies that a dynamic mean free path

is important in the flow direction, and yet the flow is assumed

to be continuum to within a few static mean free paths of the
leading edge. They then proceed to specify the initial conditions
for their finite difference scheme at the leading edge. Clearly
these initial conditions will not be valid for the modified
Navier-Stokes equations as the experimental flow field model

shows that continuum flow is not established until a few dynamic

mean free paths downstream of the leading cdge.

The predicted shock strength for M = 25 is shown in figure
33. While the actual values are high the variation in shock
strength follows the experimental data., It is also noted that
the experimental data do not show any appreciable rise in shock
strength over the first 10 A of the plate. This suggests that
the high ﬁalueé of the predicted shock strength are due to the

incorrect assumption that continuuwm flow is established within
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a few static mean free paths of the leading edge which causes

too rapid a rise in the shock strength.

It has also been observed that this theory predicts
a shock layer growth such that Yp / X is virtually constant and
equal to .7, which does not agree with any experimental data.
Finally a compression wave was predicted inside thé merged layer
but there is no evidence of this from the density profiles at
M =6,

This approach to the problem by Rudman and Rubin(Bq) is
attractive in that no assumptions are made about & shock wave or
viscous layer. It predicts a large pressure gradient across the
shock layer close to the leading edge which was ignored by

(29)

. However, an accurate description

of the flow field will not be obtained until the correct initial

Shorenstein and Probstein

conditions can be applied.

(b) Discrete Ordinate Solutions to the BGK Approximation of the

Boltzmann Equation

. . (33B) . .
Recently Huang and Hwang have used a discrete ordinate
method to obtain solutions to the B.G.K. approximation of the

Boltzmann Equation. The study covered flow at Mach 5 and 10 and

(334)

was an extension of an earlier paper by Iuang and Hartley
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fof M = 1.5, This earlier study showed density profiles which
were in good qualatative agrecment with the present experimental
results at Mach 6. Quantative agreement was poor and this was
thought to be due to the low Mach number but the Mach 5 and 10
results show even less agreement. The shock strength shows no
agreenent with éxperiment, figure 33, and the shock layer thickness
Yp is only 15 - 20 )\00 at a position of 700 )oo from the leading

edge.

A1l the boundary conditions and initial conditions used were
reasonable and it must therefore be concluded that this particular
discrete ordinate method is not suitable for studying the near

free molecular flow regine.

(c) Vonte Carlo Direct Simulation Technigque

A ponte carlo technique which generates solutions to the
Boltzmann equation has recently been used by Vogenitz et al(81)
to study the flow near the léading edge of a sharp flat plate.
The technigue consists of following, by digital computation, the
motion of a representative set of nolecules flowing past the body
while sollisions are computed by statistical sampling. Flow |

field properties and conditions at the surface are given for a

‘monatomic gas using several different molecular models.
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Particularly intereéting are the computed density profiles
for hot and cold walls which are compare with the experimental
profiles in figure %9. There is good agreement on general 8hape
efen to the extent of predicting a sharp increase in density
within a few mean free paths of the wall for the cold wall case.
The difference in the magnitude of f?}%oare due partly to
difference in X but mainly to differences in T, / T, and a more
direct comparison would show better agreement. The shock
strength, figure 33, is in excellent agreement with all the
experimental data. Difficulties were found in trying to compare
the shock shape with the experimental values of Yp / Xe Tor
-Tw::-To there was reasonable agreement while for Tw = .08 TO
the Yp / X appears to decrease as the leading edge is approached,
However it is difficult to take values off the very small graphs

presented and therefore this data is not plotted on figure 28,

This good agreement between the theory and that experimental
data from the present experiments as published in reference 7h
has already been discussed by Vogenitz et al, Since publishing
these results the flow around the leading edge has been studied
in detail. The disturbance upstream of the leading edge is
also predicted and it is shown that a normal leading edge of
thickness t could influence the flow over a length 1 of the

plate, given by 1 = 0(2M .« t). Calculations have also shown
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that for a given wedge angle an edge thickness is reached below
which reflections from the lower surface overshadow the reflection
of molecules from the leading edge. This could explain the
differences noted between the results of Joss et al, for a 20°

wedge angle, and the present results for a 450 wedge angle.

Vogenitz et al also discuss the influence of the gas =
surface interaction law and the effect of finite piate Llengths
and demonstrates that this is a very satisfactory approach to

rarefied gas flow problems,

In the summary of this discussion of theoretical studies

(76) is complementary

the Monte Carlo solution of Vogenitz et al
to that of Shorenstein and Probstein(29). The two together

give gquite an accurate description of the near free molecular
and merged regimes for a cold wall. In contrast the two methods
which use finite difference techniques lead to unexpected

(338) which

discrepancies particularly that of Huang and Hwang

should be re~examined to see if the procedure used is valid.
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CONCLUSIONS

The extensive measurements presented here establish the
electron beam fluorescence technique as a means of making local
density measurements with a high degree of accuracy. DMNeasurements
can be made throughout the flow field even close to the surface
and the leading edge of the model without appreciably disturbing
the flowe. It should be noted that to obfain reliable measure~
ments to within «25 mm of the surface it is nccessary to eliminate
the flow through the drift tube as described in Chapter 3.

Quenching of the fluorescence was shown to be appreciable

7 3

above.a density of 7 x 10° " grams/cm” and décr~ased with
decreasing temperature. The quenching cross section appeared to
vary with temperature in a similar way to the conventional

collision cross section for viscosity, but the experiments were

not conclusive in this respect.

The most important contribution to the study of viscous
interaction on flat plates is the new flow field model. This
differs significantly from the earlier model of Mc Croskey et
al and describes in more detail the flow around the leading
edge. The data obtained close to the leading edge could be
explained in terms of two effective mean free paths as proposed

by Hamel and Cooper. These are the mean free path for the
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collision of an emitted or body molecule with a free stream

molecule, A y and the mean free path for the collision of a

b
free stream molecule with a body molecule, ’\f' /\f N/\b Soo
and can be regarded as a dynamic mean free path., Continuum
flow is established several A . downstream of the leading edge
but over this distance the body molecules become collision
dominated over a distance of a few A'b' This regime is there~

fore termed near free molecular and its downstream limit is

given approximately by M2 / Re, o 2
k]

The upstream limit of the near free molecular regime is
the first detectable disturbance to the free stream flow which
occurs a few free stream mean free paths upstream of the
leading edge. It is not known how the wedge angle of the model
influences this upstream disturbance but for the present 150
wedge angle, the density 3 Agoupstream of the leading edge is

5% above the free stream value,

The condition for continuum‘flow is given approximately
by M2 / Rex’aff «2 which determines the upstream limit of the
merged layer. In agreement with Mc Croskey et al the downstream
limit for the present data is given by Voo = 415 to .17,
Finally at Mach 6 the flow is shown to proceed directly from

a merged to a weak interaction regime.
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Thé general features of the shock layer such as shock
shape, thickness and strength can be correlated reasonably well.
If the maximum slope definition of the shock wave is used the
shock shape for all the Mach 6 data correlates well against

-l .
M / Re (T‘I / To)2 for values of this parameter up to 1.

Xy €2
This correlation does not appear to hold over a wide range of
Mach numbers although there is a large amount of scatter in the

available data. The effect of increasing the surface tenmperature

is to increase the shock layer thickness and shock angle.

.In'agreement with earlier investigations the ratio of
shock thickness to shock layer thickness for the present data
increases markedly as the shock wave and boundary layer merge.
This ratio correlates well with voo for values of.this parameter
up to 1. For larger values the correlation breaks down and for

a given ¥, there appears to be a dependence on the Hach number.

Over both the merged and near free molecular regimes the .
*
shock strength correlates against M C / ReX o0 for a wide
9

range of il and ReX oo It is largely independent of the wall
9

temperature in spite of the dependence of the shock shape on
A
2
(Tw / To) ¢
The temperature jump, within a few dynamic mean free paths

of the leading edge, can be positive or negative depending on
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the value of T / T .
W o

Comparing the present data and flow model with recent
theoretical studies reveals a number of discrepancies. However,
for the near free molecular regime the numerical calculations

(8)

of Vogenitz et al are in close agreement with the present

experimental results. Provided Tw<< T the results of
(29)

Shorenstein and Probstein for the merged regime show
reasonable agreement with experimental data for Mach numbers
betwsen 6 and 25, This approach is not valid for higher wall

temperatures but the data provided here will provide a reliable

basis for further studies of the merged layer.

The flow over flat plates at high speeds and low Reynolds
numbers can now be described with some accuracy. However the
results presented here reveal a number of problems needing
further investigation, One is the effect of the model wedge
A angle on the disturbance upstream of the leading edge. It has
also been shown that the effect of the trailing edge can extend
a considerable diétance upstream, Several investigations have
noted the reduction in surface pressure associated with the
trailing edge effect but there is still need for guantitative
flow field measurements to show how the disturbance propagates
upstream through the boundary layer. These two experiments
would be a logical extension of the present work for which the

electron beam probe is well sulted.



112

APPENDIX I

Calibration of Nozzles

The nozzles used for the experiment whichwere built at the
N.P.Ls,were contoured to give a nominal ilach 6 flow. They were
electroformed from copper with an inner and outer wall to allow
liguid nitrogen to be circulated through them. Cooling the
nozzle walls with liguid nitrogen greatly reduces the boundary
layer thickness and increases tlhie ismtropic core size. Consequently
the Mach number was very sensitive to the degree of cooling and

varied by as much as 29 from one run to the next,

In view of these variations in the free strean conditions
it was not possible to perform a single calibration of the nozzle
in terms of the stagnation conditions. Ilowever, pitot traverses
were performed to establish the isentropic core size and the Mach
nuiber gradients in the flow. Lateral traverses were made at
several axiai stations and a detailed traverse along the axis
of the nozzle was extended as far upstream as possible to eonfirm

that there were no shock waves in the nozzle flow,

Twe nozzles were used in the experiments since the original
one was too small to study the transition from the merged to the
weak interaction regime. Table AI.1 summarises the flow conditions

acheivable in each nozzle. The Reynolds number could be
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increased by increasing the stagnation pressure but at the same
fime the test chamber pressure becomes greafer than the free
stream static preséure. At the higher stagnation pressures an
oblique shock ﬁave is therefore produced at the edge of the nozzle
the strength of which depends on the pressure recovery needed.
Sufficient traverses were perforned to determine the position

of this shock wave so that the nodel could be positioned to

avoid it., It was also established that the free stream conditions
were not sensitive to the tank pressure, that is they were not

affected by the strength of this oblique shock.

Only typical results are presented here in figure AT.1
which shows the core size and lateral Mach number gradients at
the exit plane of the larger nozzle. Similar traverses for the
smaller nozzle show that the core varies from 4 cm to 6 cm
diameter for the range of stagnation pressures, 40 ~ 120 mn Hg.
The axial Mach nunmber gradients, without the model in the flow,
were-003% per cm for a stagnation pressure of 40 mm Hg increasing
to 008 per cm for a stagnation pressure of 120 mm Hg. The

corresponding lateral gradients were .01 and o0t per cm,

Flow Angularity

When discussing the measurenents made with the small nozzle

it was suggested that the blockage effect of the model was
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causing the flow off the axis of the nozzle to be inclined
slightly to the axis, The effect of this on the flat plate
studies would be to effectively reduce the shock wave angle by
afproximately the same amount as the flow angulerity. As the
shock wave angle was sumall, 15° anproximately, small changes ih
shock angle cause considerable changes in shock strength meking
it difficult to determine the tramsition from the nerged to the
weak interaction regime. Therefore this part of the study was
carried outrin the larger nozzle where the blockage effect should

be snaller,

A sinple yaw meter was constructed by mounting three tubes
one above the other as shown in figure AT.2. The niddle one was
connected to a thermistor gauge(72> to measure the pitot pressure.
The ends of the ocuter two were cut at 450>while their free ends

were connected to a differential pressure transducer,

This meter was calibrated by yawing it about the axis of
the nozzle while recording the output of the pressure transducer,
The yaw neter vas then inverted and another calibration performed
confirming, as shown in figure Al.2, that the tubes are
synwmetrical. The zero error of .30 was due to a zero error in
setting up the incidence gear used for the calibration. A
sensitivity of better than 41 mv per degree was obtained so that

difference of .10 could be measured with cose.
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As it is known that the model can influence the nozzle flow
yaw neter traverses were performed with the model in place. A
series of axial and lateral traverses were made in the flow
approaching tlie shock layer on the nodel. here was a slight
anbiguity in interpreting the results since the yaw meter also
responds to the lateral gradients in the flow. However, it
could be concluded that the flow angularity was at the riost
.240 which would cause only a 2 or ¥’ reduction in shock

strength.
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APPENDIY IT

Probe Interference

The Interaction of an Electron Beam Probe wvith the Flow

In practice no measurement cen be made without disturbing
in sone way the system on which the measurement is performed.
Therefore in interpreting experimental data some sonsideration
rust be given to the interaction of the probe with the system.
This is particularly so in rarefied gas flows and mention has
already been made of the uncertainties in pitot tube and hot
wire measurements. However an electron beanl probe cffers a way
of making local measurenents in rarefied flows witlout apnreciably
disturbing the flow. This is due to the fact that in an elastic
collision which scatters the electron through an angle © only
a fraction of the energy is transfered to the molecules, given
by

2 (1 - cos ©) m/i

As the collision cross section is only appreciable for small ©
and the ratic of the mass of the electron to that of the molecule
is small the energy transfered is small even for 100 KeV electrons.
For an elastic collision with a nitrogen molecule there is no
significant change in the velocity or direction of the

molecule so the flow will nd be disturbed to any great extent.



There are several inelastic collisions which could occur
between an electron and a ﬁitrogen molecule. Muntz(1) has
discussed these and the most important is the excitation of the
N2+ B2§[ states which are 13.3 eV above the ground state. During
this excitation the molecules are ilonized and the secondary
electrors emitted have energies ranging from zero to a few
hundred electron volts. If a large proportion of the molecules
in the vacinity of the beam were lonized in this way, the flow
field would be appreciably altered. IHowever an example shows
that this is not the case. In a typical situation the beam
current might be 1 mA and the beam diameter 1 mm. If the
density of the gas is 5 x 10_7 Zrams pexr cm3 then, making
reasonable assunptions about the collision cross sections, it
can be showyn that in the ordef of 10_5 of the molecules in the
vicinity of the beam collide with an electron, Further this
excitation of the wmolecules is éonfined to the relatively small

area traversed by the beam. Taerefore the passage of the beam

through the gos should not appreciably disturb the flow,

The Affect of the Drift Tube

The possible arrangement of the electron beam for studying
the growth of the shock layer over the flazt plate model has

been discussed in Chapter 3. It is convenient to fire the
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electrons through a hole in the model so that the beam is
perpendicular to the surface of the model. However since the
flat plate model is a wedge with one che parallel to the flow
the pressure on the underside of the model will be greater than
that on the upper surface. Therefore some gas must flow through
this hole and disturb the shock layer. The alternative
arrangenent is to insert a small tube, referred. to as a 'drift!
tube, between the model and the electron gun; figure A2,1. In
this situation the pressure on the upper surface cof the model
is considerably greater than the pressure in the electron gun
so that some gas must flow down the drift tube into the gun.

In addition if the drift tube is placed near the leading edge

of the model it could influence the flow over the upper surface,

To determine the magnitude of these various effects
preliminary experiments were performed with simple uncooled
copper flat plates and wedges. The wedge angle on all nodels
was 150 and a series of 1 mm diameter holes was drilled through
them at interﬁals along their centre lines, During a test all
but one of these holes was sealed off and the dectron beam was
aimed through the remaining one as in figure A2.1. The
procedure for aligning the model, electron beam and optics is

dealt with in Chapter 3.

These initial testswere performed at a Mach number of
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6441 and a Reynolds number of 410 per cm. Density profiles
through the shock layer were obtained for several different

axisl stations on each model by moving it so that different

holes were zaligned with the beam. At each station measurements
were performed with and without the drift tube in place. Typical
profiles for the flat plate and vedge are shown in figures A2.2
and A2.3 respectively., The flat plate profiles show that with-
out the drift tube there is a sharp increase in density as the
surface of the model is approached which is not observed when

the drift tube is in place. Further the shock strength is

higher for the case in which the drift tube is missing and it

did not decrease in the way expected as the leading edge was
approached, figure A2.4. These resulis clearly show that with-
out the drift tube the gas flowing through the hole in the model
from the underside seriously disturbs the shock layer, particularly
near the leading edge. In the case of the wedge the pressure

on the upper and lower surfaces is the same provided the model is
at zero incidence. Therefore there would be no flow through

the hole in the nodel so that the density profile obtained without
the drift tube should be relisble., When the drift tube was

used the profile obtaoined, figure A2.3, shbwed that the density
near the surface was lowered by about 10¢., Cbviously the flow

of gas into the drift tube is sufficient to appreciably



120.

disturb the shock layer.

These preliminary results showed that the flow of gas
either way through the hole in the model must be carefully
avoided if reliable results are required close to the surface
of the model, .To do this the drift tube was re-designed as
shown in figure 13, The tube was divided intc two parts by a
small cavity to which nitrogen could be supplied at a controlled
rate. A pressure sensing thermistor(72), calibrated against a
McLeod gauze, was used to monitor the pressure in this cavity
and by adjusting the rate at which nitrogen was supplied the
pressure in the cavity could be maintained equal to that on the

surface of the model. Thus any flow through the hole in the

model surface was completely eliminated.

To determine how sensitive the flow was to gas injected
into or removed from the hottom of the shock layer density
profiles were obtained .62 cu from the leading edge for different
pressures in the drift tube cavity. Figure 42,5 shows two
extreme cases from which it is concluded that injecting gas into
the bottom of the shock layer has a far more pronounced effect
than the loss of gas down the drift tube, However if accurate
results are required close to tue surface the pressure in the
drift tube cavity must be maintained equal to that on the surface

. cyqs F . .
of the model to within -~ 102, This pressure balancing was used
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in all further measurements and the results are thought to be

reliable to within .025 cm of the surface.

As it is essential to use the drift tube for accurate work
extensive tests were perforned to see if tlhe tube fixed to the
underside of the model influenced the flow over the upper
surface. The foremost station at which measurements were made
was «175 cmi from the leading edge when the front of the drift
tube was only .11 cm from this edge. Three different types of
neasurements were made, each with and without the drift tube in
this foremost position. Initially pitot traverses were made
through the shock layer when the results shown in figure A2.6

(72)

were obtained. A thermistor gauge vas used to measure the
pltot pressure which limited the accuracy of the measurements
at the highest pressures. Tor the conditions of the test,
M = 6.41 and Re/cm = 410, this pressure was approximately
3 w1 Hge At these pressure levels the thermistor is not very
sensitive to pressure limiting the reproducability to = .

Within this accuracy no influence of the drift tube could be

detected.

The other tests were carried out under the more rarefied
conditions acheivable with the larger nozzle, see Table Al.1.
The free stream mean free path was as large as .62 mm so that

the foremost measuring station was approximately 3, free stream,
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mean free paths from the leading edge. For these conditions
the surface pressure was measﬁred to within ,313 mm of the
leading edge. To do this hypodermic tubes were pushed inbo
the holes in the model through which the beam normally passed
and Seaied with araldite. These tubes were connected to a

(72)

bank of thermistor gauges and the surface pressure recorded
with and without a drift tube opposite the foremost hole in the
model, Within the experimental scatter of the data, pt «> Hg,

there was very little difference in the two sets of measurements,

figure A2.7.

TFinally a much more conclusive test was devised, In
investigating the flow field around the leading edge of the
model it was found that there was an appreciable disturbance
as far as 5 mean free paths upstream of the leading edge.

) Further by correct masking of the optics it was possible to
determine the density profile across the leading edge approximately
one mean free path Upstream of the leading edge. This was done
with and without a dwimy drift tube opposite the foremost hole

in the mcdel. AS can be seen from figure A2.0 the density

profile below the leading edge is considerably affected by the
durity drift tube but there is no detectable change in the

profile above the leading edge.
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These three tests conclusively show that the technique
can be used to within ,175 cm of the leading edge without
causing any appreciable disturbance to the flow over the top

surface of the nodel.

The Interagction of a Swall Pitot Probe with the Tlow

Pitot probes have been used extensively in aerodynamics
to rieasure impact pressures. In subsonic flow such a probe
measures the stagnation pressure while for supersonic flow a
normal shock is produced in front of tie probe and the probe
records the stagnation pressure behind this shock. In either
case 1f the static pressure is known the Mach number can be
calculated, However if the density is reduced to the extent
that the Reynolds number based on probe diameter becomes small,
of the order of 100, then viscous effects modify the pressure
récorded by the pitot tube. For open ended tubes, as the
Reynolds number based on probe dlameter is reduced, the measured
pressure initially drops below the ideal pitot pressure and then

(82) (82)

rapidly increases » lany investigations have shown that
for uniform flow this variation with Reynolds number is well
A
correlated by Re.. (P./p )2 where D is the external diameter
2p V2P,

of the probe.

T'or boundary layer measurements it is usually necessary



12k,

to use a small probe diameter to obtain good spatial resolution
and minimise the disturbance to the shock layer. If quantative
data are required in such a situation there are two problems

to be overcome. In the first instance, for a shock layer the
viscous effects will nqt be the same as for a uniform flow due
to the shear produced in the layer. Therefore, although a small
pitot tube could be calibrated against a larger tube in a
uniform flow, the correlation against ReZD (f%/ygo)%'would not
be valid for the shock layer. The second problem is the
disturbance to the shock layer caused by the presence of the
probe., This would be expected to he appreciable near the
surface of the model or close to the leading edge where the
probe dimensions are comparable to the shock layer thickness,
It is necessary to determine the conditions under which such
affects are important before attempting to use pitot tube data
in shock layer calculations. Such calculations would involve
an iterative technique melking use of pitot tube, electron béam
and possibly hot wire measurements in a similar manner to
HcCrosky(73). While this thesis contains insufficient data to
carry out these calculations, tests vere performed to determine

the conditions under which reliable results could be obtained.

A small pitot tube was traversed through the shock layer

while monitoring the surface pressure. The tube consisted of
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‘a flattened hypodernic tube .75 mm high by 1 mm wide and the
surface pressure was ﬁeasured using the bank of thermistor
gauges., For each axial traverse the pressure was ronitored at
an axial station directly beneath the tip of the pitot tube and
at several stations upstream, The measured impact pressures
are shown in figure A2.9. from which gualatative conclusions
can immediately be drawn. As the leading edge is approached
the shock strength decreases and the ratio of shock wave thick-
ness to shock layer thickness increases as observed by several
investigators. In figures A2.10 and A2.11 the sufface pressure
at each axial station is given as a function of the height of
he pitot tube above the surface of the model. For the traverse
1¢91 cm from the leading edge, figure A2,10 as the pitot tube
moved into the shock layer the surface pressure directly
beneath it steadily increased, However upstream of the pitot
tube there is no change in the surface pressure until the tube
is close to the surface when a small increaSe in pressure was
recorded. In contrast for the traverse near the leading edge,
figure A2,11, there was an increase in surface pressure both
directly beneath the tube and upstréam of it as the tube moved

into the shock layer.

These curves indicate that when the probe is small compared

with the shock layer thickness there is no appreciable disturbance



126,

upstream of the probe until the tube is close tc the surface

as expected. Therefére the measured impact pressure should

not be affected to any great extent by the disturbance caused

by the probe in the flow except near the surface. However; when
the probe size is comparable to tlie shoclk layer thickness the
present results suggest that the whole flow field is significantly
altered. This is in spite of the fact that the flow field

is supersonic throughout close to the leading edge.

At the present time there is no way of estimating the
nagnitude of the error in the measured impact pressure due to
the affect of the probe on the flow. In addition corrections
for viscous effects in & shear layer are uncertain but
sufficiently far from the leading edge a pitot tube reading
might be reliable‘in the outer parts of the shock layer, Sone
evidence supporting this can be obtained by using the density
ratio across the shock wave and the shock angle determined from
electron beam measurenents to calculate the pitot pressure
behind the shock wave. For the merged regime the term shock
wave should not strictly be used but it 1s used here to denote
the region over which the density or pitot pressure rises to a
maxinun as the shock layer is entered. The value of density
or pitot pressure behind the shock is taken to be this

maximum value. To calculate the pitot pressure it is necessary

O Wl et
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to meke several approximations which limit the reliability of
the calculations. One of the more serious approximations is
that the tangential velocity is assumed to be unchanged on
crossing the shock. Tor the merged layer where the shock is
thick there will, in practice, be some reduction in the tangential
velocity so that the calculated velocity and locsl Mach number
behind the shock will be high. Transport effects behind the
shock have also been neglected although Garvine(83> has shovn
that they considerably reduce the shock strength. Therefore
this assumption might lead to high calculated pitot pressures,
Finally the shock curvature has been neglectedbut measurements
have shown that it is small, except near the leading edge, and

this error is unlikely to be serious.

Another problem encountered near the leading edge was that
the shock angle was difficult to define and depended on the
definition used to infer the mean shock position from the
density profiles. In the present case the point of maximum

slope in the profiles has been used.

Following McCrosky et al(17) the equations of continuity
and normal momentum can be combined to give the static pressure

behind the shock.

2 .2
P. = P + /%O Uoo sin” o (1 "/gQ/{’s)
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In addition the equation of state gives the temperature while
the continuity equation can be used to calculate the component
of normal velocity behind the shock, Assuming that tangential
vélocity is unchanged across the shock the velocity and hence
the llach nunber behind the shock can be calculated. To obtain
the stagnation pressure behind the shock the total temperature
is assumed to be constant, i,e. transport effects behind the

shock are neglected. Then

In the present case ¥ = 1.4 so the temperature ratio is raised
to the power 2.5. As Ts depends on the measured values of

and sinaes the calculated stagnation pressure will be very
sensitive to errors in these quantities, TFinally the pitot
pressure is calculated assuming a normal Rankine~Hugonoit shock
is formed in front of the pitot tube. Using this procedure

PoS is probably too high due to the assumption of adiabatic
conditions across the shock. However this error is offset by
the calculated local Mach number being high which leads to a
lower calculated pitot pressure. Obviously a more exact analysis
of the various assumptions is necessary before this calculation

procedure can be considered as reliable and the values presented

here are only regarded as estimates.
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The procedure given above has been used to calculate the
pitot pressure behind the shock for a wide range of M _/Re ;ca'
Fipgure A2,12 shows these values compared with the measured pitot
pressure ratio across the shock wave. Corrections to the
neasurenents for viscous effects were calculated using the data

(78)

published by Schaef assuning that the correlation with
F )d was also valid in the shock layer. The dimensions
N /

of the probes were such that the measured values were 2 to 3% low

and the corrections for the free stream were similar to those

behind the shock wave. Therefore the actual measured ratios

have been plotted.

Tor values of M__/Re & o033 the calculated values are
oo X’m
Y low but the differences increase rapidly for larger 1__/Re .
o Xyo9

This is almost certainly due to the break down of the assumptions
in the calculation, in particular shock curvature would be
appreciable close to the leading edge. However, while this
good agreciient could be the result of cancelling errors, it does
support the earlier suggestion that a pitot tube gives reliable
readings in the outer part of the shock layer sufficiently far
from the leading edge. Therefore in this region an interative

technique to correct the pitot pressures for the effects of viscosity

and shear could yield accurate quantitative results.
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- APPENDIX ITT

The Affect of Secondary Electrons on Rotational Temperature

Measurenents

The electron beam fluorescence technique is now well
established as & means of making local density measurements in
rarefied flows. In addition, if the spectrum excited by the
beanm has a rotational fine structure it is theoretically possible
to determine the rotational temperature of the gas. Such
measurements have been limited to air or nitrogen where it is
necessary to measure the relative intensity of the rotational
lines in one of the bands of the first negative system of nitrogen.
The relative intensities of the lines are proportional to the
relative populations of the Bzéfuf states of the molecular ion
which give rise to the first negative system. The rotational
distribution of the unexcited molecules is calculated from this
population distribution fof the excited ions by msing a mathematical
riodel to predict the rotational changes caused by a fast electron
colliding with a ground state molecule., Provided the gas is in
reb-ational equilibrium this distribution can be used to define
a rotational temperature which in nany flows is virtually equal

to the translational temperature.,
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In practice considerable difficulties have been encountered
and 1t has not been possible to make reliable measurenents of

rotational temperature, he appreach most commionly used is that

(1)

of iMuntz but as discussed in Chapter I there are considerable

discrepancies between the calculated and true rotatiomal

(57)

has shown that excitation by secondary

(58)

tenperature, Smith
electrons could be responsible while Maquire suggests that
preferential quenching of the more highly populated states is
important. The present study extends iuntz's theory to include
the effect of secondary electrons and shows that the proposed

model gives the correct temperature over a wide range of

densities,

Muntz's Theory

The accuracy with which the rotational temperature can be
determined’depends on the accuracy of the theoretical description
of the excitation and emission process as well as the accuracy
of the line intensity measurenments., When a bean of moderate
energy ;lectrons is passed through low density nitrogen the most
prominent fluorescence is from the first negative system of N2+.
This arises from transitions between the Bzg:u+ states and the

ground nolecular ion states X2 s ;. Muntz approached the problem

. . - +
by considering the possible ways in which the Bagql states
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could be excited and then used order of magnitude arguements to

eliminate those which were negligible.,

2

Cascade Population of N,,+ B~ X
[ )

. 2. ‘s .
The population of the B™I  states by transition from higher

levels of N2+ would be accompanied by an emission couparable in
intensity to that of the the first negative system. No such
enission has been observed, TIn addition the two electronic

states of N2+ other than B2§: which have been identified combine
only with the ground state N2+ X1§f. Therefore cascade population

of the Baz_ states is unlikely.

Double Excitation to N.* B¢

It is possible that a primary electron would excite &
ground state molecule to some electronic state of N2 or N2+ and
that this state is excited by a second electron to the N2 B2§E
state. lMuntz stated that the most lilkely mode of double excit-
ation is the excitation of ground state ions to the N, B%g states.
He then used an order of magnitude analysis to show that this
2 =2 times as effective

process would be between 4 x 1077 to 4 x 10

as the direct excitation of the N2 B2§: states from the ground

state molecules.
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Excitation by Seconaary Electrons

Muntz was unable to give conclusive arguements for the
excitation of the N2+ Bag states by secondary electrons. These
secondaries will be produced with an energy distribution from
zero to a few hundred electron volts, Those with energies
below 3.1 eV cannot produce any excitation. Those with energies
greater than 3.1 eV can excite the ground state ions while tlose
with energies greater than 18,7 eV can excite ground state
molecules directly to the N2+]fzz states, Muntz estimated
that excitation of the ground state ions could be neglected.
However tlie secondary electrons with energies greater than 18.7
eV would be expected to play a part in exciting the first negative
system., The total ionisation cross~section of nitrogen molecules
by electrons is a maxinum for 100 eV electrons and is 2.87 x 10—16
cma. This is approximately an order of magnitude greater than
the cross section for 17.5KeV electrons. Muntz concluded that
there azre either few secondary electrons with energies greater
than 13,7 eV, or that there are a number of such secondaries but
the excitation caused by tliem is similer to the excitation caused
by the primary electrons, It is this conclusion which is the
weakest point in Muntz's arguements, . The relatively slow

secondary electrons will not necessarily obey the same laws

as the fast primary electrons when exciting the N2+ B2§;s¢ates.
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The Emission Process

The mean life time of the states giving rise to the 0-0

(84)

band of the first negative system is 6.53i 22 X 10_8 seconds .

Muntz!s experiments were limited to number.densities of 1.5 x 1
molecules per cm3 or less, At this density he estimates that
an lon would traverse a mean free path in approximately 2 x 10_7
secs, and concludes that there will be little interference with

the electron excited distribution of the NZ+ Bzig states. At
higher densities an appreciable number of the excited ions will
collide with other molecules and give up thelr energy by a non-
radiative process, This guenching was considered when the

validity of room temperature calibrations for absolute density
measurenents was discussed in Chapter IT. Figure 142 shows that
quenching first becomes appreciable at a number density of

Te5 X 1016 molecules per cm3 in reasonable agreenent with Muntz's
estimate above. Therefore his conclusion that the spontaneous
emission process pgiving rise to the first negative bands is not
disturbed by gas kinetic collisions is reasonable for the conditions

of Tis neasurements,.

At higher densities where quenching is appreciable juntz’s
arguements will only be altered if the quenching cross section,
equation 1.2 Chapter II, is different for each rotational level.

Maquire(58) has considered this situation and postulates that
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the more highly populated rotational levels are quenched to a
greater extent than the states with lower populations. This
increases the intensity of the lines arising from the higher
rotational quantum states with respect to those from the lower
quantum states, Such an effect would lead to the calculated
rotational temperatures being too high as cbserved. Iowever this
discrepancy has been found to extend to densities where, from
figure 12, gquenching is apparently not significant, At this
stage the possibility of more than one sccondary process which

counteract each other cannot be ruled out,

Excitation - Fmission Process

The Excitation - Emission process finally assumed by Muntz
was direct excitation from the ground state to the N2+ B2 3
state followed by spontaneous emission to the N2+ X1jz state
as illustrated in figure A2.1. Secondary electrons were assurted
to play no part or to behave in the same way as the primary
electrons. Quenching of the excited states by gas kinetic
collisions was not considered. The assuuptions involved in this

nodel are reasonzhble except for those concerning the secondary

electrons with energies greater than 8.3 eV.
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Calculation of the Rotational Temperature

To predict the relative intensities of the rotational lines
of a‘particular vibrational band in the emission it 1s necessary
to find the relative population distribution in the rotatienal
levels of a particular vibrational level of the N2+ Bajz state

due to direct excitation from the N2 XﬂE[state.

Muntz assumed that the X % and Baz_ belong to Hund's case
(b), reference 85, and that the high energy electrons bahaved
as photons in the excitation process. Ther;b;; the rotational
energy levels are designated by the quantum number K then the
selection rules applying arefK = L1 andax ¥ O. TFollowing
the usual spectroscopic nomenclature the upper state is denoted
by K' and the lower state by K". The upper state K' is
populated from two lower rotationallevels K“ = K' - 1 and
K" = K' + 1 giving rise to the R and P branches in the excitation.
Therefore the number of molecules per second excited to a given
K' level is the sum of such transitions from all the vibrational
levels of the lower state. Muntz assumed that the rotational
and vibrational eigenfunctions are separable(85> and used the
Honl - London factors for the relative rotational transition
probabilities. He further assuned that the rotational distribution
in the N X1§i vibrational levels was a Boltzmann distribution

2
and hence obtained an expression for the number of molecules

-
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ber second brought to a given K' level, For the emission the
intensity of a given line is proportional to the rate of ewmission
of photons at that wavelength. However the rate of photon
enission from a given rotational level, K', must be equal to

the rate of excitation to that level so that it is possible to
obtain an expression for the relative rotational line intensities.
In calculating the rotational temperature from this expression

it is convenient to treat low and high vibrational temperatures
Separately. When Tv is low, less than 800° K, there is no

appreciable excitation of the vibrational levels of N2 X1§E

other than an = O, Then the relative line intensities are
given by

E I {K; WQ”)‘?VIVQH - X "?"' 6""! K’(K‘f“)hc/hT‘-R ooo(ABoq)

Gk’
where N -2 (k) 26 | ...(A3.2)
ot ’ E R
G =] )2 ke T T
) L+
and # = B he/k
V1

1)
a constant for a given v .

¥

Therefore if loge of the left hand side of equetion
(A3.1) is plotted against K (K +1)a straight line should result

the slope of which is g / T}« 4s Gy is a function of T, it is
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necessary to assume an appropriate value of TP and then calculate
the correct value by iteration. Gp is small for most temperatures
and two or three iterations are suffieient to obtain a reliable

value of TR.

At higher Vibrational Termeratures, T&;}8OOO K, thereis
significant excitation of the upper vibrational levels of
1\12}{-1{. Therefore the total rate of excitation to a given K'
level is the éum of the contributions from cach of these
vibrational levels, However Muntz showed that except for very
high vibrational temperatures the contribtion from levels other
than V . 0 is small, Further the rotational constant for the

1
1

%)
lower state BV shows only- a very weak dependance on V,l . In
1

view of this it is possible to use an effective rotational
constant which is an average value determined by weighting the
BV1H in the average according to the product of the Frank-
Condon factor and relative population for each vibrational level.
funtz showed that the error in this procedure was not significant

even for a vibrational temperature of 4,000° K.

Secondary Blectron Excitation

Muntz's theory for excitation by fast primary electrons
has been presented in somie detail., The number of collisions

between the primary electrons and molecules leading to the
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excitation of the 52§:u+ states is proportional to the product
of the gas density and primary beam current, i.e. n i o* As
each collision produces a secondary electron the number of
secondaries in the vicinity of the primary beam will also be
eprroximately proportional to n i ?. This approximation should
be good for secondaries with energies in excess of 18.7 eV.
However the low energy secondaries might be concentrated towards
the centre of the heam because of the slower moving positive
ions produced there. This is not important for the present
arsuenient since they will play no significant part in the
excitation of the nitrogen molecules. Some of the secondaries
with energies in excess of 18.7 eV will excite ground state
nolecules to the Baé:u+ states. The cross sections for these
transitions are unknown, but since they are between two E:states,
transitions for whichA K would be even are rigorously forbidden(85)
by the quantunm selection rules, IHowever, since the secondaries

are of relatively low energy, transitions for whichAK is odd

, . . . s +
are not rigorously forbidden. hus in addition to ALK = -~ 1,
+

allowed for the primaries, transitions for whichfi K = z 3g = Dees

could also occur. The cross section,( , for each transition
will depend on the relative velocity of the electron and molecule
as well asA K., As the electron velocity is much higher than

the molecular velocity the relative velocity can be taken to be
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that of the electron. Then, if f(v) is the velocity distribution
function for the secondaries, the rate of excitation of a

t
particular upper state K by secondaries is given by

[ £ ol kY mnds)
gl .-
eeo(A3.3)

it
where B 1s a constant and NK” is the population of the K state.

For vibrational temperatures less than about 800° K most
of the molecules are in the ground vibrational state and the
sunnation over the vibrational levels in equation {43.3) is not
required. If also the gas is in rotational equilibrium the
popuiation distribution of the rotational levels will be
Mazwellian and can be written as a function of K”. Farther,
for each trénéition, K” can be written in terms of K' so that
for low vibrational temperatures equation (A3.3) can be expressed

in the form

R = B*n F(X , T.) veo(A3.1)

It is probable that the excitation cross-section

! 1"
¢ (K y Ky V) near the threshold energy would depend on the
vibrational level from which the transition arises. Therefore

once there is significant vibrational excitation (TV>-8OOo K), R



144,

would be a function of Tv as well, Jlowever it is known that
since the equilibrium internuclear distances of N2 X1§; and

Nt Bzég are similar the Frank-Condon factors other than q(0,0)

2
a{1,1) and q(2,2) are all comparatively smalls Although the
Frank-Condon factors will not be valid for the secondaries the
vibrational transition probabilities should behave in a similar
way. Therefore for a given band, say the 0-0 band, these
probabilities should slso be small for all except the 0-0
tronsition. Thus, the contribution to the rate of excitation
of a given K' state from vibrational levels V" = 142 oo
should be small except at very high vibrational temperatures.
Therefore R should only be a weak function of Tv and the correction
procedure given below should be reasonable for values of Tv

sonewhat greater than 800° K. The exmct upper limit has yet

to be determined.

The arguement briefly presented above for the secondary
electrons is amalogous to that given by Muntz for excitation
by the primaries. However, the number of secondaries is not
constant but proportional to the number density of the gas.
Therefore following Muntz's arguement, adding the contribution
from the primary and secondary electrons will lead to a modifiéd

form of equation (A3.1).
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1 1]
(I(K|, K")) ] " (,— ¢ K (K +'|) /T )
- 2 v V2 o(’ /Q R c-.(AB.LI')
2K (Gp + nG.)

GS is the function for secondary electrons corresponding to Gp

given by Muntz for the primery electrons. The form of the term
.

n Gs(K R TQ) shows that the effects of n and T,

electron excitation can be studied independently. In particulay,

on the secondary

it is immediately evident that as n tends to zero equation
(A3.4) reduces to equation (A3.1), Muntz result, so that his
theory should be nore accurate at low densities, This is

(48) (54)

supported by the measurements of several investipgators

(55)

Equation (A3.4) is expressed in a more useful form by

normalising the line intensities with respect to that of any
given line in the same band., It is convenient to choose the
third line for the normalising value, since at low temperatures
this is one of the rore intense lines and as a detailed consideration
of forbidden transitions shows, the effect of secondaries on it
is small except at high rotational tenmperatures.
Thus.

I(K') 1+ n G(K', T‘)
1(3)

[IRY

o.o([13-5)

£(K' . Tp)
3 1 + n ¢(3, TR)
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where @ = GS / GP

' ' B (K +1) /
K a,(K,Tp) & Tp

. J

ses (£3.5)
- 120/ T
3 6,(3,1) & R

Tor low number densities, less than about 3 x 1015 nolecules per

cmB, n G(3, TP) will be small so that

I (K')

= f (K', TR) ‘!1 +n '[G(K', TR) - a(3, TP)}}
) o--(A307)

I(3)

Experimental Corroboration

To verify the validity of equation (A3.4) the experimental
data of Ashkenas(Bq) is used as he has carefully nessured the
rotational temperature of a slowly flowing stream of nitrogen
under conditions where the gas is undoubtedly in rotational
equilibrium. TFrom the data provided I(K') / I(3) was plotted
against n for the first fifteen Yines at two temperatures,
79.8° K ana 289° X. Typical plots are shown in figure A3.2 and
in 211 cases the ratio I(K') / I(3) tends to the predicted limit,
f (K', TR)’ a5 n tends to zero. For K =k the ratio T(X ) )'1(3)

does not vary greatly since the effect of secondaries is.

similar for both lines. TFrom equation (43.5), it is evident

] 1
thet if G(K , TR) is greater than G(3, TR), the ratio, I(K ) /
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I(3), will initially increase with n and then tend to a constant
value when n G(3, TR) becomes large compared to unity. At

16

77.8° K, the factor G(3, T,) was found to be 1,05 x 107" cn’

molecules—1 while G(15, TP) Was 2342 X 10_16 cm3 molecules—q.

Therefore for number densities larger than about 3 x 1016 the
ratio I(15) / I(3) should be almost independant of n as is

clearly seen in figurefi3-1.

For small values of n, equation (A3.7) shows that I(K') /
I(3) varies linearly with n. Therefore values of G(K!, TR) -
G(3, TR) were cbtained from the slopes of the curves as n tends
to zerc. However, G(3, TR) could only be determined by an
iterative method by varying it systemntically and calculating
the rotational tempéraﬁure for several different densities, Tor
one particular value of G(3, TR) the calculated temperatures
agreed with those indicated by the thermogcuple for the whole
range of densities. he values cobtained at 77.80 K are given
in figure A3.3 where they are compared with the valuergiven by
HMuntzt's theory. If the left hond side of equation (A3.4) was
plotted against K' (K'+1) o good straight line was obtained,
figure A3.4. Varying the number of lines used to calculate TR
between 11 and 15 caused the calculated value tovary by no more
than = 2%, Similar results were obtained for the room

temperature measurements, figure A3.5, and the actual values
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1
of a4(K , TR) for both temperatures are given in table A3.1.

If the secondary electrons, in the vacinity of the primory
electron beam, are influenced to any great extent by the gas
flow the correction factors obtained above would not apply for
high speed flows. In fact Petrie<86) has made measurements in
a Mach 11 nozzle which show that the gas flow causes a slight
asymmetry in the halo produced by the seccndary electrons.
Therefore for high speed flows the slit should be perpendicular
to the beam, as in Ashkena's experiment, so that the measurements
are not sensitive to small changes in the halo position. To
confirm that the values of G(K' TR) for a slowly flowing stream
are also valid for high speed flows they were used to reduce
the data given in reference 53 for a liach 3,92 flow. The values
obtained were virtually independent of the number of lines used
and agree well with the calculated free stream static temperature
of 73,4°% K, see figure A3.3. Similar data vas provided by
A.E.D.C.(87) and although details of the flow geometry were not
given, the free stream static temperature was estimated as
75 X 50 K, A value of 780 K was obtained from the rotational
(58) ¢

spectra provided. Tinally the freec jet data of Haquire

a static temperature of 80° K is also- shown.
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Concluding Remarks

It iz concluded that the secondary clectrons play an

important part in the excitation of the B?le'states of 1%,

. 2
When the effect of the secondaries/ij-,-esu:en into account as indicated
above the correct rotational temperature can be calculated. For
this the values of G(K', TR) given in table (A3.1) can be used
provided a similar optical system to that in reference 54 is
used. At high densities further consideration must be given
to quenching since the intensity of the 0-~0 band does not
increase as n2 as equation (A3.4) predicts for large n. However,
from the results presented in figure A3.5 it appears that any
preferential quenching of the more highly populated 1evels(58)

is not as important as the effect of secondary electrons.

The most serious limitation, at the present time, is that
values of G(K', TR) can only be obtained at two temperatures,
77.8° K and 289°K. All that can be done is to give a qualitative
description of the way in which the effect of sccondary electrons
varies with rotational temperature and to suggest an empirical
relation for this., Iigure (3.6 is a schematic diagram showing
transitions from the X1§:+, rotational states to the Bag_u+
states at two different rotational temperatures, If we consider

the excitation to say the K' = 10 level then the allowed

i
transitions,AI{i51, arise from the K = 9 and 11 states. At
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rotational temperatures near room temperature the population

of these two levels is not greatly different from the population
of the lower K states. The forbidden tramsitionsAK = & 3,

r S5, eee will occur from levels 7, 5, 3, 1, 13, 115, ..s but are
relatively few due to the smell cross sections for such transitions.
Iowever at lower rotational temperatures the population of the
higher rotational states is much less than that of the lower
states as indicated in part (b) of figure A3.Bs Therefore the
population of the states from which the allowed transitions
arise is very nuch less than the population of the states fron
which the forbidden transitions arise. This will have the effect
of noking the secondary electrons relatively more important,

for the higher K' levels, as the rotational temperature is
lowered. At high rotational levels the lines of highest
intensities occur for higher values of K'. Therefore as the
rotational temperature is increased to several hundred degrees,
500 to 1,OOOO K, a similar arguement tc that above shows that
secondary electron excitation becomes relatively more important
for the lower K' levels., Thus, if Muntz's theory is used the
effect of the secondary electrons is tc make the calculated
temperatures too high at low temperatures and too low at high

(53)(54)(55)

temperatures as is in fact cbserved

. .
The function GS(K ) TP) is the sum of a series of terms



involving an unknown collision cross section. IHowever it would

be expected to have a similar form to Gp' l.e.

' '
G, (K', TR) = F,](K') .zzf1(K )/ Tn & Fz(K')AE'” £,(K ) /TR

and f. are unknown constants for a given K .
2' ~1? 2

By the correct choice of these constants the required behaviour

where F1, F. , f
1

of G(K , TR) can be obtained. Once experimental data is available

for two temperatures other than 77.3 and 289° ¥ it will be

possible to test the validity of this expression.
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TABLE Al

Mean flow conditions used in the experiments

Small nozzle T, 700 °K

H, mm Hg M Re,/cm GS'BL;'X 10

cm

120 6-59 650 2° 64
T4-6 65 410 I 71
40 61 260 [-24
Large nozzle | To =632 °K
60 6 -3 390 [-78
20 5-8 [60 -85

I5 5-74 130 67
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Table A3-1 Values of GIK.Tp)
| 2 3 4 5 6 7 8 9 10 1l 12 13 14 1Is

K!

T = T8 %k
GIKTo)= 1-08 109 1:05 113 1-I5 126 127 140 1-68 204 292 338 630 II'5 232
T = 289%

G(K'TR)z 264 2-77 2:60 2-66 260 268 2:62 2:75 276 2:82 2:80 2:86 294 313 34
e e —————  ———  ——— ———
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