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. . ABSTRACT

Random loading can be characterised to some extent
by the Irregularity PFPactor - that is the ratio of the number
of wma»&~o&a&4d~?$A» t0 the number Of/lvuz«ﬁ4qﬂmi&4:< of the
gsignal. It is well known that the distribution of maxima
is a function of only this parameter and the standard devia-
tion of the random signal. However other probability density
distributions of interest to the fatigue engineer (particularly
the distribution of ranges) are not known. This is probably
due to the lack of versatile systems for recording and
anal sing random loading histories.

This thesis contains a description of the design
and development of sﬁch a system. lagnetic tape is used as }
the recording medium and during replay the system produces
punched paper tape for subsequent analysis by computer. The
paper tape conteins sufficient information about the signal
to -construct all of the histograms of interest in fatigue.

The system is used to make a series of recordings
of typical random-signals with various values of Irregularity
Factor. These recordings are of filtered 'white' noise and
car suspension loads. From the data, various distributions
are constructed to indicate the effect of the Irregularity
Pactor. In particular the distributions of ranges are
-presented, based both on this recorded data and on other data
contained in the literature.

Since the Irregularity Factor describes the
distribution of vpeaks, and is seen to be a major narameter
in the experimental femily of range distribution curves, 1t
would seem to indicate that it mey be a controlling factor
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in the lives obtained under truve random loading conditions.
Accordingly, an examination is made -of random loading fatigue
tests published in the literature to see if there are any
consistent trends with the Irregularity Factor.
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1 INTRODUCTION

Several developments in the Tield of fatigue
have indicated the necessity of a versatile system for rec-
ording and analysing continuous random signals. In a
series of fatigue tests, Kowaleski (ref. 4) examined the
effect of the traditional counting methods (for the
contruction of histograms) in comparison with true random
loading. In this work comparatively narrow band random
noise was used, and Kowaleski introduced a parameter +to
describe the spectrum width. This parameter is simply
the ratio between the number of maxima and ninima and the
number of mean crossings of the sigﬁal. The parameter is
now called the Irregularity Factor.

|
The shortcomings in programme testing have ;
stimulated the development of random loading fatigue research.
The Irregularity PFactor is a convenient and useful parameter
to describe random signals. The work of Rice (ref. 1)

shows that the probability density distribution of maxima

is a function only of the r.m.s. value of the signal and

the Irregularity PFactor. Thus it is suggested by Swanson
(ref. 11) that random fatigue teste using a twin lever
machine could be performed. The lever combinations are
simply set to simulate random loading with the same value

of irregularity factor as is measured or predicted for the
~structure. The paramester is readily calculated from the

power spectrum of the loading.

With the present investment in programmed fatigue
testing equipment, and the use in industry of the linear:
cumulaﬁive damage theory, it is imporitant tc be aware of
the effect of the spectrum width on the particular counting
method used. One point worth study is the assumption that



the variation of mean stress (around the overall mean)

can be neglected. Or, expressing this in terms of the trad
itional counting methods, will the range-mean count give
similar estimated lives, or programme test lives, to the
range count? Clearly the greater the spectrum width the
greater is the effect of variation in nmean stress.

‘It is also assumed in programmed tests (or
life estimations) that very small stress amplitudes have
a negligible effect. This omission of small stress
amplitudes is performed after the range histogram has
bee1 constructed. Clearly the effect of leaving out these
ranges before constructing the hisfogram is that a greater
number of larger ranges will be detected. In the first
case the following reduction takes places : |

— /f\

-/

The manner in which the various counting methods break
down the data depends on the Irregularity Factor.

in the second:

There is a further problem concerned with the
range count. As is well known the theoretical determination
of the distribution of ranges for a Gaussian signal is
very difficult, except of course for ver& narrow bandwidth
noise, when there is a Rayleigh distribution. Indeed the
empirical distribution of ranges is unknovn. It is possible



for exaﬁple, that the distribution of ranges, like that of
peaks, may depend only on the standard deviation of the signal
and the Irregularity Pactor. In order to find the empirical
distribution of ranges a reéording system with high |
resolution is required. A recording system with poor
resolution will not find the true distribution due to the

effect described above; i.e. the omission of small ranges
leads to a completely different distribution of the
remaining ranges.

There are, however, practical limits to the
eff~ctive resolution of any recording system. For example
when recording stress histories the familiar chain of strain
gauge, strain-~gauge bridge amplifying unit and measuring
device leads to overall experimental accuracies of some E
2 to 3%, and noise levels of about 0.2 to 0.3%4. As far
as the range distribution is concerned, a system with very
high resolution breaks down the ranges still further because
of the noise. A practical compromise is probably a resol-
ution around 4% full scale. The range distribution can
then be found méking the assumption that there are prop-
ortionately very few ranges below this level. Indeed for
a Rayleigh distribution of ranges (very narrow bandwidth
signal) the proportion of ranges below this level is only
3 in 10,000 (assuming a standard deviation of 10% full
scale). Por wider bandwidth signals there will clearly
. be more, but even if there is an order of magnitude nmore,
‘the range distribution will not be significantly affected.

The development of a recording system which would
provide an automatic means of recording and enalysing '
random strain histories is a necessity for studies of this
kind. The first section of this thesis describes the

design and development of such a system. A major criterion



in the éesign of the system is cost. 1lost high resolution
systems, particularly digital omes, are very expensive.

The design concepts are therefore evolved with cost in mind,
consistent, of course, with the required overall accuracy
of the system. |

The recording system is then used in two series

of tests. In the first series two examples of filtered
'white' noise are recorded with different band-pass filter
settings for the two cases. In the second series the system
is used for the measurement of car suspension loads to

provide an example with a wider spectrum. TFrom the recordings
the following studies are made.

(i) The signals are examined to see if they are, in
fact Gaussian. A comparison is made between
actual and theoretical distributions of maxima
for the measured values of the irregularity factor.
For the filtered random noise recordings, where
the spectral density distributions are known, the
expected theoreticeal valueg of irregularity Tactor
are compared with those obitained experimentally.

(ii) The wvarious counting methods are compared, in
particular the effect on the range distribution
of omitting small ranges. All these comparisons
are made using probebility density distributions.
These distributions illustrate the differences
between the counting methods far more clearly than
cunulative plots of the data. Indeed cumulative
plots can be misleading in that respect. As an
illustration of these comparisons a2 nuvmber of
fatigue damage functions are contructed. These
functions are used to compare all the above counting



methods assuming linear cumulative damage. This
provides a quantitative indication of the effects
of both the irregularity factor and the various
counting methods on estimated fatigue lives.

(iii) An empirical distribution of raenges is established
using, in addition to the data recorded here, data
published by Naumann and Leybold (refs. 9 and 10).

Finally & survey is made of random fatigue testing
to see if there are any clear trends in the effect of
irr.gularity factor.

Before describing the digital recording system, i
however, a brief outline of random noise theory (principally
the work of Rice, ref. 1) is presented. Particular attention
is paid to the role of the irregularity factor in the theory.



2 THE IRRBGULARITY PACTOR

2.1 Introduction

The parameter introduced by Xowaleski (ref. 4)
to describe the spectrum width is simply the ratio betweeﬁ
the number of maxima and minima and the number of mean crossings.
It is a convenient parameter to describe random signals not
only because its meaning is immediately obvious and it is
easily measured, but because it also has particular relevance
to random noise theory. It is now known as the Irregularity
' Factor. '

/

/ In the classic random noise theory of Rice (ref. 1)
the parameter is shown to be a simple funcition of three of
the moments of the energy spectrum of the signal. From the
equation derived by Rice for the distribution of maxine,
Cartwright and TLonguet-Higgins (ref. 2) have shown that the
distribution of maximea depends only on the root-mean-square
of the signal and a parameter which represents the freguency
spectrum of the signal. This latter paraneter igs very simply
related to the Kowaleskil Irregularity Pactor. Either parameter
also relates the r.m.s. peaks to the r.m.s. of the continuous
signal. There follows a brief outline of the theory derived
by Rice, and extended by Gartwrighﬁ and Longuet-Higgins.’

The Fourier series representation of randon noise
is an infTinite number of sine-waves;
[-5)
f(t) = :E: c, cos( ot + En)
n=1i
wnhere the frequencies g, are distributed throughout 0 to =°

and the phases En are distribvted throughout 0 to 2in, and



the amplitudes c_ are such that

o+do n
EE 1.
5 C, = B (o). 4o
0'n= o

where E(o) is the energy spectrum of £(t). The sumrations
then become Fourier integrals.

To obtain the expected number of maxime and mean-
crossings per second, and also the distribution of maxima,
use is made of the Central Limit Theorem. This theorem
states that the joint probability density distribution
of a number of random variables apvproaches & normal law
when the distributions of the variables satisfy certain
conditions (see refs. 1 or 5). Thus the multi~variate
normal distribution can be used to find the distribution
of maxima, etc. Again using Rice's notation the multi-
variate normal distribution is

p( X, X, .....xk) = ZH’k/z M , 2 exp(~5x'H Ix)'
where j
. X:{X‘, Xz,..--.xk}
and 4
I;'XI = /M“...../‘U-’K
ﬂKi...../MkK
and :

Thus any particular distribution is found by calculating
the relevant members/uij of ii.

In the cases considered here the members/uij of I
_are simply the various mements of the energy spectrum E(J)
of £(t). The nth moment is

. ] )’\
mn=j B(o) + o . do
[]



where the tot 1 eﬁergy per unit length of f£(t) is
m, =‘/ B(o) . do

c

2.2 Number of zeros per second

Rice evaluates the expected number of zeros per
second by considering the probability that y will pass
through zero with positive slope in the interval t,, t, + dt
which is

?(th<§ € 0) = dtf n «p( 0,7 ;%) dy

§ Fla,, a, ceocea, st ) [i.e. g =y at tl]

and
7 {91_3_} |
ot t:t,

The probability density function for the two randon variables

where

i

g and*%\reduoes to (using the Central Limit Theorem)

2

N‘H

2
(-m, m,)7% exp|-§ 7
. - &) (ol ™ I N S
p(g 27) 3 ) = 2T 2mO 2m,

The probability of having & zero in t,, t, + dt with

positive slope is thus

1

( -m m Tz "Q?‘ at |- ma %
dtJQQ exp | — d? el
2m, 27 | m

-

Thus the expected number of zeros per second with positive

e s
5 21 mo

slope is

WP
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2.3 Distribution of maxima,

The probability that y has a maximum in the
rectangle ( T, T+ dt 5 ¥, ¥+ 4y ) is

P(5 at {77 <O AMD 5K § <y, + dy ),
= -at.dy.[ pCy,, 0,8) a4

wnere . az P e
| 5 - |2

The probability demsity funcition for the three random
_ varlablesg » 7 and LS requlred here is

,’ p(g s 0,5) = -2‘1 IM' - exp[ Zml‘é’-» I?Tss€+ 2113§ 5]
whe’re
M= | m 0 m,
¢ =-m, O )
- may 0 4.

and Mg is the cofactor Of/”rs in M.
The probability of a maxima in the rectangle is then obtained
by integration with respect to§;

2 L
-dt 4y |} _a Sy WP o Mia € 2
Ml 8rr3{:|l£l exp( QII‘I'I) + 1.113_,( 2 ) (1 + erf AL X

2.4 Numbver of maxima per second

Rice obtains the expected number of naxima per second
by integrating the above with respect to t from %, to t, and
with respect to y from -0 to +20 . The expected number is

: 1
_ 'ta- 'tg M4 2 ’
N’ 3 2‘:1 < [”maJ 0010010(2)

and the expected number per second is
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2.5 The Irregulerity Factor

The Irregularity Factor is then
1

N
= - 1L
R

2.6 Distribution of maxima in terms of Irregularity Factor

_ Cartwright and ILonguet-Higgins (ref. 2) obtain the
probability density distribution of maxima by dividing the
equation for the probability of a maxima in the rectangle
¥, ¥,+ 4y t,, t,+ dt ), given by equation (1), by the
total number of maxima in the interval (tu’ t,+ 4t ), which
is (from equation (2) )

!

i
at [_m4|®
Cartwright and Ionguet~Higgins then substitute for If and its
cofactors in terms of the moments mn, of the energy spectrun,
and then express the moments m, in terms of a spectrumn width

parameter £ , given by
; . . .
£ = (m0m+-ma)/mom+
to obtain the distribution equation in terms of €. Clearly £

is related %o the irregularity factor (n) by

€2= 1-na

The probability density distribution of maxima can now be
expressed in terms of the irregularity factor by

2 2 :
P(X) = 1 Z‘,rll exy (" T}i:—;l—‘?’) + ‘% X [ 1l + erf (X /é—ci—f———ﬂi‘j):l
: ]

]
Gauss tern Rayleigh term

x = /o

where
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' The distribution equation has two components,
a Gauss term and a Rayleigh term. For the case of n = O
the distribution is @ure Gaussian and for n = 1 pure Rayleigh.
The distributions are plotted in Pig. 2.1 for values of n from
0 to 1 showing the transition from the Gaussian distribution
to the Rayleigh distribution. '

Thus thg distribution of maxima is a function. only
of the r.m.s. (mog) and the irregularity factor (n).

2.7 Relation between r.m.s. maxima and r.n.s. function

| After recordings using the Digital Recording Systen
hajg been made, the data which is extracted to construct
histograms consists of only maxima and minima. From this
must be calculated the r.m.s. value of the continuous function
originally recorded.

Cartwright and 1onguet—Higgins (ref. 2) 2lso show
that the second moment (QZ) of the variate § (the maxima) is

2
V, = (2-¢")m
| 2 _ 2
where 82 = ( m, m, - W, Y / my M,
i.e. £ = 1 - n*
therefore 1 S 2 %
. m =v,2/(1+n")

For example with a sine-wave (n = 1) the ratio between the
r.m.s. peaks (in this case also the amplitude) and the r.m.s.
of the continuous wave is 2 as expected.

2.8 Filtered Rendom Noise

To obtain examples of narrow spectrum noise for the

sequence of recordings filtered random noise was used.
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For filtered white noise (i.e. noise assumed to have consitant
energy distribution throughout the bandwidth) the irregularity

factor is £ 2
o Jg 2. £ 4f ‘
e L e e PURRTIC)
o [/f'awo af /f'?—wo fdf]z

Wheretoo is the constant energy density and £, and £, are
the lower and upper limits of the band-pass filter - the
latter assumed to be a verfect filter.

: J5 - 43
SR S | R S B C R ) reee (4D

where -
; [

i

f|/ £,
!

This function is shown in Pig. 2.2

X In practice because of the relatively poor character-
istics of the band-pass filter equation (4) was used only
28 a guide in selecting pass-bands. The theoretical estimates
of irregularity factor (required for comparison with the
measured factors) were obtained from equation (3). The
necessery integrations were performed using the filter
response curves obtained from an independent calibration.
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% DIGITATL RECORDING SYSTEL
%+.1 Introduction

From an analogue signal various histograms are
required relating to the maximum and minimun values of the
signal. Thus a recording system providing esutomatic data-
processing capabilities 1s necessary. Also the design of the
recording system should not preclude its use as a general
purpose recorder.

, Using a digital computer for the generation of
hisﬁograms the interface between recording system and computer
must be established. Because of the continuous and sequential
nature of the information it is feasible to use either on-line
replay, or off-line with magnetic tape or paper tape. At the
time of the develop'ment of the recording system the University
was about to change to the Atlas computer and in these early
days did not recommend sy other than off-line usage with
paper tape. |

In order to reduce the volume of input to the
computer only successive maximum and minimum values of the
analogue signal are required on the paper tape. To process
information up to a nominal 20c¢/sec. generated through a filter
with slope of 20dB/oct. a maximum information rate of about
60c/sec. must be acceptable for three figure accuracy. Thus
if a four character word represents each maximum or minimum
this corresponds to a character rate of 480 char/sec. A Creed
paper tape punch of 3% char/sec punching rate was available
in the department at the time. Clearly the replay of the
information for punching must take place at one sixteenth of
the recording speed. The recording is to be done on magnetic
tape and to obtain the information from the nagnetic tape at
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one_sixteenth of the recording speed a flux-sensitive replay
systen is used.

_ Two methods of recording are considered; analogue
(f.em.) and digital. The former means that digitization occurs
on replay, and in the case of the latter, before recording.
However f.m. recording is ruled out because of the 3% full
scale resolution requirement. With digital recording of
instanteneous values of the signal the volume of information
is very large, necessitating fast (and expensive) digital
systems. Conversely if we record only maximum and minimum
valves the volume of information is substantially reduced.
However such a recording system would not be very useful for
general purposes.

Incremental digital recording (that is the recording
of increments in the signal) substantially reduces the volume
of information about the signal. However it has the inherent
characteristic of accumulative errors. Because of the
limitations of magnetic tape (in respect of quality and wear)
low pulse densities, together with careful tape handling and
high standards of deck cleanliness, would be neceésary.

Successful use in computers of magnetic tape with
densities up to 800 p,p.idt together with manufacturers?
claims (of one or less drop-outs over 1800ft. for eight tracks
at 200 p.p.i.) encouraged the view that performence at 200 p.p.i.
or less would be acceptable. Also the bit rate for incremental
recording can be reduced by buffering the information. To
record 16 full scale cycles per second using increments of 1/500
full scale means accepting a bit rate of 16 ke/sec. Through
buffering up to seven pulses and recording a three bit word
parallel tracks, the word rate to tape would be 2.3 ke/sec

- quite acceptable at 15 i.p. g B%

£ p.p i - pulses pu uach.
** . p.s. - backes [ secenal,
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In this application where maximum and minimum values
are ultimately required; buffering has a negligible effect on
accuracy as the signal changes less rapidly in +the neighbourhood
of maximum and minimum values., As far as general purpose .
recording is concerned it is equivalent to sampling the signal
at a rate acceptable to the magnetic tape medium.

A further advantage of incremental recording is that
slower digital systems may be used -~ thus each digital electronic
unit will be cheaper. Wow and flutter characteristics of the
tape deck are not critical as the digital information itself
contains clock pulses.

Such a digital recording system requires a multi-
channel tape recorder with acceptable skew characteristics;
However at the time of development a recorder with the required
tape speed ranges together with flux-sensitive replay facilities
had just become commercially available at a reasonable price.

The system developed here is an incremental recording
system with a clock freguency of lékc/sec and input signal
renge of O-1 volts. The incremental step is 1/500 full scale
(i.e. 2 m V). The digital vnit value used throughout is

1 mV so that the system coﬁnts-in steps of two digits. The
information corresponding to a step of 2 mV 1s called one bit.
The syétem buffer accepts up to seven bits in every eight clock
cycles. The tape speed for recording is 15 i.p.s., corresponding
0 a pulse density of 133 p.p.i.

There follows a description of the Digital Recording
Systen. Details‘of the circuits of logic unitvs, amplifiers

- . . o
and other units can be found in Appendix 1.
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3.2 Principles of Operation of D.R.S.

3.2.1 Recording

The central unit of the system is an analogue to
digital converter. A three figvre BCD counter controls a set
of current switches such that the current into the virtual earth
(e, Fig. 5.1) is proportional to the number in the counter.
The feedback in the system maintains the relation

V. = i.R
that is 1n
) Ve = 0
in the following manner.

An out of balance in the above relation causes the
virtual earth potential {to change by the same amount. This
out of balance is amplified and opens the gate (Fig. 3.1)
allowing pulses from the oscillator into the counter. The
counter. polarity control is directed by the polarity of the
out of balance. The gate remains open until the input
voltage is balanced. Thus the number in the counter is always
proportional to the input voltage. ' '

The pulses passing through the gate are stored and
output in batches onto magﬁetic tape. A 'batceh' is the resultant
count of pulses received during each cycle df eight oscillator -
pulses,.and can be a count of up to plus or minus seven. The
eighth clock pulse is directed from the gate to allow time for
the store unit's output and reset operations. The maximum amount
of seven mesns that only three magnetic tape tracks,for binary
~coded recording (excluding polarity tracks), are required.

3.2.2 Replay

The batches of pulses are replayed from magnetic
tape into a serializer and then input into the counter
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with the polarity information. The system therefore integrates
the information on tape into digital wvalues whaich continuously
represents the original data, and which can be sampled when
required. Mexima and minima are detected by changes in bateh
-polarity, and the number then in the counter is stored in
a memory unit for subsequent decoding and punching onto paper
tape.

To cater for the low speed of paper tape punches
the tape recorder is replayed at a fraction of the recording
speed., The system was originally designed for a‘Creed punch
(33 c1/sec) but was subsequently used with a Westrex (120 ch/sec)

A ‘staircase' model of the original analogue signal can;
be constructed with the system in Fig. 3.2 which uses an |
operational amplifier.

3.3 Details of D.R.S.
3.2.1 Input Amplifiers, Gate and Polarity Control

The input amplifiers operate the gate and polarity
control from the out-of-balance signal on the virtusl ezrth.
The zmplifiers are d.c. differential; for the gate both output
stages drive an OR unit and for the polarity control they
drive either side of & bistable unit. There is more gain
in the polarity control circuit so that polarity is registered
ahead of the operation of the gate (Fig. 3.3).

The detection thresholds of the gate circuit are
f 2,5 mV. Thus there is a ‘dead-space-region' to reduce the
incidence of triggering of the system by noise.
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3e3.2 Store Unit

The store unit receives the main counter input pulses
and ﬁolarity information and is controlled by record-command
signals from the record contrel unit. The count of pulses
received between record-command signals is output in binary
code (with polarity) to the magnetic tape recorder input modules.
After each record-command signal the store unit resets itself
to zero. When the count is zero a pulse is output on the ™ ¢
track so that the '"+'" and "-" tracks together constitute a
clock record.

The unit consists of a four stage binary counter
and the coding networks for output. The counter's first three
stages store the batch count, the fourth stage is the batch
polarity register (Fig. 3.4). :

%3.3.3 Binary Coded Decimal Counter

Four binary units connected in series form a
sixteen bit counter, whose counting sequence is scale corrected
to form a decimal counter. The scale correction fechnique
used maintains a constant place 'weight' for each binary place
of 1, 2, 4 and 2 respectively. The BCD counter is shown in
Fig. 3.5 together with its counting sequence. The scale corr-
ectioné are instantaneous transfers from 0001 to 011l when
adding and 1011 to 1110 wnen subtracting (least significant
bit on the left).

Each binary unit controls a current switch whose
output into the virtual earth is propertional to the place

weight.

Three of these BCD counters connected in series form
a three digit counter. By removing the binary unit for the
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last significant place the resolution of the counter is changad
to 2 in 1000. This involves a modification to the scale
correction circuitry for this stage (Fig. %.6).

%.%3.4 Control Unit (Record)

The function of the control unit is to provide a
clock of 16 ke/sec,to direct seven out of eight clock pulses
t0 the gate, and to provide the record-command signal for
the gtore unit. It consists of a square-wave oscillator and
a three stage binary counter (Fig. 3.7).

‘ The square wave oscillator is formed by intercon-
necﬁing two‘logic units with a resistor-capacitor network.
The 'square wave is not symmetric (i.e. does not reverse at
half-period) to limit the scatter of the main-counter input
pulses (see below). '

2.3.5 Gate and Polarity Control Timing Circuits

In Fig. 3.3 the logic unit 1 releases its inhibit
on the gate randomly so that the length of the frigger pulse
varies. A very short pulse may marginally trigger the main
counter but not the store unit, or vice verse. To prevent
this the gate is followed by a Schmidt trigger which drives
a monostable. TFrom the second (positive going) edge of the
monostaﬁle output is derived a trigger pulse sufficient to
drive both counter and store unit simultaneously and without
ambiguity.

Optimum timing of the trigger pulses relative to
the record and reset operations of the store unit is achieved
through reducing the scatter on the triggering by reducing
the period (to) when the clock is at zero (maintaining a
constant clock frequency) Fig. 3.8. To prevent more than
one trigger pulse per clock pulse a second monostable

inhibits further triggering.



Whilst the pulses go through the counter, transient
spikes appear on the virtual earth. For example in the count
499 to 500 the counter takes the steps 499, 490, 400, 500.
The unbalance is usually of the same polarity as the step
taking place, as in the example. However during scale
correction transient reversals of polarity can occur whilst
a pulse is in transit through the counter. The response of

the polarity control is therefore damped by introducing a
delay in polarity switching. Changes in polarity occur only
if still required after the delay (during which the gate is
kept closed, Fig. 3.9).

3.3.6‘Seria1izer

The principles of operation of the serializer are %
to set a three stage binary counter to the bit pattern of
the batch and to subseguently recycle this counter to zero
- the clock pulses effecting this being the serial pulses
required. .

[

The bit pattern from tape is received into buffer
bistables which set the three stage counter. The setting
of a polarity buffer initiates the cyecling of the replay
control unit. During the second half cycle of the control
unit pulses are gated into the three stage counter (and of
course into the main counter) until the three stage counter
reaches zero. The main counter polarity ¢control is directed
from the polarity input buffers. The three binary digit
" puffers are reset and locked for the second half cycle of
the control unit (Fig. 3%.10).

3¢2.7 Conirol Unit (Replay)

The function of the control unit is to provide =
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clock of 8 kc/sec which controls the replay sequence through
a four stage binary counter, cycling over sixteen clock pulses.

This cycle takes place whenever a polarity input bistable
is set, but after the delay period necessitated by tape skew.

Phe control unit times the commands to the memory
unit and encoder in the data output channel, and directs the
second half-cycle of pulses into the serializer. During the
second half-cycle the three bit input buffers are reset and
locked. At the end of the cycle the polarity buffers are
‘ reset. (Fig. 3.11).

3.3%8 Data OQutput
|

The data output channel is triggered by changes
in batch polarity. The number then in the counter is stored
in =2 memory unit and coded to the input requirements of a
commercial encoder. This encoder is triggered by a 1 ms.
pulse derived from the second half—cycle of the control unit.
Further triggering of the output channel is inhibited until
the 'punch-complete' signal is received from the encoder, when
the memory unit is also reset. (Fig. 3.12).

The input code of the encoder is ten parallel lines
per digit, a signal voltage being.on the line corresponding
to the required digit. This is achieved with the decoding
network in Fig. 3.13, the code of the memory unit being that
of the counter; binary coded decimal. '

The encoder punch command signals are synchronized
from the punch unit which cycles at a constant rate corres-
ponding to 120 char./sec (for the Jestrex). The paper tape
records consist of three decimal characters and one terminating
character. The average maximum triggering rate of ﬁ?e output
channel is therefore about 23 records per second. = = -7
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The reconsfructed analogue signal is used for mon-
itoring the replay operation. The circuit which generates
the analogue signal, and is performance, are given in detail
in Fig. 3.14.

The data output channel is also triggered by the
manual sampling facility on the system console.

3.4 Input and Output
3.4.1 Recording HMode

Pive tracks of binary information are to be recorded
with the facility for replay at 1/16 of the recording speed, |
using a flux sensitive replay system. Three modes of recording
are considered, which involve leaving the tape periodically
fully saturated (either positively or negatively) or-
without any magnetization (zero flux). The first mode is
non-return-to-zero (WRZ) where the tape is always fully
saturated in one ox other direction. A recorded pulse is
stored as an instantaneous change of the saturatipn polarity
(Fig. 3.15a). The second is return-to-saturation (RS) where
the tape is saturated at one polarity except where a pulse
is recorded, when there is a temporary reversal of polarity
(Fig. 3.15b). The third is return-to-zero (RZ) where the
tape is unmagnetized except where a pulse is stored, when
there is a temporary saturation of the tape in one direction

(Fig. 3.15c).

Although a flux-sensitive system can read flux
ﬁhile the tape is stationary it cannot satisfactorily read
signals of long wavelength. NRZ saturation recording or RS
recording leaves a flux distributioﬁ per cycle corresponding

to two bar magnets laid end to end in opposite directions.



As the wavelength increases the field strengths at the centres
of the effective magnets decrease because their poles move
further apart, leading to the replay signal in Figs. 3.154d

and 3.15e.

Thus neither NRZ or RS recording can be used here
as the gaps between pulses are indeterminate. The RZ mode
in Pig. 3.15f is used leaving the tape saturated for fixed
lengths or otherwise unmagnetized.

%3.4.2 Recoder Timitations

The system records signal increments and is
therefore an accumulative error system. TLoss of information
nust therefore be highly improbable for acceptable performance.
To minimise drop-outs from tape the maximum pulse density
tolerable is 200 p.p.i. consistent with computer practice
~ although systems incorporating re-reading, noise detection,
parity and such-like allow higher densities. Secondly without
sophisticated 'de-skewing' hardware the recording system
is skew-limited (see section on I/0 circuits).

The recording clock frequency of 16 kc/é.(note; the
tape recording frequency of 2 kc/s. leads to 2 minimum tape
speed of 15 i.p.s.)results in a packing density of 133 p.p.i.

The incidence of drop-outs at this packing density
was exemined using counting instruments monitoring the data
channels for both output and input when respectively
recording and replaying random noise. In twenty sample record-
ings lasting one minute each no drop-outs were registered.
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36403 Inpu%/Output Circuits

The_I/O circuits are designed according to the
tape skew and speed characteriétics. Tne manufacturers
specification for tape skew is less than .002 ins. across
four tracks which includes the static skew, due to

misalignment of the record and replay heads. This misalignment
was virtually removed by the manufacturers who specially
machined the relevant surfaces. Tests were carried out at
the record and replay speeds measuring the effect of skew
as the scatter in pulses on replay after being recorded
simultaneously on the five tracks used.

A square wave pulse of duration equal to the
interval between the first and last pulse was displayed on
an oscilloscope. The persistence and brightness of the
oscilloscope were adjusted so that the distribution of the
pulse duration could be ascertained. Deviates of similar
brightness enclosing most of the distribution were 0.2 and
0.6 msec. Assuming a Rayleigh distribution, a wvery safe

estimate of the standard deviation is 0.4 msec. (corresponding
to 104 and 90% confidence limits of 0.18 and 0.86 msec.
respectively. The maximum scatter the input circuits can
accept is 2.5 msec., corresponding to a probability of
exceeding of 1 in 3.3x10—9, or an expectation of one in about
40 hours of recording time. This figure is, of course, very
sensitive to the estimate of the standard deviation, but

this estinate was made extremely conservatively.

To minimise the effect of skew the polarity tracks
are positioned on either side of the three digit tracks so
that a batch of pulses can occupy & maximum of four adjacent

tracks.

Both the mains frequency stability and the wow and
flutter characteristics of the tape deck affect the tape speed.
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The recorder was powered by a static inverter. Continuous
nmonitoring of the frequency of the inverter (which alters

as the batteries drain) enables it to be maintained to well
within 2 ¢/s. The wow and flutter specification for the
recording and replay speeds used are 0.25% r.,m.s. and 0.5%
r.m.S. respectively, meking an aggregate effect of i0.75‘3751'.m.s.

In Pig. 3.16 is shown the timing of the replay
sequence. It is evident from the figure that the nominal
8 ms. replay sequence cannot be reduced to below 4.5 ms.
~ For example a permitited variation of 3100/3 in mains frequency
could lead in the worst case to an interval of 5.3 ms.
betﬁeen batches. Superimposed on this could be 0.8 ms. of
wow and flutter, i.e. thirteen standard deviations (oxr
for a Gaussian distribution a probability of exceeding of
1in 1038). "Clearly there is more than adequate margin for -
both static and dynamic variation in tape speed.

3.5 Performance of D.R.S.

The basis characteristics of the recording system
are an accuracy of f2.5 mv. in a signal range of 0 to 1 v.,
and a meximum average following rate of 28 volts/sec. in
2 mv. steps. The input signal may be either d. c. coupled
or a. ¢. coupled to a d. c. bias of half-full scale.

Some characteristics of the system have a reduced
effect on its performance when considered only as a recorder
of maxima and minima. The effect of recording in batches
every eighth clock pulse is negligible in the region of
maxima and minima, when the signal is changing least rapidly.
In addition the system is more accurate at maxima (+ 2.5, - Oonv)
and minina (+ 0, - 2.5 mv.). By adding or subtracting 1.25 mv.
when processing the results the accuracy becomes T 1.25 mv.
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The performance of the system with respect to its
-accumulative error characteristic is next considered. Unlike
analogue recording data introduced or lost tarough noise

on h.t. lines, drop-outs on tape, etc. will affect the
remainder of the record. The tape recorder performed excel-
lently in drop-out tests. (See Appendix 1.) Adequate care
was always taken in tape handling and deck cleanliness.

Noise suppressors are incorporated into the mains supply.

The performance was measured as the drift of d.c.
bias during three series each of twelve recordings. The
' recorded bias should be accurate to within ¥ 2 mv.) Two
series were recordings of sine-waves and lasted 80 and 200
secé per recording respectively. In the third series filtered
random ncise was recorded for 80 secs per recording. The
whole duration of all recordings was about 70 minutes. The ~
d.c. values for each series lay within the tolerance of the v
system.

Finally the effect of the rate of following is
shown in Pig. 3.17. This graph gives the maximum sine-wave
amplitude against frequency for three cases: .

l. Complete following of the sine-wave to within
the maximum accuracy of the system (i.e. maximum
gradient less than 28 v/sec.)

2. Pollowing of thne sine-wave such that only the
maximum and mninimum values are recorded accurately.
The solution to this problem was found numerically
(using the fact that it lies between the complete
following case and the frequency for which the system
can generate a saw-tooth waveform of the same
amplitude (Pig. 3.18).

3. Frdm actuzl measuremeants the following of the
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sine-wave to give a peak out-of-balance of

¥ 20 mv. on the virtual earth. (This is a very
artificial criterion and is used only because of
the difficulties involved in measuring cases 1 and
2 accurately).

Case 3. demonstrates that the system is at least
12%4% slower than Case 1. suggests. This is due to the
delay in the polarity circuit, particularly during scale
correction when tramsients occuring at the virtual earth
cause the polarity circuit to block the gate for 150 MS.
Whether or not the inhibit occurs during scale correétion
depends on the overall out-of-balance of the viriual esrth.
Por low unbalances, most itransients cause such an inhibit..
For high unbalances most of the transients will not cause
the virtual earth unbalance to change sign. Thus for the
X120 mv. unbalance (Case 3) the following rate is cut to iess
than 24.5 volts/sec. (for which complete following coincides
with case 3). However for the larger unbalances occuring
in Case 2 the effective clock frequency will approach
28_volts/sec. so that Case 2 is more representative of
the system's actual performance.
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4 RECORDINGS
4.1 Introduction

Two series of recordings are made. In the first
filtered random noise is used as the signal source. In the

second series recordings are made of car suspension loads
for a wider bandwidth case. The results are presented and
discussed in Chapter 5.

For each recording the mean value is half full-
scal~ (corresponding to a digital value of 500), and the
recording levels adjusted to give a signal standard deviation
of digital value 100. Thus the crest factor (the ratio
between maximum recorded peak and the standard deviation) i
is five. Assuming a Rayleigh distribution of peaks the
probability of the signal having a maxima (or minima) outside
the range of the system is therefore 1 in 270,000. For
irresularity factors less than unity a signal excursion outside
the range is even less likely.

4.2 Piltered Random Noise

To match the capabilities of the recording systenm
‘white' noise over a range of approximately 2 - 25¢/s is
required. As no such noise generator was available at the
time, one was constructed using a miniature neon light as
the noise source. A band-pass filter was used to limit the
bendwidth of the signal so as to obitain the required values

of irregularity factor.

Two sets of recordings were made with filter settings
of 2-9 and. 2~25¢/s respectively. The characteristics of
the filter for these two settings are shown in Fig. 4.1 and
tabulated in Table 4.1. The values of irregularity factor



obtained were 0.792 and 0.732 which are lower than the
corresponding figures for an ideal filter (0.835 and 0,728)
due to the actual characteristics of the band-pass filter.
However these figures obtained do agree remarkably well with
the estimates made from the filter characteristics themselves
(as discussed in Chapter 5). |

4.3 ILoads in car suspension

For these recordings a 'Mini' belonging to the
Advanced School of Automobile Engineering (A.S.A.E.) of
Cran’ield College of Aeronautics was used. The car
instrumentation consisted of strain-gauged load cells built
into various suspension points. TFor the recordings the car
was linked by cable to another vehicle containing the récording
system. A view of this instrumentation wvehicle showing the’
digital recording system and other ancillary equipment is
given in Fig. 4.2.

The tests were performed on the Belgian pavé
surface of the llotor Industries Research Association (M.I.R.A.)
proving ground at Nuneaton. The vehicle containing the
recording equipment accompanied the test vehicle on a smooth
circuit lying outside the pavé circuit. A view of the pavé
surface is shown in Pig. 4.3. The 'HMini' was driven on the
pavé at a constant speed of 20 m.p.h.

The recording system was powered by a static
inverter. A transistorized dynemic strain gauge bridge
anplifying unit (Peekel T-630) linked the load cell to the
recording system. A complete description of the load cells
on the 'iini' is given in ref. 7. The data presented here
was recorded Ffrom the front middle-longitudinal (FiL) load
cell. This cell detects fore and aft loads between the car
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body and the sub-frame of the front suspension (Pig. 4.4).

The calibration of the load cell when used with
the A.5.A.E. standard instrumentation (a 'SEL' unit) was
supplied by A.S.A.E. (6 1b/SEL unit deflection at SEL
attenuation of 24 dB). Also supplied was the SEL calibration
against strain-gauge bridge out-of-balance (890 SEL units /1%
unbalance at attenuation of 21 dB). Thus the variation
of load against bridge % unbalance is known. As an independent
check on this calibration a number of static loads were placed
on the vehicle and the simultaneous SEL output and T-5630
output were recorded (Fig. 4.5). The T~630 was then
sqparately calibrated against bridge out-of-balance and this
confirmed the calibrations supplied by A.S5.A.E. to within
1% (Fig. 4.6). The T-630 output calibration is finally
1.48 1b/mV. (Fig. 4.6).

For these recordings a two stage R~-C filter (corner
frequency 160 c/s) was incorporated into the input to improve
the suppression of the Peekel T-630 carrier frequency (1 ke/s).
The filter resistance (500.) doubles the input resistance
of the recording system and so the detection thresholds of
the main amplifier were reset to 5 mv, the full scale range
being 2 volts. Thus the calibration for these recordings
is 2.96 lb/digital unit. '

The value of irregularity factor obtained was
0.460. The digital value of r.m.s. load on the first pass
of the data was 91.42, or 270.6 1lbs. As explained later the
data was then factored by 1.094 to give a r.m.s. digisal value
of 100, so that the histogram grids and conditional range
counts are based on the r.m.s. level. Thus the calibration
for the data presented here is 2.706 1lbs/digital unit.
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TABLE 4.1 BAWD PASS PILTER CHARACTERISTICS

Setting: 2-25¢/s

53a

c/s| 2 4 6 8| 10 | 12 | 14 | 16 | 18 | 20
dB | 26 | 9.6| 5.2| 2.9! 1.6 0.8 0.2 0.0| 0.2 1.0
c/s| 22 | 24 | 26 | 28 | 30 | 32 | 34 | %6 | 38 | 40
dB | 2.3| 3.7| 5.0 6.3! 7.9 9.6 |11.4 |12.8|14.4| 16
c/8| 41,5 | 43,5 45.5 [ 47.5] 49.5 | 51.5 | 53.5 155.5 | 57.5 | 59.5
aB |17.2|18.6| 20.5 | 22 | 23.6 | 25.1 | 26.4 | 28.2 | 29.5 | 31
&/s| & 68 | 15 | 18 | &3
B |33.2| 36.6| 39.6 | 42.6 45.3

Setting: 2-9c¢/s
c/s| 2 4 6 | 8| 10 |11 | 12] 13| 14 |15
'aB | 26 | :9.6| 4.0! 1.1 0.9 | 1.6 | 2.7| 4.0| 5.4 | 6.9
c/si 16 | 17 18 | .19 20 22 24 26 28 30
aB | 8.7 110.4| 12 | 13.6] 15.3 [18.4 | 21.4 | 24.5 | 27.5 | 30.5
o/s|31.5 [ 33.5 | 35.5 | 31.5| 39.5 -
dB | 32.8 | 35.3| 38 | 40.6 42.6 1




5 RESULTS

5.1 Analysis of Recordings

The data from each recording series was analysed
using .the University Atlas Computer. Histograms were
constructed using the following counting methods - Pezk, Illean-
Crossing-Peak and Range-llean counts. The Range-lean counts

were performed with five different minimum range values.
The counting methods are described in Appendix 2, and the
data analysis programmes given in Appendix 3.

In order to relate the minimum ranges of the

conditional range counts to the standard deviation of the

signal the data analysis was performed twice. On the first ?

pass the standard deviation of the signal was obtained

and on the second the data was factored (relative to the overall
mean value) to obtain 2 standard deviation of 10% full scale.

In the recordings themselves the recording levels were

adjusted to give approximately this standard deviation and

in the data analysis only very small adjustments were necessary.
The standard deviation of 10% full scale means that the num-
erical grid is also related to the signal standard deviation.

The data itself consists of successive maxima and
minima. The continuous signal standard deviation has therefore
to be calculated from the peak (discrete value) standard
deviation using the relationship given in Chapter 2.

The tabulations of the data for the counting
methods are given in Appendix 5, together with the data
corresponding to the probability density distributions
referred to in this Chapter. The cumulative distributions
corresponding to each counting method are shown in Fig. 561~
5.3 for the three recordings (Woise 2-9¢/s; Noise 2-25¢/s;
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car suspension loads). The computed values of irregularity
factor for the three cases are 0.792; 0.732; 0.460 respectively.

As expected the counting methods lead to essentiallly

' similar results for the narrowest bandwidth case (I.F. = O.7b2).
As the bandwidth widens the counting methods diverge. The

peak based methods give essentially different results to

the range Eased methods.

In the random noise analysis it has beenassumed
that the instantaneous values of the signal have a Gaussian
distoibution. The distribution of peaks may be used to
ascertain whether or not the distribution of the signal is
in fact Gaussian. In Figs. 5.4-5.6 are presented the
probability density distributions of peaks. The measured

distributions agree closely with the expected (theoretical)
distributions based on the measured values of irregularity
factor. This implies of course that the signal is indeed
Gaussian.

Next, comparisons are made between measured values
of irregularity factor and the expected (theoretical) wvalues.
The expected irregularity factor is given by

j(;(d)' Ga. do

O

o I:/OI;’(O‘) do ./E(d).d+. do’]%
o

©

where B(o) is the energy spectrum of the signal, o being
frequency (see chapter 2). Tne noise generator is assumed

to produce 'white' noise (E,(0) = constant) so that filtering
with a filter of receptance A(iw ) produces a signal with

a new energy spectrum E, (o) given by

2
E, (0) =|A(iw)| .E,(0)
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Since only the modulus of the receptance is used the term
,A(iug),a is obtained directly from the filters resvonse

curve (Pig. 4.1). The filter curve is obtained over sufficient

bandwidth so that the integrations can be completed accurately.

The expected value of I.F. for the 2-9 filter
setting is 0.803 (compared to the measured value of 0.792).
For the 225 setting it is 0.742 (measured 0.732). Both
values are within 1.5% which shows that if the spectral
density is known sufficiently well, very accurate estimates
can be made of the irregularity factor. In the case of the
car suspension loads the spectrum presented in ref., 8 is
not defined over sufficient besndwidth to perform the integrations
)

In Figs. 5.7-5.9 are presented the meen-crossing
peak distributions. For comparison these distributions
are related to the total peak count. In each case the two
distributions converge at high peaks (as expected) and also
at very small peaks. In the limiting case all amplitudes
giving pesks at or near the mean also cross the mean.

In Figs. 5.10-5.1l2 are presented the range
distributions for both the conditional and unconditional coun-
ting methods. Por comparison the distribution of peaks is
also shovn in each case. The unconditional distributions
are discussed in detzil in Chapter 6. The variation of the
range counts with the different minimum ranges is clearly
evident, even in the narrowest bandwidth case. The great
difference between the unconditional range counts and the
corresponding peak count is striking. As expected the
distributions converge as the irregularity factor approaches

Figs. 5.1% and 5.14 show the overall distributions
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of mean values, where the probability densities are relasted

to the standard deviation of the continuous signal. These
distributions are shown to be normel in Chapter 6. In addition
the distributions of means for each value of range are also
normal as pointed out by Schijve (ref. 6). As expected the
smaller the bandwidth the closer the individusl mezn velues

are grouped around the overall mean (Fig. 5.15)

It is noteworthy that for the widest bandwidth case
(I.P. = 0.46) 50% of all renges have mean values lying
outside the limits ¥0.50, and 20¢% outside fg. Tn the other
two cases the corresponding figures are 38 and 10% (for TI.P.
= ,0.73) and 28 ¢ 7% (for I.F. = 0.79). (Thus the established
pfocedure of neglecting mean valve variations in programme
fatigue testing based directly or indirectly on raige counts
is questionable for Wider'spectrums).

5.2 Linear Cumulative Damage Estimates

In order to see gquantitavely what effects the
irregularity factor mey have on estimates of fatigue life,
a range of typical S-W curves have bheen selected. ILinear
cunulative deamage estimates have been made using the data
from each of the various counting methods. Such estimates
are simple to perform as such form the basis of many design
studies, particularly in early project stages. -The author
considers it relevant to point out further shertcomings in
this practice. '

Very simple S5-I curves have been used (S = aﬁb)
which have been derived from R.Ae. Soc. data sheets (ref. 7).
The derivation of the curves is given in detail in Appendix 4,
where is also expvlained the relationship between the numerical

grid and the stress sczle. Because of the particular type



of S5~ curve selecied, the comparisons between estimztes from

diffeaﬁpg counting methods depsnd only on the slopes of
the |34l curves (%o within 10%) -~ see Appendix 4.

Threeﬁg;gﬁcurve slopes have been used; a high-slope
(corresponding to a lug with interference), a medium-slope
(lug without interference), and low-slope (al-alloy in
bending). In making the comparisons between fatigue life
estimates the following points are considered;

(i) the effect of mean stress variations (Range c.f.
Range /liean)
[ (dii) the effect of omitting small amplitudes in the
conditional range counts (Range c.f. Range (P o))
(iii)the difference between range based counts and peak
based counts (Range c.f. [~-C-P) '
(iv) the difference between Peak and M-C-P

!

Finally since all the data is derived from signals with the
same standard deviation it is interesting to see if they lead
t0 similar cumulative damage rates. The estimated lives
based on m-c-p counts and referred to the same number of zero-
crossings is evaluated. The m-c-p method is used here

because it is one of the most commonly used methods (see for
example ref. 12).

Table 5.1 tabulates the above comparisons in the
form of ratios between each pair of lives being compared.
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The difference between Range and Range-llean estimates

is loy, éanging from ratios of 1.0 to 1.7. TFor the higher
slope oA curve the difference is in fact conpletely
insignificant so that measurements of mean values in

addition to ranges is not justifiable for range based estimates,
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The omission of small ranges when making a range
count has a surprisingly small effect. With the low-slope
curve and the widest bandwidth the 1life-ratio approaches
1.6 when the smallest detected range (P) is equal to the .
standard deviation. For the more typical case of P = +0o
the effect is completely insignificant even for the widest
bandwidth.

Another surprising effect is the vast difference
between range based and peak based estimates. The life
ratios between m-c-p and range resulis vary up to 17 depending
on slope and bandwidth.

The comparison of peak and m~c~p estimates leads
to completely insignificant differences. It appears that
the extra complication in obtaining m-c-p results for life -
estimates is unwarranted - although in programme testing,
the testiﬁg time is reduced.

The estimated lives based on m-c-p data (referred
40 the same number of zero crossings) are given in Table 5.2.
The figures can be assumed to be measures of 1ifé on an
arbitrary scale when exposed to each signal in turn. For
each S-M curve the lives are very approximately the same,
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Theory for LE = -792

Experimental data
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Random noise 2-9 cps.
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TABLE 5.1 CONPARATIVE LINEAR CUNULATIVE DAIAGE ESTIMATES

Ratio Case I.F. SHl SN2 BN3
Low-slope  lMedium~sl Hi-slope

Lo/Iym AR 0.460 1.72 1.23 °  1.05
2-25 0.732 1.59 1.18 1.04
2-9  0.792 1.18 . 1.09 1.02
Lp/Tyep cAR  0.460  17.0 5.47 1.94
. 2-25 0.73%2 5.19 2.70 1.47
2-9  0.792 2.46 1.84 1.28
Drn/TnepCaR  0.460 ¢ 9.90 4.44 1.95
2-25 0.7%2 3,37 2.29 1.41 i
2-9  0.792 2.09 1.69 1.25
Dnep/Pp GAR  0.460 1.08 1.1% 1.29
2-25 0.732 - 1.0 1.0 1.0
2-9 00792 loo ' 100 100
RANGE; Lpzo/Lp=o
p=.250 CAR 0,460 1.16 1.14 1,12
p=.500" CAR  0.460 1.30 1.25 1.20
p=l750- CA...R 00460 1035 1032 1025
p=l.00’ CAR 0-460 1056 1044 1030
NOTE:
Life based on RANGE :
I’r/I’rm ¥ TT3Te pased on RANGA-LBAN s BTC.
and p = PBAK

MEAN-CROSSING PBEAX

. MCD

1l



TABLE 5.

EFFECT 0P IRREGULARITY FACTOR ON IMCP ESTIMATES -

2
CASE CAR 2-25 2-9
IlFl 0'4‘60 0'732 00792
High slope 9662.0 | 12711. 11279.
Effective Med. slope 1461.0 1537.0 1404.0
Lives
84.5 82.4

Tow slope

95.5
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6  DISTRIBUTION OF RANGES.

To find the empirical distribution of ranges
three independent noisse sources have been used. These
are (i) filtered random noise (two cases), (ii) car
suspension loads (one case) and (iii) filtered random numbers
(data from Teybold and Naumann - five cases - refs. 9 and 10).

Yt is the author's submission that the distribution
of ranges has not been suggested previously because results
have been obscured by the resolution of the counting systemns.
As is well known range counts are highly sensitive to the
smallest range detectable. PFigs. 6.1 - 6.3 show the
effect on the range distribution of ignoring Z-ranges
of size 0.1250 and 0.250 (for the three recordings of
{the author's) compared with that for 'all' ranges (0.0250).
In each case the new distributions have the charscteristic
shape of the Rayleigh distribution, a fact which may have
led to the belief that for fairly high wvalues of irregularity
factor (eg. above 0.8) the range distribution was Rayleigh
(the distribution for I.F. of unity). All recording systens
have, of course, a finite resolution - in this case (of
0.0250), it is assumed that relatively few ranges are omitted.

To find the range distribution the distribution
of ali renges (regardless of mean value) is first considered.
Pollowing this an attempt is made to correlate the
distributions for each mean value with this overall distri-
bution. The grounds for attempting this are that the
distribufion of mean values has already been found (by Schijve
" ref.6) %o be normal, independent of the value of range (that
is constant standard deviation for all velues of range).

A difficulty in finding »robability density
distributions is that the data consists_of histograrxs,



that is areas of columns under the probebility density curve.
Where the gradations of range are reasonably small, distri-
butions can be constructed accurately even in the region of
maxima and minima, by bearing in mind that it is the area
under the curve that is known. It has to be assumed there\
are no points of inflexion. It is impossible, of course,

to assess the distribution in the immediate neighbourhood

of the wvertical axis.

However, these resultls are based on samples and
it would be unrealistic to assume the distributions are
the true ones. Hence for the purpose of illustrating the
following discussion the points have merely been joined
by smooth curves, truncated at the data point nearest
the vertical axis. The histograms have been tabulated
seperately. Note that Naumann substitutes a new case D for
Leybold's original case D. This new case is referred to as
case BE. PFig. 6.4 gives the distributions for the eight
cases of irregularity factor. Clearly case A and E do not
fit into the general vattern, having the familiar Rayleigh
characteristic shape. The remainder of the curves appear
to be part of the same family (Fig. 6.10). '

All the Ieybold/Naumsnn data is based on filtered random
nunbers, where the numbers sre considered as equally timed
samples of a stationary randon process. However, the criteria
used by ILeybold in selecting his random number generator wes
to0 choose a generator which gave low correlation between
numbers. Clearly this is equivalent to meking the sample
time-interval longer. In each case the data is based on the
seme set of approximately 160,000 random numbers. TILinear
filtering is used to obtain various 'bendwidth' cases {ox
differeat svectral density shaves). In the five cases the
number of mexima and minima obtained are; 52827, 36561,

42850, 44765 and 106426

7
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This amounts to having sampled the random process at the
following average number of times per s-cycle; 3.0, 4.4,
3'7’ 306’ 1050

It is submitted that for cases A and E the
sampling interval is too long and that the data for these
cases is unrepresentative of the assumed spectral shape.
This submission can ve checked by examining whether the
peak distributions lie close to the theoretical distributions.
Figs. 6.5-6.,9 give the theoretical distribution of peaks
for each case together with the corresponding experimental
points. For cases B and C the agreement is remarkably
good. PFor the cases A, D and E the agreement is poor,
especially case E. The distribution for case E (and to
a lesser extent cases A and D) lies completely outside the
family of classical distributions for all values of
irregularity factor. Thus this certainly supports the
hypothesis that the data for cases A and E is unrepresentative,
but also indicates that the data for case D must be marginal.

The distribuvtions for the remaining six cases
are shown in Pig. 6.10. It is now immediately apparent
that these curves lie in the same family. There is a
continuous trend away from the Rayleigh distribution
(I.P. = 1.0) with decreasing irregularity factor. There
is an increasing proportibn of smaller ranges and decreasing
proportion of larger ranges as the spectrum widens. The
proportion in the neighbourhood of .75¢ stays roughly constant
until the I.TF. gets below 0.5. Note that for case D the
‘range distribution departs very slightly from the trend
of the remainder of the family, having a relatively higher
peak. This clearly indicates that the equivalent sampling
interval for case D is marginal.
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Another significant feature of the family of
distributions is that the data (as stated previously)
is derived from completely different sources, indicating
that the overall distribution of ranges (like that of
peaks) may depend only on the spectrum width parameter (or

irregularity factoxr).

Examined next is the likelihood of the distribution
of ranges for each wvalue of mean being independent of the
mean value.  In Figs. 6.11 - 6.16 is given the distributions
for each value of mean compared with the overall distribution
for'each case. The departure from the overall distribution
is fairly small in all cases. Note here that the data for
the relatively higher values of mean (depending on I.F.) is
omitted on the grounds that the samples for these are too
small, However the data presented here in the figures
includes about 95% of all ranges -~ that is the ignored data
is about one twentieth of the total.

Finally the distribution of the mean values is
examined. As found previously by Schijve (ref. 6) the
distributions are normal for the six cases (Figs. 6.17 = 6.19)
The veriation of the standard deviation of the means with
irregularity factor is shown in Pig. 6.20.

In conclusion it is subnmitted that an adequate
model for the distribution of ranges is that represented by
the family given in Pig. 6.10, with the distributiouns
independent of mean value and dependent only on the irregularity
factor. The proportion of ranges at each mean 1is known from
the normality of the distribution of mean values, using the
empirical relation between mean r.m.s. and the function

T.Me.S. given in Fig. 6.20.
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T REVIEW OF RAWDOM FATIGUE TZSTS

The irregularity faotor describes the distribution
of peaks, and has been demonstrated to be the major parameter
in a model of the distribution of ranges. It is an obvious
step to investigate its role in random fatigue testing.
Random testing has been performed at several research
establishments, and a comprehensive biblliography can be
found in ref. 3. There follows a brief investigation into
‘the published work to establish any consistent trends in
the effect of the irregularity factor. '

The fatigue process incorporates several mechanistic
phases. Principally these are the crack initiation phase
and the crack propagation phase. The initiation phase may

|
be subdivided into.a shear crack initiation phase and shear

crack propagation phase, leading to the direct (tensile)
stress crack propagation. Thus it may seem unlikely that
any one general trend of the effect of irregularity factor
will exist. '

However the fatigue condition in ailrcraft is
usnally high values of stress concentration and relatively
high mean loads, so that the fatigue process will be essent-
ially direct stress crack propagation. Secondly random testing
nay interact the mechanistic phases. For an example, Forsyth's
terminology of Stage I (slip plane growth) and Stage II
(propagation on plane perpendicular to maximum tensile stress
ref. 14) will be used. The transition from Stage I growth to
Stage II growth may possibly be deleyed owing to periodic low
stress cycling during the random sequence which may cause
sections of an incomplete creck froant to revert to Stage I
growth, thus reducing the effectiveness of the crack front



101

as a stress raiser to subseguent higher tensile loads. Such
an effect could take place over a range of values of r.m.s.
loading.

Another example of the interaction effect could
be explained in terms of residual stresses, where earlier
higher loads in the random sequence cause residual stresses
which reduce the effect of subsequent lower stress cycles.
A further example of random loading effects is that brittle
striations are very often found in service loading failures,
whereas in constaﬁt amplitude Or programme testsAthey are
not as common (Jacoby, ref. 16). This indicates a certain
uniqueness about random loading, as also does the fact that
erack propagation rates are highest for random loading tests
(Schijve, ref. 17).

In accordance with current practice, fatigue life
is considered in the following discussion in terms of counts
of zero-crossings as a function of r.m.s. stress. Only work
which includes the testing of similar specimens with at
least two different types of random loading is discussed.

Glevenson and Steiner (ref. 13) performed tests on
2024-74 round bars with a circular notch, with a stress
concentration factor of 2.2 at zero mean siress. Although
the tests are classed as axial the stress distribution
will clearly not be axial (except for axial symmetry) due to
the shape of the specimen. Clevenson and Steiner studied
the effect of the spectrum shape on fatigue life and concluded
that the spectral shape and irregularity factor have only a
secondary effect. However, two-thirds of their tests were
performed with values of irregularity factor between 0.8
and 1.0. Only 20% of the tests were performed with an
irregularity factor of less than O .,.75.
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Clearly this invites the proposition that spectrai
shape is irrelevant provided the irregularity factor is
approximately coustant; +that is that the irregularity
factor (together with r.m.s. stress) is the controlling
parameter in random tests. Their results have thersfore- been
separated into two groups corresponding to irregularity factor
bands of 1.0 to 0.8 and 0.8 to 0.6. In the first group (say
Cdrregularity factor = 0.9) are 48 specimens, and in the
second group (say irregularity factor = 0.7) are 26 specinmens.
A linear regression has been performed for both groups to
find the log S v log N relation.

/ The two groups regress onto two almost parallel,
but distinectly separate, straight lines (fig. 7.1). The

lives for the wider spectrum group (irregularity factor = 0.7)
are systematically less than those for the narrower specitrum
group (irregularity factor = 0.9) by a factor of about 1.8.

The co-efficients of linear correlation for the two groups

are 0.98 (larger group, irregularity factor = 0.9) and 0.95
(smaller group, irregularity factor = 0.7) compared with a
value of 0.96 in a single regression of 211 the results.

Thus the improvement in the correlation of the larger group

is only bafely significant. The correlation for the smaller
group is still good, but note that there is a greater amount

of scatter in the results for'the smaller group (irregularity
factor = 0.7) at the lower stress levels. The stetistical
significance of the groupings can be further examined from

the plots of the results. The line corresponding to the ljwear
regression of the larger group (0.9) corresponds to the 85%
confidence line for the smaller group (0.7) and the line for

the smaller group (0.7) corresponds to the 15% confidence

line for the larger group (0.9).

This does not necesserily mean that the effect of
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irregularity factor is negligible, as the authors concluded.
It surely indicates a need for further empirical data before
making an assessment of the effect of irregularity factor,
more tests particularly in the wider spectrum group are really
necessary. Secondly it may be possible that still lower
values of irregularity factor may have an appreciable effect.

Swanson (ref. 11) performed tests on axially
loaded 2024-T4 unnotched bars with a mean stress of
16000 psi. These tests were performed using both a single
degree of freedom system and a two degree of freedom system
to obtain two spectral shapes. The values of irregularity
factor obtained were 0.96 and 0.57. Fig. 7.2 shows the
effeet of r.m.s. stress on endurance measured in zero-
crossings. For lives below 6.10° the wider spectrum has
an appreciably more severe effeét, the spectrums becoming
equally severe at that life. These results have therefore

-a degree of consistency with the more liberal interpretatioﬁ

of Clevenson and Steiner's results in spite of the fact
that the testing conditions (mean stress and notching of
specimen) are so different. ‘ ‘

 Naumann (ref. 9) performs individual cycle

randomization tests on 2024-73% notched sheet specimens with

a stress-concentration factor of 4 and mean stress of 17.4ksi.
The specimens are loaded to successive maximum and minimum
values of the random signals, whose sources are sequences

of rendom numbers. Thus the time sgale when compared to a
true continuous random signal has been altered. Secondly
when selecting maximum and minimum values, variations

(i.e. ranges) less than 20% of the r.m.s. value of the signal

are omitted.

As explained in Chapter 6, these sequences of
random numbers are equivalent to periodic samples of a
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continuous function. The more maxima and minima that there
are in a given sequence of numbers, the more pobrly is

the function represented by these numbers (the equivalent
sampling intervals being longer). It is shown in Chapter 6
that the samples A and D (as referred to by Naumann) are
severly limited in this respect, and give results inconsistent
with the continuous signals they are supposed to represent.

The samples B (irregularity factor = 0.534) and
C (irregularity factor = 0.856) give average fatigue lives
(again based on zero-crossings) almost exactly equal (B; 80800,
C; 80400 ) for the same r.m.s. loading. However in considering
these resulits, the time scale limidtation must be borne in
mihd. Although Jacoby (ref. 18) has found that for 2024-T3 clad
notched specimens, the triangular-shaped load cycle and sine-
wave load cycle lead to similar endurances, the rectangular
shaped load cycle of the same amplitude leads to shorter
, endurances, particularly at higher siress levels. Evidently
a time dependent mechanism is present. This may be creep
at the higher stresses.

Another possible time dependent mechanism is
cleavage (Forsyth, ref. 14). Thus it may be argued that =
triangular-shaped cycle should lead to longer endurances
than in the case of sine-wave cycles, and that the frequency
effect should be greater than that observed by Schijve (ref. 20)
However cleavage fracture is not found in metasls with e face-
centred cubic (®CC) structure, but in those with either vody-
centred cubic or close pecked hexegonal sitructures (Schijve,
ref. 21). It is significent that tests verformed to find
the effects of cycle shave (Jacoby, ref. 18 ) and frequency
(Schijve, ref. 20) have been done with eithner 2024 or 7075
alloys, both having FCC structures. However, such a time
dependent mechanism should not aifect Neumann's results



(2024 alloy), but triangulization of the loading may affect
the endurance obtained for other alloys in this way.

FPullexr (ref. 19) pérformed bending tests on
2024-T3 sheets with a stress concentration of 1 using three
random traces with differing spectra, which produced very '

similar endurances. The values of irregularity factor

quoted by Fuller are 0.96 (trace A), C.75 (B) and 0;95 ().
These values are based on electronic counts of zero~crossings
and hand counts of peaks.

The values of irregularity factor for cases B and
C however do not agree with those estimated theoretically
from the known power spectral density distributions. These
estimates are 0.95 (4), 0.89 (B) and 0.81 (C). It is - %
significant however that the number of zero-crossings (counﬁed
electronically) agree remarkably well with the estinmates
in all three cases. It is the discrepancies in the expected
nunber of peaks causing the disagreement in irregulariiy
factor. However the counts of peaks were not only done by
hand but were based on samples which in Puller's own estimate

were small.

In addition the examples of traces that Fuller
shows add to the confusion. The bandwidtn for case C appears
from the sample to be a lot wider than the empirical wvalue
.of irregularity factor (0.96) would allow. Indeed an estinate
from this sample is 0.59 - so that by either standard (p.s.d.
estimate or empirical) it must be an uwarepresentative sample.

A further check is the ratio between r.m.s. value
of peasks and the r.m.s. of the continuous trace. This ratio
ig a simple function of irregularity factor. For the three
cases the ratios correspend to the following values of
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irregularity factor; 0.834 (A), G.T720 (B), 0.925 (C). Thus
the measured irregularity factors for cases B and G are
substantiated. However case A - apparently the one least
in doubt, is not.

It is clear then that any conclusions regerding
the effect of irregularity factor on endurance cannot be
made in this case. In fairness to Fuller it must be pointed
out that his work deals with far more broader problems in
random fatigue than Jjust the effects of spectrum width. His
conments on this particular aspect are really minor facets
of a very comprehensive treatise.

It may be concluded therefore, from this review
of random testing, that the commonly held view that spectrum
shape has no effect on endurance is not substantiated. TIndeed
there are indications that for axial tests on12024-T4 specimens
wider spectra lead to lower endurances, with the effect
increasing with overall mean stress level. This trend could
be.explained on the grounds of favourable residual stresses.
Por narrow bandwidth loading there is a greater proportion
of higan loads than for'néﬁﬁgﬁér bandwidth loading at the sane
r.m.s. level., This fact coupled to higher overall mean

stresses may account for a trend of this kind.
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8. CONCLUSIOKS

A digital recording system has been designed and
manufactured enabling the recording and anslysis of
- continuous random signals. The system incorporates design
features which have led to its comparatively low cost - and yet
it has been found to be adequate for the purposes for which
it was designed. One limiting feature in its design )
philosophy, namely the accumulative error characteristic, has
been found to be acceptable.

- This type of design could be used for much faster
systems, recording over long periods. The use of higher
ﬁacking densities on magnetic-tape, or higher tape speeds,
or buffering the information to magnetic tape into larger
blocks, would mean that much faster following rates could be
achieved. The limitation of accumulative errors through drop-—
outs could be overcome by periodic (although relatively
infrequent) resetting of the counter to zero and subsequent
recycling. This could be an auvtomatic feature of a faster
system, and need not require an extra information channel
for the recorder. An unused bit pattern (for example a pulse
-on both polarity channels simultaneously) could be used for
the recycling.

The recording system has been used only to find
various hisvograms. However powver spectral density
distributions are also obtainable. Instead of punching paver
tape for maxima and minima, the digital value of the recorded
signal can be punched at a constant rate through automatic
triggering of the sampling facility which is aveilable on
the system console. The power spectrum is then obtained by

Fourier transform of the auto-correlation function using any
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of the normal digital methods. With the present configuration
of the system, power spectrs of signals with fregquency
contents up to 100c/s or more are obtainable in this way.

Most of the salient features of the results of the
recordings have been discussed in Chapter 5, where comparisons
of the counting methods are made on the basis of probability
.density distrivutions. It is the practice of some authors
to compare counting methods using cumulative plots of the
data. Probability density distributions show the proportion
of events at each stress level, so that comparisons can be
made using any chosen criteria in selecting the important
ranges of stress for the comparison. Cumulative plots on
a log scele are useful only in high-lighting events at higher
stress levels. '

The linear cumulative damage estimates have indicated
the potentially large differences in estimated lives that
can be obtained from different counting methods, particularly
with wider bandwidth loading.

The establishing of the range distributions has
~brought to light several interesting points. The criterion
for adequate representation of the ranges should be the
agreement of the peak distribution with the theoretical
distribution. For the cases considered here this apparently
requires an overall average at at least 74 data points per
cycle. This figure will, of course, be directly related to
the minimum amount of digital data required to compute power
spectral densities; an amount corresponding to a2 sampling
rate of three times the maximum frequency content. Sampling
at a rate lower than this leads to the effect known as
aliasing, where power at frequenciess greater than the
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Fyquist frequency (half the sampling rate) is folded back
into lower frequency regions of the spectrum.

This figure has an important bearing on random
fatigue testing using digital techniques. There is now an
increasing tendency towards digital representation of

randon loading. The continuous signal is not really fully
represented unless the individual ranges are adequately
described by the digital information. Thus the criterion
for pover spectrum calculations (of 3 data points per
maximum frequency) is a necessary condition for the revresent-
ation of the signal (otherwise the spectrum itself, is not
properly prescribed, and therefore the distribution of ranges
is not propefly‘prescribed.) 1
%

The rahge distributions themselves may be of usé;
in the development of crack propagation theories which up
1o now have essumed & Rayleigh distribution of ranges. The
distributions are clearly not Rayleigh, even for the
smallest bandwidth case considered (Irregularity Factor = 0.89)
Tt is interesting to note thet the range distributions
become more like Rayleigh shape distributions when the size
“of the smallest detected rarge increzses.,

The review of random fatigue-test resulis hes
established that the commonly held view of the irreguvlarity
- factor having no effect is not really substantiated. Some
of the works which heave led to this view have certain shorv-
comings which place limitations on the conclusions which
can be drawn from them. The values of irregularity fector
guoted by Fuller are not reliaple, Naumenn's data for his
cases A and D does not lead to the expected peak distributions.
Another work (Clevenson and Steiner) contained a trend vhich
has been either overlooked or considered insignificant. This
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trend does however agree with thet formed by Swanson. A
further conclusion may be drawn from Clevenson snd Steiner!s
woxrk. On the basis of their results the lives under_randoJ
loading are similar for any svectrum shave, provided that
the irregularity factor is approximately constant.

\n
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9 APTBENDICES
9.1 Digital Recording System Units

9.1.1 The TLogic Unit

(a) Circuit Design

The requirements of the logic unit are fan-in
and fan-out of ten, switching times of 5 us or less (for
operation at 20 kc) and low cost. These are achieved with
the circuit of Fig. 9.1 which incorporates two diode feed-
back circuits.

The diode circuits have the following properties:

|

1) They prevent both saturation and cutting-off !
of the trensistor (improving switching times).

2) They limit and stavilize the output voltage by
providing feedback circuits for each state of the
logic unit, thus providing good fan~in and fan-out
characteristics. '

(b) Circuit Details

In the circuit of Fig. 9.1 the logic unit is in
the state 'l' when its output potential is nominally -2.75v,
' and at '0' when -.3v. With the unit at '0' diode D1l conducts
forming the feedback circuit and in the 'l' state D2 conducts.

When switching from either siate to the other the
conducting diode in the Tirst state must not close early.
Premature closure of the diode would reverse the effect of

the input voltage causing the switch.
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9.1.2 The Binary Unit

The bistable unit of Fig. 9.2 can be switched
by a positive-going pulse applied through a capacitive
network to the base of the transistor which is at '0'. The
capacitive network includes directing circuits controlled
by the bistable itself which direct the pulse to that tran-‘
sistor. The binery unit thus formed switches with ezch
input pulse. A similar gating circuit is directed by the
polarity control and selects the output from one or other
of the transistors depending on the polarity state. This
outhut circuit produces a positive-going pulse for the switch
'l to '0O' of the selected transistor. \

The reversible binary counter is formed by -
connecting two or -more binaries through their respective
input and output circuits. In the diagram of Fig. 9.5
the state of the counter is defined by the right-hand
collectors. When adding the outputs are derived from the
right-hand collectors and when subtracting the left -hand
ones are used. The counting sequences (with decimal equiv-
alents) is shown in the diagram.

9.1.3 Input Amplifiers

The main amplifier (operating from the virtual earth

- potential) is d.c. differential, Germenium p-n-p and

‘silicon n-p-n transistors are used in sequence. The circuit
(Pig. 9.4) incorporates hoth a balance control and balance
monitoring meter on the system console. ‘

The main amplifier drives two single stage d.ce
differential amplifiers in parallel which control the pulse
gate and polarity circuits. The gains of the emplifiers
(see Fig. 9.5) are pre~set to operate the pulse gate at t2.5nv
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and the polarity control at ¥1.s5mv.
9.1.4 Gate Triggering Circuit
The gate triggering circuit consists of =

conventional Schmidt trigger set at -2.2v followed by a
driving stage for the monostable (Fig. 9.6)

9.1.5 Current Switches

The current switches incorporate a silicon
n-p-u transistor and wirewound resistors. The transistors
have very low leakage current when switched off and low slope
resistance and stable collector-to-emitter voltage when
saturated. In the circuit of Fig. 9.7 the stability of
the output current is determined by the -4v supply to the
emnitter and the transistor Voe*

Fig. 9.7 shows the characteristies of the circuit,
where the total possible variation in base current is shown
in relation to the minimum base current to ensure saturation.
In this configuration the variation of vce due to temperature
is 1% per °¢ (in the worst possible case). However as VCe
is 1/25 of Vo the effect of temperature on the current from
the switch is 0.04% per Ou. The leakage current is small
(O.B/uA.per switch), but in any case has no effect (at
“constant temperature) as the main amplifiers are balanced
ét the start of a recording, thus accommodating any static
out-of-balance at the virtual earth. The variation of
leakage current with temperature (approx;mately i0.2/uA for
¥10°C) is also negligible. '

‘The -4v supply is derived from the recording systen
main d.c. supply and is extremely stable.
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9.1.6 -4v Supply

The design of this unit is based on similar units
made in the department, Fig. 9.8. To obtain a lower
variation of Vo with Io a higher gain first stage is used,
which is also made differential to reduce the varistion
of Vo with temperature. To virtually eliminate the variation
of V, with the main d.c. supply the first and second stages
are run off a Zener diode.

The final circuit (Fig. 9.9) has an éxtremely
stalle output voltage (less than X.02% drift overall).

9.1.7 Operating Facilities

To operate the system several facilities are
incorporated on the console. i

1. Record/Replay: a switch which selects the mode of
operation.

2. D.C./A.C. Input: the input signal may be d.c. or a.c.
coupled. In the latter case a d.c. bias
of half full-scale is added.

3. Reset: a. push-button whieh resets all counters
to zero (used prior to a recording or
replaying).

" 4. Hold/Record: a switch which places or removes an

' inhibit on the gate. This switch is used
o lock the recording system prior to a
recording whilst the system is reset.

5. Bias/Signal: a switch which selects for recording
either a built-in constant bias of half
full scale, or the input signal. Rec~
ording of the bias before end after a
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recording provides a means of detecting
any drift in the system.

6. Manual Sample: during replay the contents of the
counter can be punched onto paper tape
by manual triggering of the data output
channel. This may be done prior and
subsequent to a replay to check the
signal bias, thus detecting and 4rift
in the system.

7. Balance potentio- ,

meter and meter: this provides the means of balancing

the main input amplifier prior to a
recording.



118

SYMBOL
in—L> out
/
-9v
2.2k 3
L , o QOutput
Input o—4] VAN | :
l\"j ,
o_.{<]____. - 1 ;1-8k
' DI,
hY
21181;
D2~ o
82K %15:& '
- -+9v

FIG. 8.1 CIRCUIT OF LOGIC UNIT



Input pulses

-
i

NV VNV e AN

o R.H
0 GULpU

é ~\ .\...? \Z /A

. .
R P AN & L A
d .
\V
; .

| —

it
Bt
m ) Lo 1
D < 2"
N G-=- -4, 3 i
~ -
P —I|.|.I.|
Qo-g" Oy,
o s $ !
< < <
1] < 'L '
I et TR 10 X NI S N
1
\z TLLV—.‘I.O

|
_
!
_
!
_
!
SR I,
_
|
*
|
|
!
_

SYMBOL

resets

NTL
||

b

carry forward
CIRCUIT OF BINARY UNIT

FiG. 9.2



Input —o—

 FI16.9.3

REVERSIBLE BINARY COUNTER

counting

sequence

add sub

0 0000 0O0OGO
1 1000 1000
2 0100 0100
3 1100 1100
L 0010 0010
5 1010 1010
6 0110 0110
7 1110 1110,
(0001 “0”)\
8L0111 0111
9 1111 1111

L > carry
forward

0zl



56k

V(balunce)
2 SN

1k
25702 25702

e

1070

2-2K<

5.6k 5-6k

+ Qv

. " FIG.9.4 MAIN I/P AMPLIFIER

~-Gv

V.V —

1-5k

1/Po— 0C170 0ci70 ——— I/P
s
_ S
1oz<§ 7 (gain) 10k
0/Po—t - oK 0/p
5k '
. A
27k S 27k
1k
9 +9v
FIG.9.5 2™ STAGE AMPLIFIER - —

¥4



122

15k

15k 6-8k

Inpute

1COpF

2.2k
18k 3:3k

FIG. 9.6 GATE TRIGGERING CIRCUIT

cTl




' 123
Ov

Re
v l Ro <_In|t
<y ‘\'l“'“"'VAVAVAVA'—"_“‘O 'J..
c
R,
input o———vVVW\—o— 25702
Ib
V, (-4v)
e
Ra

—9v

load line' for r
Re R

r= ————.
Ret+ Rg

—7\——————————-_....

Vl' . /l

FIG. 9.7 CIRCUIT & CHARACTERISTICS
OF CURRENT SWITCHES




124

-Qv ¢
> 100 .a.
3.3k
S o
. é @c72
1-8k S ECZS
RN
0—0 =4V
100,JF
N T
OChh =i < -2 <0:5k
~ 34y p— _
2000pF ==
Y bF §270n.
560
Qv—
FI1G.9.8 ORIGINAL -4v SUPPLY UNIT
- Sy—
%100.&.
_6.8\/! &
100 !
0C72
- 212k ' 40C25
O -4y
X 100pF ==
-3»1v>——5c170 00‘17\9}_ T::»%O-Sk
S v . ]
. . O o
4 : 2000)pF 270
_\3 1-5k : 560.n.§

FIG.9.9 FINAL -4v SUPPLY UNIT




9, APPENDICES (continued)

9.2 Data Processing

9.2.1 Introduction

Three types of counting methods are employed;
Range-Mean for ranges greater than 0, 2.5, 5, 7.5 and
10% full scale, Peak and Mean-Crossing Peak. An eighth
count, the Range, is obtained from the Range-llean data,

- The following data parameters are computed;
Number of data points
lMean value of data
Number of maxima and minima (N;) ‘ !
Number of zero crossings (No) |
Irregularity Factor Nb/N‘
R.M.5. value of peeks
R.il.S. value of continuous function
Number of data points rejected

The programmes are run a second time factoring
.the data so that the r.m.s. of the continuous function is
10% full scale (to relate the conditional Range-liean counts
to the function) and adjusting the mean value (by typically
J15%) to exactly 50% full scale.

To illustrate the counting methods the flow
diagrams show the logic relevant only to the descriptions
of the methods. The progremmes themselves are given in

Appendix 3.
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9.2.2 Counting lMethods
1. Conditional Range - lMean Count.

All ranges less than P (see diagram) are
ignored. In the diagram only the range J -~ M is counted.
Points of inflexion are ignored.

/\ 1 l

fg ERC

J

FPig. 9.10 gives the flow diagram of the analyses with P
taking the wvalues 0, 25, 50, 75, 1l00.

2. Peak Count

All maxima above and minima below the mean are
counted (In the diagram below the points J, X, L, M, N, O0.).

\/\V/L\\// -

K M 0

N

The flow diagram for this analysis is in Fig. 9.1ll.
- %. lean~Crossing Peak Count.
Between each crossing of the mean value the

highest maxima above and the lowest minima below the mean
are counted (in the diagram below the points J, ¥, I, 1.)

/l/qf /\;5/\\ (Plow diagram Fig. 9.12).
N/
VARV




9.2.3 The Control Programnme.

The data tape is divided naturally by the origina
discrete magnetic tape files into blocks of up to 3000
records. A read-compute-read cycle is employed with blocks
of records to obtain efficient usage of the computer.

The main programme performs the data-handling;
reading an input block, checking for incorrect records and
entering the block into an array. It then transfers
control to the processing subroutines and repeats the cycle
for each input block. After the last file is processed
control is transferred to subroutines which calculate the
data parameters and print out the results.

The incorrect records encountered either
contained spurious characters or were two or four digit
numbers. These were ignored (except for the record made
of them) and were typically one in five thousand.
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9. APPENDICES (continued)
9.5 Computer Programmes

The programmes are written for the Atlas
in Extended HMercury Autocode (EMA).

Go00
auxitiary{o,o)
dunps o
title
tatigue data processing

3
[}
o
3]
3
-

-t -
peturs

F N

routine 1 routine 2
U
7o)n:;\10)11 i 75)n:1(xo)11
L=j50n~23 l=50n~25
T;%:;so n=L+430
O=7 =71+
V]P\-ij_Yxc ,O.. ‘. -?-u
newLlng revline
2euL;he newline
e '
space space
i=L(s50)n i={(50)m '
mt {5 )~ :
E?ih;(A)J,O print(i)s,o
\:‘Jf:cv Space
;giggf spaCeL
Hea creat't
rewline e e%-»-
HEw L =D neyline
d - he'lll' i

1o0la0m) a8 Line
=0\20., 350 space
newline
spece i=nl1)s
3:3({)0 K=i+r. v
K=li+34r pint(zskl);, o
p.-{,..l_(hu)_ o pril c i D
LN 3R/ 35, srace
space scace
space nes
r%ceat repeet
repeat repest

return
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9  APPENDICES (continued)
9.4 S-N Curves

The S~ curves are derived from ref. 7. and are
of the form S = aNb. In order to refer the numerical data
of the histograms to a stress scale, the maximum possible
peak value (% full-scale excursion from the mean) plus
‘the mean value is made equal to the ultimate stress divided
by a safety factor (1.5). This latiter stress will be referred
to as the proof stress. The mean stress is the proof sitress
divided by 3.5. This means that the probability of exceeding
the proofhload is of the order of 10-6 for a Rayleigh
distribution of peaks and is, of course, lower for

irregularity factors less than unity.

The stress scale is arbitrary (ultimate = 700,
therefore Proof = 466.7, lMean = 13%.3) and the numerical
scale of the histograms factored by 0.667.

i.e. Iean + 500 x 0.667 = Proof

The basic SW curves are then defined by the first co-ordinate
(500, 10%) and the second co-ordinate (250, at three success-
‘ive values of N, 107, 105, 105). These three curves correspond
to the following Al.alloy cases (ref. 7);
" (i) High Slope - lugs with interference (E.05.04)
(ii) Hediuvm Slove - lugs without interference
(E.05.03)
(iii) Tow Slope - alloy in bending (®.07.01)

Although in the data sheets these curves have fatigue linits,
the contributions to the estimated lives from the regions
of the curves where discrevancles occur are insignificant.
The ‘'damage intensity' is negligibly small in these regions.
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The above curves are defined for the zero mean
stress cases. The curves corresponding to non- zero mean
stress are derived from the R-M diagram of data sheet:
A.00.01 (ref. 7), using a value of unity for the parameter
defining the effect of the mean stress. Thus the relation-
ship between the stress amplitudes (Sa) at mean values
(Sm) and the equivalent stress amplitude (Sa ) giving the
.same fatigue life at zero mean stress is

Sa = Sao/ (1 - Sm/Sult)

where Sult is the ultimate stress. g

The ratio Hean/Proof has no effect on the .
comparétive lives (eg. peak to range) for these S-N curves,
except for comparisons involving mean values (i.e. range-
mean method). The comparison between estimates from differing
counting methods depends largely only on the slope of the

S- curve.
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9 APPENDICES (continued)
9.5 Tables of Data

On the following pages are tabula{ed the
probability density distributions relating to the data
from Leybold (ref. 10) and Naumann (ref. 9) followed by
the distributions relating to the recoxdings of filtered
‘random noise and car suspension loads.

Finally the output tabulations are given from
the data analysis programmes for the recordings of
filtered random noise and car suspension loads.



TABLES OF DATA FROMN LEYBOLD AND NAUMAWN

Naumann uses the same data as Leyhold except for
case'D, for which Naumann introduces a different case D.

141

Therefore the following letter code for these joint results

is used:

SOURCE Nau/ILey A

LETTER.
CODE

. . ° L) . ) . d"gm‘“\‘._
S RS RN Ve I IRV RN R

= = O O O OO O
L

[CEECIE
« s e
W = W0

2.5
2.7
2.9

A

. 327
« 394
448
.491
491
.461
424
.363
. 297
212
.158
.115
.073
.048

Nau/Tey B Nau/Tey ¢ Teybold D

B

«359
.403
438
. 447
420
« 385
«350
. 289
.219
.184
123
.096
. 061
044

PEAX DISTRIBUTIONS

351
V446
.519
.548
541
482
417
351
. 263
.197
.132
.095
.058

« 254
«339
«458
«526
«575
«563
.503
429
«332
. 265
193
1356
.092
.054
.038

D

.370
440
. 483
.510
501
. 449
.392
.316
. 2473
.179
.124
.082
.052

.«030

Naumann D
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TABLE

[#7]

O™ DATA TR0 LEYBOLD AND NAUMANN (CONTD)

RANGE DISTRIBUTIONS (ALL RANGES)

A B ¢ D E
469 1.060 449 421 416
526 .811 .367 .353 .6%4
.625 724 457 426 .798
.687 .633 .555 535 .889
»689 .525 597 .607 742
.605 .399 594 .589 575
.487 309 535 .525 .389
.359 .212 L4473 446 .234
244 . 143 «325 .345 .126
.149 - .09% . 240 . 244 061
085 .049 173 .184 .028
. 045 .022 .106 .125 .013
.018 .013 .071 .079

042 .050

.024 .0%0
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TABLES OF DATA FROM IEYBOLD AND WAUMANN (CONTD)

DISTRIBUTIONS OF MEAN VALUES

B C D

S0 PR s O 0 A
0.0 0.0 .39% 0.0 .402 0.0 209
0.2 0.27 .390 0.572 | .341 0.763 | .297
0.4 0.54 .348 1.144 | .204 1.527 | .120
0.6 0.1 | .29 1.716 | .092 2.291 | .o28
0.8 1.08 .216 2.288 | .029 3,054 | .004
1.0 1.35 157 2.86 .007 ~
1.2 1.62 .109 ‘

1.4 1.89 .063

1.6 2,16 .038

1.8 2.4% .022

2.0 2.70 012




RANDOM HOISE 2-9 c/s :

X
o

0.125
0.375
0.625
0.875
1.125

1,375 .

1.625
1.875
2.125
2.375
2.625
2.875
3.125

PEAK

.286
402
460
542
. 483
414

"«339

« 2356
0169

. «105

.062
0033
0024

RANDOM NOISE

X
o

0.125
0.375
0.625
0.875
1.125
1.375
1.625
1.875
2.125
2.375
2.625
2.875
3.125

PEAK

.329
.423
.430
.489
.455
.405
.514
. 218
.165
.093
.062
L0357
.019

2-25

RANGE

«566
.510
.536
544
+548
<4477
. 324
. 231
136
.079
.038
023
.010

c/s

RANGE

. 634
572
576
«STL
.508
422
<307
191
115
.054
.027

PROBABIL

.325
.246
.169
.104
.062
.033
.024

MCP

. 281
. 288
. 343
.360
. 380
. 568
. 288
.226
.152
.108
.058
. 037
.020

I

TY D&ENSITY DISTRIBUTIONS

O MEAN
0.507 .356
1.523 .118
2.538 .016
3.553 0014

: PROBABILITY DENSITY DISTRIBUTIONS

X

Oon MEAN
0.424 « 373
1.272 '.168
2.12 .042
2.97 .006
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CAR SUSPENSION LOADS :

X
o

0.125
C.375
0.625
0.875
1.125

1.625
1.875
2.125
2,375
2.625
2.875

RANGE

1.344
.864
.599
442
. 280
.199
.126
.070
.039
.023
.010

11CP

.312
. 242
214
.197
. 202
.196
150
<113

082

.052
.035
L4 021

X
O.m
11
33
1.555
2.177

2.799

0.
O.

WO W

PROBABILITY DENSITY DISTRIBUTIONS
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OUTPUT FROM DATA AWALYSIS PROGRANIE

The results are tabulated on the following pages
as follows:

Range lean:

Bach column heading is the medium value of ranges
in the .group

lst column 2nd column

eg. 25 (Ranges, 0-+50) 75 (Ranges, 50-100) eic.

/ The heading for each row should be taken as the

|
same for the corresponding column, except that each row
relates to the grouping of mean wvalues.

eg. 1lst row (25) (1feans O —~50)
2nd Tow (75) (lieans 50 -+~ 100)

Peak and ¥.C.Pe

The numbers in the odd numbered rows correspond to
the peak value for each group. The numbers in the evean rows
(and below each peak value) are the number of peak counts
in the corresponding group of peaks. Bach pesk value quoted
is the lower limit of the peak values in the group.

eg. O (iinima between O and 25) 25 (Minimz between 25 and

50)

525 (llexiuma vetween
525 and 550)

N
o
Q
o
r—gv)‘\
e
!..I .
=
Q0
=
o
S‘}.
@
[0}
3
\
o
()
®
=
O
N
S
Ul
g



Filtered Random Noise 2-25 c/s

Wumber of maxima and minima
- Number of mean crossings
. Irregularity Factor

llean Value

R.M.S. value of signal

R.M.S. value of maxima

23383
17114
0.732
500.00 !
100.26

124.24

14



25 75 125 175 225 275
) 0 0 0 0 0
Y 0 9 0 0 0
i 0 0 0 0 0

n 0 ) n n 0

] 0 f 0 i) 0

2 5 1. 0 1 0
3b 20 15 1.4 4 6
184 131 91, 91 78 74
» 557 483 a79 485 437 298
B 1076 1110 1032 953 841
1063 ag7 1050 11,34 993 778
597 480 487 460 389 574
179 137 113 113 103 86
- 38 23 23 11 12 8
4 1 . 2 n 0

1 1 0 0 0 0

i} 0 0 0 0 0

] 0 0 0 0 0

0 0 0 0 i] 0

0 0 - 0 - ] 0 0
525 575 625 675 725 775
@ 0 N 0 0 0

0 0 n 0 0 0

0 0 - 0 0 0 )

0 0 0 a0 0 0

d 0 0, 0 0 0

0 0 0 0 n 0
oA 0 0 0 0 0
5 2 n 0. 0 0
21 12 5 2 T 1 0
51 19 10 3 2 0
51 25 7 4 0 0
25 17 4 5 0 1
Ty 4 ? 0 2 0
1 0 0 0 0 0

0 0. ' 0 0 0
U 0 0 0 0 0
0 o 0 0 0 0

39
173
547
363
143

0

0
MEAN ANMAL YSIS,
- .

0

0

g

425

NP o oD o D

20
101
208
218

91

2b

4

=

oo o

925

OO DO Do OoOm oo

n_
RANGES >

oo o

847

o

DO’DODEDADO‘DOC)DC:),DDQ
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0 N
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U 0
§. f
{ )
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170 756
449 936
413 245
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- 34 79
8. 12
¢ .
] 1]
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b 0
{) 0
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0 0
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§] 0
T 0
U 4]
U 0
! 1]
) 2
27 14
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55 09
28 14
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1 0
S
e
T 0
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Piltered Random Noise 2-9 c¢/s

. Number of maxima and minima 12947

JNumber of mean crossings 10254

. |
Irregularity Factor 0.792 ‘ 'I
Mean Value | 500.03
R.1.S. value of signal 99.964

ReMeS. value of maxima 127.52
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Car Suspension Loads

Number of maxima and minima
Number of mean crossings
Irregularity Factor

Mean Value

R.M.S. value of signal

R.MeSe value of maxima

15143
6964
0.460
500.02
100.06

110.13
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