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ABSTRACT

The determination of temperature in discharge sources
such as plasma jets, arcs, and shock tubes, can be made by a
simple method involving the measurement of the relative intensities
of spectral lines emitted by the discharge, provided their transition
probabilities are known and the conditions of local thermodynamic
equilibrium, (L.T.E), pertain to the discharge. The more transition
probabilities available and the greater the spread of the appropriate
upper energy levels, the better the accuracy of the temperature
determination,

With a view to measuring transition probabilities in neutral
argon, a new type of discharge, the radio-frequency discharge at
atmospheric pressure was investigated. A previous temperature
measurement of a similar discharge operating under similar conditions
was shown to be incorrect by a factor of 2 owing to an erroneous
interpretation of the results of a method inapplicable to this type
of discharge.

The radio-frequency discharge was shown to operate within the
conditions of local thermodynamic equilibrium and was proved to be
eminently suitable for the measurement of transition probabilities,

A reversal technique for temperature determination was adapted
to this discharge and, once the temperature had been obtained to
a high degree of accuracy, the intensities of 116 neutral argon lines
were measured and their transition probabilities determined. Many of
these lines had never been measured before, consequently, to afford some
comparison, the transition probabilities were calculated in LS, J1j
and intermediate coupling, These calculations considerably extended any
previous calculations and, where there was duplication with the only

Previous calculation, eight significant discrepancies were found.
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PART I
THE SPECTROSCOPIC PROPERTIES OF THE R.F.

DISCHARGE IN ARGON AT ATMOSPHERIC PRESSURE



CHAPTER 1
The Radio~frequency Discharge

Introduction

| Induced discharges in static gases at atmospheric pressure were
firgt reported by Babat (ref. 1) and a "plasma—-torch"™, based on
inductive coupling between a radio-frequemgyfield and a flowing
innised gas, was developed by Reed (ref. 2). Temperature and electron
densit}rmeasurements were, up to 1964, sketohy, assumed from other
people’s work, or incerrect. The work described in the first part
of this thesis was performed (cf Chapter 2) to remedy this, ana to
investigate the possible spectroscopic uses of this newly-developed,
high~intensity disoharge.

Ip the course of this preliminary survey, the need for neutral
argon transition probabilities became apparent. Those alread&
availabie, either as experimental or theoretical values were fow
and cluétered in two distinct energy ranges (of Chapter 4). In
discharges such as arcs, plasma jets,, and shock-tubes, where local
thermodynamic equilibrium obtains, a measurement of the relative line
intenaities of spectral line intensities from the neutral species will
glive thé temperature pertaining to the discharge, procvided the
transiéion probabilities of the lines involved are known. The more
transition probabilities available and the greater the energy spread
of their appropriate upper levels, the graeater the accuracy of the
temperature determination, Also, with more values available,
deviations from thermal equilibrium would become apparent so that
corresponding corrections could be made,

The preliminary survey of the discharge showed it to be in local

thermodynamio equilibrium (of Chapter 3) and comparison with other
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discharge Bonrooa proved it ta bo eminently suitablo Tor measuring
trapsition probabilities in neutral argon (cf Chapter 4).

To effect an accurate temperature determination for this
purpose, a reversal method , which tekes into account spatial
inhomogeneities but had only proviously been applied to a low
tnﬁperature sodium seeded brush discharge, was applied to this
dischérge. This method was ochosen for its independence of any
transition probability, the requirement of local thermodynamio
equiliﬁrium between the states involved in the transition belng the
only st¥ipulation (ef Chapter 5). ‘

fhe {emperature was determined accurately and with this
knowleége, the transition probabilities of 116 neutral argon lines
obtained by measurement of their intensities (of Chapter 6). Xo
comparison could be made with previocus measurements for most of these
values;since only 36 neutral lines had previously been measured,
conseqﬁently'values were computed in LS,Jy J, and intermediate
ooupliﬁg (cf Chapter 7). A discussion of these results is presented
in Chapter 8.

Throughout the thesis, mention is made of various topics or
methodq which will be familiar to the spectroscopist or "plasma
diagnoétician". However, for those not familiar with terms sueh
as lloéal thermodynamic equilibrium! or !Abel inversion! fox exampﬂe,'u
either a description is given in the appendices, or a reference is
glven #rom which details can be obtained. This aveids digreasion and,

I hope, promotes the continuity of the thesis.



(l)

Jistorical Background

The first reported work on slectrodeless discharges at
pressures up to one atmosphere was that of Babat (ref. 1), who, in
1941 investigated the operating characteristics of capacitively
and inductively coupled discharges. In his paper, published in
1947, he reported studies made on electrodeless discharges of
different configurations at frequencies from 106 HE to 108 ng
and for powers up to 100 X¥. He discussed 'E' field discharges and
'H! field discharges. The investigations were cafried out over a
wide range of pressure with alr as the discharge gas.

No description was given by Babat of any temperature measurement,
although temperature profiles across the discharges, (in arbitrary
units) were given, deduced from the electrical characteristics.

The next reported work was that of Reed (refs. 2, 35 who
developed the atmospheric-pressure radio-frequency discharge for
erystal growing. This was the first reported instance in which gas
flowed through the discharge and generated an !'are—jet!. The
electrodeless discharges of Babat were, although similar, entirely
enclosed.

Reed used a simple quartz tube with a single tangential gas
inlet at one end and, near the other open end, the radio-frequency
coil was wound around the tube. He operated the discharge at 4 MHZ
and at powers up to 10 KW. To start the discharge, a pilot arc was
formed upstream by a conventional 30 amp, D.C. arc, the R-F power
was then switched on, the R~F discharge formed and the D.C. arc
switched off. He found later that the R-F discharge could be
initiated by an earthed carbon rod, placed in the tube within the

coils, which started a brush disoharges; increasing the power to the



eoil ounpod tho R-T' disohaxrge to form suddenly from this preliminary
disoharge. Reed!'s experiments were conduoted in argon and argon/
oxygen mixtures. He measured the temperature of the discharge by
the Fowler-Milne method which had been used by Olsen (ref. 4) to
measure the temperature of a DC arc. This method relies on the
fact that the intemsity of a given spectral line increases with
increasing temperature, reaches a maximum, and then decreases owing
to depopulation of the neutral atom ground state as ionisation
becomes extensive. When the population of the levels is governed
by Boltzmann's equation, this maximum occurs at a known temperature
for a given pressure, If pressure balance in the discharge is
assumed, the intensity of the speoctral line thus becomes a function
of the discharge temperature only.

Reed measured the intensity of the 76353 line of neutral
argon across a diameter of the disoharge, and converted the
observed integrated distribution into a radial distribution by
means of the "Abel inversion technique" (cf Appendix 5). This
radial profile exhibited off-axis peaks in intensity which he then
identified with the aforementioned intensity maximum (esrresponding
to 16,000°K), and, assuming a monatonic increase in temperature to
the ocentre of the discharge obtained the radial temperature-profile
shown in fig. l1.1. Using this measurement as an iktensity
calibration he ebtained the temperature throughout the disoharge
as shown in fig. 1.2, The justification for invoking local
thermodynamio equilibrium, LTE, was the similarity of the results
with those obtained by Olsen (ref. 4) for the D.C. arc.

The next reported work was that of Galtier (ref. 5) who
desoribed an induction discharge similar to that of Reed!s. He

states, without mentioning how it was obtained, that a maximum
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temperature of 20,000°C was reached at the oentre of the
disoharge.

In 1963, Reboux (ref. 6) Marynowski and Munroe (ref. 7)
Mironer and Hushfar (ref. 8) and Clement and Consoli (ref. 9) all
desoribed work done on radio-frequency induction disoharges. The
first of these papers, a remiew of applioations »f inductive
discharges, again quotes axial temperatures of the order of
20,000°K, although no desoription is given of how, er from whom,
this value is obtained. The first part of the symposium paper by
Marynowski deals with the applioations of the "plasma toroh',
describes the equipment, the initiation and stabilisation of the
disoharge, and givesoperating results ef power versus argon gas
flow for stable operation. The second part of the paper, by MunToe,
oompares DC aro and RF discharge heating, and here, an axial
temperature of 15,000°K is quoted without justifiocation. Mironer
and Hushfar (ref. 8) describe basimitheoretical and experimental
work done on "radlo-frequenoy energy addition" to a dense moving
plasma stream. Both the "E" and "H" type of disoharge are
disoussed and a one-~dimensional floy analysis performed fer an
ionised flowing gas undergoing energy addition. The experimental
part of the paper discusses ooil configurations and effioiency
curves obtained for them., No discharge diagnostics were
performed by these authors,

Clemont at 2l (ref. 9) measured the temperature of an
induotion-coupled disoharge by three different spectrosoopio
methods, and studied the refleotion of 8.52 mm. waves, and the
scattering of ruby-laser liéht, by the discharge. Tgis disoharge,
in a quartz tube 27 mm, in diameter with an argon fléw rate of

6 to 10 li’cres/minute was ecoited;‘f”by 2 XW oft 3 ¥H, radio~frequenoy



power. The temperature of the discharge was measured by a relative
line intemsity method (cf Chapter 2), by the Stark broadening of
Hg by adding 2 small amount of hydrogen to the argon
(cf Chapter 5) and by measuring the absolute intensities of neutral
argon lines. The first method gave a value of 7,550°K, the gegoond
9,800%K and the third 8,666551( for the maximum temperature. Thede
values are signifioantly different from the others quoted above.
During this period, various papers appeared in journals
ooncerned with analytical ohemistry by chemists using inductive
diseharges, "plasma torches", for the ohemioal analysis of powders
and asrosols, None of these papers desoribed temperature or
electron density determinations and few desoribed eperating
characteristios of the discharge, so, for the purposes of this

review, they are ignored.

Description of the Apparatns:

The generator ef ¥adio-frequenty power was'a:ﬁadyna'clﬁﬁlé“
power unit, which had a self-osoillating Colpitts-type cutput
ocirocuit using two air-cooled silica-~enveloped tricdes in parallel.
The oscillatery cirouit comprised the induotion coil and the tank'
capaoitance, whioh, together, determined the operating freguenoy.
The tank dapacitance, divided into three sections, between the
velve grids and earth, ancdes and earth, and output Herminals to
the coil and anodes, was altered, together with the codil
configuration, to achieve maximum stability of the discharge with

the correct load matching of the power unit.



The loading of the ngecillator was affeoted by the configuration
of the discharge tube, the type and flow of gas, and the size and
number of turns of the discharge coil. Consequently, each time a
different form of discharge tube was used, the tank circuit
oapacitance had to be changed.

The discharge tube jitself consisted of a quartz tube, open at
one end, with the argon gas feed at the other, around whioh the
induction coil was placed. This quartz tube could be water-cooled
or air-cooled.

There are six different methods for starting the @isoharges-

1. Pilot arc discharge:— as employed initially by Reed (ref. 2).
This consists of a2 small DC or AC pilot arc, started upstream
and then withdrawn and extinguished, after the r-f discharge has
coupled with it and formed.

2. Low-pressure breakdowni— attaching the open end of the discharge
tube to 2 pumping line and reducing the pressure in the
discharge tube to 1 mm. will allow the r-f discharge to form sponta~

' meously on application of power to the induction coil.

Once the discharge is formed the pressure and power input to

the coil can be increased until the required operating regimf

is reached.

3. Pointed conductores-~ introducing a sharp pointed conductor into
the quartz tube within the r-f coils causes corona breakdown
at the tip ewing to the convergence there of the field flux lines,
This corona breakdown then leads to a spark-type breakdown

which in turn leads to a stable r-f discharge once the power

level and gas flow are suitable.



4. Heated conductars— if, instead of being sharp, the conductor in
the above case is any shape, when left for several seconds in the
r-f field within the coil, inductive heating will raise its
temperature to a point where thermal emission of electrons can

be sufficient to start a pilot discharge.

In this and the previous case, the conductor is removed cnce the

main discharge has formed.

5. Tesla coil:t~ a Tesla coil, placed outside the quartz tube and
downstream from the r-f coil can initiate a pilot discharge

and thus aveid putting anything intc the discharge tube which

oculd affect the discharge by centaminaticn as in the case cf

the earthed oconducters or by r~f sputtering from electrodes as
in the case of the pilot arec,

6. Laser induced breakdcwn:~ although rather exotic in nature there
is no reasen why the r—-f discharge could not be initiated by

a plasma formed at the focus of a pulsed ruby laser. As with

the last method, this would avoid any pessible centamination

and weuld be eminently suitable fer an enclosed discharge system.
The method used by Babat (ref. 1) was the second. Reed (ref, 2,3)
at first used the pilet are but found that an earthed conduc?cr,
using & combination cf metheds 3 and 4, was far simpler and just aé
effective. To the author's kncwledge, nc-cne has yet used the last
method to initiate the r-f discharge.

In the werk described here, the discharge was initiated by
intreducing an earthed carbon rod intec the end of the discharge tube
(methed 3) with argon flowing through the tube and about 5 KV anode
petential on the work coil. This causes a corona discharge at the

end of the conductor, which then produces electrical discharges



©N
©N

RECOIL — 5
©

-

TANGENTIAL
GAS FIOW — ———>

—]

PARTICLE FEED —}_J
ATTACHENT >

1o

-

-©
©
-0
-0

X
LAy

—

CENTRAL GAS FLOW

T
1

Fug 1.3 D ischarge tube.



streaming up the discharge tube aléng the argon flow lines. 3By
adjusting the power input and éas flow rate, thitsc electrical
discharger suddenly avalanchel to the r-f discharge.

Initially a quartz tube 24 mm. in diameter with asgide-arm
for gas feed and a five turn coil around it was tried. The
discharge formed in this tube immediately started to heat the
~ quartz walls which collapsed. Increasing‘the gas flow caused the
discharge to become unstablé and oscillate in the tube while
higher flows caused it to be extinguished. To prevent the
overheating, a water jacket was attached below the coil, but
overheating still occurred at the junction between the water jacket
and the tube, A pyrex tube, watercooled its entire length, was
unsuccessful, since pyrex was unable to stand the thermal shock
of the discharge forming in the first place.

Two configurations of discharge tube proved successful -
a 25 mm. diameter quartz tube, watercooled its entire length with
the r-f coil outside the waterjacket, and a 48 mm. diameter
unceooled quéftz tube. The second of these two was chosen here
since a waterjacket not only reduces the power input to the
discharge but also creates focussing problems in optical diagnosties.

The chosen configuration is shown in fig. 1.3 and photo 1.
A tangential gas flow of 1 litre/sec. with 3 K.V. and 2 amps at
4.5 MHZ. was used in all the experiments described here., No
centre flow was used, the centre tube acted as a baffle since the
discharge required a turbulent flow for operating; oonsequently the
part of the tangential gas flow adjacent to the centre tube became
turbulent while that adjacent to the quartz tube stayed against the
walls and kept them cool. This tube was operated for several hours
continuously without any damage to the quartz wall. The centre
tube could be used for introducing other gases or solids in particle

form into the discharge.






With every change of discharge tube configuration described
above, the oscillator circuit had to be re-adjusted for optimum

load-matching.

Preliminary Survey of the Discharge

The first experiment performed on the stable discharge was that
of photographing its speotrum. The discharge was set up in front
of a 10 ft. normal incidence Eagle speotrograph and plates taken in
the first order of a 10,000 line per inch grating over the range
3,000 - 8,0002 using Ilford LRS, Astra III and Kodak II-N plates.
The plates were developed in the usual manner and a recording trace
obtained from them by means of a microdensitometer.

If the temperature of the discharge was of the order of
15,000 or more, as measured by Reed (ref. 2), one would expect
a considerable number of argon II lines to be emitted by the
discharge and some of them would have intensities comparable to
those of argon I lines. However, not a single argon II line could
be detected from the plates or the mioro-densitometer traces - an
example of one of the traces is shown in fig. 1.4 with the expected
positions of argon II lines noted cn it. This indicated that the
temperature within the discharge must be lower than about 10,000°K
since above this temperature argon II emission should become
detectable. To make sure that this was not a local effect, plates
were taken from sample portions of the discharge throughout its
entirety. No argon II emission was deteoted.

When monitoring the frequency of the applied radio<frequency

power on a Tektronix 551 oscilloscope, it was noted that the applied
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voltgge and ocurrent both fluectvated at 300 HZ wiitih 3 peak.te
peak veriation of about 5% of the total 4.5 MHZ oscillation. Also
the 4.5 MHZ frequency of the generator had a superimposed ripple
of 30 MEZ. To determine whether these had any seffect on the
disoharge light output, a constant deviation spsotrograph with an
RC% 931A side—window photomultiplier attached behind the exit slit,
Waé uged to investigate any frequency dependenoe of the emissiqﬁ
from the discharge. The Tektronix 551 oscillosoope was used Ao
measure the output from the photomiltiplisr. No variation of light
outpot,at the 4.5 or 30 MHZ frequency was deteoted but both the
speotral lines ard the continuum varied at 300 HZ. The degree of
the peak to peak variation was t 20% for both the speotral lines
and thé continuum. This 300 HZ light intensity wvariation could
bs Oauéed by one of two different effeots, Either -
a) the discharge volume was fluctuating dus to the power input to it
fluctuating, and causing a fluctuating integrated intensity, or
b) +the discharge volume was remaining constznt and the temperature
Yarying, causing the line and continuum emission to wvary.
The first of these two possibilities was the one expscted
since the size of the discharge was dependent on the power input.
Since the edges of the discharge were well defined, c.f. photo 2,
any fluctuation in size should have been easily detectable, wyereas
a variation in temperature, which would amount to only a few per cent
to cause 20% emission variation, would not ocause the luminousizone
to inerease in volume appreoiably sinos the temperature gradient at
the edges must have been very steep.
Consequently, to deoide between these effeots, a rotating
drum camera was used to see if there was any variation in the diam-—

etrical size of the discharge. A Robot camera shutter was placed in






front of the drum aperture and an exposure which gave approximately
one inch of film for 3 m. secs. taken. No variation of diameter
could be determined. If the effect was due to a), a 20% variation
in ﬁiameter would be expected, whereas if the effect was due té
b) only a 1% or so variation would be seen. |

It would therefore appear that the temperature of the
dispharge was fluctuating at 300 HZ. In the next chapter the proof

of this is given.
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CHAPTER 2

Determination of Discharge Temperature

Introduction

| 'In this chapter measurements of the temperature of the whole
discharge are presented. As mentioned in chapter 1, all lines
and c0ﬁtinuum emitted by the discharge fluctuate at 300 HZ, although
a fotating drum camera photograph revealed no fluotuation in size
of the: discharge, therefore temperature measurements were also made
at different points within the cycle.

?he temperatures obtained for the discharge were in complete

disagr;ement with those previously presented by Reed (ref. 2);
to check on the validity of the measurements made here, the

temperature was measured by another method, the line to continuum

ratio method.

Temperature Measurement

Meth¢d To measure the temperature of the discharge simply, the
method of relative intensities was used. Since spectra taken of
the discharge had not shown any ArII emission, the relative
intensities of ArI lines only could be used., To use this method,
the concept of local thermodynamic equilibriug, LTE, (discussed in
the next chapter), is assumed to pertain to the discharge and the -
assumption checked later.,

Now the intensity of a spectral line emitted by the discharge,
I(v) ..i % "s Asn where s is the number of atoms in the

gtate s per'éﬁ} Asm is the spontaneous transition probability from a

level 8 to a level m where the energy of the state, Es is Em
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Now, under the assumption of LTE, n_ can be related to the ground

state density by
ng = nogs exp -ES
(2
where gs is the statistical weight of level s and UO(T) is the
partition function and is equal to ng exp [-—_Ezl]i.e. a function
of temperature. However, in the temperature rﬁge considered here,

the partition function is nearly constant and equal to one.

Thus I(V) = bV gs n_ Asm exp Y—-g_s_
477 To(T) | kT

Now,. if Asm is known for each line measured, and E is
documented (ref. 10), since gs and V are known, the measurement of
I(V ) will enable T to be determined.

i.e. Log I(¥) 4ﬁU°(T) Es

hvgs n Asm kT

For two lines, I(% ) and I(*.m]),..'bhe ratid, .

log I(V ) m, gs, Asm, = -Es; + Es,

Im;) Yy, &85 Ismz kT
Thus a graph of log IA versus Es will give a straight line with

slope inversely proportioned to the temperature.

A _pparatus

Te facilitate line intensity measurements and to make
calibration easier, a photomultiplier technique of measurement was
used. To obtain the dispersion necessary to resolve the lines
concerned a 10 ft. normal incidence Eagle spectrograph was chosen,f
and a photomultiplier attachment, built and described by Steers
(ref. 11) was used in conjunction with it. Since full details of the
photomul tiplier attachment and ancillary recording apparatus have

already been given by Steers, no further description is necessary here.
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Since transition probability values were available only for the
3p54s - 3p54p and 39543 - 3p55p transitions, these two groups were
chosen for the intensity measurements, These groups lie in the
regions 7,600 - 6,9003 and 3,900 - 4,3002. The reciprocal dispersion
of the spectrograph with a 15,000 line per inch grating was
approximately 5X ver mm. This meant that, in any position of the
grating, approximately 2,0003 could be scanned without altering the
grating position and focus. By using the grating in the second
order, the two groups of lines, the blue in the second order and
the red in the first order could be viewed simultaneously. An
EMI 9664B photomultiplier with an S-11 cathod and an EMI 9661B
photomul tiplier with an S-5 oathodewere used to view the T,000%
and the 4,0008 groups respectively.

Both the photomultipliers were of the side-window type and
their ocathode sensitivites are seen on consideration of fig. 2.1cto
have been appropriate to the wavelenth regions ooncerned.

The signals from the photomultipliers were amplified by an
electrometer amplifier and fed to a pen recorder. Since
calibration of the complete system, optics, spectograph,
Photomultipliers, and recording eleotronics, was to be effected,
no absolute values of amplification factors were needed, and, for
the further details of the electronics involved, the reader is
again referred to the thesis of Steers (ref. 11).

An optical soanner was built so that the intensity of lines
emitted by the discharge could be scanned across any diameter
between, as well as gbove and below, the work coils of the generator.

The scanner was designed so that, when it was rotated through 180°

vertically to view a tungsten ribbon lamp, the spectograph accepted the
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same solid angle of infénsity from a tungsten strip lamp as it did
from the discharge, while keeping the mirrors and lenses of the
optical system in the same positions, (fig. 2.2 and photo 3).

Prior to measuring the integrated intensity of each of the
lines of the two groups chosen, each line was scanned through its
wavelength range in the centre of the discharge, using Z/u,slits
on the photomultipliers, to ascertain the amount of light emitted
in the line wings that would not be measured ;hrough using finite
slits on the photomultipliers. Both groups of lines were found to
have maximum half-widths of the order of 0.1%, Gonsequently slit
widths of Zogfk’were used fer the intensity measurements. This
corresponded to approximately 13 for the red lines and-%ﬁ for the
blue lines. - The correction to be applied for the line wings amounted
to asbout 10% for the blue lines and 2% fer the red lines. Later,
when the eléctron number density in the discharge had been
measured, these corrections were determined using calculated values of
Doppler and Stark widths. These corrections differed at most by
1% from the measured corrections, i.e. 10% of the correction. This
was the correction to be applied to measurements made in the centre
of the discharge. At the edges of the discharge, the corrections,
because of lower electron density and temperature, were negligible.

The tungsten strip lamp used for the calibration was run off'a
12 volt accumulator. Two variable resistances in parallel provide&
the fine and coarse current control for the lamp. The ammeter used
to measure the current through the lamp was calibrated by the
Standards laboratory of the Electrical Engineering Department of
Imperial College. The calibration of current through the ribbon

versus the temperature of the ribbon had been effected by the

National Physical Laboratory.
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Results

Since the agreement. between the value of transition probabilities
determined by different experiments was at best only within 25%,
gpectral lines were chosen whose transition probzbilities had been
measured by more than one person. The actual value used was the
average, weighted according to the errors quoted for the measurements.
Nine lines from the 3p54s - 3p55p transition array and five lines
from the 3p54s - 3p54p array were thus chosen.

The spatially integrated intensity of each of the lines was
measured 1in 25 positions aoross the discharge. To obtain
reasonable accuracy of measurement from the ohart recorder, since
the intensity of the lines varied by a factor of 40 from the chosen
edge of the discharge to the centre, the input to the chart recorder
was reduced for the centre of the discharge measurement by a
Potentiometer divider, thus allowing use of the maximum gain of the
electrometer amplifier for the edge measurements. In this manner,
each set of fourteen line intensities could be displayed on the chart,
such that the most intense line of the group was almost full scale
on the chart for each position across the discharge.

Since these integrated intensities had to be converted to a
radial distribution by means of an Abel inversion equation
(cf appendix 5), thé manner in which each of the lines measured
varied across an observed diameter of the discharge had to be known.
Consequently one of the lines (the 4,3002 line) was carefully
measured across the discharge, without any change of potentiometer
getting or amplifier gain and this measurement used to correct the
chart measurements for the changes of gain. At the end of a set of

measurements across the discharge, the optical, detecting .






and recerding systems were calibrated with the tungsten lamp,
the intensity of which was recorded at wavelengths corrésponding
to measured lines.

The line intensities were measured from the continuim level,
sinoe they were measured by scanning the photomultipliers from the
continuum on one side of the line, through the line, to tht:
contimmum the other side. Thus no correction had to be maéa for
the continuum intensity.

The line intensities ware then put onto a relative soale uaing
the tungsten lamp ocalibration. The observed line distribution
ourves across the discharge were folded about the centre of tkLe
half-width of the intensity profile, and a smooth curve drawn
through the average of the two curves. The asymmetry of the profiles,
determined by the "maximum difference ratio" (see fig. 2.3) amounted

to 5% at the most. (This asymmetry is accounted for by the

S

absorption end refraction due to striations of the quartz tube

(cf. Chapter 6). These smoothed curves were then "Abel inverted"

and a graph of log I\/gA versus E, plotted for each of 12 radial
positions, This was repeated between eaoh of the six turns of the
coils and above and below the extremities of the coil at positions

of 1 cm. below and above the last and first coils. These

temperatures, ocalculated from the graphs, are given in fig. 2.4 for
each position. In the table in fig. 2.4, 1 means above the first
coil, 1-2 between the first two ocoils, etc., and the temperature is
glven in 2 mm. steps out from the cantre of the discharge. In fig. 2.5
the smoothed temperature profiles are given, and in fig., 2.6, the contours

of equal temperature are shown.
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Discussion of the temperature measurements

These measurements of the temperature of the discharge are in
disagreement witk the previous measurement by Reed (ref. 2) not only
in peak temperature but also in the form of distribution (cf. fig. 1.l
and 1.,2). Errors introduced by the inaccuracy of the transition
probabilities and the measurement of the line intensities, their
calibration and conversion to radial profiles, are not sufficient
to acoount for the disorepancy of about 100% in peak temperature.
However, the temperature measurements made here do agree with
those of Dymshits and Koretskii (ref. 12). This relative line
intensity method relies on the discharge being in local
thermodynamic equilibrium, T.T.E., (for an explanation of the
concept of L.T.E. see the next chapter), since the populations
of the upper levels involved in the tramsitions are assumed to be
related by a Boltzmann equation. This method gives an "excitation
temperature” which could be different from the eleotion or ion
temperature if the discharge is not in L.T.E.

To check on this temperature measurement, the line-to-
continuum method was used to remeasure the temperature. This
method does not depend on the assumption of L.T.E. to the extent
of the relative line intensity method, (ref. 25). Consequently, if
the difference in temperature between the results here and those
of Reed are due to an incorrect assumpition of L.T.E. in the diachargse,
this will become apvarent by an inconsistency in the values: of
temperature obtained by different methods.

However, the method employed by Reed, the Fowler-Milne methbd,
(ref. 4) relies on Saha's equation being applicable. (Saha's '
equation, which relates the electron and ion densities to the
neutral atom density for a given temperature is discussed with

L.T.E. in the next chapter). Also, it relies on the Boltzmann
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Horizontal Position Vertically
Position
0 1 2 3 4 5 6
0 6,450 7,000 8,800 9,050 10,000 9,250 8,000
1 6,400- 7,00C 8,800 9,050 10,0U0 9,300 8,000
2 6,350 7,000 8,750 9,000 9,950 9,400 8,000
3 6,350 7,000 8,700 9,000 9,950 8,000
4 6,300 7,050 8,750 9,050 10,000 9,650 8,000
5 6,300 7,050 8,750 9,050 10,000 9,700 7,950
6 6,250 7,150 8,800 9,050 10,09 94750 7,960
7 6,250 7,250 8,800 ©,100 10,100 ~,700 7,850
£ 6,200 7,450 8,85 ¢,150 10,150 ¢4 600 T,750
9 6,10  T,00¢ 9,0™ 9,250 10,20 - ,400 7,650
10 5,950 7,700 9,19, 0150 9,150 7,450
11 H,700 7,750 9,1% g, 10,000 8,750 7,000
12 5,100 7,700 9,1 ¢,no0 9,700 8,150 545750
13 4,200 1,050 9,07 ¢ R00 9,250 7,000 -
14 3,000 7,500 8B,7H 0 0,470 8,700 4,800 -
15 - T,280 8,500 9,280 1,15C - -
16 - 6,500 7,700 8,700 6,150 -~ -
17 - 6,250 6,750 &490 4,600 - -

FIG 24. Vales of temperature
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equation releating the uppor level of the line involved to the ground
-gtate. Thus Reed's method also depends on L.T.E. and would be
éxpected to give a similar result to those described here., The

discrepancy becomes, therefore, all the more curious.

Line—=to~continuum method

Provided the transition probability of & line emitted from the
discharge is lmown, the ratio of the line intensity relative to a
band of nearby continuum is a function of temperature only - in
this case, electron temperature Te.

The intensity of the continuum emission, which is due to
freelfree and free-bound electron traﬁsitions, i.e. Bremmstrahlung
and recombination radiation is given by (ref. 13)

E,= 5:41 x 18_46 Zznen watts/cm3/st/sec.

1
Jre

The theoxy on which the emkssion coefficient is calculated

aésumes that the recombination of electron and lons is into
hydrogen-like states sufficiently dense to permit the sum over
discrete states to be replaced by an integral, and that hydrogeniec,
screened Coulomb wave functions can be used to calculate the Gaunt
factor,

Since the relative intensity method gives a temperature at
which the second stage of lonisation is negligibly populated, then
n = ni§> n,y« The intensity of the line is given by

I(Y) = n_ Asm %%% ergs/cms/st/Seo.
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With Boltzmann's equation, n = n g  exp { —Es}

o (T) KT

kT
o

and Saha's equation n n, =~ 2 $2'ﬂ' mkT
. 2
n \

———

Ui(T) exp { Wi
kT |

UoiT;

) ( &
The line intensity can be written
I(v) = n° & A BV 5 exp [wi -E -Awi]
E?/ 2 U:.L—?l‘—) 4 2(2W mk)3/ 2 kTe

where Wi is the energy corresponding to the depression of the

ionisation level, andn, Enehas been substituted.

The line oEosen, the 42592 line, has a measured transition
probability (X107} of 0.25, (ref. 24) 0.33 (ref. 15) and 0.40 (ref.16),
consequently the mean, 0.32 x 107sec™ was chosen.

Substituting the values©f all the kmown parametercinto the

above equation we get -

I(V) = 3.86 10_30ne2 exp | W, = B - AW, watts/om>/st.
Te3/2 XTe

Ui(T) is a slowly varying function in this regime of T, and is given
by Olsen {ref. 4).

Now the emission coefficient of the continuum over a 1%
bandwidth at 42628 is:-

E,A» =89 «x 10735 ne2 wa‘bts/cm3/st.
Ve

Olsen (ref. 17), using a DC thermal arc in argon, which had
well documented properties (ref. 4), found that a correction factor
of 5x had to be applied to this expression for the continuum
intensity. However, he later (ref. 14) amended this to a factor
of 2.3x. He also found that the eleoctron density and temperaturse
dependence, as well asthe frequency dependence, were correct in the

visible region of the spectrum which he examined.
34 2
Be

JTe

= 2,05 x 10" wa‘bts/cmB/st

y—
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Fig. 2.6. Discharge



Since Olsen showed the frequency dependence to hold, one would
expeot the cut-—off frequency, defined by the interval between the
effective ionisation potential and the energy level above which
the aasumption of demse states is valid, correcponding to the 3d6
terms, to be ‘?g = 4.6 x 1014 sec-l. Below this the levels are
effectively discrete while above, smeared, and, taking into
account the fact that \7g is lowered by the depression of the
ionisation potential AWi, the above equation for the continuum
intensity should be written

Eydv = 2.05 x 10734 nez exp -h(v, - Vg + Avy) watts/cm3/st

[
JTG kTe

Now since I(V ) = 3.86 x 1070 ne2 exp [Wi -E - Awi\watts/om::'/st

.

e e

Jr
where Awi = hAv;

E,4Y = KT, exp|-(W, ~E -W)
() XT_

where hY = ES - Em and h Vg = Wg.

The constant X includes the correction to the continuum intensity
and the transition probability of the line involved, both of which
are subject to large errors, Thisg ratio is plotted in fig. 2.7 as

a function of T,

Experimental Details

The measurement of the line to continuum ratio was performed
while the experiment described in ohapter 3, the determination of

electron density,was being set up. Consequently, a much simpler
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optical arrangement was used. Since this measurement was to be

a check on the value of the temperature of the discharge

obtained by the relative line intensity method compared with that
measured by Reed (ref. 2), i.e. a determination of whether the
discharge tempereture was 10,000 or 17,000°K at its maximum, no
scanning system wae employed initially. Later the optical system
used for the line intensity scans was used.

Initially the intensity of the 42593 line was compared with
that of a 1.1% band of contimwum centered at 42623, in the centre
of the discharge only. LK The advantage of measuring the continuum
adjacent to the line is the avoidance of any form of calibration
for optical components and photomultiplier responses. The
radiation at both wavelengths was chopped, measured by an
RCA IP 28 photomultiplier on a constant deviation spectrograph
and recorded on a Tektronix 555 oscilloscope with an Al-coupled
L-type amplifier.

The slit widths of the spectrograph were carefully measured
with a travelling microscope so that, with a knowledge of the
dispersion provided by the suppliers of the instrument, the exact
bandwidth of continuum radiation accepted would be known.

The 300 Hz ripple on both continuum and line was ignored
since both were equally affected.

The ratio obtained was 0.085 = 20%. This corresponds, from
fig. 2.7, to a temperature of 11,700 ¥ 700°K.

This value is higher than that previously measured but still

much lower than Reed!s value. However, no Abel inversion process

36

has been carried out and this temperature is the result of a spatial

integration through the discharge, and its accuracy as such must

be doubted.
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A more dotajiled experiment was then carried out, in which both
the line intensity, in this case the 43OOR line, and the continuum
intensity at 43023 were scanned across the discharge, Abel
inverted, and their ratio calculated. For agreement with the
relative line intensity methody; a factor of 5, as first proposed
by Olsen, is needed to correct the continuum intensity. The 43008
line has two measured transition probabilities, 0.032 (ref. 15)

<l A value of 0.034 x 107 sect was

and 0,036 (ref. 16) x 107 Sec
therefore chosen. In this experiment, using the optical set up

of 2.1, the slith widthe used corresponded to a band width of

1.258, and this time, the output signal from the photomultiplier was
integrated with respect to time and displayed on the chart recorder.

Using the correction to the continuum intensity of 2.3 x the
temperature obtalined from this set of measurements was of the order
of 11,800 in the centre of the discharge with an off-axis peak
of 12,000°%.

However, if the correction factor of 5 x is used, the first
measurement, using the 42593 line becomes 9300°K and the second
radial profile measurement gives a central temperature of 9500°K and
an off~axis peak of 9700°K, in reasonable agreement with the relative
line intensity method.

Obviously, any experiment can be made to give the right answer )
by choosing an appropriate "correction factor"; whmt has to be

decided here is, which is the proper correction.
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Discussion of Correction factor for Continuum Intensity

To determine the correction factor Olsen (ref. 17) used a
DC arc whose radial temperature profile had been determined using
the Fowler-i{ilne method applied to the contimuum, the argon
I 76358 and the argon IT 48068 line. However, the argon I line is
expeoted, in the light of work discussed in the next chapter to
show self—absorpti.‘on under the conditions perteining to the aro,
while the argon II line has been proved (ref. 18) to have
considerable self-absorption, so much so that the off-axis peak
in the radial intensity profiles may have been caused, not by the
temperature of line intensity maximum beingreached but by the
possibility of there being absorption in the centre of the
discharge. However, this does not explain the continuum intensity
having an off-axis peak in the same position as the argon I line,

Considerable doubt exists still (ref. 19) over the values of
the depression of jionisation potential to be used in any given
situation. PFor example, for a discharge of 9,000°K and 4 x 1015
electrons per cc., the Debye-Huckel theory gives 0.019eV , the
Unsd1ld 0.111eV , Ecker-Weizel 0.122eV and Brunner 0.207eV
(refs. 20, 21, 22, 23). Although this term cancels out in the
calculation of EyAwyprerformed above, it is used in the
calculation of the electron and ion densities for the theoretical
continuum intensity with which Olsen compared his experimental
value.

In view of the fact that the 7635R line exhibited self-absorption
in his discharge, Olsen measured the temperature, using different
spectral lines and obtained a new value of the continuum correction

factor (ref. 24 and 14).
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There are three pcssibilities by which this value of temperature
obtained by the line-to-continuum method could be disputed. Either
the correction is not 2.3x but 5x as originally proposed, not because
of the remeasure of the temperature of the discharge used but
because of an incorrect value of depression of ionisation potential,
a wrong choice of Yg, the cut-off frequency, or an incorrect plasma
composition determination. Doubt has been cast on Olsen'!s remeasure
of his discharge parameters by Popenoe and Shumaker (ref. 18), who
show that self-zbsorption of the lines used by Olsen in his
temperature determination was still present.

Taking these points singly, the choice of depression of
ionisation potential can lead to errors in determining the eleociron
and ion densities from the temperature of the discharge using Saha's
equation. For Olsen!s discharge the following depressions are given

according to the various theoriesi-

Debye-Hilckel - 0.09 eV
Unsold - 0.44 eV
Ecker-Weizel - 0.52 oV
Brunner - 0.85 eV

When the extreme values are put into Saha's equation a variation
of 50% in ion and electron density can be obtained, thus leading tc
a possible factor of two in the estimated theoretical continuum
emission coefficient,

From fig. 2.8, a Grotrian diagram of argon I energy levels, it
can be seen that the value of 15 s above which there are demse
hydrogenic states, can only be deoreased from its value of
4.6 x lOM'sec-1 corresponding to recombination into the lowest d
gtate. A deocrease of)b would give 2 higher temperature from the

line-to-continuum ratio.
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The last possibility seems the most likely since Olsen chose
the Debye-Hiickel depression of ionisation potential value and a
cholce of a value larger than this would give a greater computed
value of electron and ion density and thus decrease the calculated
continuum correction factor even further.

Thus the possibility of an incorrect temperature determination
leading to a value of electron and lon density too great would be
a possible cause of obtaining a correction factor of only half that
which would be expected from the experiments described here. The
criticism by Popenoe and Shumaker of Olsen's temperature
determination (ref. 18) is such as to correct the factor in this way,
i.e. the measured temperature and hence computed electron and ion
densities are too high.

Until further measurements are made of the absolute continuum
intensity from an argon discharge, no definite value (to better than

a factor of two) can be ascribed to the correction factor.

300 Hz Temperature Measurement

In the preliminary experimentsdescribed in chapter 1, the
line and continuum emission from the discharge were shown to vary
at 300 Hz by approximately 20%.

This could be due to one of two processes, either the
discharge was varying in size while the temperature stayed constant,
causing the spatially integrated intensity %o vary, or the discharge
was of constant proportions but the temperature was varying and thus

causing the emitted radiation to vary.
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The rotating drum camera experiment desoribed in the first
chapter showed that the discharge was not varying in diameter, thus
the second explanation must be the correct one. The following

experiment proved that the temperature was fluctuating at 300 Hz.

Method and Results

A chopper disc, driven by a synchronous motor was placed in
front of the entrance slit of the speotrograph. Slits were cut in
the disec so that the spectrograph received a light pulse from the
disoharge of a duration 7?/24 every cycle. Since the synchronous
motor was driven by the same power supply as the generator, the
interval of light passed by the chopper always oocurred at the same
roint on the 300 Hz wave. The disc ocould be rotated on the shaft
of the motor so that light intensity from a different position
within the cycle could be aocepted. A pointer on the motor shaft,
together with eix equelly spaced rulings round the disc, enabled the
disc to be accurately set at six different positions within the cycle.

The spectral lines used for the relative line intensity method
desceribed in this chapter were those used for the previous
determination.

Since the temperature was to be measured at six different points
within the 300 Hz cyocle, md since it would have to be measured several
times because of the small variation anticipated, no attempt was
made to convert any of the observed integrated line intensities to
radial intensities. Also, in view of the fact that & measurement only
of the variation and not thé absolute scale of the temperature was
required, the intensities were measured in the centre of the discharge

Onlyo
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The power input to the radio—frequency coil had been observed
to have a 5% variation at 300 Hz 80 a monitor of the voltage
determined the point within the cycle at which the measurements were
made, One of the photomultipliers could be switched from the elec-
trometer amplifier to a Tektronixz 551 oscilloscope, whose other input
was from a pick-~up coil located near the R-F coil, So that the
Point within the power cycle at which measurements were being made could
be sasily determined.

Although the signals received by the photomultipliers were
chopped at 300 Hz, the slow response time of the electrometer
amplifier input (~1 sec.) averaged the signal. Since relative
intensities only wers required this was of no consequence.

The temperature (not true temperature, since the intensities
have not been corrected for spatial integration) obtained are shown in
fig. 2.9 and plotted along with the power cycle in fig. 2.4Q.

It is convincingly shown that the temperature of the discharge
is varying with the power input, contrary to the results of Dymshits
and Koretskii (ref. 12) who state that the peck temperature of the

discharge is independent of the power input.
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Position in 300 H_ Wave T T, T, (°x)
117/6 10,200 10,300 10,600

/2 10,900 10,400 10,400

17/ 6 9,300 9,800 94300

51/ 6 8,800 9,900 9,200

/2 9,300 10,200 10,100

/6 9,500 10, 300 10,200

FIG. 29 300H, v T

FIC.

Line (}) Upper Level Electron Density (x 1015cm_3)
4158 5p° 4.2 x  2u
4198 50° 3.5 o+ 207
4200 5p° 3.4 =  20%
4259 Dplo 4.1 = 0%
4266 5p” 3.2 2 20%
4272 5p4 4.0 = 20%
4300 5p5 3.0 & 20%
4335 5 4.0 = 20%
3' Va|ues cf Ne



CHAPTER 3

Measurement of Electron Density

Introduction

The discrepancy between the temperature obtained for the discharge
by the methods described in the previous chapter and that measured by
Reed (ref. 2) has still to be resolved. In all the methods used,
local thermodynamic equilibrium has been assumed and a possible
explanation for the discrepancy in results oould be that the source
ig not in LTE and since the methods used depend to a different
extent on LTE, the temperature determinations will not be self-
consistent.

To determine the degree of LTE existing in the discharge and
hence the validity of the temperature measurements which require its
existence, the electron number density in the discharge was
determined experimentally using an oscillating Fabry~Perot inter-
ferometer to determine the half-widths (i.e. width at half maximum
intensity) of the argon I emission lines from which the instrument
function and Doppler half-width could be subtracted to give the
half-width due to Stark broadening. By using the published values'
of Stark-broadening parameters (ref. 25) the electron number densi%y
within the discharge could be obtained.

Also, if any of the lines used in the relative intensity
temperature method suffered from self-absorption, this would be
apparent by comparing lines emitted from the same upper level since
their half-wiidths should be in proportion to the square of their

wavelengths only.



Theory
The theory of the vibrating Fabry-Perot has been desoribed

in references Tl and 72, and details of its operation can be found
in reference 26. The theory of the Stark broadening of speotral
linsgs by electron collisions has been adequatsly explained in

ref. 25 and 43:

Method and Results

Since line widths were to be measured in the blue and the red
region of the spectrum and the etalons of the Fabry-Perot with their
high reflectivity and low transmission cause a serious lose of light
intensity, separate photomultipliars were chosen for each region,
an RCA IP-28 for the 3p54s - 3p54p lines in the blue and an RCA
6217 for the 3p54s - 3p55p lines in the red. Ths 3p54s - 3p55d lines
.(green region) were also investigated since they had very much larger
Stark widths and provided a more accurate density determination.

Light from the discharge was focussed on the Fabry-Perot
étalon and the central frings of the interference ring system focussed
on to the -entrace slit of a monochrometer whioh had the appropriate-
photomul tiplier placed behind the exit slit. The output of the
photomul tiplier after amplifiqation was recorded direotly on a
Tektronix 555 oscilloscope. The lens used to image the discharge
could be scanned from side to side to enable the Fabry-Perot to acocept
light from different regions across a diameter of the discharge.

The observed line profile is a vonvolution of a Gaussian
profile caused by Doppler broadening and a dispersion profile caused
by Stark broadening. This resultant profile is known as a
Voigt profile (ref. 74).
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The 6965% 1ino was scanned and, by estimating the Doppler
width from the relative intensity temperature determination, and the
instrumental width by scanning a line of known width, the Stark
half-width of the 69658 line was determined (cf. ref. 73).

Taking the gas temperature as 9,000°K, and a corresponding
Doppler-% l/e width, i.e. half the width of the l1ine profile at the
position where the intensity has fallen to l/e of its maximum of
g = 0.0452, and, using the Cdl 64382 line from a low pressure
discharge lamp to estimate the instrumental width since the entire
width of this line was due to the instrument (0.022) the Stark
width was caloulated (ref. 73) as ¥ = 0.018%.

Using the Stark broadening parameter for this line given by
Griem (ref. 25), and 10,000°K for the temperature, an electron

15 -
density of N, = 4.2 x 10 5cm 3

was obtained.

Since the Stark broadening parameters have a very small
dependence on temperature, no significant error is introduced by
assuming l0,000oK for the discharge temperature.

The shape of the line profile wag calculated from the above
data and compared with the measured line profile. The calculated
profile fitted the experimental pirofile very well (cf. ref. 26 for
further details).

The above Stark width was very small and consequently subject
to large errors, the 3p54s - 3p54p lines have smallex line widths

5

due to Stark broadening than the 3p54s — 3p”5p lines.: . the

determination of electron density from these lines would be even

5

more uncertain, so the 3p54S — 3p”5p and 5d lines only were used for

an electron density determination.
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However, the widths of the 3p54s ~ 3p74p lines were

measured to determine if there was any self-absorption occurring.
This group of linés had larger transition probabilities and longer
wavelengths than the 3p54s - 3355p group and, since the probability
of self-absorption is proportional to the transition probability
and the third power of the wavelength this group weuld be the most
sensitive to self-absorption. Comparing the widths ef lines emitted
from a oommon upper level, any self-absorption could be detected
since the line widths should be in proportion to the square of their
wavelengths onlys; any value of line width over and above this would
indicate the pr=sence of self-absorption.

By comparing the expected line profiles with the measured
cnes, the 76353 line was found to have some self-absorption.
Although the line was broadened to a greater extent than would have
besn expected, the increase was just within the limitof error of |
measurement and thus no value could be ascribed to the optical
depth of this line. No other lines used in the relative intensity
temperature measurement exhibited self-absorption and the
7635ﬁ line was eliminated from all the previous temperature
calculations,.

By use of the 3p54s - 3ps5p spectral lines, the values of
electron density determined for the central region of the discharge
are given in fig. 3.1.

All these values were obtained by integrating the line-
profile through the inhomogeneous discharge column. The electron
density determinations were enly accurate to about = 20% owing to
the inherent inaccuracies in the Stark broadening parameters, and
the errors involved in the profile measurements and their reduction

and, since the temperature distribution was reasonably "flat-topped?

no attempt was made to convert the values to a radial distribution.
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An integrated radial distribution was obtained by measuring the
profile of the 54953 3p44s - 3p55d spectral line across a diameter
of the discharge. Since the 5d levels have much higher electron
impact cross—sections than the 4p and 5p levels, the Stark width
from this level is such that the Doppler width can be ignored in
comparison. The value of electron density thus determined is shown
in fig. 3.2. The inhomogeneity of the discharge seems unimportant
considering the sharp fall off in the Stark width at the edges of
the discharge.

The value of electron density pertaining te the centre of the
discharge was, from the above measurements:-

Ve = 4 X 1015 electrons/cc % 20%.

Discuasion

The only assumption made in this method of determining
electron density is that of a Maxwellian distribution of electron
energies, a condition that is easily satisfied here. Therefore
the results are expected to be reliable.

However, serious discrepancies with Griems' published values
of Stark broadening parameters have been found both experimentally
and theoretically (D.E. Roberts Ph.D. thesis) for Argon II and the
validity of the Argon I parameters must be discussed.

Using Gericke's results for Ar I (ref. 15) Griem cheoked
the Ar I parameters. However Gericke determined his discharge
conditions from a temperature measurement using the absolute intensity
of an Ar II line whose transition probability has recently been
recalculated. Thus the Stark broadening parameters for Ar I need to

be redetermined from the revised discharge conditions.
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For the Ar II line, QGericke used a transition probability of
6.77 x 207sec™, Griem used a transition probability of
7sec-l, and a recent lifetime measurement gives

10.1 x 107sec"1.

12.8 x 10

- As a result of the recalculation of Gericke's discharge
conditions a correction factor of 1.16 was applied to the Ar I
line broadening parameters. The results of the RF discharge
measurements quoted here‘£ave been corrected for this.

In view of the considerable spread of these values for the
Ar IT transition probability, the true values of the Stark broadening
parameters cannot yet be given to better than 20% for Ar I, imposing
2 similar error on the electron density determination.

Since the line widths due to Stark broadening, deduced from
the total line widths after subtraction of Doppler and instrumental
broadening, were rather small, it was possible that Van der Waals
and natural broadeﬂing may have played some part in méking up the
line width. However, when calculated assuming pressure balance
the Van der Waal broadening contribution is W~ 10-3& and
natural broadening Wﬁfﬁ10_3ﬁl

In addition ion broadening would contribute approximately
4% of the final Stark profile, but in view,ofjgﬁe possible 20%
error involved above, these three contributions are insignificant
and can therefore be ignored.

The value of electron density obtained from this experiment,
i.e. Ne = 4 X 1015 electrons/cc., when substituted into Saha's
equation together with pressure balance gives an electron temperature
of 8,800°K. This is in excellent agreement withithe excitation
temperature derived from the relative line intensity method and the

electron temperature derived from the line to continuum ratio

method (using the correction factor of 5x).



52

Equilibrium of the Discharge

Since we have now determined the excitation and electron
vemperature of the discharge as well as the electron number
density, we can follow the method of Griem (ref. 25) to determine
the validity of the local thermodynamic equilibrium (L.T.E.).
This assumption was strongly invoked in the relative intensity
temperature measurement, and to a lesser extent in the determination
of electron temperature frem the line to continuum ratio and from
the electron density.

If L.T.E. pertains to the discharge, then electron density,
electron temperature, ion temperature, excitation temperature,
and populations of excited states, can all be related by thermo-
dynamic equations, namely Saha's equation and Boltzmann's
equation., These temperatures will be identical and, knowing any
ene of the above parameters, all others become calculable.

For this situation to exist; the condition that
collisional rate processes dominate the radiative processes of
decay and recombination must hold. Also, since the discharge is
inhomogeneous and time dependent,(300 Hz temperature variation),
it is necessary that the temperature variztion with distance
is such that an atom or ion cannot diffuse inte a region of
different electrcn temperature before equilibrating, and that the
variation of temperature with time is such that there is no
significant change of electron temperature during equilibration,

For a given excited level n ta be in collisional equilibrium
with respect to higher levels, its total transition prebability

for radiative decay must be smaller than its rate of



collisional excitation {o the higher levels. This gives the

following criterien(ref. 25):~

N,y Tx 1018 g7 Lk'i‘)% om ™3

w172 (FPEi)
where the symbols have their usual meaning,

e, W) 3x 1025/on e oo

Consequently all excited levels in the dischargs can be
expected to be in L.T.E. witl the free electrons (since N, =
4 x 10%2 hore).

For the ground state, a separate validity criterion must be
fulfilled which is more stringent. If the population of the first
excited state is governed by a Boltzmann factor relating it to the
ground state, then the system can be said to be in complete L.T.E.,
i.e. if the ground state is predominantly populated by oollisional
processes rather than radiative processes then it is in L.T.E.
with respect to higher levels. From the radiative and collisional
population rate equations the following requirement is deriveds-

1

Ne) 9 x 1007 (EZ/En)3(1cT/En)7 e
where Ez is the energy level of the first excited state and Ei
is the ionisation potential, i.o. N ¥ 7 x 10°° cn™>.

This is certainly not fulfilled and at first sight it would
seem that the ground state cannot be in equilibrium with higher
states. However, the radiative population rate of the ground
state from the first excited states is reduced through self-~
absorption. Consequently this criterion on the electren density
can be relaxed by a factor equal to the absorption coefficient of
the resonance line radiation. This reduction factor is below 0.1
if the following relation is satisfied.

Nod> 4 x 10° m.% om 2
4 £y h1p (AEL

i.e. 8.8 x 1017 ;>, approx. I014



where No is the ground state density and 4 the physical size of
the discharge.

This relation is well satisfied and the electron density
necessary for grouna state L.T.E. can be relaxed by an order of
megnitude. There is also a further slight reduction in the
criterion since it is probable ihat the second member of the
resonance series is also being self-absorbed.

This gives the possibility that the ground state is within
10% of L.T.E., i.c. the collisional population rate is 10 x the
radiative population rate.

However, a validity criterion given by Wilson (ref. 27)
states that thermal equilibrium is only possible for an electron
density such that

16

N Y 2x10° on™
and this estimate allows for resonance line re-absorption. No
account in these calculations is given of the effect of neutral
atom-atom collisioﬁs. Although the atom-atom collisional
de-excitation cross-section . - nn&y k&:x smaller than the
electron-atom cross-section (no reliable values are available to
compare, unfortunately), since the density of atoms is two orders
of magnitude greater than that of the electrons one would expect
them to play some part in the collisional depopulation scheme.

The agreement between the excitation temperature, that derived
from the electron density in which a ground state density is
assumed from pressure balance, and the line-—to-oontinuum

temperature measurement (with the 5 x correction factor) certainly

lends support to the postulate of complete I.T.E.



Now there also exist temperature gradients in this discharge.
If these are of such magnitude that a particle can eagily diffuse
into a region of very different temperature within its
equilibration time, then deviations from L.T.E. can be expected.
This effect is most likely to occcur for the ground state neutral
argon atons. From velocity and mean free path considerations, .an
equilibration distance d1 can be deduced over which the temperature
must not vary significantly. The eguilibration distance is of the
order of a mm. for this discharge and nowhere, except at the extreme
edges in the cool regions does the temperature vary to any extent
over this distance. Since we are concerned only with the central,
hot region of the discharge, this edge effect is ef no conseguence.
In any case, the required rate of electron impaot excitation from
the ground state for L.T.E. is reduced at the edges of the
discharge since ions and excited atoms from the hotter central
region diffuse into these cooler regions.

Equilibration times must alsc be short compared to the rate of
change of temperature (due to the 300 Hz ripple) within the
discharge. Since the equilibration times in this discharge are of
the ordexr of 10"8 sec. or less, the effect of the 300 Hz temperature
variation ig negligible.

A comparison of this discharge source with others such as
DC arcs and shock tubes, in the light of the above discussion, will

be made in the next chapter.
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Reed's Experiment

The method used by Reed consisted of measuring the total
intensity of a line across the discharge, Abel inverting the
gpatial profile to obtain the true radial profile and equating the
off-~axis peaks with the intensity maxima of the emission of the
spectral line used, i.e. the Fowler-Milne method (refs. 2 and 4).

This method depends on the fact that the intensity of a
spectral line from a given ionisation stage (in this case the
neutral atom) will increase with temperature, reach a maximum and
then decrease at higher temperatures due to removal of atoms from
that ionisation stage to a higher one. It is assumed that the
population of the excited state forming the upper level of the
transition concerned is in L.T.E, with the free electrons.

For the line used by Reed, the 76358 4p ~ 4s transition,
thz maximum intensity occurs at 15,OOOOK. When Reed made the Abel
invergioa of the spatial profile he obtained an off-axis peak in the
line intensity. He identified thie with the maximum intensity and
assumed that the subsequent decrease in invensity from this maximum
towards the gxis of the discharge was due to the temperature -
exceeding this tempoerature of maximum intensity.

When this interpretation was applied to all the lines Abel
inverted for the relative line intensity temperature determination,
every line reproduced, to a few per cent accuracy, Reed's results.
The 76353 line itself gave the best agreement possibly because of
its self-absorption — an additional contribution to the central
dip in the Abel inverted profile.

However, the off-axis peaks in line intensity after Abel
inversion are not due to the maximum Jin}éﬂsfhf" of the line being

reached, and in the centre exceeded, as Reed assumed, but due to an



off~axis peck in the temperature. The central portion of the
discharge is heated only by radiation and thermal diffusion and .one
would therefore expect its temperature to be below that in the skin--
depth where the heating occurs.

Hence, the erroneously interpreted result of Reed for the
temperature of this form of discharge should be ignored and not still
quoted as "the expected temperature" (refs. 28, 29).

In conclusion it should be said that the Fowler-Milne method
cannot be used in this type of discharge, but only when the distribution
of two different ionisation stages of the same element can be
examined and preferably where the temperature is a continuous

Smoothly varying function.

Conclusion

The characteristics of this R-F discharge are now known. It

)

has a temperature profile approximating that of a shock-tube,

il.e. the density (elegfron and atom) and temperature spatial
variations are small., It has a low electron density compared to
DC thermal arcs, and consequently there is a smallexr broadening
of highly excited states due to electron impacts. The R-F
discharge appears to be very near to the ideal of L.T.E. There are
no electrodes to '"burn off" and consequently alter the operating
characteristics during a series of measurements.

Therefore this R-F disoharge seems emminently suitable for the
measurement of argon I transition probabilitics and the continuum

correction factor. A survey of previous measurements of transition

probabilities follows in the next chapter where the conclusion that



further work in this field is needed is reached. The subseguent

chapters give details of these measurements.



PART?2
THE MEASUREMENT AND CALCULATION

OF NEUTRAL ARGON TRANSITION PROBABILITIES
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CEAPTER 4

Survey of Experimentel Meastirementsof Transition

Probabilities in Neutral Argon with Reference to the

di.scharge sources umed

In*sroduction

The determination of temperature in light sources suoh zs
plasma jets, arcs, and shock tubes oan be simply performed by
measuring the relative intensities of spectral lines from the
neutral species since the temperature is inversely proportional to the
logarithm of the ratio of the total intensities, I, of lines arising
frdm different energy levels En, provided local thermodynamic
equilibrium (L.T.E.) exists between the levels involved in the
transitions.

In discharge sources such as those mentioned above, L.T.E.
does pertain to the excited levels in mqst cases and the temperature
obtained will be not only an excitation temperature but also an
equilibrium temperature, i.e. electron and ion temperature,.im all
probzbility. A graph of En versus log I /gﬁhm where g is the
statistical weight of En and Ahm is the transition probability from
En to a lower level Em’ gives a straight line whose slope is
inversely proportional to the temperature.

Lack of L.T.E. among the excited levels in the discharge would
be apparent by a deviation of the graph (Boltzmann plot) from a
straight line since the populations would no longer be controlled
by a Boltzmann distribution.

Theoretical transition probabilities in neutral argon have been

calculated for the two principal transitions,
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3p5 5p ~ 3p°4s
and, 3p5 4p - 3p5 48
in LS’JJJ and intermediate coupling (ref. 30). Experimental

measurements have also been made for these arrays (refs. 14, 15,
16, 18, 31, 32). Pow measurements and no calculations have been
made in transitions other than these.

Now these two groups of transitions have small energy Spreads
within themselves and, owing to difficulties in the experimental
determinations of line intensities " and the
inherent inaccuracy of theoreticél values, the two groups behave
like two large, diffuse, points on the temperature determination
graph, thus masking any deviations from L.T.E.

With transition probabilities available for higher energy
levels, any deviations from linearity in the Boltzmann plot would
become apparent and the accuracy of the temperature determination
increased owing to the larger energy spread and greater number of
lines involved.

It was therefore decided to measure transition probabilities

in neutral argon from the following arraysi-

(30°) 4p - 4s 6s ~ 4p 44 ~ 4p
5p - 4s Ts - 4p 54 - 4p
ép ~ 4s 6d ~ 4p ‘

The f:i:rst two p -~ s transition arrays have already been
measured, although not completely (out of 60 lines in these arrays,
only 39 have been measured amongst 6 authors). It was therefore
decided to remeasure these lines so thet a complete self-consistent
set of transition probabilities would be available for workers in

the field,
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Since doubt existed whether the ground state population of the
R-F discharge was in L.T.E. (cf. previous chapter) and, since the
Boltzmann plot method only reguires relative values of log IM /gh
it was decided to confine attention to relative transition
Probabilities only.

Also, examination of the equation for the intensity of a

speotral line,

I(V) oo Ao

shows that, for an error A Bf made in T, the corresponding error in

—Wn/xT

A+ essuning no error in I(Y ) will be approximately 17 x AEF

owing to the exponential factor; whereas when the error in the ratio,
I(V )1 oc _Al exp ‘ i, o+ W,
Iz v 51 A2 kT

is examined, it is found that, by taking sufficiently small steps

in energy difference, Wl - W2, the error involved can be made \gAE%.
Thus, assuming a 2% error in knowledge of the temperature of
the discharge, 34% error is immediately possible in an absolute
transition probability determination whereas 2% or less is involved
in a relative determination, assuming a discharge temperature of
10,000°K.
The feasibility and suitability of the R-F discharge source

for determining neutral argon transition probabilities and the method

to be used must now be discussed in the light of previous measurements,



Previous Measurements

The first recorded measurement of transition probabilities or

4 - 3P5

line strengths in argon I for the 3p 4p transitions are

those of Schon (ref. 33) who, using the method of anomalous dispersion
measured the ratio of transition probabilities of 5 lines in the
infra-red. Howevepathrough not naking a relative intensity measurement
of the lines involved and using the f-sum rule (ref. 34), he was not
able to guote absolute wvalues. Thé:. method, called the Rozhdestvenskii
hook method (ref. 35) used a Mach-Zebnder interferometer. For more
complete detail and theory the reader is referred to various papers

by Penkin (ref. 36) and Ostrovskii (ref. 37).

In 1956, Drawin (ref. 16) in the process of measuring the
electron collision cross-section with hydrogen, helium and argon,-
using a gas vortex stabilised arc, determined ten transition
probahilities in neutral argon. With the arc operating in argon
containing o small percentage of hydrogen, he compared measured
hydrogen line-profiles with those calculated by Holtzsmark. The
temperature ¢f the discharge was obtained by the application of
Saha'!s equation. The arc used by Drawin operated at ourrents up to
200 amps. Observations were made "end-on'" and the gpectra recorded on
photographic plates,

Gericke (ref. 15) using a solid-wall stabilised arc measured twenty
argon I transition probabilities. The temperature in the "cascade—
type" arc was determined using the absolute intensity of an argon II
line whose transition probability had been determined by Olsen (ref. 4)e
Gericke's results were the first to include transition probabilities
from levels other than 4p and 5p.

During the course of a programme designed to measure atom-

electron collision cross—sections, Dickerman and Alpiner (ref. 39)



measured thirteen neutral argon lines from the 4p level. Neither
Drawin nor Gericke had measured transition probabilities from this
array owing to strong self-absorption ofthe lines in their discharges.
The excitation source used by Dickerman and Alpiner was an arc
similar to that of Olsen (ref. 4), operating at atmospheric
pressure between a tungsten rod cathode and a copper plate anode.
The Fowler-Milne method was used for determining the radizl
temperature. A correlation was made between the observed line
Profiles which showed selfe--absorption and the gf values obtained
by Olsen (in a private communication later published, (ref. 40));
this showed tha’ self-absorption was definitely proportional to the
gf values and apparently thus confirmed their relative aocnuracy.

Measurements of 24 neutral argon lines were made by Razumovskaya
(ref. 41)3 however, these differ by up to two orders of magnitude
from previous measurements. Relative values of the oscillator
strengths were obtained by determining the level populations Ly
an absorption method and the relative values put onto an absolute
scale using the Thomas-Kuhn sum rule. Measurements were made in a
6 MHz discharge at pressures of about 1 mm.; square section tubes
were used to avoid "distortion caused by oylindrical tubes,"

Olsen (ref. 24), using a high current arc at atmospherio
pressure between a thoriated tungsten cathode and a oooled copp~ar
plate anode, measured 16 argon I and argon II transition
probabilities. The Fowler-Milne method was used to determine the
radial temperature profile by applying it to an argon I and an
argon II line, and to the continuum., The discharge had already beeh
shown to exhibit L.T.F. (ref. 4), and the particle densities and

Partition functions computed using the ionisation potential depression
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previously estimated (ref, 17).

Doherty (ref. 31) used a conventional shock-tube to determine
transition probabilities from the absolute line intensities of
neutral argon which was mixed with neon in the shock tube.

The first measurement of argon oscillator strengths by
the anomolous dispersion method since the work of Schon mentioned
above was by Pery-Thorne and Chamberlain (ref. 32). Fourteen lines
from the 4p ~4s level were measured and put onto an absolute scale
by estimating an absolute value for one of the lines using the
f-sum rule.

The well-stabilised argon arc containing a trace of hydrogen
was used by Popenoe and Shumaker (ref. 18) to measure argon
transition probabilities. The line shape of Hp gave the electron
number density which, with the assumption of local thermodynamic
equilibrium gave, via the Boltzmann equation, the argon level
1opulations. The transition probabilities of three argon lines,
two neutral and one ionised were measured absolutely. From these .
three lines ten other argon line transition probabilities were
obtained by a relative measurement without any hydrogen in the arc,
The lines thus measured were from the 5p- 48(5), 44 ~ 4p(2),
4p - 4s8(1), 55 -~ 4p(2) and 6s - 4p(1) groups as well as two
argon II lines. The numbers in parenthesis refer to the number of
lines measured in that group.

The only theoretical calculation of transition probabilities.
in neutral argon in intermediate coupling was that of Garstang and
Van Blerkom (ref. 30) who gave, for the 4p - 48 and 5p - 48 transitions,

the transition probabilities in Ls, JlJ and intermediate coupling.
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A summary of the groups of lines stud{gd can be made

ag followss~

Group I 3p54p - 3p54s
Group II 3p55x> - 3p54s
Group III 3P5nd. - 3@549
Group IV 395ns - 3P54P

Drawin and Gericke measured lines from Group II only.
Pery~Thorne and Chemberlain measured lines only from Group I.
Olsen measured lines from both Croups I and IX.
Popenoe and Shumaker measured 5 lines from Group IT.
2 lines from Group III
1 line from Group I
3 lines from Group IV.
Doherty measured lines only from Group II.
Garstang and Van Blerkgm calculated transition probabilities for .-
Groups I and II.

Thus there is only one set of measurements which include all A
four groups of lines and then only eleven lines are given. These
results are tabulated in figs. T.18 = 7.25 where it oan be seen
that variations of up to a factor of 3 exist amongst the experimental
values and variations of up to two orders of magnitude ocour
between the experimental values and calculated intermediate coupling
values,

These values of transition probabilities will now be discuszsed
with reference to the discharge sources used and the possible

errors incurred,
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Digcussion of previous transition probability measurements

All Drawin!s mezsurements were carried out in an arc oontzining
a small percentage of hydrogen mixed with the argon. His
diagnostic technigue, based on the measurement of hydrogen line
broadening, assumed that the mixture ratio of hydrogen to argon
was the same in all positions in the arc and equal to the initial
mixture, i.e. there was no "demixing" effect (refs. 25 and 42).
.The arcrused by Drawin was constricted by the cold gas vortex 22
and thus would have had a very large temperature gradient,

Because of this gradient, a separation or demixing of the
constituent gasses within the arc could occur, the ions and atoms
of the gas with the lower ionisation potential (H2) having a
larger concentration gradient than those of the other gas (Ar).
In the steady state of no net diffusion the ions and atoms of
hydruvgen would have a larger concentration in the hotter regions
of the arc. Thus the temperature measured by the hydrogen line
method gives the temperature pertaining to the hydrogen atoms and
. the use of an assumed constant gas ratio leads to serious errors
wherever the assumption of pressure balance to obtain absolute
values is invoked.

Richter (ref. 42) dividing the arc cylinder into radial
zones, examined this separation fer hydrogen mixed with argon us
well as other gas mixtures. His results suggest that even with low
current arcs, separation of the constituent gasses can occur,
whilst with the so0lid wall-stabilised arc, a separation of over
20% was obserwed for a 10% hydrogen 90% argon mixture.

Preassure corrections in arcs due to the magnetic self-
compression of the high current density and due to the continuous
transport of momentum away from the central regions analogous to

the radiometer effect, can be serious (ref. 25).
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Electrode processes, which are extremely complex in high

current arcs, and result in very strong local fields, can contribute
to errors caused by magnetic self-compression, especially when the
arc is viewed "end-cn" as in Drawin's work.

The possibility of serious demixing was avoided by Gericks,
who measured relative transition probabilities andthus avoided any
assumption of pressure balance in the arc. However, to measure the
temperature he used an argon II line whose transition probability
he obtained (in a private comﬁunioation) from Olsen. The value
of this transition probability has since been shown to be in
serious errer (ref. 18, 43). The relative velues were put onto
an absolute scale by comparison with Bates and Damgaard calculations
(ref. 44) and, although Gericke was the first person to measure
transitions from arrays other than the 4p and 5p levels, his
results must be viewed with suspicion. Also, although Gericke
avoided the errors of separation, his arc, being of the solid-
wall-stabilised type and carrying currents of up to 120 amps could
gtill be affected by radial pressure variations.

The free-burning arc used by Olsen was eperated at a current
of 400 amps with anode and cathode separated by only 5 mms. The
temperature was measured by using the Fowler-Milne method. The
lines used were the argon IT 48063, and the argon I 69653 and
76352 lines. He computed the self-absorption occurring for these
lines and attempted to correct for it, but he assumed that the
absorption coefficient reached s maximum at the same temperature
(and hence position) as the line intensity. This is not so. He also
estimated the self-absorption using approximate transition prob-
abilities derived from the measured emission coefficients assuming

ne self-absorption, using the equation -



Ky, (T) =_>_\_o_4_Anm ¢ £(T)

AN
vhere C is a constant for a given line derived from its

integrated profile. ZQ\ y the line width, was assumed to be
constant with temperature and electron density. Thus his estimated
optical depth was incorreoct.

Olgen's value of 0.2 for the optical depth of the 48063’
argon II line does not agree with calculations based on his
measured conditions for the discharge (ref. 18). These
calculations give values of 0.7 to 0.3 depending on the line
width calculatioh, sinoe considerable doubt has been thrown on
the validity of Griem's Stark broadening parameters, (refs., 18, 26).
Thege considergtions have led to the belief that Olsen's off-axis
peaks may in fact he due not to the temperature corresponding to
maximum line intensity being reached but to self-absorption
(rof. 18).

Doherty} using a conventional shock tube, which was
comparatively free from the above pitfalls obtained a set of
transition probabilities which agree reasonably well with those of
Olsen. He also measured neon transition probabilities (actually
oscillator strengths) but these have had doubt cast on them by the
more recent work of McLean (ref. 45), whose T-tube experiments
seem to indicate that Doherty's values for neon are incorrect by.
up to a factor of 3. Since Doherty's theslis is not available in
this country and his work has not been published in a Journal,
no comment er criticism of his results can be made.

The values given by Pery~Thorne and Chamberlain, whilst being

the most complete set, were unfortunately, because of the method used,



confined to the 4p -~ 4s array. Possible serrors incurred here by
the use of the f-sum rule to put the relative oscillator strengths
onto an absolute scale may not be as serious as deviations from
pressure balance and demixing effects in the high current

dsvices mentioned above.

The experiment of Popenve and Shumaker, using a wall-
stabilised arc, obviated demixing by measuring the hydrogen/argon
ratia across the arc column. A thorough error treatment has been
given by these authors in their paper and they concluded that
their values were accurate to about 13%. Errors due to
deviations from pressure balance due to magnetic self-compression
effects and momentum transport effeots were accounted for.

The only souroe of error not accounted for was the assumption
in their plasma composition calculations, of the validity of the
Debye correction to the ionisation potential. Deviations in the
values of depression of ionisation potential could cause errorc
in the plasma composition cazlculations as mentioned in chapter 2.
However, apart from this possibility, this work was the most
careful and error oonscious of all the published work; it is a
pity that the number of lines treated was so few.

In all the methods of determining plasma composition from
electron densities deduced from measured hydrogen line profiles,
the variety of methods of ocalculating the depression of ionisation
potential and their lack of agreement is a serious source of error.
The theory of Stark broadening for hydrogen lines at best is
subject to an uncertainty of 5%. Another source of error not

mentioned above, but common to all arcs which have high temperature
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gradients, is the deviation from local thermodynamic equilibrium
due to the temperature of the arc warying significantly over a

distance oomparable to the equilibration distancescof an atom

(ref. 25).

Conclusion

The radio—frequency plasma torch, while having a temperature
profile approximating that of a shock tube, but having none of the
disadvantages of intermittenoy, would seem to be an ideal tool for
measuring transition probabilities. No significant errors ocan be
caused by extreme temperature gradients since these only occur at
the'outer edges of the discharge where the contribution to the total
intensity is negligible. The discharge is much larger than the wall
and gae vortex stabilised vortex arcs making Abel inversion prooedures
simpler and more acourate., There is no large current flow nor any
electrode processes which could cause pressure unbalance dus to the
radiometer effeot and momentum transport effect, Doppler and Stark
broadening at the temperature end electron density of the discharge
are small, conssquently total line intensities from highly excitad
states can be measured without serious difficulties. Provided a
method of temperature determination is used which is independent of a
transition probability, and not dependent significantly on an estimate
of the ionisation potential depression, this R-F discharge should be
ideal for measuring line intensities and hence transition probab-
ilities. The temperature of the disoharge is such that there will be
no interference from argon II lines and the absence of electrodes

means that there will be freedom from impurity spectral lines.



The atmospherio pressure radio-frequency discharge is
therefore proposed as an extremely useful tool for extending
existing transition probability measurements to higher energy
level arrays and also repeating existing measurements for the
rurpose of comparison.

In the next chapter a survey is made of methods for measuring
the temperature of the RF discharge accurately, so that

transition probebilities oan be measured.



CHAPTER 5

Survey of Methods for Measuring Discharge Temperatures

Independent of any Transition Probability

Introduction

Since it is intended to measure transition probabilities by an
absolute intensity determination, and since it has been shown in
Chapter 3 that.L.T.E. exists between the excited states in the
disoharge, a measurement of the temperature of the discharge must
be made which is both aocurate and independent of any atomic
parameter such as transition probability or ocontinuum intensity
correotion faotor, and which depends on the existence of L.T.E.
only between the excited states, These criteria reduce the
methods for temperature determination in this discharge to three
poseibilities; a reversal technique, where the ratio of emission
and absorption oocefficients at a line centre with a background
source yig¢lds the Planck function and hence the temperature;

a method based on the determinaticn of the electron number density
which, with Saha's equation, will yisld the temperature; and the
Doppler profile method which is completely independent of the
existence of L.T.E. These methods will be discussed in turn in

this chapter.

The 'Reversal! method

This method has been stated to be inapplioable to
inhomogeneous discharges (refs. 46, 25) and until recently has
only been used for homogeneous systems such as shock tubes

(ref. 47 and 75). However, in 1960 Freeman and Katz described
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a method for the determination of the radial distribution of
tbrightness! in a cylindrical luminous medium with self-absorption,
(ref, 48), and in 1965, Elder, Jerrick and Birkeland developed
a method for determining the radial profiles of the absorption
and emigsion coeffioients, and hence temperature in a cylindrically
symmetris discharge which had self-absorption (ref. 49).

Since it has already been shown and proven in Chapter 2
that the 76352 4s -~ 4p spectral line exhibits self-absorption in
the R-F discharge, this line would be suitable for an emission
and absoxption coefficient determination.

In a simple homogenecous discharge the basis of the method is
as followse—
First one measures the intensity emitted by a spectral line from
the discharge I>\p which can be written I>\p = I,‘[l [1 - exp( — Ty ﬂ@_)
where I‘I' is the Kirchoff-Planck function for the intensity of a
black-body at temperature T, and Ty is the optical depth of the
discharge at wavelength N. A light source of known intensity
I \e is placed behind the discharge, and its attenuation through
the discharge at the wavelength hY measured; +the total intensity

reoeived in this case, I)\t is given by:-

Ikt-I)\p.‘.I)\O exp(-‘t%) (2)
thus exp(w-‘[:)‘) = Iyg =TI

IT\e
Sinoe all the three guantities on the right hand side are measured,

I‘I‘ can now be determined from equation (1) and thus the temperature
found. Instead of using a background source, whose intensity must
first be measured, a mirror can be placed behind the discharge and

the intensity transmitted then becomes:-
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Iyg =TIhp vI)p @ (-

80 exp (--i:)\) = I\'ﬁ -1

Tho '
ce Ty, =Tp \1 - I\t-l]
2 I:kp
IT nI)\

]
L2y, - Ing)

In this case, only two measurements are made.

Another variation on this method is to vary the intensity of the
background source until the signal received by the detector is equal
to that ot the background source, then I\>° =1 P and the temperature
of the backgrouad source equals that of the discharge.

The following two methods are based on this 'reversal!
technique. In the first method the absorption coefficient is
determined and substituted into an equation for the "brightness"
of the discharge, this yields the "brightness per unit depth"
which gives the Kirchoff-Planck function and hence the tdmperature.
The second method also requires the measurement of the absorption
coefficient and the observed emissivity. The true emissivity is
then determined using the absorption coefficient. The ratio of the
true emissivity and the absgrption coefficient yields the

Kirchoff-Planck tunction for the spectral line involved.

-

Method A
The first method published (ref. 48) for the reversal technigue
of temperature determination in inhomogeneous discharges was as

followsi—
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In fig. 5.1, consider the detector receiving a signal JTO‘I‘x

due to the background source and the discharge, where in this case
the background source is a mirror of reflectivity Ay reflecting
the discharge cmission back through the discharge. The
ocontribution to J from an element dy of the discharge at

TOTx

radiug r ist-

(R * I‘2=x2+32

Sty o g O(Pd‘v 2axf 4 (3)

p
wheredpis the absorption coefficient and J- is defined as the

brightness per unit optiocal depth. The contribtution from the
mirror is given bys- 2 o

],Lexp _J(R - y Sr dy
/u' (RE - x2)/z (4)

where 1,is the observed brightness at x, i.e. the integration of

equation (3) along a ohord through the discharge.

2 2
. x - R~ -x
_ o ¥ ok
S0 (ﬁ - x°) o (5
J =Jd_+ ud 8xp - dy o)
ToTx x - T
/* L (Rg _ xz )y,_
~1

/A—

If we define w_ =1 T oM = 1-}
Jx
Then equation (4) can be

written

leg dy Xx (7)

yL
(Rz - x°)
- -
1+wx --(R2 _ 2)'/,_
This equation can be written in the form eof an Abel inversion
squation, R
oAy = 2 ...d:..JLoge 1 ‘] xdx (8)
; 7 Y,
Tr ar d 1 wzj&xz-rz)‘
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Thus ., the absorptivity oan be dotermined as a funotion of r,
and, using the values obtained, the equation for J_, equation (5),
can be numerically solved.

The meaning of J~ can be seen by considering the equation
of radiative transfer

- 4 = J+ B

oLds
Integrating, _

s

3 = J _exp Ja(da JB(B ) exp -JOL ds | ok ast,

Q -

where Jo is the incident intensity from a background source
and J is the intensity reoceived by the detector.

Now this equation is identical to that for JTOTx above
if B(r) Lr = J . where B(r) is the Kirchoff-Planck funotion.
This can be verified by integrating for a homogeneous system and
letting Jo = 0. Hence Jr is the emission coefficient of the line
if we define Xr to be its absorption coefficient.

Provided the reflectivity ef the mirrcer is known, two
measurements are required to give the discharge temperature,
the absolute measurement of intensity Jx’ and the relative
rorx ~ Tx)*
A disadvantage of this method is that equation (5) cannot be

intensity measuremenf/ﬁngl/kJ

simply solved for Jr by an Abel inversion.
Method B

As before, two scans are taken, of the discharge emission at
a speciral line oentre and the attenuation of a baokground source
(instead of a mirror) through the discharge at the line centre
(ref. 29). If the intensity of the background source at a
frequency corresponding to a line centre is Jf, the intensity

of the line itself J, (x) and the intensity of both Ipy (x) then
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the transmission of the discharge w (x) %o the background

source is given by

w x) = Jp.(x) - (x

The transmission can also be written as
—2JRk L (2) P (x)zar '}
'I
-x2 )"

where Ky (r)P(r) is the volume absorption coefficient.

(10)

LIS (x) = exp

This equation can be rearranged into the form of an Abel inversion

equation, R

ive. ky(op(r) = -_1 _& 1°31}x ax  (11)
i v )F() ¥r E..L [ (x) (x _rz)VL

The intensity Jy) (x) of the speotral line from the discharge is

' glven by

xyo
- 1
.]-\)(x) = { ( )P( ){1 + oxp —ny X ( I) I I}
r)p(r e v r)p(r)dy
. T | ]
Xyo
x{exp[ i{y‘l ky(f)f(r‘)dy']}dy (12)

where ;jv(r)P(r) is the volume emiMgion coefficient.
By réa.rranging the limits of this integral, the equation (12) can be

rewritten

R
rele) = 2] 35() { oot 0 (=)} 2 e
wy (x) - (1‘ - )t

where G\)(x:r') = fkvzﬂl‘)f’él‘;;il‘
(! )

Writing jv(r)F(r) = Jyo (r)F(r)* jvl(r)f(r)'*....

where

2] 3o (r)F(r) 2r = Jv (x)

x (r - xz)," Wy, (x)
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(x) ar = (2)p(x) { 1~Cosh ¢, () zar
and xSJ ya ¥ ‘D(I‘) (r,_ xL)l/L é jvn~-1 f) 1[ Y nk___;%

Now j,VO(r)f(r) can be obtained by an Abel inversion of Jy (x
Wy (X

Once this is found, Jvl(r)F(r) can be obtained. The term
Cosh G, (zr) can be expanded and for transmissions >/ 20% only the
first texm of the expansion is necessary, the second term being
negligible (<1%), | |

2

.. 1 -~ Cosh Gy(n') == G v (xr

Thus, in this method, the absorption coefficient, which‘has been
obtained by an Abel inversion procedure from the observed
transmission is not used in the first approximation to the

emission coefficient. Consequently errors made in the process of

. Abel inversion do not acocumulate. Now the expression for the
absorption coefficient, equation (11), beoause of the finite resolution
- of the spectrograph used gives the transmission multiplied by the
8lit function of the spectrograph integrated over the speciral
width, In Appendix 3, it is shown that for a small error in the
determination of temperaturs we require a large optical depth since
the error is inversely proportional to the optical depth. Now to
easily resolve a line it must have a large half-width. However,
optical depth is inversely proportional +to line width so that an
easily resolved line will have a smell cptical depth whereupon

the above o;iteriqnis relaxed and there is no need to resolve the
line. Thus the narrower the line, the greater the necd to resolve

it ! PFor equation (11) to be valid

A1 log|_ 1 must = log _l_'[w\,(x)dv] -
b Jwv (x) [ av

These equations are gpproximately equal for transmissions;> 80%.
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Z&D is the spectral slit width over which the transmission is
integrated. The error caused by the finite spectral slit width

is analysed in Appendix 3.

Number Density Method

If L.T.E. exists in the discharge so that Saha's equation may
be used to relate the elsctron number density to the electron,
ion or neutrzl species temperature, all of which are equal under
the conditions of L.T.E., then a measurement of electron density
. will immediately determine exactly the conditions withiwn the
discharge. However, as shown in ochapter 2, the eleoctron density
determinations in the radio-freguency discharge are inaccurate
owing to the presence of Doppler broadening, which in the centre
of the discharge is dominant. Also the narrowness of the
line profile makes accurate measurement difficult. The Stark
broadening parameters calculated by Griem (ref. 43) are accurate
to only 20%, of. Chapter 2, and this would lead immediately to
a 20% inaccuracy in the electron density determination. To
obtain that part of the line profile oaused by Stark broadening
would require a knowledge of the temperature so that the
Doppler broadening contribution to the total profile could be
subtracted. Consequently, a reiterative process of substituting
an expected temperature to determine the Doppler profile,
subtracting that profile from the dbserved profile, deducing the
electron number density (also slightly temperature dependent)
and then checking if this density gives the corrdct temperature
through Saha's eguation and then modifying the temperature, would

have to be performed for each position.
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This problem can be alleviated by choosing a spectral line
from a high energy level whose Stark broadening is such as to
completely dominate any Doppler broadening which can then be
ignored. Unfortunately few Stark broadening parameters have been
determined for highly excited neutral argon lines and these will
still be subject to an error of the order of 20%, if not more
(ref. 25).

However, Stark broadening parameters have been determined
with an accuracy of 10% experimentally and theoretically, for
the principal hydrogen lines in the visible region, the Balmer
gseries, and for certain helium lines. In the case of Hﬁ s the
broadening parameter has been determined to about 5%. Consequently,
seeding the discharge with hydrogen, so that the half-width
of the line chosen, say Hﬁ , can be easily measured is a possible
mathod of obtaining the temperature. This method has been used
for exanple, by Wiese and Shumaker (ref, 50) to determine the
radial temperature profile of a high current arc operating ir an
oxygen atmosphere, and by Popenoe and Shumaker (ref. 18) in an
argon arc.

Under the approximate conditions for the discharge already

. found, i.e. temperature 10%°% and electron density 4 x 1015/00,
the half width of Hp would be 6,08 of which the Doppler profile
contribution would be 0.0323, quite negligible. The Hﬁ line
oocurs at 48618 and to be able to measure the line profile
accurately, since eaoch intensity point would have to be Abel
inverted across the discharge diameter, a scan of the line
orofile of ¥ 208 would be required. At 4876% there is a gtrong

argon I line which is a transition from a T4 level to a 4p leveh



Due to the high level of excitation this line will have a Stark
width of several angstroms and hence could interfere in the
determination of the base line of the Hﬁ profile. However; the
legree of interferenoe could be assessed by operating the discharge
in argon alone, measuring the continuum and interfering line
oontributions in the speotral region involved and assuming that
the addition of hydrogen to the discharge did not affect the
total electron density so that the interfering argon line and
continuun background would not be altered.

At approximately 10,000°K, the Saha funotions for argon
and hydrogen are identical, so this last assumption would be

valid, i.e.

2 3/2 2
B, g = K7 Ujp(p) %P E‘Y_jﬁl-&- Do A
Bon UoH(T) kT Hoh
whore X = 22T me)3/2
%)

WiH is corrected for ionisation level depression and the other

symbols have their usual meaning.
Now the method consists of measuring the total electron

density Bom = neHﬁ- n, which, with the above Saha equations, a

A
knowledge of the ratio of hydrogen to argon, and the assumption

of pressure balance gives the temperature (in this case electrom
temperature) of the disoharge.

i.6¢ D = (LnoH-+ n o+ on +>2neH) kT

A

Bem = jnoHK UiH(’I'T T3/4 eXp [- wiH]
e oxr

&)
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3/4 _
n, = jLnOH X UlA(T) iy exXp Wy

U AZT; kT

o4
w - N
here I = ol

noH

and n +n = ne_ which is measured.
e e

H AT T
We thus have five equations and five unknowns, one of
which is T, hence we can solve for T.

On analysing the error, made in the determination of T
caused by incorrect measurements of L and N it is found
that this method is very accurate in the temperature range of the
discharge owing to the rapid variation of n, with a small
variation of T, cf. Appendix 2.

However, the error analysis doces not give the whole story;
pressure balance and an absolute pressure are assumed, while
"demixing" (cf. Chapter 4) is ignored. Both effects can
seriously alter the accuracy of this method.

Although this method is indeperdent of neutral species
concentration and gives an slectron concentration at a given
pogition within the discharge, a value of I, the mixture ratio
of hydrogen to argon, has tc be assumed *o solve the above
equations foxr T.

Owing to the difference in ionisation potentials of
hydrogen and argon (assuming that all the hydrogen is dissociated
by the time it reaches the region of interest), local concen-
trations of one or other of the gasses can exist in the
discharge and the resulting compositions may bear no relation

to the original predischarge composition.
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An estimate of the demixing could be made by measuring
the total intensity of an argon line and a hydrogen line across
the discharge and seeing how the neutral concentration of each
gpecies varied with position (since the intensity of a line with
the assumption of Boltzmann's equation is proportional to the
ground state concentration). Unfortunately, to be able to do
this the temperature profile across the discharge would have to
be known. Consequently this would have to be assumed and, on
obtaining the temperature via the above equations, reiterated to
determine a more accurate value of L.

Along with the problem of solving the above equations there
is taus this demixing estimation problem, the continuum background
and interfering line problem, and the tddious process of Abel

inverting, point by point, a line profile.

Doppler Profile Method

Although the Doppler broadening of a spectral line is a
function of the neutral gas temperature only and is independent
ol any assumption concerning the equilibrium of the discharge,
" the usefulness of this method is limited since every line emitted
by the discharge is affected by Stark broadening (cf. Chapter 3)
..end this contribution, albeit to an accuracy of 20%, would have
to be subtracted from the total line profile to give the
broadening due to the Doppler effect.
Each point across the line profile would have to be inverted
across the discharge to give a radial profile of the line

Profile and then the correotion made for Stark broadening.



Spectral lines can be chosen which have negligible Doppler
broadening compared to Stark broadening (by considering high
excitation level spectral lines) but apart from the resonance
lines which also suffer from severe self-absorption and broadening
from this effect, no lines ocan be chosen which have a negligiblse
Stark effect. It 1s therefore at these electron densities,

not worth while considering the Doppler effect method of measuring

the disoharge gas temperature.

Conclusion

The method of reversal for temperature determination,
while having an overall acquracy comparable to theiHﬁ line profile
method, has none of the Prog\enxs of demixing. Also, becauss
of the high resolution needed for the reversal technique (the
only disadvantage of this method) fhe background continuum which
must be accounted for in the line profile methed, is negligible
and no correction need be made.

In the reversal method, the calculation of the emission
coefficient from the observed intensity requires a long lterative
procedure involving the calculated wvalue of the absorption
coefficient (obtained from the transmission) to correct for self-
absorption. This necessitates magnetic disc storage on an IBM T090
computer (Birkeland 1966 private communication). However in cases
of small absorption, i.e. transmissionserO%, no iterative
procedure is necessary and for transmissions ) 60% only one
iteration is required, whiech affects the first approximation to

the emission coefficient by a few per ocent only. Consequently the
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correction to the emission coefficient was simply caloulated by
curve fitting the calculated absorption and emission coefficients
and solving analytically without any significant loss of accuracy
but with consideratble saving of computer time. Details of this
rethod are given in Appendix 4.

Thus, for simplicity, accuracy and a dependence on L.T.E.
between two excited levels only, the reversal method was chosen
as the method for determining the radial temperature profile
of %he R-F discharge, The next chapter gives the experimental
details of this temperature measurement and the measurement of

116 transition probabilities.
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CHAPTER 6

Temperature Measurement by the Reversal Technique and

Pransition Probability Measurements

Introduction

As concluded in the previous chapter, with sufficient care
taken over the determination of the absolute emission coefficient
of the spectral line involved, the reversal method is the most
advantageous to use under the conditions which apply to the radio-
frequency discharge. From the error analysis in Appendix 3,
it is concluded that no significant error will be introduced by
the finite resolution of the dispersive system used provided that
a Spectral slit width of less than the line half-width is used.
By measuring the avsorption coefficient a sufficient number of
times in each position across the discharge so that errors caused
by cathode dark noise of the photomultipliers used and shot noise,
are reduced to the order of a few per cent, the final temperature
determination should be capable of an accuracy of a few per cent.
The accuracy of the temperature determination is wverified by
repeating the experiment for another spectral line and comparing

the two temperature profiles obtained.

Apparatus

Spectral Line Choice  The 76353, ls_ - 2p6 (Paschen notation)

5
transition had alrcady been shown to exhibit self-absorption both

experimentally and theoretically (cf. Chapter 2), and although
a line of longer wavelength, e.g. 81152 would have a larger

self-absorption due to the wavelength and transition probability
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dependencc of the optical Aepth, (sinece both are greater than
those of +the 76353 line), the former line was chosen for detection
reasons whioh are discussed later., The lower level of this
transition is metastable and, although in L.T.E. there is
ocnllision domination in the level population mechanisms, it
could be that this level being populated by collisicnal de-
excitation and radiation from higher levels, and depopulatéd only
by collisions, might have a higher population than would be
expected from a Boltzmann distribution, leading to a larger
value of absorption coefficient and smaller value of temperature
than would be correct.

To check if this was oocourring, the experiment was repeated
using another self-absorbing spectral line whioh did not have a

metastable lower level, the 7514R ls, - 2p_ line. Owing to its

4 5
smaller value of self-absorption, more measurements were made of
the emission and absorption coefficients of this line to ensure that

the accuracy of the temperature obtained was comparable to that

obtained using the 76352 line.

Dispersgive System

The approximate conditions already found for the R-F
discharge indicated that the 76353 line profile was composed of
a Stark broadening contribution of 0.02352 half-half width and a
Doppler broadening contribution of 0.0493X half l/e width. In
addition to this there was oroadening due to self-absorption
(ref. 52). The values for the 75148 line were similar. Thus both

lines had a total half-width of approximately 0.128. As mentioned
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previously, a resolution better than the half-width of the line
was needed to avoid serious errors caused by averaging the
self-absoiption coefficient over the line profile. Consequently
a resclution of the order of 300,000 was required, so that not
only was the half-width easily resolved but the natural width
imposed by the grating did not influence the line profile or
width in any way. This resolution was achieved by a 5", 30,000
line/inch grating operating in the second order.

At the wavelengths involved here, the angle of incidence
of the grating was such that its focal plane was at a distance
from the grating less than half its radius of curvature, i.e. for
a 10 £t. radius of curvature grating, the focus of the 76353
line in the second order was 4 ft. from the grating. Since
grating focussing and tilt mechanisms irn most spectrographs do not
operate up to such short distances from the exit plane, a 21 ft.
30,000 line/inch grating was chosen and put in the 10 ft. normal
incidence Eagle spectrograph previously described (cf. Chapter 2).
Incorrect focal plane curvature was of no consequence since focus
was required over such a small spectral width (“/O.lﬂ), that the
width accepted by the exit slit was completely within the depth
of focus of the system. With the plate holder at its maximum
angle of 45°, and an exit slit of 2004, the bandwidth cmerging

from the exit slit was 0.09%.
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Bzckground Source

From the caloulations on optical depth (cf. Chapter 2) .
a transmission of zbout 60% was expected for the 7635& line and
about 80% for the 75142 line. The higher the intensity of the
background source used, the greater the response.from the
detection system and the smaller the shot noise error (Appendix 5).
Therefore an intense source of light in the 7,500 - 7.7003
region was required. Two possible sources were considered, a
DC thermal arc in argon emitting both the above spectral lines, ;
and a condenser discharge source, emitting a continuum. -
Source li-—

The inert gas thermal zrc has been studied by Olsen
(ref. 4) who recorded temperatures ranging from 10,000 to
25,000°K, using the Fowler-Milne method previously described
(cf. chapter 2). The range of electron number densities recorded
was frem 1016 per cc. to 2 x 1017 per cc. The source was shown
to be in local thermodynamic equilibrium by the agreement
between the temperature determined by the atcmic spectral line
intensity and that determined in the higher temperature regions
using an ionic spectral line.

Taking a temperature of 15,000°K and a corresponding
electron number density (calculated from Saha's equation) of
2 x 1017 per cc. the 76353 line would have a Stark broadened
half width of 28 and a shift of 1.58. Under the conditions of the .
radio frequdncy discharge, the shift of the 76353 line was only |
0.038. TNow the intensity of that part of +he profile of the
76358 line in the DC thermal arc corresponding to the
comparatively unshifted line in the radio-frequency discharge.

was equivalent to an unshifted line at ll,OOOoK only.



Consequently, at the R-F discharge line centre, the DC arc line
would not be significantly more intense. In fact, since the DC
discharge was only 1 cm. in diameter compared to 3 cms. for the
R-F discharge, the optically integrated intensities would be
comparable.
Source 23~

It has been shown by Parkinson and Reeves (ref. 53) that a
"Garton" type flash tube (ref. 54, 55) has a continuum intensity
corresponding to a blackbody at 29,OOOOK. The intense pulse of
continuum radiation is produced by the discharge of a 10 KV
low inductance capacitor through a ceramic capillary. The flash
tube is shown in fig. 6.1. The flash tube has an intensity which
is reproducable to a few per cent, it is simple to operate, needs
no inert gas flow and can be triggered by a simple thyratron
circuit. The only disadvantage is that the source is not
continuous like the DC thermal arc but has a rise time of about
%/Lsec. to maximum intensity and a decay lasting 10 secs.
Consequently care had to be taken over integration of the
detector output signal. This signal did not suffer as mich from
shot noise as the thermal axc owing to its greater intensity but
each measurement still had to be repeated to reduce any error
caused by it. The DC thermal arc had the advantage that the shot
noise could be integrated out.

However, because of the higher intensity output and ease of
operation, the flash tube was chosen as the background source for

this experiment.
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Detectors

An RCA 7102 photomul tiplier was chosen for detecting the
signal since this had a AgOCs cathode surface which had the
highest gquantum efficiency of the photocathodes at the wave-
lengths concerned. The photomultiplier was cooled with liquid
oxygen to reduce the cathode dark current. An extension glass-
tube was sealed onto the photomultiplier.envelope and terminated
by a window 6" in front of the photomultiplier cathode and liguid
oxygen jacket, to prevent icing over of the cathode window,
Before the end window was sealed on, silica gel was placed
inside this tube to dry the air inside the tube. The end of the
glass ‘tube was clamped in a large brass collar to prevent any

Ckﬂhnﬂ of , the extension window. The base pins
and the gap between the base of the photomultiplier and its socket
were sealed over with silicone rubber to prevent moisture condensing
on'tc the terminals of the photomultiplier. The resistor chain of
the phobomultiplier was mounted in a separate compartment
adjacent to the base of the photomultiplier, and warm air, from
a commercial air blower, was pumped through this compartment to
ensure that the resistors stayed at a constant temperaturé.

The whole assembly, as shown in fig. 6.2, was mounted on
one of the photomultiplier carriages previously used (ef. Ref. 11)
behind a 209Aleit.

An E.M.I. 9664B photomultiplier, accepting a bandwidth of
2.42 was mounted adjacent to the RCA photomultiplier, to monitor
the flash—tube intensity since the discharge continuum was
tPansparent to the flash-tube continuum. Owing to the large
spectral bandwidth accepted by this photomultiplier the signal was

sufficiently noise free to obviate cooling the cathode.
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Discharge Tube and Coil Arrangement

The discharge tube was mounted vertically so that the
spatial scanning necessary could be gasily performed horizontally.
The coil used in previous experiments was unsatisfactory here,
since an absolute measurement of intensity across the discharge
was required; i.e. the dispersive system had to accept a constant
volume of plasma regardless of the position of the scanner.

The greater the height of the slab of plasma intensity accepted
at any point, the less the shot noise and the smaller the error.
An ordinary tapered coil as used previously was thus no use, the
coil had to be wound with its planes horizontal and the drop from
one turn to another had to occur at the side of the tuhe.

To make this coil, a wooden cylinder was made and grooves 1 cm.
apart out round it. The cylinder was then cut twice down its
length and one half, shifted one turn with respect to the other.
The -centre slab was reduced in width so that a gap existed at
diametrically opposite points where the shift from one turﬁ to
the next could teke place (fig. 6.3). The coil was then wound
on this former, the centre slab slid out, and the wooden formers
removed. The shape of the coil is as shown in fig. 6.3b. This
coll was placed around the discharge tube so that its lower

extremity was 1" above the centre quartz tube.

Optical and Scanning Arrangement

The optical path system was as shown in photo 3 and fig. 6.63
a one to one imaging system wasused so that a slit height on the

spectrograph equal to the spacing between the R-F coils could be used.
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A lens L of focal length 30 cms. was placed on the flash-tube
side of the coil to reduce the lens effect of the quartz tube
which caused the acceptance cone from the flash tubs to scan
across the flash tube capillary when the scanner was moved from
one side of the quartz tube to ihe other. The mirrors and
lenses which constituted the scanning part of the optical
system were mounted on a frame which in turn was mounted at its
centre of gravity on a microscope slide traverse, so that the
position of the scanner could be accurately set.

Part of the scanning arrangement, mirror ¥, and Lens L

2
could be roteted through 180° vertically so that the spectro-
graph and detector could receive the same solid angle of light
from a calibrated tungsten black-body lamp as from the discharge.
This way, the mirror involved in the calibration was kept at
the same angle and the tungsten ribbon was effectively in the
centre of the discharge, fig. 2.2. All the mirror mounts were
made so that the mirrors could be adjusted in all directions to
facilitate alignment.

The optical arrangement was aligned by placing a projector
bulb in the spectrograph exit plane and, using visible light
in the third order ( ~s 5090%) emerging from the entrance slit
of the spectrograph’lining up the mirrors and lenses so that the
image of the spectrograph entrance slit Pppeared through the flash

tube and was focussed in the centre of the discharge tube.
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Electronics

Since the flash~tube emitted a continuum intcensity which
had a time dependence as shown in fig. 6.4 the signals taken from
the detector photomultiplier and monitor photomultiplier were
recorded on an oscilloscope.

The R-F discharge had already been shown (cf. Chapter 2)
to have a 300 HZ Tipple, both the line and the continuum
intensities varying over the cycle. The measurements of
absorption and emission therefore had to be made at the same point
in the cycle. To effect this, a chopper blade, with slits
accepting an interval corresponding to one twelfth of a cycle
was placed in front of the entrance slit of the spectrcgraph.

The chopper blade was driven by a synchronous motor operating
from the same supply as the radio frequency generator so that the
*wo would always be in phase. On one side of the chopper blade
was Positioned a pea~bulb and, on the other side an E.M.I. 1P21
photomul tiplier whose output triggered the two beams and the gate
output of the oscilloscope.

Tbe gate output of the oscilloscope was fed to the grid of a
thyratron which produced a 300 volt pulse, which in turn was fed
to a coaxial transformer mounted on the flash tube and attached
to a trigger pin which projected into the flash tube. The
electronic block diagram and thyratron circuitry are shown in
fig. 6.5.

The oscilloscope used was a Tekitronix 551, with a type L
amplifier for the detector photomultiplier and a type K amplifier
for the monitor. I.ow capacitance coaxial cable was used to

connect the detector to the amplifier, with a length of 8", to



loo

RESET — — — —
TRIGGER INPUT = — ~ — 3,
\ D\
GATE OUTPUT [ - — — — -\ <—300 Hz PULSES
NIV
< «|THYRA- PULSE _)IFLASH
2| -TRON [ TRANS- - 1 ,ae
CRO UNIT —FORMER '
L © € PHOTOMULTIPLIERS
< OUTPUT.
‘ N
S 300v vi )

RRTETE
|

68K

26'3 TO
: laF FLASH
' . TUBE
M 2021 %}
GATE J N\ l { i E:

INPUT 9 7 | -
N
- %[6&(
e
hY ~N
1 i L
uF IK
_{

Fig. 6.5 Flash tube firing circuit.



minimise signal integration and allow a maximum resistance of
4.7 X2 to be used as the photomultiplier load resistance.

The flash tube condenser was charged by a 20 KV diode rectifier
unit, through charging resistances. The rate of charging was
such that the condenser could be charged to 8 KV and discharged
through the flash tube every 10 seconds. Air was used as the
filling gas for the flash tube which was kept at 50 microns
pressure by means of a calibrated leak valve. Pumping was
effected by a 2" diffusion pump and a single stage rotary pump.

Recordirg Method

Since the output signals were displayed on the oscilloscope
screen and a scan of absorption across the discharge involved
25 traces of both the absorbed and unabsorbed flash-tube
intensity, a 35 mm. camera was chosen to record the traces. A
Shackman camera was used since this had a manual wind-on mechanism,
and when mounted vertically so that the film wound vertically
across the oscilloscope screen, three pairs of traces could be
recorded on a 35 mm. length, since the traces were all the same
shape and could therefore be stacked close together. This meant
that three complete scans across the discharge plus calibration
shots, making 2 total of about 170 traces, could be recordsd on =2
3 ft. length of film (fig. 6.4).

Calibrating Lamp

A 20 mm. x 2 mm. vertical ribbon tungsten lamp (W2KGV22i)
was used to calibrate absolutely the emission of the 7635ﬂ and
75143 lines emitted by the discharge. This lamp was operated
from a 12 volt accumulator and controlled by a variable coarse

resistance in parallel with a variable fine resistence. The
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accumulator was charged from the 220 volt DC supply using a tapped
are resistance chain., The detector signal from the calibration
lamp was too small to record on the oseilloscope, and, in this
case, the anode resistance was removed from the photomultiplier
chain and an Ecko vibrating reed electrometer used to measure the
current directly from the photomul tiplier anode.

Experimental Details

A point midway between the maximum and minimum of the 300 Hz
sine wave was chosen for the measurements since this would correlate
with previous time-averaged temperature determinations. The
chopper blade was accordingly rotated on the motor shaft until the
correct position was obtained whereupon, with one of the chopper
slits in line with the spectrograph entrance slit, the triggering
photomultiplier and lamp were placed either side of another one
of the chopper slits. Considerable screening of the R-F coil
leads and flash-tube was necessary to eliminete radiative pick-up
interfering with the signals on the oscilloscope. The extent of
this screening can be seen in photograph 3. An explanation of
the items in photograph 3 is given in fig. 6.6.

Al though no difficulty triggering the flash-tube was experienced
without the R--F power switched on, as soon as the R-F coil was
energised the flash-tube would no longer discharge. This was
caused by electrical interference charging the thyratron circuit
input condenser to such an extent that the 20 volt pulse from
the oscilloscope gate output could not bias the thyratron grid
sufficiently positive to fire the thyratron. This difficulty was
eliminated by putting a 1 M resistance in parallel with the
condenser to provide a leak for the interference yet a relatively
high impedance compared with the capacitance to the 20 V gate output

pulse.
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The Tektronix 551 oscilloscope was used in the AC ooupled mode
so that the transmission was measured from a base line which
corresponded to the emission intensity. This obviated the need
to subtract ;T (x) from the transmission measurements and made
absorption coefficient determinations simpler.

The transmission of the 76352 line was measured 20 times in
each of 25 positions across the discharge in 2 mm. steps. Since
the transmission of the 7514% line was greater than that of the
76358 line it was measured a total of 16 times in 50 positions
across the discharge, i.e. in 1 mm. steps. Prior to each set of
measurements across the discharge, several traces of the flash-
tube alone, from both the monitor and the detector photomultiplier
were photographed to calibrate the monitor signal in terms of the
detector signal.

The emission intensities were measured on a longer time base
scan so that each trace showed 6 intensity pulses (from each of the
chopper slits). The emission was mecasured threec times (giving a ~
total of 18 measurements) again in 2 mm. steps for the 76352 line
and 1 mm. steps for the 75143 line. The detector photomultiplier
load resistance for these measurements was changed to 120 Kf since
the emission intensity was recorded for approximately 309,&secs. and
thus integration was not as serious a problem. The total load
resistance, i.e. the 120 K{land the oscilloscope input resistance
of 1M{1in parallel was measured on a resistance bridge.

The input resistance of the vibrating reed eleotrometer

(10®

Y o%) was measured as followss- tem 1M resistances were
accurately measured and balanced on a potentiometer bridge against

ten 10 M fesistances one at a time. The now calibrated ten
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10 Ns resistances were then balanced against the input resistance
of the electrometer. This way, the electrometer input resistance
was found to have a value of 10l.5 M{2.

The ammeter used to measure the current through the tungsten
lamp was accurately calibrated in the Standards laboratory of the
Electrical Engincering Department of this college.

The quartz discharge tube contained blemishes and
striations due to the manufacturing process. The effect of these as
well as the absorption of the tube were calibrated in a separate
experiment. The gquartz tube was marked where an axial light beam
passed through it, then removed and set up in front of a constant
deviation spectrograph, so that its position vertically and
rotationally in front of this instrument was identical to its
position in the main experiment with respect to the 10 ft.
spectrograph. The quartz tube was mounted onto a screw traverse
so that the tube could be scanned from side to side, The constant
deviation spectrograph was fitted with a photomultiplier, an
E.M.I. 9664B and its aperture reduced by means of stops so that it
had an identical f number to the 10 ft. spectrograph. A heated
platinum wire was then suspended down the centre of the tube
under tension so that the wire would not distort on prolonged
heating. The constant deviation spectrograph was set at 76353,
the quartz tube moved from side to side in 1 mm. steps and the
photomul tiplier output recorded at each position on the
electrometer. This was repeated at 7514X and at sample wavelengths
down to 35003. The gquartz tube was then removed and the
unattenuated signal measured. The correction factor for the
guartz tube was calculated for each position across its diameter
and this correction applied to the measured intensities of the

12
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7635 and 7514X lines., Within the limits of error on this
experiment the correction for absorption of the quartz and the
striations was indepcndent of wavelength. The results for the

temperature determination are given after the next section.

Transition probability measurements

Using the approximate intensity measurements for A I

spectral lines, given by Dicke and Crosswhite (ref. 56), the

strongest lines of\the following arrays were chosen - for
measurement -
4p - 4s 44 - 4p 6s - 4p
5p - 4s 5d - 4p Ts - 4p
6p =~ 4s 6d - 4p

The RCA 7102 photomultiplier was replaced with an E.M.I. 9558 B

which has the highest quantum yield in the region of the speetrum

to be measured, i.e. 75003 - 35002. The monitor photomultiplier

was removed and the optical arrangement was kept identical to thet in
the above experiment. A4 10 ft. radius of curvature, 15,000 line/

inch grating replaced the grating used previously, and an exit

slit of 0.40 mm. was used giving a speotral bandwidth of~2%.

The output signal was integrated and amplified by an

electrometer amplifier circuit and displayed on a pen rdcorder

(ref. 11). Since calibration of the complete optical and recording

systems was effected in the same manner as the iﬁtensity measurements

the effect of averaging the 300 Hg pulses frdm the chopper blade

was cancelled out.
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Now the intensity emitted by a spectral line ia given by

3/
I=hvgn n A exp[ ~0 /kT] w Cwm/é sec. 6.1
ngew 0 "nm n /

where the symbols have their qual meaning (c¢f. Chapter 2).

Radially aocross the discharge, only'no and T ‘»Jdl
vary?’no will vary in the same manner for all the spectral lines
involved, but the exponential function will vary from line to
line depending on ths excitation energy Wn o For lines emitted -.
from the same upper energy level, the intensity variation across
the discharge will be identical, the only differenoce being an
overall factor depending on the wavelength and the transition
probability involved. Consequently, the most intense line (for
acouracy at the edges of the disoharge) of each group arising from
a common upper level was chosen %cr' Abel inversicn; the other
lines were simply measured at the centre point of the discharge.

With speciral lines emitted from the 4p - 48 and 5p ~ 4s
groups, no correction is neoessary for the finite slit width, i.e.
no contribution to the total intensity comes from further than 12
either side of the central wavelength. However with lines emitted
from higher energy levels such as the 6p, 54, 54, 6s and Ts levels,
the Stark broadening contribution is very much more and these
spectral lines oan have half~widths up to the order of 12, and,
since the line has a dispersion profile, as much as 20% of the
intensity can lie outside the exit slit width of 28,

Consequently, sinoe all the broadening was due to the uppér
state only being perturbed (the lower state in these cases has
negligible perturbations being the 4p and 4s 1evels), a measure
of the contribution to the line intensity lying ocutside the slit

width used can be made by scanning a representative line profile
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from each of the upper levels in all the positions across the
Plasma. This was done using a 25 micron sglit in front of the
photomul tiplier and scanning through the line profile to lOK
elther side of the central wavelength so that the continuum level
tnder the line profile could be accurately assessed. Profiles of
the lines in each of 25 positions across the discharge were
recorded on the pen-recorder and then traced on mn. graph-paper.
Since the slit width to be used for measuring the total intensity
was known thce percentage 4o be added to the measured total
intensity was easily calculated by comparing the area within the
slit spectral bandwidth with that outside. The profiles of lines
emitted from the 4p and 5p energy levels were a2lso measured to check
the assumption of there being no contribution from outside the
integrating slit for these lines.

In cases where there was a line adjacent to the one being
measured, a scan over a wavelength intervel including both lines
was made, again in the 25 positions across the discharge, so that
the contributions to each line from the wing of the other could be
measgured.

The correction for the refraction and absorption of the quartz
tube was added to these corrections.

Thus the experiment consisted of measuring the profiles of
lines emitted from each upper energy level with the 25 micron
entrance slit, in 25 positions across the discharge, estimating the
corrections to be applied, then measuring their integrated
intensities with the 0.4 mm. slit across the discharge. In this
way, a complete knowledge of the variation of intensity across the

discharge of any line from a given upper level was known.
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The intehsities of other lines from these eﬁéréy levels wsre
measured in the centre of the discharge only.

The contribution from the continuum to the integrated line
intensities was estimated by measuring the continuum intensity
either side of every line measured. The variation of continuum
intensity across the discharge was also measured at various
wavelengths.

The lines and the continuum which had been measured across
the discharge were Abel inverted to give the radial emission
coefficients. A dividing factor of Abel inverted, tre intensity
over total integrated internsity was thus found for each upper
energy level, and the intensities of the lines measured just in
the centre of the discharge convertqd to true intensities by this
dividing factor. The dividing factor was also calculated for the
continuum intensity and this contribution to the total intensity
subtracted at each wavelength.

The optical, detecting and recording system was calibrated
at each wavelength using the tungsten ribbon lamp as before.

The intensity of each line in uwits of ergs/cmz/steradian/uec.,
wag then known and with the knowledge of the temperature in the
centre of the discharge, the transition probability for each line
was calculated since all the other parameters in the intensity

equation (equation 6-1) were known.

Results of Temperature Measurement

The integrated absorption coefficients of the 76353 and

75143 lines were measured from the 35 mm. film traces and since
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the choice of curves to pass through the measured points was
open to error, two curves in each case were drawn, one through the
maximum and one through the minimum of the error spread.
These curves were then Abel-inverted and, in the case of the 76352
line, the correction factor jl(i)) oalcullated using the polynominal
coefficients of jo(ﬁ?) in both cases, but with different polynominal
coeffioients of K(\))7635 according to the curve chosen. The
corrections were then applied to the calculated value of jo(¥ )
giving two oorrected emission coefficient curves, which, with
their appropriate absorption coefficient curves, gave the radial
distribution »f temperature. For the 75143 line, no correction to
the emission coefficient jo(¥ ) is necessary, but again two
different curves Tor the integrated absorption coefficient were
drawn and Abel inverted to give k(\?)7514.
The emission coefficients were put onto an absolute scale
as followss~
Since the 35mm. traces were enlarged to facilitate measure-
ment there was an enlargement factor corresponding to the
magnification of the oscilloscope graticule. TFor example one
unit of intensity of +the 75143 line corresponded to 1/2.75 cms.
of oscilloscope graticulej let this factor be called A.
On calibration, the oscilloscope was giving a deflection of
0.175V/cm. on the 02V/cm. scale; let this factor (.175V), be B.
This voltage corresponded to %-amps where R was the nett
resistance seen by the photomultiplier, i.e. that due %o the
anode resistance in parallel with the oscilloscope input resistance.
At this wavelength E ergs/cmz/steradian/sec emitted by the
tungsten ribbon lamp corresponded to I amps seen by the elec-—

trometer (where I has been corrected for the input resistance of
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76352 75142 Line
Io Jo Jl' -3 Jl' '_%l Io Jo
(Smoothed)  (x107°) (x107°) (Smoothed)

50.4 .188 .026 1.65 26.3 .098
50.2 .1588 .462 1.23 26.2 .100
49.7 .192 .258 1.28 26.0 .103
49.2 196 .51 1.6 25.6 .105
48.4 . 205 15 1.71 25.0 .109
46.8 214 87 1.82 24.0 2113
44 .4 «219 1.05 1.93 22.5 115
40.8 .221 1.09 1.91 20.5 2113
35.7 .210 917 1.81 18.7 107
29.6 .187 .19 1.67 15.5 .095
22.3 .138 .514 1.45 12.5 079
17.3 <11 .31 1.40 9.4 062
12.9 .082 T 037 1.47 6.8 +046
9.15 +056 .18 1.88 4.5 .030
6.88 .043 .64 2.48 3.1 .023
4.85 .030 1.31 3.27 1.8 013
3.30 .025 3.17 4.46 1.0 .009
1.80 015 1.87 4.59 0.4 .003
C.76 L0073 3.62 4. 37 0.2 .002
0.21 .0024 2.72 2.17 0.l .001
0.10 - 385 - - -
0.05 - - . - -
0.00 - - - - -

FIG 6.7. Emission coeffidents
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the electrometer). Consequently one unit of intensity as measured
from the enlarged oscilloscope traces corresponded to:-

AxB=xE
R I

ergs/steradian/cmz/sec.
In the tables of measured intensities, one unit for the 75143
line corresponds to 4.5 x 10% ergs/st/cmz/seo and one unit for the
76352 line corresponds to 4.15 x 106 ergs/st/cmz/sec.

Fig. 6.7 gives the measured intensities and the smoothed
Abel inverted intensities of the two lines together with the two
corrections, jl(\)), for the 76352 line. In fig. 6.8 the measured
absorption of each line is given, two curves having been plotted
for each line, together with the smoothed absorption coefficients
obtained by Abel inversion. In fig. 6.9 the resulting radial
temperature distributions calculated from these coefficients
using the calibration of measured intensity given above and the -
resulting smoothed average temperatures are tabulated. The

temperature profiles, obtained by averaging the temperature

profiles for each line, are shown in fig. 6.10.

Discusgion of Temperature Measurement

The resﬁlts 6f the transition probability values obtained .
here will be given and discussed in the next chapters only the
temperature measurement will be discussed here,

Since the values of the radial temperature obtained from
each set of measurements agree within the limits of error there can
have been no overpopulation of the lower level of 76353 line owing
to its mehs ta.bili'i:y; “Ag it is, the 76358 line led to a slightly

higher value of temperature than the 75143 line, whereas if its
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76352 Line

75143 Line

Absorntion %

k

k

Absorption % k

k

1 2 1 2
Kl KQ Smoothed Kl K2 Smoothed
37.4 374 L0127 .9138 19.3 219.3 072 .0645
37.4 37.4 .01 31 0141 19.2 19.3 073 L0660
3T.2 37.1 .01 35 .0145 19.1 19.2 074 L0680
36.8 36.8 0139 L0153 18.8 15.0 075 070
36.1 36.0 0143 .0160 18,2 18.6 0765 072
35.0 34.2 .0147 .0162 17.5 18.0 0775 0725
33.4 31.8 L0148 0162 16.6 172 L0775 0725
30.7 28.4 L0147 20157 15.4 16.2 .075% 072
28.0 25.0 .0l44 .0140 13.8 15.0 0725 .0695
25.0 21.3 0135 .0120 12.2 13.5 0675 066
21.2 17.0 .0120 .0100 10.0 11.6 0600 061
17.4 13.6 .0102 .0080 7.8 9.5 .0505 054
13.0 10.3 0083 0062 6.0 7.5 0400 045
9.7 7.8 0068 .0048 4.0 5.6 0,285 034
6.8 55 L0045 L0033 2.6 4,0 .0190 .024
4.6 4.0 L0026 - 1.5 2.8 011 019
3.2 2.8 - - 0.7 1.8 - -
2.0 1.5 - - 0.3 1.0 - -
1.1 1.0 -~ - 0.1 0.5 - -
0.4 0.3 ~ -~ 0.0 0.2 - -
0.2 0.1 -~ - - 0.1 ~ -
0.1 0.05 ~ = ~ 0.0 - -
0.0 0.00 - - - - -~ -

FIG 6.8. Absorption coefficients



lower level had been overpopulated with respect to its
Boltzmann distribution value, we would have expected, through
the resultant increase in aksorption from th;t level, a lower
value of temperature than that given by the 75143 line. Thus
collisional depopulation, as wouid be expected in an L.T.E.
discharge, keeps the population of the metastable level at its
Foltzmann value, contrafy to the beliefs of Brewer and McGregor .
(refs. 5, 7).
The two independent temperature measurementzlis well within
the expected random errors calculated in appendix 1.
1. Errors that would systematically affect both sets of
temperature determination could be caused by -
a) incorrect tungsten lamp calibration,
b) incorreot oscilloscope calibration,
¢) incorrect measurement of the nett anode resistance of
the photomultiplier or the electrometer input resistance,
d) incorrect determinatior of the effects of the quartz
tube, i.e. refraction and absorption.
All of these effects together might seriously influence the

temperature result but singly would not have any appreciable effect.
The advantage of this method of temperature measurement is its

inherent accuracy and, as well as independence of transition

probabilities, the fact that it is not necessary to make the

abgsorption and emission measurements on the line peak - anywhere

in the line profile will give the same result. Consequently,

provided the photomultiplier is not moved between sets of

measurements its position on the line profile is not critical.

Thus any shift of the line profile which may ocour through

taking measurements through a region of increasing electron

density is not serious. Because of a shift in wavelength,

the emission may suddenly drop and give an apparently misleading

emission coefficient; however, the absorption coefficient will be
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similarly affected and, on taking their ratio, the effect will
be cancelled out, and a true temperature obtained from the
' measurements.

Thus, this method of température measurement, although
dismissed as inapplicable to inhomogeneous discharges (refs. 25,
46) is in fact quite applicable and, with careful design of
apparatus, capable of providing very accurate temperature
measurements when L.T.E. exists between the levels used for the

measurenents.

Absolute Continuum Inténsity Measurement

In the course of measuring the absolute intensities of the
spectral lines whose transition probabilities were being
determined, the continuum irtensity was also measured, since an
estimate of the ccntribution to the total observed line intensity
from the continuum under the line was required; so that it oould
be subtracted to give the true line intensity. Thus the
continuum intensity was measured throughout the spectral region
covered by the line intensity measurements,

i.e. 74308 - 36008, or 4 x 10 sec™! 1o 8.3 x 1004 sec L.

The only previous measurements of the absolute continuum intensity
of an argon discharge were those of Busz and Finkelnburg (ref. 62),
over a range, 5 - T x 1004 gec™t and those of Olsen (ref. 17),

14 Sec-l .

over a range 2 - 10 x 10

The discrepancy between Olsen's two published values of the
continuum intensity correction has already been discussed in
Chapter 2 and agreement with his first value, i.e. a factor 5
difference between the Unsold theory (ref. 21) and experiment,

ﬁzaﬁhed e« For an agreement between the line to continuum

measurement of temperature and the accurate reversal method of
determination of temperature, a factor of about 5.5 would be
meeded to correct the continuum intensity. Consequently, in order
to resolve the discrepancy of Olsen's first published value of Sy
his second of 2.5, and the expected value of about 5, the

continuum intensity measurements made here were put onto an



Normalised 76358% 75148

Radial

Posgition Tl T2 Tl T2 T AVE T Smoothed
04 9320 9000 8690 9070 9020 8970
.08 9200 8930 8730 9070 3980 8975
12 9150 8900 8790 9100 8385 8380
.16 9130 8780 8810 9040 8540 8590
20 9170 8780 8860 9070 8970 9010
24 9230 8880 8940 9170 9055 9050
.28 9300 8970 8990 9240 9125 9120
.32 9340 9100 9050 9360 9210 9200
.36 9250 9500 8990 9290 9210 9185
«40 9080 9480 8840 8340 9085 9070
44 8400 903C 8600 8590 8680 8780
<48 8270 8990 2490 8160 8480 8420

FIG 6.10. Values of temperature

1TT
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absolute scale in terms of Watts/cmBSt/sec, by interpolating
the blaék—body calibration measurements which were made at
wavelenths corresponding to the measured emission lines. Sixty
measurements of continuum intensity were put onifo an absolute
scale.

Now the theory predicts a continuum which is frequenty,
independent up to a cut off frequency Yg, which, as stated in
Chapter 2 was 4.6 x 1014 for Argon I. Above this
frequency the continmuum varies as exp -h\’/kT 3 thus a plot of
the logarithm of the intensity versus frequency should give a
straight line.

The cut—off frequency is reduced by the ionisation potential
reduction.

Thus the continuum emission

Ey = K'K z2nin‘3 eXp l ~h(v -Vg* Av)}

ST ier

where X = 5.41 x 10 and ¥ is the correction to be determined.

Now the depression of ionisation notential in the discharge -
varies according to the theory chosen. Ideally, the continuum
insensity should be measured up to the cut-off so that \)g -Av
is immediately determined, however, owing to observational
difficulties in this region G~/75OOK) the measurements made have
a large uncertainty and the exact cut—off frequency cannot be
determined accurately. The values of depression of ionisation
potential for the temperature and electron density in the centre

of the discharge varies according to the theory used.

Deby-Huckel gives 0.019eV
Unsold gives 0.111eV
Ecker-Weizel gives 0.122eV
Brunner gives 0.207eV

It has been suggested by Olsen (ref. 19) that Brunner has counted
the microfield effect twice in his analysis; correcting for this
gives a value of 0.1lleV. However, Olsen's results tend to lend
support to the uncorrected theory!

Thus we have a variation of 0.05 to 0.6 x 1014 ssecs_1 in the
choice of the depression of ionisation potential.

Theoretical curves are given for a cut-—off frequency of

4.6 x 1074 gec™t depressed by 0.2 and 0.6 x 1074 sec™ and ere
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compared with the experimental values in fig. 6.11l. Owing to

the small greph given by Olsen in his paper (ref. 17) with no ;
actual values tabulated, it is not possible to compare these
measurements accurwtely with hisj however, the overall agrcement
is good,

If a depression of 0.21eV is used, the correction factor
determined here appears to be 5.7 x whereas, if a value of 0.1lleV
is usged the factor is 4.5x.

Since no levelling—off of the experimental results was
observed above 4 x 1014 seo L it seemed possible that the ionis-
ation potential depression was of the order of 0.2eV and the
correction to the theoretical continuum 5.7x.

The values of nyy By and Te used in the theoretical
calculation, were those previously detoermined for the centre of
the discharge. The values of n, and consequently ng in this
temperature regime were subject to a 20% error due to theoretical
uncertainties in the Stark broadening parameters used for their
determination, as well as an error incurred through not
Abel~inverting the electron densgity distribution.

Thus the theoretical continuum emission curves were expected
to have an uncertainty of about 30% and consequently the
correction factor determined here should be quoted as 5.7t'1.9.

However, the situation was not this serious since the
temperature and density agreement through Saha's equation was
extremely good (ef. Chapter 3) and the error through not making an
Abel~inversion of the electron density, owing to the flat-topped
profile of the distribution was not expected to be very
significant - again the agreement between a radial temperature

determination and that determined from an eleotron density

obtained from integrated information would seem to indicate this.



121

Consequently a value of about 15% accuracy can be stated

for the correction factor, i,e. 5.711.0.
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CHAPTER 7

Caloulation of Theoretical Transition Probabilities

Introduction

No comparison of the transitisn probabilities measured in
previous chapters with ether experimental values is possible, since
virtually none of them has been measured before, To effect a
comparisen, the transition probabilities were caloculated for all
the arrays measured. Since the rare gas ateoms have been shown to
have serious departures from LS coupling and although Jlj
coupling is a better approximation, it is still not entirely
satisfactory, therefore the calculations were carried out in
intermediate coupling as well (ref. 58a).

In this-ochapter a descriptien is given of the process of
caloulating transition probabilities in the three forms of
coupling. The theoretical results obtained are then compared
with the experimental ones.

A calculation of Argon I transition probabilities had already
been made (ref. 30) for the 4p — 4s and 5p — 4s arrays, however
since the values for all the experimentally measured arrays
were repeated, these oaloulatirns were also repeated as a check on
the method and the computer programme used. In fact 8 significant
discrepancies were found with the previocus values of theoretioal

Jlj coupling transition probabilities.

Method of Calculation

In order to calculate transitien probabilities in

intermediate coupling, the line strength matrices in LS B T
coupling and the transformation matrix from LS ocoupling to

intermediate coupling must be known (ref. 59).
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If g& and Q& arc the initial end final configuration.

LS wave functions represented by column mat$ices, and the trans-
formation to intermediate coupling is written

1/’.:= A¢i’ Y’f = B¢f
then the line strength matrix in intermediate coupling is related
to that in L.S. coupling bys:-

a L o~

(5%),, = B(5%) oA
where X'is the transpose of A.

Now A is found by making AHK diagonal, where H is the cnergy
matrix of the initial configuration in LS coupling, and similarly
B for the final configuration.

Now 1o construct the energy matrix H for the initial and
final states involved in the transition array, the electrostatic
and spin-orbit parameters need to be known.

These were obtained from Condon and Shortley (ref. 58) in
terms »f Slater and spin-orbit parameters, for LS coupling
(ref. 58b) and Jlj coupling (ref. 58c).

To obtain the correct values of these parameters and
therefore determine H and hence I; a least squares fitting of the
calculated energy levels (i.e. eigenvalues) to the observed
energy levels (ref. 10) was carrisd out where the celoulated
energy levels were determined from the complete energy matrix H,
(including the Slater and spin-orbit parameters) with the para—
meters treated as variables and sample values substituted., The
least squares fitting reiterations, carried out by an I.B.M.
7090, were terminated when a certain change in parameter (or
tolerance) was roeached.

The Slater and spin-orbit parameters for the 3p5n By Py d
terms are given in their computer input form in the LS soupling

SCS:L'Qne in figs. 7.1, 7.5‘, 703‘
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The resulting eigenvectors of the energy matrizx determine
the mixing of the states involved and form the transformation
matrix A from the initial line strength matrix to the inter-
mediate coupling line-strength matrix.

The eigenvectors obtained from the LS coupling represen-
tation showed substantial mixing between the states involved, and
thus one would expect the eigenveotors to be sensitive to the
adopted parameters. As & check on the line strength matrices
(caloulated 1ater) and on these parameter wvalues, the process
was also oarried from the JIJ coupling representation; the
Slater and spin-orbit input parameters are given in figs. T.4,
Te2y Teb. If there had been an incorreot choice of phase of a
value of electrostatic or spin-orbit coupling, this would have
shown by different parameters being obtained from each of the
coupling schemes.

The mixing of the states, given by the sguars of the
eigenvectors is shown for the 4p, 5p and 6p levels in LS and %lj
coupling in fig. 7.7. The inability of the LS coupling scheme to
describe the levels unambiguously is clearly shown, Jij
coupling though not perfect is a far better approximation.

The levels, according to the mixing involved, were
assigned their LS and ;Ij notations as shown in fig. T7.8.

Mixing of states with the same total angular momentum in
the same transition array has been considered. No interaction
between levels of the same J value but different configuration
has been considered here, since taking into account all the
pPossible perturbations of a given energy level is an extremely

difficult and lengthy task.



LEVEL 3D, 1p, 3p, 3/2 3/2 3/2 1/2 1/2 3/2
107289 25% 30% 455 o & 894
106238 % 37% 54¢. 9 0% 3 74
105617 665 324 2% 4% 92y A%
118469 43 35% 225 0.1% 0.5 99 . 45
117184 3% 22 5% 95% 5% 0%
116999 54¢ 425 4% 59 95% 0%
122635 475 35% 18 0% 0% 100%
121271 Vo 23¢ 75% 97% 3% 0%
121192 526 424 &1 3% 97% 0%

FlG 7 7. Mixing of states

ogT
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4p 5p 9] Assignment
105463 116943 121165 3D3
105617 118469 122635 3D2
106087 118407‘ 122601 3D1
107289 116949 121192 1D2
106238 117184 121271 3P2
107496 118459 122610 3Pl
107054 117563 122791 3PO
107132 117151 121257 lPl
104260 116660 121069 3Sl
108723 118871 121470 lSO

4s 6s Ts Assignment
93144 119683 122440 3P,
93751 121161 123882 3Pl
94553 121067 123873 3PO
95399 119760 122479 lPl

4d 5d 6d Assignment
119023 122036 123653 3F4
119213 122160 123774 3Py
120601 123373 125067 3F2
120754 123557 125150 lF3
119566 122330 123833 3D3
120619 123506 125113 3D2
118907 122514 125286 3D1
118651 122087 123827 1D2
118512 121933 123809 3P2
121794 123468 3P,
119848 123816 123509 3Po
123822 lP1

FIG.7.8. Cont.



JJ Level Assi:nment

132

4p op ép Assi mment
105463 116945 121165 3a
107289 118469 122635 2c
10623° 117184 121271 2a
105617 116996 121192 2b
107496 118459 122610 lc
107132 118407 122601 ld
106007 117151 121257 1b
104102 116660 121069 la
108723 118871 122791 Ob
1070%4 117563 121470 Oa

4s 5s T8 Assignment
93144 119683 122440 2b
95309 121161 1213882 1d
G371 119760 122779 1b
94553 121267 123873 0d

Ad fd 6d Assignment
11008 120026 123653 4a
120654 123447 125150 3¢
1T T 120330 123833 3a
119213 122160 123774 ob
1200109 123500 125113 2c
120601 123372 125067 24
119445 122282 123827 2b
118907 TecOfT 123809 2a
121012 123816 125286 id
119848 122514 123822 la
118651 121933 123468 1b
118512 121794 123509 Ob

FIG., 7.8
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The Slater and spin-orbit parameters finally obtained from
the reiterative least squares fitting procedure from the LS
coupling reﬁfesantation agreed almost identically with those
obtained from the Jlj coupiing representation after all the
arrors due to incorrect phases etc. had been corrected. They are
given %?‘fig. 7.9.

Fiom this procedure the calculated energy levels agreed
with those observed (ref. 10) for the lower energy arrays to a
very high accuracy, although the standard deviation of the worst
fitting set, the 3p”6d is of the order of 20 cm'l, i.e. 0.016%.
The cclculated and observed velues are given in fig. 7.10.

The next problem was that of calculating the lins strength
matrices for the ‘ransitions in both coupling schemes. Although
relative values are given in Condon and Shortley (ref. 58),
these would have to be put onfh anwébsolute scale and have their
phases calculated; therefore the line strengths were calcuiated
from the basic formulae given.by Yybourne (ref. 60). These
formulae are written in terms of s, where s is defined below, and

in terms of Racah 6-j symbols (ref. 61). For transitions

1M1’ 117, the transition probability is defined ast-
) !4 1 743
AT ') = 1 ..6.4“__Z e o7
&7 J + 3h (et T5¢'37)

/
where, in IS couplihg, *he line strengtqlf(d-J; o‘-’J‘) is given by

051/2'(1“ w150 ) _;oi_l/z(o(SIJ;o(’SL"J')
1L’ | %
¢? ﬁ'e‘
1

? ) ’
_|4-\_+5+L,+L+£+3 M ) J1J
= (-1) .S[LL:“ S5 .
and in Jij ccupling

1/2 . .
T2 o'y = M P, 5050,3,5 )

) 2 s

J J1 1l sl

where J is the wavenumber of the transition.



PARA— LEVEL

Fc 94339.7 120221.1 122943.8 104C35. 1ligmu. lec1054.3 119572 122544 124172.6

wn

F - - - 177.5 48.1 19.4 81.5 36.3 29.3
G - - - 693.4 217.9 97.3 - - -
G 72541 67.3 26.0 - - - 65.9 44.3 14.9
G - - - 41.6 13.3 6.4 - - -
G - - - - - - 6.1 3.2 1.8
3p 938.5 951.3 950.8 920.7 946.9 945.0 894.7 888.1 927.3

4p - - - 24.4 - - - - -
5p - - - - 14.6 - - - -

F'G 7. 9. Parameter values

HET
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5

3p74s 3p76s 3p77s
Obs. Calc. Diff. Obs. Calec. Diff. Obs. Calc. Diff.
93144 93145 -1 119683 119678 5 122440 122442 - 2
95399 95399 0 121161 121153 8 123882 123887 - 4
93751 93749 2 119760 119765 -5 122479 122477 2
94553 94553 121097 121105 - 8 123873 123869 4
3p5 4p 3p5 5p 395 6p
Obs. Calc. Diff. Obs. Calc. Dif¥. Obs. Calc. Diff.
105463 105410 53 116943 116936 7 121165 121167 - 2
107289 107267 22 118469 118466 3 122635 122631 4
106238 106264 ~ 26 117184 117189 -5 121271 121213 = 2
105617 105607 10 116999 116999 0 121192 121194 - 2
107496 107520 - 24 118459 118469 =10 122610 122616 - 6
107132 107122 10 118407 118394 14 122601 122592 9 -
106087 106091 -~ 4 117151 1171%% = 4 121257 121255 2 3
104102 104128 - 26 116660 116666 - 6 121069 121070 - 1
108723 108719 4 118771 118878 -7 122791 122798 - 17
107054 107073 20 117563 117554 8 121470 121464 6
3pt4a 3w75d 3p°6d
Obs. Calc. biuit, Obs. Calc. Dift. Obs. Calc. Diff.
211023 118959 64 122036 122037 - T 1'% 173646 7 i
120754 120719 35 123557 123555 Lo120100 125158 - 8 f
119566 119619 - 53 122330 J122.2 - 19 123833 123874 - 41 k
119213 119174 37 122160 122132 28 123774 123734 40 ?
120617 120674 - 55 123506 123480 18 125113 125126 - 13 3
120601 120561 40 123373 123434 - 61  1250A7 125115 - 48 ;
119445 119445 O 122282 122255 27 123827 123851 - 24 ;
118907 118913 = 6 122087 122059 28 123807 123677 132 '
121012 121035 - 23 123816 123773 43 125285 125220 66 '
119848 119827 21 122514 122560 - 46 123822 123847 - 25 ‘
118651 118668 — 17 121933 121910 23 123468 123555 - 87 ;
118512 118559 - 47 121794 121831 - 37 123509 123511 - 2 %

FIG 7.10. Energy level values
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s is given by

Q0
s(n'l’; nlllll) - =0 j I‘R(n’ ll )R(n”l”)dr
o

where R(n'l’) and R(nyly) are the radial wave functions of the
initial and final configurations.

g=31" -1%+1) .
and the notation [x:] = [F2X+ 1)(2Y"1i]é'

1y is the larger velue of 1 involved in the transition.

...The value of s, which is required to put the calculated line.

strength onto an absolute scale was obtained using the Coulomb
approximation (ref. 44) whereby the electron involved is assumed

to move in the field produced by the others. This is the simplest .

method; another method requifes the numerical determination of
gelf-consistent field wave~functions with exchange and polaris~
ability corrections added. From the paper of Bates and Damgaard
(rof. 44) which gives the Coulomb approximation values, the
values of s2 were obtained for each parent transitions i.s.
values of n , the effective quantum number for each set of energy
levels of a given parent were averaged and the value used to
calculate 32. These are given in fig. T.ll.

Landé'g factors were also calculated in intermediate
coupling (ref. 58d) and are compared with those derived from
LS and Jlj coupling, and observed values in tsgbles 7.12, T.1l3 and
T.14.

Using the matrices A and B now obtained, the line strength
matrices in the form oﬁij% were then used to calculate the line

strength matrices in intermediate coupling.
1
2 ~

Brs (8%)1s &g

B %
Ty (8%)

- &
i.e. (S )IC

N

2 ~s
and (S )IC ; &
15 %



Trangition 32 Transition 32 Transition 32
4p(%) - 4s(%) 9.0 6s(%) - 4p(%) 0.45 44(%) - 4p(%) 0,945

3 3 (3 2 3 3 :
4p(3) - 4s(3) 9.0 6s(5) - 4plz) weoe 4d(5) - 4p(5) 0.063
5p(%) ~ 4s(%) 0.90 Ts(%) - 4p(%) 0.083 5d(z) - 4p(%) 0.049
5p(3) - 4s(2) 0.95 7s(2) - 40(3) 0.12 5d(-23-) - 4p(3) 0.034
6p(%) - 4s(%) 0.013 6d(z) - 4p(%) 0.027
6p(-§-) - 45(3) 0.015 6d(§) - 4p(§) 0.022

FIG 7.11 Values of s2

LET



LEVEL
DESIG.
LS

1]
OBS
Ic

LEVEL
DESIG.

LS
T1;
08S
IcC

93144
ls

1.500
1.500
1.506
1.500

105463
2p9
1.333
1.333
1.338
1.333

FIG7.12.

3p
95399

132

1,000
1.333
1.102
1.1014

107289
2p3

1,000

1.167

1,260
1.265

S48
93751

184

1.500
1.1€7
1.404
1.399

106238
2p6

1.500

1.333

1.305
1.282

L andé g

94553
1ls

0.000
0.0
0.000
0.000

105617
2p8

1.167

1.167

1.112
1.119

factors

119683

3s
1.500
1,000
1.500
1.500

107496
2p2
1.500
0.666
1.380
1,362

383

0.000
0D
0.000
0.000

104102

2P10
2,000
1.500
1.985

3p 68

121161 119760 121097

352 354
1.000 1.500
1.333  1.167
1.271 1.184
1.311 1.189

3p54p
107132 106087
22, 2Pq
1.000 0.500
1.500 1.333
0.819 0.838
0.877 0.786

1.975

122440
485
1.500
1.500
1.506
1.500

108723
2p1

0.000

0.000

0,000
0,000

3p7Ts

123882 122479
482 484
1.000 1.500
1.333 1,167
1.296 1.164
1.325 1.175
107054

2p5
0.000
0.000
0.000

0.000

5

123873
4s3
0.0C0
0,000
0.000
0.000

3ET



LEVEL
DESIG.

LS
Jlj
OBS

IC

LEVEL
DESIG.

LS
Jlj
OBS

Ic

116943 118469 117184 116999 118459

1.333 1.167 1.500 1.000 1.500

1.333 1.167 1.333 1.167 0.666
1.18 l.42  1.09 1.45

1.333 1.180 1.378 1.109 1.456

121165 122635 121271 121192 122610
499 4p3 4p6 4p8 4p4

1.333 1.167 1.500 1.000 1.500
1333 1.167 1.333 1,167 0.666

1.333 1.170 1.378 1.119 1.502

FIC 7.13 Con.

3p75p

118407
3P4
0.500
1.500
0.61
0.645

3p”6p
122601
0.500
1.500

0.626

117151
3P7
1.000

1.333
1.01
l 0007

121257
4P7

1.000

1.333

1.032

116660
3P10
2.000
1.500
1.90
1.892

121069
4P10

2.000
1.500

1.839

118871
3P1
0.000
0.0Q0
0.000
0.000

122791
4p4

0.000
0.000

0.000

117563
395
0.000
0.000
0.000
0.000

121470

0.000
0.000

0.000

bST



LEVEL
DESIG.

LS
Jlj
OBS

IC

LEVEL
DESIG.

LS
Jlj
OBS

IC

119024

1]
4d4

1.250
1.250
1.255
1.250

122036

54,"

1.250
1.250
1.253
1.250

120754
4slll!

1.000
1.111
1.133
1.141

123557

5sllll

1.000
1.111
1.127
1.119

119566
44, !

1.333
1.240

1.194

122330
od, !

1.333
1.240

1.199
1.209

119213

4d4

1.083
1.067
1.077
1.081

122160
5d,
1.083
1.067
1.076
1.087

FIG7.14 . Land€ g factors

120619
431111

1.167
1.290
0.987
1.169

123506
5sl||v|

1.167
1.290
0.802
1.232

3p54d
120601
451"
Ol667
0.767

1.057
0.866

3754
123373
581‘ 1
0.667
0.767
1.265
0.794

119445
4, "
1.000
1.067
0.908
0.869

122282
5d, !
1.000
1.067
0.941
0.934

118907
4d3
1.500
1.211
1.437
1.429

122087
Sdy
1.500
1.211
1.387
1.374

121012
4sl'
0.500
0.833

00877
0.783

123816
os!
1.000
0.833
0.846
0.831

119848
4d2
1.000
1.100
0.768
0.758

122514
5d2
0.500
1.100
0.813
0.756

118651
44
1.500
1.066
1.467
1.459

121933
5dg
1.500
1.066
1.400
1.413

118512
4d,
0.000
0,000
0.000
0.000

121794
Sdg
0,000
0.000
0.G00
0,000

oHT



LEVEL
DESIG.

LS
Jlj
0BS

IC

123653 124140 123833 123774 125113

63 [}

1
6d4

1.250
1.250
1.256
1.250

6sl"' 6d1' 6(14

1.000 1.333 1.083
1.111 1.240 1.067
1.098 1.245 1.052
1.122 1.228 1.066

FIG 7.14. Cont

1
1.167
1.290
0.7717
1.204

3p”6d
125067
6Sl||

0.667
0.767
1.264
0.626

123827
6d1"
1.000
1.067
1.107
0.950

123809

6d3

1.500
1.211
1.206
1.354

125286

631'

0,500
0.833

0.770

123822

6d2

1.060
1.10C

0.810

123468
6d,

[y
g

1.500
1.066
1.233
1.420

123509

6d6

0.000
0.000
0,000
0,000

7T
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The line strength matrices in intermediate coupling should
be the same when calculated from both coupling schemes.

In fact, eight significant discrepancies in previously
calculated Jlj trensition probabilities, summarised by Garstang
and Von Blerkom (ref. 30) were found, due possibly to incorrect

line strength determinations.

Results of Theoretical Calculation

The calculated values of the transition probabilities in
invermediate coupling derived from LS and Jlj coupling, were
identical, indicating that correct transformation matrices and
correct line strength matrices had been used.

Experimental messurements only exist for the 4p -~ 4s and
5p -~ 4s arrays from other authors so that the experimental wvalues
for other arrays, determined in the preceding chapter can only
be compared to the theoretical ones calculated here.

In tables 7.15, T.16 and 7.17, all the theoretical values
are listed, the wavelengtns being given in 2 units in vacuo.

Apart from the discrepancies in the Jlj values mentioned
above, the calculated 4p - 4s and 5p -~ 48 arrays agree with those
previously calculated (ref. 30), the difference of a few per cent,
insignificant in the calculations, being due to a different
choice of sz.

It will be noticed that some of the transition probabilities
of the 4d -~ 4p arrays are smaller than those of the 54 - 4p
array, due to the value of s2 increasing for those levels of

parcnntage-%, together with tho inverse wavelength cubed



TRANGITION PROBABILITIES
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UPPER J LOWER () LS IC Ty
3 2 8117.5 3.33 3.33 3.33
2 2 7069.6 0.55
2 2 7637.1  3.08 2.48 2.02
2 2 8017.3  0.88 0.97 1.74
2 1 8410.4  3.03 2,12 3.02
2 1 7366.6 0.86
2 1 9225.9 0.57
2 1 8008.3  0.89 0.49 1.71
2 1 9786.7 0.094
2 1 8427.4  2.27 2.04 1.50
1 2 6967.7  2.24 0.73
1 2 7149.0 0.14
1 2 7726.2 0.1 0.53
1 2 9125.8  1.33 1.67 1.98
1 1 8266.5 1.70 2.12
1 1 7275.4  1.19 0.19
1 1 8523.0  2.92 1.25 0.97
1 1 T473.3 0.040
1 1 9356.3 0.060
1 1 8106.4  1.43 2.42 2.81
1 1 11490.3 0.017
1 1 9660.9  0.67 0.46 0.33
1 0 7726.2  1.30 1.14 1.30
1 0 7949.8 1.91 2.39
1 0 8670.0  1.54 0.32
1 0 10472.3  0.18 0.085
0 1 7505.3 4.30 4.30 4,30
0 1 6679.1 0.0046
0 1 8580.0 0.0019
0 1 7517.1  4.24 4.23 4.22

FIG.7.15. 4p4s Transtion probabiliies



TRANSITION PHOBABILITINS

iy

Y UPPER I Lowsn () LS5 Ie Ty
3 2 4201.9  0.26 0.26 0.26
2 2 3948.7 0.0017
2 2 4155.7  0.20 0.19 0.13
2 2 4192.0 0.076 0.13
2 1 4334.6 0.17 0.22
2 1 4045.6  0.022 2,058
2 1 4590.3 0.17
2 1 4267.5  0.061 0.052 0.12
2 1 4629.6  0.18 .022
2 1 4301.4 .14 0.12
1 z 3950.2  0.13 ).0098
1 2 3958.4  0.0086
1 z 4165.5 ).040 C.044
1 2 4252.4  0.14 ).21 0.21
1 1 4336.5 .10 ¢.15
1 1 4047.35  0.072 2.024
1 1 AT 5.3 3.083 0.073
1 1 4055.8  0.012 V01T
1 1 1T97.3 0419 ).027
1 1 4273.5 0.17 0.20
1 1 00,4 0.00028
1 1 4365.1  0.077 0.03Y 0,030
) c 4183.1 0,082 0.10 0.091
1 0 4192.2  0.13 .14 0.16
1 0 4425.2 0.00095
1 0 4523.5 0,022 0.0025
0 1 4260.4  0.24 0.22 0.24
0 1 398.1.9 0.022
0 1 4511.8 0.014
0 1 4199.6  0.20 3.24 0.26

FIG 715

5p;4s Transition probabilities
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JyPPER I Lowik () LS 1c 'y
3 2 3568.0  0.066 0.066 0.066
2 2 3390.9 0.020
2 2 355543 0.051 0.046 0.033
2 2 356543 0.023 0.033
2 1 3671.6 0.0043  0.053
2 1 3462.1  0.055 0.015
2 1 3865.2 0.0036
2 1 3633.7  0.016  0.017 0.031
2 1 3877.0  0.046 0.0056
2 1 3644.2 0.034 0.031
1 2 3393.7 0.033 0.0006
1 2 3394.8  0.0022
1 2 35571 0.0094  0.011
1 2 3581.0  0.038 0.056 0.055
1 1 3675.0 0.021 0.035
1 1 3465.1 0,019 0.0064
1 1 3676.2 0.023 0.018
1 1 3466.2  0.030 0.0069
1 1 3867.3  0.046 0.008
1 1 3635.6 0.044 0.053
1 1 3895.6 0.0004
1 1 3660.6  0.021 0.0082  0.010
1 0 3564.2  0.020 0.031 0.019
1 0 3565.3  0.033 0.027 0.039
1 0 3744.8
1 0 3771.3  0.0055
0 1 3650.7 0.047 0.054
0 1 3443.5  0.076 0.010
0 1 3835.7  0.047 0.0065
0 1 3607.6 0.056 0.065

FIG 715 6p-4s  Transition probabilities
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dependence of the transition probability. This implies that the
54 lewvels with parentage-% are being perturbed, causing their =
quantum defect to be larger rather than smaller than that for the
44 levels of parentage 4. This perturbation of the levels is
reflected in the Lande g velues where, apart from the s;”
and s;y levels, which again have parentage %3 the agrcement
between intermediate coupling and observation is much better than
that of the other coupling schemes.

In view of the fact that configuration interaction has
been ignored and that the Coulomb approximation has been used to
put the line strength onto an absolute scale, the accuracy of
these theoretical values cannot be expected to be very good.
Any estimate of an accuracy better than a faotor of 2 either way,
for the intermediate coupling values must be not only optimistiec
but rather unlikely. MAs for the Jij and particularly the LS
coupling values, the comparison with experimental values shows
that up to several orders of magnitude discrepancy can be

expected.

Results of The Experimental Measurement of Transition Probabilities

In figs. 7.18 to 7.25 the experimental values measured by
the method described in the previous chapter are compared with the
theoretical calculations and the measured values of other authors.

The number of Abel inversions of the lines from each upper
state totalled 49. The number of lines measured in the centre
of the discharge was 68, giving a total of 116 measured line

intensities.



Transition Probabilities 6s—4p
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JuppER Y LOWER (%) LS 1e I1j
2 3 7032.3  0.43 0.43 0.43
2 2 8068.4 0.022
2 2 7437.7  0.19 0.16 0.12
2 2 7109.3  0.073 0.081 0.15
2 1 8205.5  0.048 0.016
2 1 1967.5 0.0034
2 1 7355.1  0.0045  0.021 0.14
2 1 6418.1  0.14 0.17 0.040
1 2 7208.8 0.36 0.40
1 2 6701.1  0.13 0.043
1 2 6433.4 0.43 0.013
1 2 8018.6  0.34 0.00042
1 2 7395.4 0.13 0.22
1 2 7070.6 0.35 0.25
1 1 7318.0  0.058 0.13 0.077
1 1 7128.1 0.076 0.17
1 1 6633.9  0.13 0.014
1 1 5862.0  0.15 0.045
1 1 8153.9 0.0033
1 1 7918.9  0.21 0.028
1 1 7313.7 0.19 0.045
1 1 6386.5 0.059 0.33
1 0 8039.9 0.047 0.059
1 0 7088.7  0.086 0.018
1 0 9060.4  0.04T 0.0097
1 0 7870.3 0.057 0.072
0 1 1352.4  0.23 0.20 0.46
0 1 7160.8 0.40 0.25
0 1 6662.2  0.51 0.11
0 1 5884.1  0.15 0.073

FIG. 716.



Transition Probabilities Ts-4p
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Jirmr  JLoWER (%) LS 1C I
2 3 5860.3  0.17 0.17 0.17
2 2 6600.2 0.0096
2 2 6172.1  0.078 0.066 0.052
2 2 5944.2  0.029 0.034 0,059
2 1 6691.6  0.020 0.0070
2 1 6532.5 0.0014
2 1 6115.1 0.0018  0.0089 0.054
2 1 5453.2 0.052 0.066 0.016
1 2 6026.6 0.12 0.13
1 2 5667.6  0.039 0.012
1 2 5475.0 0.13 0.0053
1 2 6583.3  0.14
1 2 6157.3 0.055 0.089
1 2 5930.5 0.14 0.098
1 1 6102.8  0.018 0.042 0.025
1 1 5570.1 0.024 0.054
1 1 5619.6  0.041 0.0056
1 1 5055.6  0.044 0.014
1 1 6674.2 0.0020
1 1 651%.9 0.088 0.013
1 1 6100.5 0.076 0.018
1 1 5441.8 0.022 0.13
1 0 6596.7 0.016 0.020
1 0 5942.5  0.027 0.0062
1 0 7269.6  0.022 0.0050
1 0 6463.0 0.024 0.030
0 1 6106.1 0.075 0.066 0.15
0 1 5973.4 0.13 0.081
0 1 5622.4  0.15 0.033
0 1 5057.9 0.044 0.022

FIG 7.16. Cont
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These are divided amongst the transition arrays as followss-

4p - 48, T, 6s - 40 16, 44 - 40 16,
5p - 48 23, T8 - 4p 12, 5 - 4p 26,
ép - 48 5 6d - 4p 10,

In 4 regions of the spectrum, where two lines overlapped to
a large extent, namely at 7353%, 59428, 41918 ana 4045%; the
total gA value is given for the combination.

The absolute values for the transition probabilities are
given here. Although the purpose of the exberiment was to
Produce a large number of accurate relative values (~2%) the
absolute values themselves seem, where comparison with other
experimental values is possible, to be reasonably accurate
although an error of the order of 40% would be expected.

Now the intensity of a spectral line

I(v) is proportional to Ahm exp t W /kr]

n
differentiating,
dI(Y) OC dA exp [-wkT_nJ - A, AT oxp [ W
kT T KT |
dividing daI(V) = dA - W _ar
nm o n
V) &, W7

sow 1n wne vemperature and energy level ranges investigated here,

Wn
KT

consequently 2% error in T will produce 34% - 40% errer in
the calculation of the transition prebability, neglecting any

~ 17

measuring and calibration error in I.

However, for relative measurements, the ratic of intensities

of two lines is given by
R = I, whioh is given by 4, exp L-wl/wr]

I, A, exp [H,/¥T |

differentiating, dR is proportional to -
fa i) ox (W) Wp){ -4 (W) ez ) ~GH,H,,)
L\ o J A kT T
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JuyppEr  YLOWER (2) LS e I15
4 3 7374.6  0.19 0.19 0.19
3 3 6539 .8 0.0027
3 3 7090.7  0.034 0.043
3 3 7272.7  0.022 0.032 0.027
3 2 7426.7  0.13 0.13 0.13
3 2 6389 .0 0.0051
3 2 660643 0.00022
3 2 8154 0.0013
3 2 7503.0  0.13 0.14 0.15
3 2 7169.0  0.0057  0.016
3 2 8386.4
3 2 7707.1 0.0022 0.0056
3 2 7355.1 0417 0.16 0.16
2 3 6595.0  0.03 0.0011
2 3 6605.9  0.00087  0.00033
2 3 7152.1 0.0039 0.0097
2 3 7438.3  0.0043  0.0076 0.0037
2 2 7501.9 0.010 0.013
2 2 6953.6  0.031 0.017
2 2 6665.8  0.032 0.0021
2 2 7512.0 0.014 0.020
2 2 6962.3 0.0004
2 2 6673.8  0.029 0.0021
2 2 8226.4  0.034 0.00039
2 2 15717 0.0023 0.012
2 2 7231.7 0.063 0.084
2 2 8607.3 0.012

FIG. 717 4d-4p

Transition probabilities.



Igo
(k)

Jypper Y LOWER (%) LS Ic Ty
2 2 7893.3  0.049 0.052 0.055
2 2 7524.5  0.00074  0.011
2 1 7620.2  0.070 0.094 0.11
2 1 T41.45 0.0035
2 1 6831.4  0.0064  0.0022
2 1 6054.4 0.0051
2 1 7630.7 0.00087  0.0021
2 1 T424.5 0.12 0.11
2 1 6889 ,9 0.14 0.0057
2 1 6061 .0
2 1 8368.9
2 1 8121.5  0.11 0.00091
2 1 7486.2 0.12 0.076
2 1 65176 0.015
2 1 8763.5  0.017 0.00017
2 1 8492.6 0.0023
2 1 7R00.3  0.000045 0.0055
2 1 6754.5  0.14 0.11 0.16
1 2 7287.0 0.0022 0.0039
1 2 6768.6  0.0037  0.0025
1 2 6495.6  0.012 0.0057
1 2 7962.4  0.0042  0.00021
1 2 T347.5 0.00025  0.0098
1 2 7026.9 0.010
1 2 8801.3 0.0038
1 2 R056.1  0.025 0,022 0.013
1 2 7672.2  0.0035  0,0067 0.024
1 1 7398.6  0.043 0.038 0.019

FIG.

7.|7. Cont.
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(¢)

JuppER  JLOWER (%) LS 1c I1j
1 1 7204..6 0.018 0.041
1 1 6700.2  0.035 0.0030
1 1 5963.7 0.00079
1 1 8095.9 0.00031
1 1 1864.1  0.065 0.0098
1 1 126649 0.076
1 1 6350.8 0.13
1 1 8964.6  0.011 0.0059
1 1 8681.3 0.0019
1 1 7959.2  0.0011  0.0018 0.11
1 1 6873.3  0.13 0.15 0.0052
1 0 8137.4 0.048 0.056
1 0 T164.4 0,062 0.010
1 0 8988.8  0.058 0.0085
1 0 7816.2 0.066 0.080
1 0 10072.5 0.000065
1 0 8622.9  0.016 0.0082 0.0066
0 1 9077.7  0.043 0.014
0 1 8787.3 0.0030
0 1 8048.3  0.0041  0.020 0.12
0 1 6939.6  0.13 0.16 0.038

FIG. 7.17 Cont.
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FIG717. 54 - 4p

Juiesr  JLOWER (%) L3 1€ 13
4 3 6033.9  0.18 0.18 0.18
3 3 552647 0.00098
3 3 5928.7  0.044 0.031 0.040
3 3 5989.1  0.022 0.034 0.026
3 2 6147.0  0.25 0.24 0.25
3 2 577440 0.018
3 2 5574.1 0.0036
3 2 6648.5 0.0036
3 2 6214.3  0.13 0.12 0.14
3 2 5983.4  0.0054  0.019
3 2 6724.5 0.0014
3 2 6280.6 0.0021 0.0056
3 2 6044.9  0.17 0.15 0.16
2 3 5542.3 0.39 0.00048
2 3 5583.5  0.0015
2 3 594547 0.0033 0.0092
2 3 6015.4  0.0045  0.0093 0.0038
2 2 6166.4 0.022 0.025
2 2 5791.1  0.055 0,015
2 2 5590.0  0.056 0.0029
2 2 6217.4 0.028 0.037
2 2 5836.0 0.0026
2 2 5631.9  0.053
2 2 6669.%  0.035 0.0012
2 2 6232.9 0.00093 ).011
2 2 60000. 6 0.062 ).080
2 2 67577 0.010



Jyppzr  Y1owEk (2) LS 1c 913
2 2 6309.5  0.051 0.065 0.058
2 2 6071.6  0.00078  0.0026
2 1 6246.1  0.14 0.19 0.22
2 1 6107.2 0.,0066
2 1 5740.9 0.012 0.0039
2 1 5153.6 0.029
2 1 6298.4 0.00075  0.0040
2 1 6157.3 0.20 0.21
2 1 5785.0  0.26 0.030
2 1 5189.1
2 1 6763.2
2 1 6600,7  0.11 0.0085
2 1 61747 0.10 0.074
2 1 550048 0.013
2 1 6853.5  0.012 0.0015
2 1 6685.7 0,0018
2 1 6250.0  0.000047 0.0046
2 1 5560.2  0.13 0.10 0.15
1 2 5060.7  0.0052  0.0054 0.0075
1 2 5688 .9 0.0030
1 2 5494.8 0.00025
1 2 6568.1
1 2 6144.0  0.0054 0.0089
1 2 591%.2 0,018 0.0077
1 6823, 7 0.0041
! 2 6371.5  0.028 2.025 0.014
1 . 129.0  0.0037  0,0085 0.025

FIG.7.17.  Cont.
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(1) LS 1c T1;
6127.5 0,068 0.036
5993.8 0.0 0.039 0.077
5640.5 0.0026
50725 0.1049
6501.1 0.0075
6087.5 0,050 0,069
5431.2 0.0019 0.12
675643 0.0022
6310.7  0.0011  0.0046 0.11
5608,2  0.13 0.15 0.0052
6658.7  0.064 0.00035
6926.6  0.013 0,0093
6625.6  0.079 0.10 0.11
5965.9 0.016
7251.1 0.0066
6468.3 0,092 0.069 0.077
7570.0
6720.9  0.019 0.0049 0.0076
6994.0  0.051 0.016
6820.4 0.0035
6366.6  0.0044  0.022 0.13
5652.3 0413 0.16 0.038

B
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FIG 717 6d4-4p

JuprEr  YLOWER (8) LS e T1j
4 3 5497.5  0.16 0.16 0.16
3 3 5079 .5 0.00058
3 3 5443.7 0,037 0.034 0.033
3 3 5461.2  0.018 0.021 0.022
3 2 5598.8 0,18 0.17 0.18
3 2 5287.6 0.0012
3 2 5119.5 0.0046
3 2 60445 0.0033
3 2 5683.4  0.11 0.10 0.12
3 2 5489.7  0.0045  0.0052
3 2 6066.1 0.0015
3 2 5702.6 0.0049
3 2 5507.5  0.14 0.14 0.13
2 3 5089.1  0.27 0.00026
2 3 5101.0  0.0010
2 3 5445 .4 0.0035 0.0077
2 3 5450.8  0.0039  0.0073 0.0033
2 2 5610.4 0.028 0.017
2 2 5298.0  0.039 0.0096
2 2 5129.3  0.040 0.0020
2 2 562449 0.0092 0.026
2 2 5311.0 0.00027
2 2 5141.4  0.035
2 2 6046.7  0.030 0.0016
2 2 5685.4 0.0020 0.0097
2 2 5491.5 0.053 0.067
2 2 6053.3 0.0080
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JuppER  JLOWER (%) LS Ic T
2 2 5691.2  0.045 0.058 0.052
2 2 5496.9  0.00067 0.0012
2 1 5676.3  0.095 0.12 0.15
2 1 5561.4 0.0025
2 1 5256.0  0.0080
2 1 4759 .4 0.022
2 1 5691 .2 0.0074 0.0028
2 1 55757 0.15 0.15
2 1 5268.7  0.18 0.027
2 1 4769 .9 0.0011
2 1 6123.3
2 1 5989.8  0.094 0.0086
2 1 5637.0 0.086 0.061
2 1 5069 .7 0.011
2 1 6130.1  0.012 0.0023
2 1 599643 0.0018
2 1 5642.7 0.000041 0.0073
2 1 5074.3  0.11 0.083 0.13
1 2 555645 0.0039 0.005
1 2 5249.9  0.0044  0.0013
1 2 5084.1  0.015 0.00087
1 2 6048.5  0.0039  0.00068
1 2 5687 .0 0.00058  0.0073
1 2 5493.0 0.0085
1 2 6180.9 0.0031
1 2 5803.8  0.024 0.021 0.012
1 2 5601.9  0.0032  0.0051 0.021

FIG.717. Cont.
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JuppER Y LOWER (%) LS 10 I1;
1 1 £§621,1 0,053 0.046 0.024
1 1 5508 .4 0.021 0.051
1 1 5208.6  0.041 0.,0088
1 1 4720.5 0.0067
1 1 6125.2
1 1 5991.6 0.052 0.011
1 1 5638.6 0.055
1 1 5071.0 0.0012 0.092 -
1 1 6261.0  0.011 0.0093
1 1 6121.4 0.00034
1 1 5753.4  0.00097 0.00075  0.097
1 1 5163.7  0.11 0.12 0.0043
1 0 6037.6 0.060 0.078
1 0 5484.9  0.079 0.027
1 0 6623.0  0.051 0.012
1 0 5963.7 0.044 0.063
1 0 6782.0 0.00068
1 0 6092.4  0.016 0.0093 0.0067
0 1 6244.9  0.046 0.015
0 1 6106.1 0.0032
0 1 5739.9  0.0039  0.019 0.12
0 1 5152.8  0.11 0.14 0.033

FIG.7.17 Cont.
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Now Wl—Wz is of the erder of unity, consequently for an error

———

kT
of #J
of 2% in T, the error in the transiition probabilities relative to

each other should be in the region of 2 to 4%. A fuller
discussion of the errors involved is given in Chapter 8, since
the small errors of calibration and Abel inversion of the
observed intensities will affect the aceuracy of the relative

values but not to any extent the absolute values,

Discussion of the experimental transition probabilities

44 — 4p array (fig. 7.18)

Sixteen transition probabilities have been measured from

this array, four of which can be eompared with other experimental
determinations. TFor the 68713 and 67522 lines extremely good
agreement exists with the values given by Popenoe and Shumaker
(ref. 18). The 60598 and 6052% lines overlapped in their line
wings and are subject to a larger pessible error; it is perhaps .
significant that the total gA value for this pair is identical

to the total gA value obtained by Gericke (ref. 15), althcugh the



4p-4s Transition Probabilities (;cl()-8 sec-l)
L— (2) PDJ 0 Do PP C PsS LS
e (ref.14) (ref.3l) (ref.32) (ref. 8)
2 7383 0.99 0.87 1.07 0.89 0.86
1 127¢ 0.162 1.61 1.19 0.19
1 7147 0.765 .3 0.14
2 7067 0.35 53 0.55
1 6965 0.50 0.53 .87 o T1 T 2.24 0.73
0 6677 0.036 0.C00406
6p-48 Transition Probabilities (xlO—8 sec-l)
(1)
Tuppan (£) PDJ LS 1ic T) ;5
0 3834 0.064 0.0417 0.0065
0 3649 0.035 0.047 0.054
0 3606 0.050 0.056 0.065
1 3635 0.012 0.044 0.053
3 3567 0.0044 0.066 0.066 0.066

FIG.7.18. & 7.20. Transition probabilities

ST



S5p-4As Transition Probabilities (xlO-8 sec_l)
3o %) PDJ s o 0 P&S LS 1c J. .
UPPER (ref.15) (ref.16) (ref.l4) (ref.18) 13
1 4702 0.0087 0.0003
2 4628 0.0025 0.18 0.022
1 4522 0.0068 0.022 0,0025
0 4510 0,087 0.102 0.014
1 4335 0.024 0.036 0.1 0.15
2 4333 0.042 0.047 0.17 0.22
2 4300 0.026 0,033 0.036 0.041 0.14 0.12
1 4272 0.056 0.069 0.076 0.037 0.094 0.17 0.20
2 4266 0.019 0.026 0.028 0.061 0.052 0.12
0 4259 0.25 0.33 0.40 0.25 0.44 0.24 0.22 0.24
1 4251 0.013 0.0075 0.14 0.21 0.21
3 4200 0.049 0.077 0.26 0.26 0.26
0 4198  0.29 0.25 0.26 0.24 0.26
1 4181 0.047 0.041 0,042 0.082 0.10 0.081
1 4164 0.023 0.020 0.025 0.040 0.044
2 4158 0.086 0.12 0.17 0.066 0.16 0.20 0.19 0.13
1 4054 0,003 0.012 0.015
1 3948 0.037 0.13 0.0098
2 3947 0.023 0.0017
FIG 7|9 5P -45 Transition prob abilities

=>ST
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individual values are about 15% different. The electron density
in the arc used by Gericke was between 1016 per cc. and 1017

per ¢c. Since this would cause the pair of lines to overlap more
seriously than in this experiment, the problem of distinguishing
the individual line contributions may have led to errors on
Gericke's part.

Only in two cases, the 73728 and the 6951% lines, are the
intermediate coupling values in reasonable agreement with the
experimental values. Good agreement would be expected with the
7372% caloulated value since, with a ¥ upper of 4, there can be
no serious configuration interaction effects from the close
lying 6s levels. Good agreement would have been expected with the

74258 (s," ) line since, with L3, IC, and J,. values equal, only

13
configuration interaction effects can cause discrepancies from the
experimental values, yet none of the 6s levels which could
interact have a J value of 3. Similarly, the 65382 (s’ )

line, which originates from the same upper level, has an IC value
very different from the experimental. Although, in this array,
there is little agreement between the experimental and theoretical
values, the IC values are nearer on the whole, to the experimental
values than either the LS Or the Jlj values.,

54 — 4p (fig. 7.19)

Three of the 26 measured values can be compared with other
experimental velues. The 60328 valu%?%ilow, the 56502 value lies
above, and the 56062 value is approximately the same as that of
Gericke (15). It has been suggested by Popenoe and Shumaker
(ref. 18) that Gericke's values should be increased by 35%. This
would make the values for the 56503 and 56062 lines in better

agreement with this experiment but increase that for the $032%
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FIG 7.21. Transition pr?babilitles

5860

6s-4p Transition Probabilities (x10~° sec™ )

I UPPER () PDJT (rﬂéffe) LS 1c Ti3
1 7392  0.071 0.13 0.22
0 7350 0,129, 0.23 0.20 0.46
1 7316 . 0.095 0.058  0.13 0.077

1 7311 0.12 " 0.19 0,045
1 7206  0.27 0.36 0.40
0 . 7158  0.28 0.40 0.25
1 7125  0.076 0.076  0.17
2 7107 0,046 0.073 . 0.081 - 0.15
1 7086 0,014 0.086  0.018
2 7030 0.31 0.40 0.43 0.43 0.43
0 6660 . 0.133 - 0.51 0.11
1 6431  0.011 0.43  0.013
.2 6416  0.19 0.14 0.17  0.04
1 6384  0.062 0.059  0.33
0 5882  0.12 0.15 .0.073
1 0,030 .0.15  0.045
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FIG 7 22& 7 25. Transitldn .probabnlities

76-4p Transition Probabilities (x10°° sec™t)

J UPPER (%) PDJ LS Ic T

1 6090 0.057  0.016  0.0093  0.0067 .

3 6064 0,017 . 0.0015 -

1 5802  0.060 0,024 0,021 0.012 .

3 5700 0.0073 0.0049 ‘

1 5600 0.052 0.0032  0.0051  0.021 TJ

2 5574 0,087 0.15 0.15

1 5506 0.087 0.021  0.051

2 15495 0.14 . 0.16 0.16 0.16

3 5459 - 0.014 0.018 0.021 = 0.022

1 5162 0.19 0.11 0.12 0.0043 |

6d-4p Transition Probabilities (x10° seo™>)
|

JUPPER () P Ls 16 755

2 6170-. 0.058 0.078 0.066 0.052

1 6098  0.048 0.076  0.018

1 6101 0.23 =~ 0.018 0.042 0.025

1 6025 0.14 0.12 0.13

0 5971 0.13 0.13 0.081

2 5888  0.14 0.17 0.17 0.17

1 5618 0,019 0.041 - 0.0056 '

1 " 5473 0,033 0.13 0.0053

2 5451 © 0.042 0.052 0.066 0.016 "

1 5439 0.020 . 0.022 0.13
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t0 nearly twice the value measured here. In view of the fact that
the 60323 line value obtained here agrees very well with the
LS, IC and Jj j value (of. 7372°, 44 - 4p line, also fromaJ = 4
upper level), it would appear that again Gericke has possibly
made errors in calculating adjacent line wing contributions
since this line overlaps to a large extent the 60433 line.

The 62128 (564/) line, one would expect, in view of its lack

of configuration interaction and small interaction with the other
J = 3 level (LS ;lj and IC values approxinately equal) to
agrec well with experiment. Again this is not so. With the
61453 (s,”, ) line, also of J = 3 upper level, but different
parentage one would expect again good experimental agreement.
However, the 60432 (5&4 ) J = 3 line, and the 59872 line which
originates from the same upper level, do agree well with experiment.
In a2lmost half the cases, agreement is better with either Jlj
or LS coupling than with intermediate coupling.
6d - 4p (fig. 7.20)

No other experimental values are available for comparison,
Only for the 54953, (6d 3) s = 2, is there good agreement with
experiment. (The 60393, 5d3 line was iu very good agreement with
sxperiment also). Three lines with a J = 3 upper level werec

measured, all from the 64, level, only the 54598 line (J = 3

to J = 3 transition) has an experimental value approaching the
theoretical and then it is nearest to the LS value. On the
whole, the agrecement here is poor. The Vvalues ofcr2 are very
much smaller for higher energy levels and therefore subject to

a greater uncertainty and, since the line strengths are also much
smaller, they must be subject to configuration interaction.

Consequently the lack of agreement at high energy levels is not

surprising.



4d-4p T.P.(x LO_8 secfi)

Zéo

Turrmn (D e (geﬁ.lg) (ref?lB) v e 13
2 7484  0.035 0.12  0.076
3 7425 0.028 0.13  0.13  0.13
2 7412 0.046 0.0035
4 7372 0.22 0.19 0.19 0.19
2 6960  0.036 0.0004
2 6951  0.024 0.031  0.017
0 6937  0.38 0.13  0.16  0.039
2 6879  0.023 0.0064  0.0022
1 6871  0.43  0.40 0.13  0.15  0.0052
2 6752 0.32  0.29 0.14  0.11 0.16
2 6664 0.023 0.032  0.0021
2 6604  0.053 0.0009  0.0003
3 6538  0.017 0.0027
2 6059  0.034 0.038
2 6052  0.029 0.025 0.0051
1 5912 0.090 0.0008

FIG. 7.23. Transition

probabilities



161

5d~4p THANSITICH PHOBABILITIES (x 108 secffl

Tppmn (B PN (10sis) LS 1e T3

1 6827  0.047 0.0041
2 6756  0.051 0.010
1 6719  0.040 0,019 0.0049  0.,0076
1 6466 0.021 0.092 0.069  0.077
1 6369  0.065 0.028 0.025  0.014
0 6364 0.066 0.0044  0.022  0.013
2 6307 0.050 0.051 0.065  0.058 %
2 6276  0.074 0.0008  0.004 -
2 6248  0.0060 0.00005  0.0046 '
2 6215 0.060 0.028  0.037 ﬁ
3 6212  0.041 0.13 0.12 0.14 §§
2 6173 0.060 0.10 0.074 :
2 6165 0.015 0.022  0.025 %
2 6155 0.024 0.20 0.21 :
3 6145 0.070 0425 0.24 0.25 ;
3 6043  0.12 0.17 0.15 0.16 ?
4 6032 0.016  0.21 0.18 0.18 0.18 o
2 6013  0.015 0.0045  0.0093 0.0038 g
2 5999 0,027 0.062  0.080 ;
3 5987  0.023 0.022 0.034  0.026
2 5834  0.052 0.0026
2 5739 0410 0.012 0.0039 f
0 6560  0.27 0.19 0.13 0.16 0.0382 f
1 5606 0,17 0.15 0.13 0.15 0.0052 ;

"2 5588  0.017 0.056 0.0029 .
2 5151  0.046 0.029

FIG. 7.24. Trans-.t'ion probabilities 5d '4p ;

- e s gy



6s — 4p (fig. 7.21)
o
One other experimental value for the 70304 J =2 to J = 3

line is available for comparison. The measured value lies 30%
below that of Popenoe end Shumeker (ref. 18) whose value agrees
well with the theoretical value. For this array there is
reasonanie agreement between experiment and intermediate coupling,
only fox. féar lines 1s agreement with one of the other coupling

schemes better.

T7s = 4p (fig. 7.22)

No experimental values are available for comparison. Again
for the J = 2 to J = 3, 58888 line, agreement is good betseen
experiment and theory. For this array also, the experimental

- values agree reasonable well with the calculated IC values.

Ap — 4s (fig. T.23)

Apart from the 6677ﬁ transition, agreement between ihe
experimental values and the intermediate coupling values is very
good., All the lines measured are either forbidden or have
negligible ;Ij values and only two have values in LS couplings
however, the lines have substantial experimental wvalues, thus the
importance of intermediate coupling is clearly demonstrated.

The good zgreement between experimental and intermediate
coupling values is due to the lack of configuration interaction
and the large values ofC72 and the line strengths.

Apart from the discrepancy of an order of magnitude with
Olsen's value (ref. 24) for the 72728 line (the IC value agrees
with this experiment)“the results agree within the limits of error
with other experimental values. (Olsen's value for the 72722 line

was divided by 10 when used in the relative intensity temperature

determination).



LINE PAIR gA VALUES
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J () fTransition PO  Dr LS 1C J,. 'Theoret.
ITPPER (ref.16) Lj gA.
3 7353 4d~-4p (0.17 0.16 0.16 ;
.2 7353 68-413; °f785 (0,005 0.021 0.14 ) 1*2
2 5942  Ts-dp 0.029 0.034 0.059
1 5940 72-4p; .0'18 §0.027 0.0062 ; 0.19
1 4191  59-4s (0.13 0.14 0.16"
2 4190 59-4sg 0.137 - 0.076 0.13 3 0.80
1 4045 S5p~4s (0.072 0.024 ;
2 4042 5p-4s; 0:146 5,037  (0.022 0.058 0.36
b}
FIG. 7. 26, 2A Value's..
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50 — 48 (fig. 7.24)

Because of the smaller value of(TZ, the smaller line strengths

and configuration interaction beginning to occur, the calculated
intermedieste coupling values are not in as good agreement with
experiment as the 4p — 4s array. The experimental values of
Popenoe and Shumaker again seem to be at least 50% greater than
those measured here. For the 42593 line there is excellent agreement
with both Olsen's and the theoretical (LS, IC, and Jlj) values,
Pcpenoe and Shumaker's value being 70% greater. Good agreement

is found with Gericke's values {(which Popenoce and Shumaker state
must be increased by 35% - because of = difference between the
argon IT transition probability wvalue he used for his diagnostics
and that measured by PoPenoe and Shumaker). Although the values
here appear to be on the low side compared to other experimenters,
Olsen's values (unfortunately only three are available for

comparison) are even smaller.

bp — 4s (fig, 7.25)

Only theoretical values are available for comparison again
and the agreement with these is poor. Tais is understandable
in view of the very small value ofCTz, (1/600 that for the
4p - 4s array) and the possible interaction with the 5F
configuration. Againh intermediate coupling is a better approx—
imation than either LS or Jﬂj coupling but even so, it is a poor

approximation.

Pairs (fig. 7.26)

The total intermediate coupling value of gA is compared
with the measured gA and in the first two cases agreement is

quite good. In the last case, if all the contribution to the

n
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total gA comes from the 40443 line then reasonable agreement is
obtained with Drawin's (ref. 16) measured value. Since the gi
value is used in relative intensity methods for temperature
determinations, it is hoped that these lines need not be

excluded from such methods but used, and measured as pairs.
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Conclusion

The values of the experimentally determined transition
probabilities, although not intended as accurate absolute values,
agree extremely well where comparisen is possible with existing
values, and it is therefore expected that the values for which no
comparison can be made are equally accurate (te within 36%) and
will provide a useful and comprehensive range of values.

It is interesting to note the good agreement with Olsen's
transition probabilities values, although there is disagreement
with his value of 2.5x fcr the absolute continuum intensity
correction factor (cf. Chapter 2 and Chapter 6). The temperatire
quoted by Olsen (ref. 4) for the arc used in the experiment in
which he determined an absolute continuum intensity correction
factor of 5 was later shown to be erroneously measured and a.
reviscd temperature quoted (ref. 18). Using this revised
temperature he remeasured the absolute continuum intensity,
ebtaining a correction factor of 2.5, and measured the trans-—
ition probabilities quoted here. However, the correction to the
temperature, although having a marked effect on the transition
probabilities, was quite small and certainly would not account
for the difference in the quoted contimuum correction factor,
Thus it is possible to reconcile the agreement with his first
continuum factor with the agreement with his ftransition
probabilities derived from a revised temperaturs.

Only for low lying states are the values of intermediate
coupling transition probabilities in good agreement with

experiment. For highly excited transitions, a more detailed



theory which takes into acceunt configuration interaction

perturbations is needed. It is hoped that these caloulated

values, the first made for six out of the eight arrays, will

spotlight the difficulties and encourage further work.
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CHAPTER 8

Discussion of errors in the éxperimental transition probabilities.

Introduction

In order to assess the accuracy of the transition probabilities
and their valueS$compared with those published by ather authors,
an investigation must be made into the possible errors involved

in the experiment and the . effects on the final value .

Discussien of transition probability eccuracy with respect tot—

Stability of the Discharge

A reproducibility test had already been performed on the r—f
discharge and it was found that the light intensi®y was
reproducible to two per cent while the temperature profile was
repro&hcible #hthin the errors of the relative line intensity
method. The variation in emitted intensity could be due to a
difference in size of the discharge from day to day due tu a
slightly different argon gas flow rate. Since all the
measurements made on any particular spectral line, e.g. inténsity
profile across the discharge, total intensity, etc., were
made without switching off the discharge, actual fluctuations in
intensity Auring a measurement would not only be small, but
averaged out owing to the integrating effect of the electronic
recording system.

The power fod to the discharge was constant over as much as
an hour's continuous operation. The R-F coil and oscillator
valves soon reach a steady state temperature, about one minute
after switching on the power, ;onsequently after an initial
slight drop in current fed to the discharge, the operating

parameters of the generator became constant.
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The pressure in the discharge was assumed to be one
atmosphere$ however, a slight overpressure is bound to be present
to cause vhe gas to flow. . o Since the tube had a diemeter
of two inches and there were no flow distortions (venturi or
nozzles), near the discharge itself the over pressure would be
negligible. The effect of magnetic self-compression due to the
current flowing in the discharge was balanced in the steady state
by an increase in the gas pressure. This effect and the
momentum transfer effect which accompanies heat conduction and
is also balanced by a pressure gradiént,—give over-pressures of
about 10-2 dyne/Cm2 and 10"3 dyn/cmz, i.e. negligible.

Thus the main contribution to errors from the discharge
itself reldetoits reproducibility and this at the outside could
have given a two per cent error in the intensity measurements and

Lence transition probabilities.

Optical Arrangement

Possible errors caused by the assymetrical refraction and
absorption of the discharge tube walls have already"been
accounted for. The scanning device was positioned to better
than 0.1 mm. across the discharge and errors caused by observing
different regions of the discharge through mispositioning would
be smoothed out in the folding and Abel-inversion process.

Local differences in optical refractivity in the discharge
due to free electrons, ground state atoms and at the peak of
the observed lines could affect the intensity profiles and lead

to errors in both the temperature measurement and the transition
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probability measurements. However, using the equations given
by Griem (ref. 25) these effects were all shown to be
negligible, n - l"J10_3, for all contributions to the refractive
index.

No emission lines were measured which had any measurable
optical depth. The 76353 and 7514X lines were both shown
theoretically and experimentally to suffer from self-absorption
in the discharge. The only other line which had any calculable
self absorption was the 69653 line and the calculated effect on
this line was to reduce its measured emission intensity in the

centre of the discharge by 4.5 per cent.

Detdcting System

Since photomultiplier currents wére kept to about 10_9 amps
or less, no fatigue effects should have been present to have
caused a non-linearity of response. As with the temperature
measurements a pea-bulb was kept lighted in the spectrograph in
between measurements so thal the photocathode was under a
constant low level of illumination. The reproducibility tests
that were carried out determined the reproducibility not of the
discharge alone but of the whole recording system as well,

i.e. a few per cent from day to day.

Calibration

This is where the largest overall errors are likely to be
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encountered. Although precautions were taken so that the complete
optical, detecting and recording system accepted the same solid
angle from the tungsten ribbon lamp as from the discharge, with
all the mirrors at the same angle, the temperature of the ribbon
itself was subject to a possible error of calibration. The
emissivity curves of De Vos (ref. 63) themselves are subjeot to

a 2% error and the ammetor used to determine the ourrent through
the lamp, although calibrated, could only be set to I% or 0.05 amp
~ this would correspond to a difference of the order of 5°K which,
at QSOOOK, the operating temperature of the lamp, corresponded to
a 3% difference in emissivity. Thus the combined uncertainties

of calibration could be of the order of 4%. This woulu be
directly reflected in the transition probability determination.
The calibration error could also have affected the temperature
determination as an error in the absolute emission intensity
calibration.

This would lead to a 1.5% temperature error, which would
reflect as a 1.5% inaccuracy of the relative transition prob-
abilities and as much as 25% inaccuracy in the absolute wvalues,
However, this inaccuracy is already accounted for in the quoted

inaccuracy of the temperature determination

Treatment of Data

The correction for the amount of light from a given spectral
line lying outside the detector slit is itself a source of error.
The maximum correction applied was of the order of 40% although

three—-quarters of the lines needed no correction (except that for



absorption by the quartz discharge tube). The line profiles
were scanned by the detector using a narrow enfrance slit
and since the dispersion was known to about 1%, the amount of
profile which lay outside the integrating slit was easily
estimated. This was done by tracing the profile from the recorder
chart onto mm. graph paper and measuring the ratio of area
enclosed by the slit to that lying outside the slit. This
process entailed a slight loss of accuracy but this, being only
of the order of I% at the most was negligible compared to the
calibration error. The detector was set on the line peak each
time by observing fhe signal recorded on the chart and setting
the detector at the maximum output position. Seriocus errors could
have been incurred in the determination of the corrections for
lines lying close together, ec.g. 62158 and 62128, both of which
were broadencd to such an extent that their wings overlapped.
Errors of 10% in the correction could 8a8ily have been incurred
here through not setting the detector when integrating the line, in
the position at which the correction was calculated. However, as
the oorrection to the total emission was only of the order of 25%
this involved a total error of omly 2.5% in the final value.

The process of Abel inversion, since a digital method . was
used, must have incurred some error. The co-ordinates of a circle

were fed into the Abel inversion programme as a check on its accuracy;
the output reproduced a straight line to 0.5%. However, errors
were bound to be incurred in the process of curve fitting and
smoothing the intensity profiles for Abel inversion,

Since, after correction for the quartz tube refraction effects,
the line intensity profiles across the discharge in one or two
cases showed an assymmetry of 5%, i.e. maximum percentage difference
in the integrated intensity profile from one side of the discharge

to the other, a possible error of 2.5% ocould be present here.
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Tempsrature Error

Now the estimatsd error of the temperature determination was
about 2%. This meant that the relative values of transition

probabilities had an accuracy ofs-

2 x Yl - W2 .
kT
with respect to each other, for lines of excitation energy
Wl and WZ'

Howaver, absolute transition probability values have an error
2 x W%
kT
which is considerably greater and varies from 34% to 40% depending

on the upper energy level W.

Thus, this error, in the case of the absolute values completely

swamps all the above errors, whereas, for the relative values, the

srror must be calculated by the user for any ratio of lines used.

Conclusion

These transition probability results are reasonably aocurate
for use in relative measurements such as the relative line
intensity method for determining temperaturs sinoce a complste
tgpectrum! of values has been obtained. Previous authors have
tended to confine themselves to one transition array only and
any relative line intensity method must, for accuracy, involve an
energy spread of upper levels at lsast equal to the discharge
temperature in eV. For sxample, to accurately measure a temp-—-
erature of approximately leV , the linses used in a rslative lins
intensity measurement should have an snergy spread of at least
8,000 wave numbers, i.e. cover at least two transition arrays.

It is hoped that this set of transition probabilities, by being

the most comprehensive, will facilitate such measurement.
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By altering the load matching of the generator and operating
it at higher power levels, the discharge can be operated in
oxygen or nitrogen. Consequently, transition probabilities in
these gasses, which are not very well documented at present could
he obtained in a similar manner.

During the course of the preliminary work on the discharge,
it was found that at pressures of the order of 1 mm. a glow
discharge could be produced in an enclosed quartz tube, which, on
increasing the power to the R~F coil suddenly transformed to a
bright discharge similar to the atmospheric pressure discharge.
Thig 'glow-to—arc! transition was accompanied by a sudden increase
in current drawn from the generator and suggested that the
discharge formed was of an tarc! nature and possibly in a
near thermal equilibrium state. Difficuities were encountered
in trying to stabilise the discharge within the quartz tube since
no convaining gas flows were possible at this pressure and
consequently the discharge soon-attacked the walls of the quartz
vessel and damaged them. If a means of controlling this discharge
could be found, it would be extremely suitable for measuring
transition probabilities of gasses such as neon, krypton and zenon,
which are too expensive to be used in the atmospheric pressure
Tlowing gas discharge.

It is therefore suggested that future work could be carried out
on stabilising and aiagnosing this low pressure "plasmoid" with
a view to further transition probability measurements.

During the course of the work described here, measurements of
the temperaturc of a similar R-F discharge in argon ae atmospheric

pressure were made by Hughes and Wooding (ref. 64). Their results
&3 Tee
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extremely well with those reported here. Work on an R-F
discharge has also been reported by Pettit (ref. 65) who
maintained that there was mo central dip in the radial temperature
profile and that the effect observed was due to "defocussing" of
the outer edges of the discharge when making a scan of line
intensity distribution across the discharge. Pettit used an
optical system with an f2 aperture and, no doubt, ran into
serious difficulties of interpretation since the process of Abel
inversion assumes that parallel slabs of discharge are being
observed. Thus he has probably overcorrected for a poor optical
arrangement. Since the central drop in temperature is of the
order of 200°K, this means that there should, when viewed end on,
be an easily detectable drop in luminosity (~~30%) in the centre
of the discharge. This effect has been observed on a film taken
looking down an R-F atmospheric pressure discharge. (Hughés
private communication).

From considerations of the skin-~depth nature of the R-~F
heating, (using the formula of Spitzer (ref. 66) a skin depth in
argon of 1 cm. isobtained) it would seem likely that the centre
region of the discharge was field-free and the heating in this

region purely through diffusion.
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Appendix 1

BError analysis of reversal method

The measureuents made are J,, the intensity of the flash
tube as determined by the monitoring photomultiplier, Jm, the
total intensity measured at the line centre due to the line
emission and the flash tube intensity esttenmated by absorption,
and JP, the absolute line intensity.

The transmission of the ﬁ;a.asma, L (x) at a given position x,
is given by

Since the measurements of the absorbed intensity were taken from
the oscilloscope traces, the base line from which the peak height
of each trace was measured was the deflection corresponding to

JP. Hence the value of w (x) measured, is given by

wy (x) = Tp(x)

e
Therefore the error in wy (x) due to inaccuracies in
measuring the oscilloscope traces and the inaccuracies caused
by shot noise is

dw ) (x) = dJT(x) -dJ7
w(x) Tn(x) Jf

R
Now ky(r) =1 a log, W, (x) x dx

—— es—

Txr dr . x2-r2

To be able to make a simple error analysis, spatial homogeneity
will be assumed from here on, and an additional error introduced
later to account for inaccuracies in converting observed profiles
into radial profiles by the Abel inversion technique.

iee k = loge__l_

Wy
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Therefore the error in the computed value of K,, due to an error
in wy is given by

dk - aw

ky wylog Wy

Now the first approximation to the emission coefficient jy
determined from the absclute measurement of Jp the line intensity,
is given by j‘Jo = I, where I,y is the value of Jp put on to

an absolute scale,inﬁ%g;éeneity has been again ignored.

i.e. the error in j,y , d4j, is given by

jv Iv 2 wv
In the second approximation to the emission coefficient, the
correotion to the first is given by

.2
39y = dyg (1 = Cosh @) =iy, _g_

where G is direotly related to k) and Cosh ¢ 1 - G2/2
Thus the error in the correction is approximately equal to twice
the error in jvb, however, as jvl is only a few per cent of
390 in this case, this error is completely negligible.
Now the Planck function is given by the ratio jy , so the

ky
error in this will be

P (41, Lc_‘:b)z,, oy )‘
P T (2 wy (w, logudy,

However this does not yet give us the temperature error, we have

yet to differentiate the Planok function to find the error in

T due to these measurement errors.

Now P = c1 where clx ¢, are constants,

2
N(exp (C,/AT) 1)




so @ = 0, ex (Cy/AT) a7
P AT (exp (C,/NT)-1) i
at 9000°K, &P = 2.4 4T
P T -
T T
Therefore dT =__];_]7(L_,_1—g_ F 1 C(—wj)-&/ -SL-M—JZ- )
T 2.44\ Ty 2 wy/ \wyleqwy

Now, accounting for the spatial inhomogeneity, two principal
Abel inversions are made, in determining j,) and in determining

ky . Hence we can add twe error terms of dA onto the above -

b

expression to account for errors made in the drawing of smooth
curves through the obsefved profiles and for the errors made in
the process of inversion..
lees AT/T = 1/2.4 [(aTy /Ty )P+ (1 dwy /2 wy )2

t(awy fwylog 1 )° + (2da/a)°

Wy
If we take all the measurements to be of 2% acouracy and .

an inversion accuracy of 2% this gives, for a value of Wy = .65,

arfr = /2.4 [ (axy /15)0r (5, /2)%+ (@5,/;)%)
x(1+ 4/(108 /o ) + (2a8/8)°

i.e. a7 2 3%.
T
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Appendix 2

Error analysis of ﬁf method

Basically this method involves the solution of a composite
Saha's equation with an assumption of pressure belance and,
besides the measured electron density, a value of the local
concentration ratic of argon and hydrogen.

Ne TOTAL is measured and = NeE-+ NeA

3
. vy o
icee N popar, = N K U, q(T) T% exp (W, /21:51‘); NoHLKUiA(T)
U'OH(T) UoA(T)

3
xexp ((-H, Aw, ,)/2xr) T
where K = Q(fﬁ‘mk)3 2
{'3

and L = NOA the ratio of the ground states, and, at these

Nou

temperatures and pressures, the total neutral density.

ZSWLH andllWiA are the ionisation level depressions.

Now, since at the peak temperature of the discharge, the Saha

equationsfor argon and hydrogen have similar values of NéNi

1\TO

and assuming that hydrogen is being added to the discharge in
small quantity only, we need only oonsider for the purposes of
this analysis the electrons contributed from argon,

ngg , 13 (v - Awi)Al

Boa T4 4 kT

There 1s the additional error in the choice oflﬁwi to be

i-e. d.xle =
n
e

o +

considered; the following values have been calculated according
to the different theories proposed, assuming T 2 9000°K and

n =4x 1012 o/ce.
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Debye-Hickel gives 0,019 oV
Unsold gives 0.111 eV
Fcker-Weizel gives 0.122 eV
Brummer gives 0.207 eV

Wow the ionisation potential of argon is 15.755 eV so the variety
of choice, less than 2% of the ionisation potential would
cause an equal error in the value of T determined.
i, & =2 j(d;qe/ne)2+ (ang,/2n_,)°
(3/4 + (W, -AW,),/xr)
Thus 4T = 2.5¢% assuming a 5% error has been made in the

T
assumption of pressure balance.

This method is therefore comparable in acocuracy to the

reversal method.
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Appendix 3

BError analysis of slit width criteria in the reversal method

Because of the finite resolution of the dispersive system used
in the reversal method, the transmission of the spectral 1line
to the flash tube was not measured at a precise frequency, but
integrated over the spectral slit width.

The transmission of the discharge at a frequency and a
position x from the axi; of symmetry is given by

wy(x) = exp -J ky (F)p(z) war

x r? - z° (1)

where k¢ (r)p(r) #s the volume absorption coefficiont and R the
discharge radius.

On taking logarithms of both sides of this equation, it can
be put into the form of an Abel integral equation giving the

absorption coefficient,

R_
ive. K (2)p(2) = _c}___g &.log 1 x dr
£%
T dr 4 w y(x) X]xz - r? (2)

However, the quantity measured is not wy at a precise frequency,

say Wy but -%—’
1 ) wy (x) av

A Zay

2

whereA‘/ is the spectral slit width over which the transmission
is integrated.

Bquation 2 is valid if it can be written

9
1 J ey (3()ar = ?‘%"Jr [ f iy (2)a9) 7 ™
Ay

AZ- —7 (3)
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The left hand side of this equation is the quantity deduced in
21l absorption experiments, not k, (r)p(r) at the line centre.

However, the emission coefficient jy (r)p(r) is also measured

Ad
as —5
1 i, (z)p(z)av
AV
-4y
2

and since the frequency dependence of the emission and absorption
coefficients is identical the ratio of the two canoels out the
freguency dependence.

To be able to write equation 3 regquires -that

2 Ay
2 I 2 4
1 J log _1 dv = log _;__j W, (x)ay
Ay Wy (x) Av
-89 a Ly
2

Consequently the fraotional error in k  ,(r)p(r) due to a finite

spectral slit width will be

IY, ) ;
[2 3, 2 4
1 log 1 v - log| 1 Wy (x)av
Ay J wylx 4v
Y “v
2 L 2
&y/2
f log 1 av
1 WX
AV~ A%/Z
Av
=1~ log 1 2 w,,(x)ay
Av )-8
Ay
2 (4)
1 log w., (x)av
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Since the spatial inhomogeneity plays no part in this error
theatment the functional dependence on position will be emitted
for clarity.

Now w, = ©XD [ -ky * (5)

where for a Gaussian absorption profile

ky =k exp —2(‘)-\’0)Jlog212
Avy _l ' (6)

and for a dispersive profile -1
ky= K {1 * (z(Mo)/Avs)Z} (7)

where A»’D and A;Ts are the appropriate half-widths of the profiles.

Equation (4) can now be solved by expanding the logarithm in the

numerator using the ecxpaasion
o0

(_1)n+1 (v = 1) where O <y<2
n

N

log y =

n =1AV/2

since O0¢ _1 |w dv<1
Ay— ° &of2

On expanding w, and integrating, the following expressions for
the error are obtaineds-

For the CGaussian profile where x = Av

byD
Error is <D
) 1 — b n
1.1 > L"l)n+ lC_O_\) L \f—l)m __k;_J_m -1 er_fl\}log ox2al ©
erfx 4 1n 2x N log 2} Lm{ \[1;1‘ J2
7_2‘ n =1 m=1

and for the dispersive profile where x = AY

BError i S.o

= .2 . n
le 1 21—_11“*1 r._]“ -1 Euf‘ )" " H £ n -—é—)l]=
'I‘a.n—}c n Zx 2 m]. 1+x2 j

=1 m=1

n

where ﬂ (xz/(l-l' xe))(vlg, m - %) is an incomplete beta function .

(ref. 76).
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For a value of ko’ the absorption coefficient at the line
peak, of 0.43 (the value obtained in the experiment described here),
the two error curves are plotted in figure 1, where it can
be seen that, in this case a spectral slit width less than the

line half-width will not cause any significant error.
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Appendix 4

Simplification of the reiteration in the reversal method

Because of self-absorption the measured intensity of the 7635R
line does not give the. true emission coefficient. As explained in
chapter 5, the correction to the emission cocfficient obtained

in a first approximation, is calculated by an iterative process.
In this case, the first correction contributes oﬁly a few per cent
80 that the second correction is entirely negligible. Consequentiy
instead of using a numerical method of solution which involves

a long complicated IBM 7090 programme involving magme'tic disc
storage (Elder Jerrick and Birkeland, private oommunioation), the
first calculation can be-calculated analytically to a reasenable
aocuracy. Since the correction is only of the order of a few

per cent, large inaccuracies in the correction ( 25-50%)

could be tolerated; however this analytic method is accurate

to several per cent;

Now the emission coefficient is written. as

39 (®) = g (g (243 () Teees (1)
R
where 2 jg (z) _ér = Iy (x)
Jx ) (2)

P(r) has been omitted since it plays no part in this analysis,

in fact it has been absorbed into jy (r).

R
| o \
Now J. Jvl(r) T dr = -.j dy,(r)y1 ~ Tosh Gs,(xr) T dr
J 2 _ 2 ) ° l ’&‘2 ~ 'xz)/,.

(3)

e ]
Now Cosh G (xr) * 1 = g%V (xr) (to 1% for transmissionsé} 20%) .
by 2

¢ (xx) = fk(r}dr
X r2—x2

2

(4)
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By fitting a polynominal in ¥ to ky(r) and jyo(r), which
have already been obtained by Abel inversions of observed
quantities, the RHS of equation 3 can be solved for values of
from 1 to 25 (R = 25) to give 25 numbers which can then be Abel

inverted to give qu(r).

2
If we let kv(r) — a+bro+ or’
r
then G (xr) =
£ . J (a +br2+cr4)r dr
e - x'z‘

-

=2 r2 - x2 ‘a*-bgrz*' 2x22 + o{ r2 - xz 21,2_ 352(1:2 - x2)+x§}
3 5 3

3 2 2 2.{ 8,2 b2
Gv(xr = (" -x") r (e (80 )+ T (2bc) T ( 2ac)
2 3 {25§+ sy M 3 A CRlle
4 ot 64.c:2 %% _E_ ; 2 2(4.'b + 8ac)+ 22 32bc

225 45

4bc +r§2ab;+x%64cg x%32bc;
225

4(4b + l6ac) £ X 4a'b v a2 1
(9 15 ) J
If we fit a similar polynominal to J o? i.ea

J ¢ = da+ er24—fr4

R R
s 2 :
then j G%(xr) T ar = j Jr2 -z xTx (a +er2+ fr4) x(} dr
°T, kT _ .2 L
- X

where the quantity in curly brackets is the eighteen term

bracket above.
If this is now integrated we end up with a 177 term equation

in diminishing powers of (1?2 - x2)n/ 2, vhere the maximum value

of n is 15,
i.e. R 2 ) )
j. Gy(=zr) r dr = (RL1) x (RR1)+ (RL2) x (RRZ)
J ° 2 ‘/rz - X
X

+(RL3 x RR3) ... (BRLT) x (RRT)
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2
whers RRL = (rz - x?215/24. 6y2(r2 - x2)13{3 §x4(r2 -x y% ceves
15 13 11

el B2 - x2)3./2

RRZ = !I‘2 - x2 213/2+ 53_2_(1‘2 - 12)11/2+ sre0see
11

13
1 20022 - x2)3/2
. 3
a7 = L(s2 - 22
Rl w ) 22?
2 75
RL2 = 1 (Bfe’x> + 2fbo 4 50°)
: 2 (T 125 15 25 )

eto,

This calculation was performed for integral values of x from

1 to 25 on an IBM 7090 computer. The resulting 25 values when
Abel inverted gave the correction jyl to be applied to jao

to give the true emission coefficient.

This procedure, while still maintaining an accuraoy better
than the experimental accuracy, is considerably shorter than
that used by Elder Jerrick and Birkeland, their method, involving:
magnetio disc storage requires several hours of IBM 7090 time;
the above calculation takes less than one minute on the same
oomputer.

The polynomial fitting was made in even powers of T enly
since the profile of the caloulated absorption coefficient and
first emimsion coefficients were obtained by folding procedures
where the asymmetry of the discharge was averaged out. The

polynomial was taken to the 4th power sinoe both the coefficients



190

showed sglight central dips gk‘their profiles, although a

2cnd order polynomial might still be a good approximation.

For measurements made in discharges where the absorption and
emission is a monatonic function and does not exhibit central
dips, and where the transmission is } 50%, the aboygcgpalysis =
could be simplified without significant loss of ac;ﬁiécy‘by a.

perabolic curve fit.
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Appendix 5

Abel Inversion Procedure

In side—on observations of any circularly symmetric
inhomogeneous discharge, the measurement made is an integration
through the discharge down the iine of sight. To obtain the.
true radial profile of the observable across the discharge
diameter, the following procedure is required.

Referring to figure & the measured observable is, for

example in the case of intensity measurements,

JRZ - x2
I(x) = ( B(zr) dy
R -

where E(r) is the local emission coefficient.

This equation can be written
R

I(x) = ZJ E(z) zrdr
2 2
\jr - x

X

To obtain E(r) an Abel transform is made, i.e.

R
E(r) = -1 __t_l_jdex
lr ar Z %% - 1

Various methods of solving this equation for a set of
observables I(x) across the discharge have been proposed. One
method is to divide the cross-section of the arc into narrow‘
rings in which E(r) is assumed constant. The contribution
from each ring is then summed step by step beginning from the
outer edge. Thus from a set of transverée measurements, the
true emission of a line or a band of continuum can be obtained
by use of a simple computer programme (ref. 67 - 69). Another

method is to fit a least squares polynmomial to I(x) and solve
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the differentio—integral equation analyticall&.

An analogue computer on-line from the recording instrument,
(e.g. a photomultiplier) to automatically record I(x), oonvert
it to BE(r), and trace out the resulting profile would be the
most convenient and preferable system (ref. 70).

The method used throughout the experiments described in the
proceding chapters was the first. Twenty-five measurements were
made of each observable across the discharge and then, using
Pearce's area parameters (ref. 69) the differentio-~integral
equation was solved using an Elliott 803 computer. Since it is
assumed that the inhomogeneity can be resolved into 25
homogeneous annuli it would be expected that these would be a
considerable loss of accuracy; however, when the ordinates of a
circle are "Abel iqverted" by thié pfocedure, the resulting
25 points of the radial profile deviate by a mean value of 1%
from a straight line. This method was therefore-considered quite

adequatcee.
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Calculation of argon I transition probabilities
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Abstract. Previous calculations of neutral argon transition probabilities have been
extended to higher energy levels. The transformation to intermediate coupling was
carried out from the LS and the J; j coupling schemes. The line strengths were put on
an absolute scale using the Coulomb approximation,

1. Introduction

The determination of temperature in light sources such as plasma jets, arcs and shock
tubes can be simply made by measuring the relative intensities of spectral lines from the
neutral species, since the temperature is inversely proportional to the logarithm of the ratio
of the total intensities I of lines arising from different energy levels E,, provided local
thermodynamic equilibrium exists between the levels involved in the transitions. A graph
of E, against log(IA[gA4,.), where g is the statistical weight of E,, and A,,, is the transition
probability from E, to a lower level E,, gives a straight line whose slope is inversely pro-
portional to the temperature. Lack of local thermodynamic equilibrium would be apparent
by a deviation of the graph from a straight line.

Theoretical transition probabilities in neutral argon have been calculated for the two
principal transitions, 5p — 4s and 4p —> 4s in LS, J; j and intermediate coupling (Garstang
and Van Blerkom 1965). Experimental measurements have also been made for these arrays
(Doherty 1961, Drawin 1956, Gericke 1961, Olsen 1963, Thorne and Chamberlain 1963).
Few measurements have been made on transitions other than these.

These two groups of transitions have small energy spreads within themselves and, owing
to difficulties of experimental determinations and the inherent inaccuracy of theoretical
values, the two groups behave like two large diffuse points on the temperature determination
graph, thus masking any deviations from local thermodynamic equilibrium. With transition
probabilities available for higher energy levels any deviations from linearity of the graph
would become apparent and the accuracy of the temperature determination increased owing
to the larger energy spread and greater number of lines involved.

It is, therefore, the purpose of this paper to extend the range of existing transition
probabilities in neutral argon. Since neutral argon deviates seriously from LS coupling,
and J;j coupling is not completely satisfactory, the transition probabilities have been
calculated in intermediate coupling for the following arrays:

4p > 4s 6s —4p 4d - 4p
5p >4s 7s >4p 5d »>4p
6p —4s 6d — 4p.

2. Method of calculation

The process of calculating intermediate coupling (IC) line strengths has been described
before (Garstang 1954) and a brief outline only is given here. The electrostatic and spin—
orbit parameters were constructed in LS coupling (Condon and Shortley 1963, pp. 197,
268, 269, 298, 299) and J, j coupling (Condon and Shortley 1963, p. 271, 307, 313) using the
phase rules (Condon and Shortley 1963, p. 270) in terms of Slater and spin-orbit parameters
which were found by a least-squares fitting of the calculated eigenvalues of the total energy
matrix to the observed energy levels (Moore 1949). Trial values of these parameters were
put into an IBM 7090 least-squares fitting programme and treated as adjustable, and the

1 Now at Electricity Council Research Centre, Capenhurst, Cheshire.
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iterative procedure of parameter adjustment and energy level calculation terminated at a
tolerance where there was no significant change in the parameters. The resulting eigen-
vectors of the energy matrix determine the mixing of the states involved, and form the
transformation matrix from the initial line strength matrix to the intermediate coupling line
strength matrix.

The eigenvectors obtained from the LS coupling representation showed substantial
mixing between the states and thus one would expect the eigenvectors to be sensitive to the
adopted parameters. Consequently the process was also carried out from the J; j coupling
representation. This also served as a check on the phase determination of the electrostatic
and spin-orbit matrices, and on the line strength matrices, since the parameters in the first
case and the intermediate line strengths in the second case should be approximately the
same when obtained from both coupling schemes. This revealed eight significant discre-
pancies in previously calculated J,j transition probabilities, summarized by Garstang and
Van Blerkom (1965), due possibly to incorrect line strength determinations.

Table 1. Mixing of energy levels (%) in LS and J; j coupling for 4p, 5Sp and 6p, J = 2

E, (cm™Y) 3D, 1D, P2 3 23 13

107289 25 30 45 5 6 89

4p {106238 9 37 54 90 3 7

105617 66 32 2 4 92 4
118469 43 35 22 0.1 0.5 99.4

5p (117184 3 22 75 95 5 0

116999 54 42 4 5 95 0

" (122635 47 35 18 0 0 100

6p {121271 2 23 75 97 3 0

121192 52 42 6 3 97 0

In table 1, the mixing of states, given by the square of the eigenvectors, is shown for the
4p, 5p and 6p levels in LS and J, j coupling. The inability of the LS coupling scheme to
describe the levels unambiguously 1s clearly shown and it can also be seen that J j coupling,
though not perfect, is a far better approximation.

The Slater and spin—orbit parameters adopted here are given in table 2 for the various
configurations. The calculated and observed energy levels are given in table 3. The line
strength matrices were calculated in terms of Racah 6—j symbols (Rotenburg et al. 1959)
using the following formulae (Wybourne 1965) for transitions /NI’ — [N]”, The transition
probability is defined as

1 64=%°

A(ed; «'J') = ———
&) = 271
where, in LS coupling, the line strength .#(«/; «'J’) is given by
P25 0’ J') = LY3(aSLT; «'SL'J’)

- (_1)J+L‘+S+L1+L+1”+g[LL;][JJI]{ J17 }{ Lir’
LISL llILlll

L(oT; ' T')

}l>llzs
and in J;§ coupling
LV (od; Ty = LYy J1jT; 2y Jyf'T’)

, . AN ATE I
= (=1 oI +s+g[_]_]f][ul][ }{ }l>1’2s;

i njllesre

o is the wave number of the transition, the transition moment s is given by
o
sl ntl") = —e f R(n'I)R(n"1") dr
0

g=3"-r+1)



Table 2. Slater and spin—orbit parameters (cm 1)

Level

4s 6s 7s 4p Sp 6p 4d 5d 6d
94339.7 1202211 122943.8 106035-5 117450 1216543 119572 122544 124172-6

— — — 1775 48-1 19-4 81.5 36-3 29-3

— — — 693-4 217-9 97-3 — —_ —_

725-1 67-3 26-0 — — — 68-9 44.3 14-9

— — — 416 13-3 6-4 — —_ —_

— — — — — — 6-1 32 1-8

938.5 '951-3 950-8 920-7 946-9 945-0 894-7 888-1 927.3

_ — — 244 —_ — _— — _

— — — — 14.6 — — — —_

_ — _ — _ 9.8 — — —

— —_— — — — — —2.9 — —

_ — — — — —_ — 9.9 —
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the notation

Argon 1 transition probabilities

[XY] = {(2X+1)2Y + 1)}

and /5 is the larger value of [ involved in the transition.

Table 3. Comparison oi‘ observed and calculated energy levels (cm-1)

3p°4s 3p%6s 3p®7s
Obs, Calc. Diff. Obs, Cale. Diff. Obs. Calc. Diff.
93144 93145 -1 119683 119678 5 122440 122442 -2
95399 95399 0 121161 121153 8 123882 123887 —4
93751 93749 2 119760 119765 -5 122479 122477 2
94553 94553 0 121097 121105 -8 123873 123869 4

3p®4p 3p°5p 3p°6p
Obs. Calc. Diff. Obs. Cale. Diff. Obs, Cale, Diff.
105463 105410 53 116943 116936 7 121165 121167 -2
107289 107267 22 118469 118466 3 122635 122631 4
106238 106264 —26 117184 117189 -5 121271 121273 -2
105617 105607 10 116999 116999 0 121192 121194 -2
107496 107520 —24 118459 118469 —10 122610 122616 -6
107132 107122 10 118407 118394 13 122601 122592 9
106087 106091 -4 117151 117155 -4 121257 121255 2
104102 104128 —26 116660 116666 -6 121069 121070 -1
108723 108719 4 118871 118878 -7 122791 122798 -7
107054 107073 —19 117563 117554 9 121470 121464 6

3ps4d 3p°5d 3p®6d
Obs. Calc. Diff. Obs. Cale. Diff. Obs. Calc. Diff.
119023 118959 64 122036 122037 —1 123653 123646 7
120754 120719 35 123557 123555 2 125150 125158 -8
119566 119619  —53 122330 122349 -19 123833 123874 —-41
119213 119174 39 122160 122132 28 123774 123734 40
120619 120674  —55 123506 123488 18 125113 125126 —13
120601 120561 40 123373 123434 —61 125067 125115 —48
119445 119445 0 122282 122255 27 123827 123851 -24
118907 118913 —6 122087 122059 28 123809 123677 132
121012 121035 -23 123816 123773 43 125286 125220 66
119848 119827 21 122514 122560 —46 123822 123847 -25
118651 118668 —17 121933 121910 23 123468 123555 —87
118512 118559 —47 121794 121831 -37 123509 123511 -2

899

The calculated line strengths were then placed on an absolute scale in terms of s2, the
square of the transition moment, values of which were obtained using the Coulomb approxi-
mation (Bates and Damgaard 1949). Separate values were obtained for levels with different
parentage by averaging the effective quantum numbers for each parent of each quantum
level. The values of s2 used are given in table 4.

Landé g factors were also calculated in intermediate coupling (Condon and Shortley
1963, p. 385) and are compared with LS, J; j and observed values in tables 5 and 6.

Table 4. Values of the square of the transition moment, 52 (A.U.)2

Transition

4p(H-4s(3)
4p(H—4s(2)
5p(3)-4s(3)
5p(3)-4s(3)
6p(3)-4s(})
6p(2)—4s(2)

S2

9-0
9-0
0-90
0-95
0-013
0-015

T'ransition

bs(H—-4p(})
6s(3)-4p(3)
7s(H—4p(¥)
7s(H—p(D)

32

0-45
0-52
0-083
0-12

Transition s

2

4d(3)-4p(1) 0-045
4d(3)-4p(3) 0-063
5d(3)-4p(3) 0-049
5d(3)-4p(3) 0-034
6d(H—4p(3) 0-027
6d($)-4p(3) 0-022



Level (cm~?)
Desig.

LS

Jij

IC

Obs.

Level (cm™?Y)
Desig.

LS

Jij

IC

Obs.

Level (cm™1)
Desig.

LS

Jig

IC

Obs.

Level (cm™?)
Desig.

LS

Jij

1C

Obs.

Table 5. Comparison of Landé g factors 2
S
3p%4s 3p®6s 3p®7s
93144 95399 93751 94553 119683 121161 119760 121097 122440 123882 122479 123873
1ss 1s, 1ss 1s3 3ss 3s2 KN 3s3 4sg 43, 4s, 4s,
1-500 1-000 1-500 0-000 1-500 1-000 1-500 0-000 1-500 1-000 1-500 0-000
1-500 1-333 1-167 0-000 1-500 1333 1-167 0-000 1-500 1-333 1-167 0:000
1-506 1-102 1-404 0-000 1-500 1.271 1-184 0-000 1-506 1-296 1-164 0-000
1-500 11014  1.399 0-000 1-500 1-311 1-189 0-000 1-500 1-325 1-175 0-000
3pS4p
105463 107289 106238 105617 107496 107132 106087 104102 108723 107054
2ps 2ps 2pe 2ps 2pa 2ps 2ps 2pio 2p: 2ps
1-333 1-000 1-500 1-167 1-500 1-000 0-500 2:000 0-000 0-000 Ny
1-333 1-167 1-333 1-167 0:666 1-500 1-333 1-500 0-000 0-000 U
1-338 1-260 1-305 1-112 1-380 0-819 0-838 1-985 0-000 0-000 :
1-333 1-265 1-282 1-119 1-362 0-877 0-786 1.975 0-000 0-000 I
)
S
3p®5p 3
116943 118469 117184 116999 118459 118407 117151 116660 118871 117563
3pe 3pa 3ps 3p3 3p2 3p4 3P1 3p10 3P1 3P5
1-333 1-167 1-500 1-000 1-500 0-500 1-000 2-000 0-000 0-000
1-333 1-167 1-333 1-167 0:666 1-500 1-333 1-500 0-000 0-000
—_ 1-18 1-42 1-09 1-45 0-61 1-01 1-90 0-000 0-000
1-333 1-180 1-378 1-109 1-456 0-645 1-007 1-892 0-000 0-000
3p%6p
121165 122635 121271 121192 122610 122601 121257 121069 122791 121470
4po 4ps 4ps 4ps 4p, 4pa 4pq 4pio 4p: 4ps
1-333 1-167 1-500 1.000 1-500 1-500 1-000 2-:000 0-000 0:000
1-333 1167 1-333 1-167 0-666 1-500 1-333 1-500 0:000 0-000
1-333 1-170 1-378 1-119 1-502 0:626 1-032 1-839 0-000 0-:000



Table 6. Comparison of Landé g factors

$21112qpq04d UOLISUDAY T UOTAE

3p®4d
Level (cm~?%) 119024 120754 119566 119213 120619 120601 119445 118907 121012 119848 118651 118512
Desig. 4d4, 481" 4d1, 4d4 451" 481” 4(11' 4da 431’ 4d2 4d5 4d6
LS 1-250 1-000 1-333 1-083 1-167 0667 1-000 1-500 0-500 1-000 1-500 0-000
Jij 1250 1-111 1.240 1-067 1-290 0-767 1-067 1-211 0-833 1-100 1-066 0-000
IC 1-255 1-133 — 1.077 0-987 1-057 0-908 1-437 0-877 0-768 1-467 0-000
Obs. 1-250 1-141 1-194 1-081 1-169 0-866 0-869 1-429 0-783 0-758 1-459 0-000

3p°5d
Level (cm~?Y) 122036 123557 122330 122160 123506 123373 122282 122087 123816 122514 121933 121794
Desig. 5ds’ 5s," 5d,’ 5d, 58, 551" 5d,” 5ds 55y’ 5d; 5ds 5ds
LS 1.250 1-000 1-333 1-083 1167 0-667 1000 1-500 1-000 0-500 1-500 0-000
Jij 1-250 1-111 1-240 1-067 1-290 0-767 1-067 1-211 0-833 1-100 1-066 0-000
IC 1.253 1127 1-199 1-076 0-802 1-265 0-941 1-387 0-846 0-813 1-400 0-000
Obs. 1.250 1-119 1-209 1-087 1.232 0-794 0-934 1-374 0-831 0-756 1-413 0-000

3psed
Level (cm™?) 123653 125150 123833 123774 125113 125067 123827 123809 125286 123822 123468 123509
Desig. 6d4’ 681. 6d1, 6d4 631" 681' 6d1’ 6d3 681’ 6d2 6d5 6da
LS 1-250 1-000 1-333 1-083 1-167 0:667 1-000 1-500 0-500 1-000 1-500 0-000
Jij 1-250 1.111 1-240 1.067 1-290 0-767 1-067 1-211 0-833 1-100 1-066 0-000
IC 1-256 1-098 1-245 1-052 0-777 1:264 1-107 1-206 — —_ 1-233 0-000
Obs. 1-250 1-122 1-228 1066 1-204 0-826 0-950 1.354 0-770 0-810 1-420 0-000
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3. Results and conclusions

The calculated transition probabilities are listed in tables 7, 8 and 9, the wavelengths
being given in wacuo. Experimental measurements only exist (in any quantity) for the
4p — 4sand 5p — 4s transitions and these have already been compared with the theoretical
values (Garstang and Van Blerkom 1965). Few experimental measurements have been
published for the other transitions and consequently no comparison is possible yet. The
author has measured 120 representative transition probabilities from these calculated arrays
and the results will be published at a later date.

Table 7. Transition probabilities for 6s — 4p, 7s — 4p (x10-7 sec 1)

J value
Upper Lower Ay.{6s—4p) LS IC Jij Avao(7s—4p) LS 1C Jij
2 3 7032-3 043 043 043 58903 017 017 017
2 2 8068-4 — 0022 —_ 6600:2 — 0-0096 —
2 2 74377 019 016 0-12 61721 0:078 0-066 0-052
2 2 71093 0-073 0-081 0-15 5944.2 0-:029 0-034 0-059
2 1 8205-5 0-048 0-016 — 66916 0:020 0:0070 —
2 1 7967-5 — 0-0034 — 6532-5 — 0-0014 —
2 1 73551 0:0045 0-021 0-14 6115-1 0-0018 0-0089 0-054
2 1 6418-1 014 017 0-040 5453-2 0-052 0-066 0-016
1 2 7208-8 — 0-36 040 6026-6 —_ 012 013
1 2 67011 013 0-043 — 56676 0-039 0-012 —
1 2 6433-4 043 0-013 — 5475.0 0-13 0-0053 —
1 2 80186 0-34 0-00042 — 6583-3 0-14 — —
1 2 73954 — 013 022 6157:3 — 0-055 0-089
1 2 7070-6 — 035 025 5930-5 — 0-14 0-098
1 1 7318-0 0-058 013 0-077 6102-8 0-018 0-042 0:025
1 1 7128-1 — 0-076 0-17 59701 — 0-:024 0-054
1 1 6633:9 0-13 0-014 — 5619:6 0-041 0-0056 —
1 1 5862-0 0-15 0-045 — 5055-6 0:044 0-014 —
1 1 81539 — 0-0033 — 6674-2 — 0-0020 —
1 1 7918-9 0-21 0-028 — 6515-9 0-088 0-013 —
1 1 7313-7 — 0-19  0-045 6100-5 — 0-:076 0-018
1 1 6386-5 — 0-059 0-33 5441-8 — 0-022 0-13
1 0 8039-9 — 0-047 0-059 6596-7 — 0-016 0:020
1 0 7088-7 0-086 0.018 — 59425 0027 0-0062 —
1 0 9060-4 0-047 0-0097 — 7269-6 0:022 0-0050 —
1 0 78703 — 0-057 0-072 6483:0 — 0-024 0-030
0 1 73524 0-23 0:20 046 6106-1 0-075 0-066 0-15
0 1 7160-8 — 040 025 5973-4 — 0-13 0-081
0 1 6662-2 0-51 0-11 — 56224 016  0-033 —
0 1 58841 0-15 0-073 — 5057-9 0:044 0-022 —

Apart from the discrepancies in the J;j values mentioned above, the 4p — 4s and
5p —> 4s arrays agree with those previously calculated, the difference of a few percent, which
is insignificant, being due to a different choice of s%.

It will be noticed that some of the transition probabilities of the 4d — 4p array are
smaller than those of the 5d — 4p array, owing to the value of s? increasing for those levels
of parentage %, together with the inverse wavelength cubed dependence of the transition
probability. This implies that the 5d levels with parentage § are being perturbed, causing
their quantum defect to be larger rather than smaller than the 4d values. This is also
reflected in the Landé g values where, apart from the s;” and s,” levels which have parent-
age %, the agreement between intermediate coupling and observation is better than that of
the other coupling schemes. (No configuration interaction effects have been considered here
although their presence can be seen by the decreasing accuracy of the energy level fit with
increasing energy (table 3). Because of this, an expected accuracy among the intermediate
coupling transition probabilities from the higher energy levels of better than a factor of 2
would be optimistic and unlikely.)



Upper Lower

OO OO M b bl b bl b b i e b R e R RN RNNNRNRN D NN W

J value

e R = O OO R R R R EDRODNNRE S =R = =R

Avac(4p~45)

8117-5
7069-6
76371
8017-3
8410-4
7386-6
9225-9
8008-3
9786-7
8427-4
6967-7
7149-0
7726-2
9125-8
8266-5
7275-4
8523-0
7473-3
9356-3
8106-4
11490-3
9660-9
7726-2
7949-8
8670-0
10472-3
7505-3
6679-1
8580-0
7517-1

LS

3-33
308
0-88
3-03

0-89
2:27
2-24
0-11
1-33

IC

333
0-55
248
0-97
2-12
0-86
0-57
0-49
0-094
2:04
0-73
0-14
0-53

1.70
0-19
1-25
0-040
0-060
2-42
0-017

1-14
1-91
0-32
0-085
4-30
0-0046
0-0019
423

Jij

3-33
2:02
1-74
3.02

42019
3948-7
4159-7
41920
43346
4045-6
4590-3
4267-5
4629-6
4301-4
3950-2
39584
4165-5
42524
4336-5
4047-3
4346-3
4055-8
4597-3
4273-5
4703-4
4365-1
4183-1
4192-2
4425:2
4523-5
4260-4
3980-9
4511-8
41996

LS

0-26
0-20
0-022
0-061
0-18

0-13
0-0086

0-14

0-072
0-012
0-19

0-077
0-082
0-13
0-022
0-24

0-26

IC

0-26
0-0017
0-19
0-076
0-17
0-058
0-17
0-052
0-022
0-14
0-0098

0-040
0-21
0-10
0-024
0-083
0-015
0-027
0-17
0-00028
0-039
010
0-14
0-00095
0-0025
0-22
0-022
0-014
0-24

Jij

0-26
0-13
0-13
0-22
0-12
0-12

0-044
0-21
015
0-073
0-20
0-038
0-081
0-16

Table 8. Transition probabilities for 4p —> 4s, 5p —> 4s, 6p—> 4s ( x 10-7 sec 1)

A\mo(sp_4's) A"“°(6p_4s)

3568-8
33909
3555-3
3565-3
36716
34621
3865-2
3633-7

3877-0

3644-2
3393.7
3394-8
35571
3581-0
3675-0
3465-1
3676-2
3466-2
3867-3
36356
38956
3660-6
35642
3565:3
3744-8
37713
3650-7
3443-5
3835-7
3607-6

LS

0-066

0-051

0-055

0-016
0-046

0-033
0-0022

0-038
0-019

0-030
0-046
0-021
0-020
0-033

0-0055
0-076
0-047

IC

0-066
0-020
0-046
0-023
0-0043
0-015
0-0036
0-017
0-0056
0-034
0-0006

0-0094
0-056
0-021
0-0064
0-023
0-0069
0-008
0-044
0-0004
0-0082
0-031
0-027

0-047
0-010
0-0065
0-056

521131190 qO 4G UOISUDLY T UOTAE
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Upper Lower
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J value
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Avac(4d—4p)

73746
6539-8
7090-7
72727
74267
6889-0
6606-3
8145-3
7503-0
7169-0
8386-4
77071
73551
6598-0
6605-9
71521
7438-3
7501-9
6953-6

Table 9. Transition probabilities for 4d — 4p, 5d — 4p, 6d — 4p (x10-7 sec 1)

LS

0-19

0.047
0-022
0-13
013
0-0057
0-17
0-03
0-00087

0-0043

0-031

IC

0-19
0-0027
0-034
0-032
0-13
0-0051
0-00022
0-0013
0-14
0-016

0-0022
0-16
0-0011
0-00033
0-0039
0-0076
0-010
0-017

Jij

0-19

0-043
0-027
013

015

0-0056
016

0:0097
0-0037
0-013

Aac(5d—4p)

6033-9
5526-7
5928-7
5989-1
6147-0
5774-0
55741
6648-5
6214-3
5983-4
67245
6280-6
6044-9
5542-3
55835
5945.7
6015-4
6166-4
5791-1

LS

0-18
0-044
0-022
0-25

0-13
0-0054
017
0-39
0-0015
0-0045

0-055

IC

0-18
0-00098
0-031
0-034
0-24
0-018
0:0036
0:0036
012
0-019
0-0014
0-0021
0-15
0:00048

0-0033
0-0093
0-022
0-015

Jij

018
0-040
0-026
0-25

0-14

0-0056
0-16

0-0092
0-0038
0-025

Avac(6d—4p)

5497-5
5079-5
5443-7
5461-2
5598-8
5287-6
51195
60445
5683-4
5489-7
6066-1
5702-6
5507-5
5089-1
5101-0
5445-4
5450-8
5610-4
5298-0

LS

0-16
0-037
0-018
0-18

0-11
0-0045

0-14
0-27
0.0010
0-0038

0-039

IC

0-16
0-00058
0-034
0-021
017
0-0012
0-0046
0:0033
0-10
0-0052
0-0015
0-14
0-00026
0-0035
0-0073
0-028
0-0096

Jij

0-16

0-033
0022
0-18
0-12

0-0049
0-13

0-0077
0-0033
0-017

+06
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J value

Upper Lower

RO DD DD

Pt ek Pk pak ek pad e bk e PO RO RO R RO R R NN

Avao(4d—4p)

6665-8
75120
6962-3
6673-8
8220-4
75717
72317
8607-3
7893-3
75245
7620-2
74145
6881-4
60544
7630-7
74245
6889-9
6001-0
8368-9

LS

0-032

0-029
0-034

0-049
0-00074
0-070

0-0064

0-14

IC

0-0021
0-014
0-0004
0-0021
0-00039
0-0023
0-063
0-012
0-052
0-011
0-094
0-0035
0-0022
0-0051
0-00087

0-0021
0-11

Table 9 (cont.)

Avao(5d—4p)

5590-0
6217-4
5836-0
56319
6669-8
6232-9
6000-6
67577
6309.5
6071-6
6246-1
6107-2
5740-9
5153-6
62984
6157.3
57850
51891
6763-2

LS

0-056

0-053
0-035

0-051
0-00078
0-14

0012

Avao(6d—4p)

51293
56249
5311-0
5141-4
6046-7
5685-4
5491-5
6053-3
5691-2
5496-9
56763
5561-4
5256-0
4759-4
5691-2
55757
5268-7
4769-9
6123-3

LS

0-040

0-035
0-030

0-045
0-00067
0-095

0-0080

IC

0-0020
0-0092
0-00027

0-0016
0-0020
0-053
0-0080
0-058
0-0012
012
0-0025

0-022
0-0074
0-15
0-27
0.0011

Jij
0-026
— 3
_ ]
—y
_ L)
0-0097 §
0-067 &,
L)
R— §-
0-052
R
[~
0-15 s
- 3
-
— 8
0-0028
0-15

S06



Upper Lower
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J value
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Avac(4d—4p)

8121-5
7486-2
6517-6
8763-5
84926
7800-3
67545
7287.0
6768-6
6495-6
7962-4
73475
7026-9
8801-3
8056-1
7672-2
7398.6
72046
6700-2

LS

0-11
0-017
0-000045
0-14

0-0037
0-012
0-0042

0-025
0-0035
0-043

0-035

IC

0-00091
0-12

0-00017
0-0023
0-0055
011
0:0022
0-0025
0-0057
000021
0-00025
0-010
0-0038
0-022
0-0067
0-038
0-018
0-0030

Jij

0-076
0-015

016
0-0039

0-0096

0-013
0-024
0-019
0-041

Table 9 (cont.)

Avac(5d—4p)

6600-7
6174.7
5500-6
6853-5
6686-7
6250-0
5560-2
6050-7
56889
5494-8
65681
6144.0
5918-2
6828-7
6371-5
6129-0
6127-5
5993-8
56405

LS

0-11
0-012
0-000047
013
0-0052

0-0054
0-018

0-028
0-0037

0-081

IC

0-0085
0-10
0-0015
0-0018
0-0046
0-10
0-0054
0-0030
0-00025

0-0077
0-0041
0-025
0-0085
0-068
0-039
0-0026

Avac(6d—4p)

5989-8
5637-0
5069-7
61301
5996-3
5642-7
5074-3
5556-5
5249-9
50841
6048-5
5687-0
5493-0
6180-9
5803-8
5601-9
56211
5508-4
5208-6

LS

0-094

0-012

0:000041
011

0-0044
0-015
0-0039

0-024
0-0032
0-053

0-041

IC

0-0086
0-086
0-0023
0-0018
0-0073
0-083
0-0039
0-0013
0-00087
0-00068
0-00058
0-0085
0-0031
0-021
0.0051
0:046
0-021
0-0088

0-0073

0:012
0-021
0-024
0-051
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J value
Upper Lower
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Agao(4d—4p)

5913-7
80959
7864-1
7266-9
6350-8
8964:6
8681-3
7959-2
6873-3
81374
71644
8988-8
7816-2
10072-5
86229
9077-7
8787-3
8048-3
6939-6

IC Jij
0-00079 —
0-00031 —
0-0093 —
0-076 —

— 0-13
0-0059 —
0-0019 —
0-0018 0-11
0-15 0-0052
0-048 0-056
0-010 —
0-0085 —
0066  0-080
0-000065 —
0-0082  0-0066
0-014 —
0-0030 —
0020 012
0-16 0-038

Table 9 (cont.)

Avao(5d—4p)

5072-5
6501-1
6087-5
5431-2
6756-3
6310-7
5608-2
6658-7
6926-6
6625-6
5965-9
72511
6468-3
7570-0
6720-9
6994-0
6820-4
6366-6
5652-3

LS

0-050

0-0011
0-13
0-064
0-013
0-079

0-092

0-019
0-051

0-0044
0-13

IC

0-0049
0-0075
0-069
0-0019
0-0022
0-0046
0-15
0-00035
0-0093
0-10
0-016
0-0066
0-069

0-0049
0-016
0-0035
0-022
016

0-12
0-11
0-0052
011

0-077
0-0076

013
0-038

Avao(6d—4p)

4720-5
6125-2
59916
5638-6
5071-0
6261-0
6121-4
57534
5163-7
6037-6
54849
6623-0
5963-7
67820
6092-4
62449
6106-1
57399
5152-8

LS IC
—  0-0067
0-052  0-011
—  0-055
—  0-0012
0-011  0-0093
—  0-00034
0-00097 0-00075
0-11 0-12
—  0:060
0-079  0-027
0-051  0-012
— 0044
—  0:00068
0-016  0-0093
0-046  0-015
—  0-0032
0-0039 0-019
0-11 0-14

Jij

0-097
0-0043
0-078

0-063

0-0067
0-12
0-033
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Determination of temperature in a radio-frequency
discharge using a reversal technique
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Abstract. An absorption technique for determining the temperature in a circularly
symmetric discharge has been developed by Elder, Jerrick and Birkeland, and applied
by them to a low-temperature discharge using a tungsten ribbon background source.
This technique has been extended here to a higher temperature radio-frequency
discharge in argon at atmospheric pressure using a condenser discharge background
source. The measured off-axis temperature maximum of 9200°k is in agreement with
previous measurements. The error introduced by the finite resolution of the spectro-
graph used is discussed.

1. Introduction

For the determination of atomic parameters from a discharge, such as transition prob-
abilities and continuum intensity correction factors, a complete knowledge of the discharge
conditions must be obtained. If local thermodynamic equilibrium (LTE) exists in the
discharge, as it does with certain d.c. arcs and arc jets (Olsen 1959) and radio-frequency
torch discharges (Johnston 1966), the problem becomes simply that of measuring the
temperature of the discharge, whence populations, electron number density, etc. can be
deduced.

An absorption method for temperature determination which is independent of any
atomic parameter and only requires the existence of LTE between the states involved in the
transition has been developed by Elder ef al. (1965), and has been used by them to measure
the temperature of a sodium seeded nitrogen discharge. This discharge was found to have
a maximum temperature of 2600°k and a tungsten ribbon lamp was used as a background
source, The experiment described here applies their technique to an atmospheric pressure
radio-frequency discharge in argon of maximum temperature approximately 9000°k using a
‘Garton-type’ flash tube (Garton 1962) as the background source.

2. Theory

The theory has been described before (Elder er al. 1965) and will only be briefly outlined
here. Two sets of measurements are made across the discharge. The first measurement
is of the peak intensity of a suitable spectral line emitted by the discharge and the second
is of this line intensity with a background source. The transmission of the discharge can
then be obtained by subtracting the two measurements and dividing by the intensity of the
background source. Once the radial profile of the absorption coefficient has been calcu-
lated by an Abel inversion procedure from the observed transmission the radial profile of
the emission coefficient can be determined. If the states involved in the transition are in
LTE with respect to each other, the ratio of the emission and absorption coefficients is equal
to the Planck function, thus giving the temperature.

Because of the finite resolution of the dispersive system used the transmission is not
measured at a precise frequency but integrated over the spectral slit width.

+ Now at Electricity Council Research Centre, Capenhurst, Cheshire.
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The transmission of the discharge at a frequency v and a position x from the axis of
symmetry is given by

R
ki(r) p(r) dr
wy(x)=exp ( -2 (”%2)_%(2)%/2) )
where k,(r) p(r) is the volume absorption coefficient and R the discharge radius.

By taking logarithms of both sides of this equation it can be put into the form of an Abel
integral equation whence the absorption coefficient can be determined:

R
1 d 1 xdr
60 o)==, G [ |1n | o @
T
However, the quantity measured is not wy at a precise frequency, say wy,, but
| Avf2
Ay f wy(x) dv

—Av[2

where Av is the spectral slit width over which the transmission is integrated.
Equation (2) is valid if it can be written

] Avf2 | d R i Av]2 ) i
- xXax
ZL J‘ kl’(r) p(r) dV= —; E" J‘ {]n (E} J‘ (Up(x) dV) }'(:xfz_Arz)le. (3)
—Av[2 r —Avf2

The left-hand side of this equation is the quantity deduced in all absorption experiments,
not k,(r) p(r) at the line centre. However, the emission coefficient j,(r) p(r) is also measured
as
1 Av]2
x| 0w
—Av/2

and since the frequency dependence of the emission and absorption coefficients is identical,
the ratio of the two becomes ji/k, at the line centre.
To be able to write equation (3) requires that

Av]2 Av[2
Tl g @) dv)
AV m v=I1n E Wil X) dv .

—Avf2 —Ar/2

Consequently the fractional error in ky(r) p(r) due to a finite spectral slit width will be

Arf2 Av[2 Avl2
! n—L_ dv—in(} adv) V(L m L @)
—A—V a;@ av ATJ wl X v EJ n w:(}) dv
—Avj2 —Dof2 —Aviz
Avl2 Avf2 4
—1-In (A'; f wy(x) dv) (A'_V f n w,(x) du) . @
—Ar{2 —Avj2

Since the spatial inhomogeneity plays no partin this error treatment the functional depen-
dence on position will be omitted for clarity.
Now
wy=exp (—ky) (5)

where for a Gaussian absorption profile
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o=o 1+ (2221 ™

where Avp and Avs are the appropriate half-widths of the profiles. Equation (4) can now
be solved by expanding the logarithm in the numerator using the expansion

ny= § CTO=1r

n=1

and for a dispersive profile

where 0<y<2
since

0<$ J- wydv<1.

On expanding w, and integrating the following expressions for the error are obtained:

1 2 (=D kow \PL[ & (=1 (ko)mt ¥ N
et .2 n (2‘;(1)172) [EIT\/;:‘ erf{\—/i @ In 2)1,3}]

for the Gaussian profile where x=Av/Avp

and
L2 D (ko (& D7 g (X o))
1+tan_1xn§1 n (Z—x) { Z m! (koym=t B (1 ¥ (3, m %))}

m=1

for the dispersive profile where B({x2/(1+x2)} (4, m—1)) is an incomplete beta function
(Pearson 1934) and x=Av/Avs.

6 /y
4 .y

/[

Error (%)

/

/

P

0 | 2 3
x

Figure |. Percentage error plotted against x, the ratio of spectral slit width to spectral line width.
Curve A, dispersive profile, curve B, Gaussian profile.

For a value of ko, the absorption coefficient at the line peak, of 0-43 (the valuc obtained
in the experiment described here), the two error curves are plotted in figure 1, where it can

be seen that, in this case, a spectral slit width less than the linc half-width will not cause any
significant error.

3. Experimental procedure

Previous measurements of the radio-frequency discharge operating at 4-5 MHz (Johnston
1966) indicated that LTE prevailed, that the discharge temperature reached an off-axis
maximum of about 9500°k and that the the 1s5-2pg 7635 A line exhibited self-absorption.
Consequently, this transition was chosen for the absorption measurement. The ls4—2ps
7514 A line was also used since the 1s5 level is metastable, and, despite the collision domina-
tion of LTE, the population of this level could be greater than one would expect from a
Boltzmann distribution, causing an anomalously high value of absorption from this level.
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The above error analysis suggests that a resolution equal to or better than the half-width
of the spectral line is required to avoid any significant error in the measured absorption
coefficient. The approximate conditions already found for this discharge indicate a half-
width for the 7635 A line of 0-11 A due to Stark broadening (0-0235 A half half-width) and
Doppler broadening (0-0493 A half 1/e width). In fact the line half-width will be slightly
increased due to self-absorption. A resolution of the order of 3 x 109 is therefore required
to resolve easily less than the half-width and so that the instrument width imposed by the
grating does not influence the line width. This resolution was obtained by using a 6 in.
30 000 line/in. grating in the second order. At the wavelength involved, the angle of inci-
dence of the grating was such that the focal plane was at a distance from the grating less
than half its radius of curvature, i.e. for a 10 ft grating, the focus of the 7635 A line in the
second order would be approximately 4 ft from the grating. Since grating focusing mecha-
nisms in most spectrographs do not operate up to such short distances from the exit plane,
a 21 ft radius of curvature grating with the above specification was chosen and used in a
10 ft normal-incidence Eagle spectrograph. Incorrect focal plane curvature was of no
consequence since focus was required over such a small spectral width as to be well within
the depth of focus. With the plate holder at its maximum angle of 45° and an exit slit of
200 pum the bandwidth accepted by the detector was 0-09 A.

A ‘Garton-type’ flash tube (Garton 1962) was used as the background source. This
source gives a short intense pulse of continuum radiation, produced by the discharge of a
10 kv low-inductance capacitor through a ceramic capillary, which approximates a black
body of approximately 29 000°k (Parkinson and Reeves 1961). The gate output of a Tek-
tronix 551 oscilloscope triggered a thyratron circuit which in turn gave a 300 v pulse to a
coaxial transformer which fired the flash tube. Since the intensity of the spectral lines
from the radio-frequency discharge was observed to fluctuate at 300 Hz, the measurements of
emission and transmission were made at the same point in the cycle by means of a syn-
chronous chopper, driven by the same power supply as the radio-frequency generator and
placed in front of the entrance slit of the spectrograph. Since previous measurements
(Johnston 1966, Hughes and Wooding 1967) were made over a period of many cycles and
thus gave some average temperature, and the temperature had been shown to vary by
approximately +250degk over the cycle (Johnston, to be published), the mid-point of the
cycle was chosen for these measurements (i.e. maximum negative gradient) so that a com-
parison with the previous work could be made. A pea-bulb and photomultiplier were
placed either side of the chopper disk and the signal generated used to trigger the oscillo-
scope beams and gate output.

An RCA 7102 photomultiplier was chosen for detecting the signal since this had a
AgOCs cathode surface which had the highest quantum efficiency at the wavelength con-
cerned. The photomultiplier was cooled with liquid oxygen to reduce the cathode dark
current and an extension glass tube sealed on to the photomultiplier envelope and termi-
nated by a window 6 in. in front of the cathode and liquid-oxygen jacket to prevent icing
over of the cathode window. The photomultiplier was mounted in the exit plane of the
spectrograph behind a 200 pum slit and an EMI 9664B photomultiplier accepting a spectral
bandwidth of 2-4 A was mounted adjacent to it to monitor the flash-tube intensity, since the
discharge continuum was transparent to the flash-tube continuum. The two output signals
were displayed on the oscilloscope and recorded on 35 mm film using a Shackman camera
mounted vertically to permit a greater number of exposures to be taken on a length of film.

The radio-frequency discharge apparatus has been described before (Johnston 1966), the
only modification here being to the power input coil which was wound so that the coil
planes were horizontal and the displacement from one turn to the next occurred at the side
of the vertically mounted discharge tube, enabling a slit height on the spectrograph of 1 cm,
equal to the spacing between the coils, to be used when scanning across the tube, since a
one-to-one optical imaging system was used. The argon flow rate was increased from
60 to 70 1. min—! so that wall heating during the long operating times (~ 1 hour) would not
be serious.

The emission intensities of the 7635 and 7514 A lines were transferred to an absolute



Radio-frequency discharge temperature measurement 483

scale using a calibrated tungsten black-body lamp. Part of the optical scanning arrange-
ment could be rotated through 180° so that the spectrograph and photomultiplier accepted
the same solid angle of light from the tungsten lamp as from the discharge whilst retaining
the mirrors and lenses of the optical system at the same angle. This output signal was
measured on an Ecko vibrating-reed electrometer whose input resistor was calibrated with
a standard cell and potentiometer bridge.

The effects of refraction and scattering of the light emitted from the discharge owing to
striations and blemishes in the quartz discharge tube were measured by suspending an
electrically heated wire down the centre of the tube, scanning the tube from side to side and
measuring the intensity variation of the hot wire with position.

4, Results

The transmission of the 7635 A line was measured twenty times in twenty-five positions and
the 7515 A line sixteen times in fifty positions across the discharge. The mean values of
the absorption across the discharge for each of the lines were then calculated and the values
Abel-inverted to give the radial profiles of the absorption coefficient. The calculation of
the emission coefficients from the observed intensities requires a long iterative procedure
involving the absorption coefficient to correct for self-absorption, and this necessitates
magnetic disk storage on an IBM 7090 computer (J. W. Birkeland 1966 private communica-
tion). Details of the mathematics involved are given by Elder et al. (1965). However, in
cases of small absorption, i.e. transmission not less than 809, no iterative procedure is
necessary and for transmissions not less than 609 only one iteration is required, and this
only affects the first approximation to the emission coefficient by a few per cent. Con-
sequently, the correction to the emission coefficient was simply calculated by curve fitting
the calculated absorption and emission coefficients and solving analytically without any
significant loss of accuracy but with considerable saving of computer time. The absorption
and emission profiles across the discharge for both spectral lines are given in figure 2.

The temperature profiles obtained from the two lines are shown in figure 3 and the results
agree well with previous measurements (Johnston 1966, Hughes and Wooding 1967). The
steeper fall-off in temperature towards the walls compared with these previous measurements
was caused by having a higher argon flow rate (70 1. min—! as opposed to 60 1. min-1).
The largest error involved, that of calibration of the emission intensity (~59%), in this
temperature régime would produce an error in the final temperature of about 2}9,. By
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Figure2. Absorption k,and emission e, coeffi- Figure 3. Temperature plotted against nor-
cients plotted against normalized tube radius. malized tube radius. xfrom 7635 A line,
x 7635 A, O 7514 A. O from 7514 A line; broken curve, John-

ston (1966); dotted curve, Hughes and
Wooding (1967).
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using two different lines with different emission coefficients it is hoped that the final error
in the averaged temperature distribution will be less than this. The errors caused by
integration over the spectral slit width and the reiteration process in the data reduction are
negligible compared with the above error.

5. Conclusions

The temperature obtained by absorption from the 1s; metastable level agrees within the
limits of error with that obtained from the non-metastable 1s4 level, indicating that under
the conditions of LTE the metastable population in this discharge is what would be expected
from a Boltzmann distribution.

This method of determining temperature distributions in dense inhomogeneous LTE
discharges is extremely attractive from the point of view of high accuracy and independence
of transition probability values, although it does not seem to be widely used. In fact, the
‘reversal’ method has even been erroneously dismissed as ‘inapplicable’ to inhomogeneous
discharges (Griem 1964, Robinson and Lenn 1967).
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Results of measurements of temperature and electron density distribution within an electrodeless dis-
charge in argon at atmospheric pressure are briefly presented. The temperature is found to exhibit an

off-axis peak of 9500°K.

This paper presents some results obtained
during preliminary steps of research on the spec-
tral and radiative characteristics of an electrode-
less radio-frequency discharge in argon.

The discharge was excited in a continuously
flowing stream of argon, fed into one end of a
fused-quartz tube of two-inch internal diameter
and about twelve inches long, the other end being
open to the atmosphere. A five-turn coil of water
cooled copper tubing was wound about the central
four inches of the quartz tube and supplied with
radio-frequency power from a "Radyne" 4-7 Mc/s,
15 kW oscillator. In the experiment reported here
the oscillator was operated at 4.5 Mc/s and 6 kW.
By arranging the argon gas inlet eccentrically,
stability of the plasma and avoidance of excessive
wall heating were achieved.

The discharge temperature was determined
from the relative intensities of lines or argon I [1].
Two photomultipliers were used with a 10 foot
normal-incidence Eagle spectrograph to record
the intensities of the 3pS4s - 3p°4p and 3p54s -
3p“5p line groups in the blue and the red. The in-
tensities were measured at 20 pogitions across a
diameter of the discharge between the radio-fre-
quency coils. The measured intensities I (y) were
converted into radial intensities I (») by means of
an Abel inversion [1]. If a Boltmann distribution
of population in the excited states of neutral argon
exists (see below), the graph of log I A/gA versus E,
(the excitation energy of the upper level of the line
is a straightline with a slope inversely proportion-
al to temperature. A typical result, in which the
temperature is seen to reach a maximum value of
95009K well off-axis is shown in graph L.

However, when the Fowler-Milne method [2, 9]
was applied to the red 7635 A line, an on-axis
peak temperature of 16 500K was obtained. This

T x 103 (°K)

Fig. 1.
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method depends on the fact that the intensity of a
spectral line from a given ionisation stage (in this
case the neutral atom) will increase with tempe-
rature, reach a maximum, and then decrease at
higher temperatures due to removal of atoms from
that ionisation stage to a higher one. It is agssumed
that the excited state used is in local thermody-
namic equilibrium with the free-electrons°.

The intensity distribution of the 7635 A line
across the discharge was measured and converted
to a radial distribution. Off-axis peaks in intensity
were obtained. (Off-axis peaks in intensity were
also obtained for all the radial intensity distribu-
tions used in the relative line intensity tempera-
ture measurements) On identifying the off-axis
intensity peaks with the line intensity maximum
which occurs at 15 000°K for the 76354 line, a
temperature profile was obtained, graph IV. This
was in excellent agreement with previous measu-
rements [3] obtained on a similar discharge in ar-
gon of smaller size and lower power input, with
the same line. The fact that no argon II lines could
be seen in emission lends support to the lower
temperature measurement.

The degree of local thermodynamic equilibrium
was then determined by measuring the electron
density. This was evaluated across the discharge
from the Stark-broadened half-widths of the neu-
tral argon lines. A scanning Fabry-Perot inter-
ferometer was used to measure the half-widths [4].
The Doppler half-width was estimated from the
relative intensity temperature measurement, the
instrument function was measured and these two
contributions to the total half-width subtracted
from it. The electron density was then obtained
from the Stark broadening parameters [5a]. As
the accuracy of these measurements was not ex-
pected to be high in view of uncertainties in the
parameters, and as the temperature profile from
the relative intensity measurements was reasona-
bly flat-topped no attempt was made to convert the
electron density measurements into a radial dis-
tribution.

The value obtained was 4.4 X 1015 electrons/cc
in the centre of the discharge. It was also found
that the 76354 line had a slightly greater half-
width in the centre of the discharge than that ex-
pected, indicating self-absorption. On applying
the usual equation for the calculation of optical
depth e.g. [6], with the measured values of elec-
tron density and temperature, it was found that
this line should have an optical depth of about 0.3
corresponding to a drop in intensity of the line
peak through re-absorption of about 7%.

Using the validity criteria for local thermo-
dynamic equilibrium in an inhomogeneous time-

500

independent plasma [5b] it was found that all the
excited states of neutral argon were in equilibri-
um with the continuum, and the ground state, if
not in complete local thermodynamic equilibrium
was not far from it.

When the value of electron density together with
the pressure balance condition was substituted into
Saha's equation, the temperature obtained was
8000 +5000K in agreement with the relative line
intensity temperature measurement.

The line to continuum ratio was measured
across a diameter of the plasma since, with sub-
stitution of Saha's equation, this ratio is a function
of temperature only. Use of the Unsold-Kramers
theory for the continuum intensity showed that a
correction factor of 4.8 to the theoretical continuum
intensity was needed to bring the temperature ob-
tained by this method into agreement with the rel-
ative line intensity temperature measurements.
This agrees well with the correction factor of 5
experimentally determined by Olsen [7] using a
d.c. thermal arc running in argon. Graph II shows
the temperature distribution using the correction
factor of 5 suggested by Olsen.

We conclude that the off-axis peaks in line in-
tensity after Abel inversion were not due to the
maximum intensity temperature of the line being
reached, and in the centre exceeded, previously
as [3] concluded but due to the nature of the radio-
frequency heating which occurs within a certain
skin depth dependent on the frequency applied. The
central portion of the discharge is heated only by
radiation and thermal diffusion. The slight self-
absorption of the 7635 line would also enhance
the central dip in inverted intensity of this line.

Recent Russian work on enclosed radio-fre-
quency discharges [8] is in agreement with the
above temperature measurements and shape of
the temperature profile, obtained from the rel-
ative intensity measurements.

In conclusion it should be said that the Fowler
Milne method cannot be used in this type of dis-
charge, only when the distribution of two different
ionisation stages of the same element can be ex~
amined [9].

The author would like to express his gratitude
to Professor W.R.S.Garton for suggesting this
topic and for his helpful supervision.
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