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SUMMARY

With high-order methods becoming more widely adopted throughout the field of computational fluid
dynamics, the development of new computationally efficient algorithms has increased tremendously in
recent years. The flux reconstruction approach allows various well-known high order schemes to be cast
within a single unifying framework. Whilst a connection between flux reconstruction and the discontinuous
Galerkin method has been established elsewhere, it still remains to fully investigate the explicit connections
between the many popular variants of the discontinuous Galerkin method and the flux reconstruction
approach. In this work, we closely examine the connections between three nodal versions of tensor product
discontinuous Galerkin spectral element approximations and two types of flux reconstruction schemes
for solving systems of conservation laws on quadrilateral meshes. The different types of discontinuous
Galerkin approximations arise from the choice of the solution nodes of the Lagrange basis representing the
solution and from the quadrature approximation used to integrate the mass matrix and the other terms of the
discretisation. By considering both a linear and nonlinear advection equation on a regular grid, we examine
the mathematical properties which connect these discretisations. These arguments are further confirmed by
the results of an empirical numerical study. Copyright c© 2013 John Wiley & Sons, Ltd.
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1. INTRODUCTION

In recent years there has been much interest in high-order discretisations as they offer the potential
to obtain more accurate approximations with less computational cost compared to lower order
methods. The most widely adopted high-order methods are based on the discontinuous Galerkin
method, introduced by Reed and Hill in 1973 [1]. The DG method is used in both industry and
academia due to the computational efficiency of the scheme and attractive numerical properties, and
has well-known formulations to cope with both hyperbolic and elliptic problems [2, 3]. Classically
the DG method starts with an expression of the underlying problem in a weak form, whereby the
governing system is multiplied by a test function and integrated over the domain, which is itself
partitioned into non-overlapping elements. A high-order discretisation therefore entails selecting
both a basis of polynomials which represent the solution locally on each element and a set of
quadrature points on which the inner products arising in the weak formulation can be calculated.
Some of the most efficient and ubiquitous forms of the DG method are so-called nodal DG schemes,
whereby Lagrange interpolants are combined with a set of nodal solution points on a given element
[5].

∗Correspondence to: d.de-grazia12@imperial.ac.uk, g.mengaldo11@imperial.ac.uk

Copyright c© 2013 John Wiley & Sons, Ltd.
Prepared using fldauth.cls [Version: 2010/05/13 v2.00]



2 D. DE GRAZIA, G. MENGALDO ET AL.

DGSEM-GLL DGSEM DGQ>P
Lumped mass matrix Exact mass matrix Exact mass matrix

Flux type Linear Nonlinear Linear Nonlinear Linear Nonlinear

FRDG 7 7 X X X 7
FRg2 X X 7 7 7 7

Table I. Connections between different types of DG and FR schemes derived in this work for constant
Jacobian elements. X indicates that the schemes are equivalent, whereas 7 indicates differences between

the schemes.

More recently however, another set of methods which are based upon the system being expressed
in a differential form have offered an alternative route which avoids the need for quadrature rules,
making these schemes easier to implement. The first of these was introduced by Kopriva and Kolias
[6] and was extended in 2006 to quadrilateral and triangular elements under the name of spectral-
difference (SD) schemes by Liu et al. [8]. Most recently, a new scheme called the flux reconstruction
(FR) method was presented by Huynh [4] which has undergone significant development in recent
years, with applications to the compressible Euler and Navier-Stokes equations [11, 12], extension
from a tensor-product formulation to simplex elements [10], allowing for the use of the method in a
wide variety of geometries.

One of the most appealing properties of the FR method is the ability to encapsulate other types of
numerical discretisations. Recently a new range of energy stable FR schemes have been identified
in [9], referred to as Vincent-Castonguay-Jameson-Huynh (VCJH) schemes. Here, a single real-
valued parameter c dictates the scheme which is recovered, and enables one to recover not only
differential-type schemes such as a particular SD method, but also integral-type schemes such as
nodal DG schemes. However, whilst a general connection between FR and nodal DG schemes has
been examined in other work [4, 9], there are many aspects of this equivalence that are yet to be
investigated. A particularly important point that has so far remained widely unaddressed is that nodal
DG schemes take on different numerical properties based on the choice of solution and quadrature
points. We note that in a general nodal DG scheme, given an expansion on each element in terms
of P Lagrange interpolants, we may perform quadrature on a separate set of Q quadrature points.
If P = Q and the distribution of solution and quadrature points is identical, then we recover the
so-called discontinuous Galerkin spectral element method (DGSEM) which diagonalises the mass
matrix, allowing for further computational optimisation [7, 15]. However, exactly which of these
DG schemes can be recovered by the FR approach has not yet been examined.

The purpose of this paper is to examine connections between various DG and FR schemes for
the case of an advection equation. We consider a nodal DG scheme with Q > P and two DGSEM
schemes. In the following with the subscript SEM† we mean that a collocation quadrature rule is
used for the inner product of the advection term of the conservation law equation.

Huynh in [4] proposed that one can recover a nodal DG scheme with the FR approach by using
Radau polynomials for the correction functions. We refer to this FR scheme as FRDG. However,
only the case of linear advection was investigated, hence aliasing issues arising from a nonlinear
flux (which can lead to differences between the FRDG and DG schemes) were not considered.
In this work we demonstrate that the FRDG and DG schemes, on a regular grid, are also equivalent
for a non-linear advection equation provided that a collocation quadrature rule is used for the the
inner product of the advection term of the DG discretisation. In fact, by using this rule, the aliasing
errors of the two schemes are identical. We perform a complete demonstration for the case of 2D
advection equation on a quadrilateral regular grid (it can be easily extended to 3D regular grids).

†In [7, 15] the DGSEM method implied a collocation quadrature rule for the inner product of all the terms of the
discretisation and not only the advection term. This led to a diagonal mass matrix which, in the case of Gauss-Lobatto-
Legendre points, is not an exact mass matrix but a lumped one.
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CONNECTIONS BETWEEN THE DG METHOD AND HIGH-ORDER FR SCHEMES 3

We state that this derivation is always valid on regular grids whilst some differences might exist on
deformed girds. In the rest of the paper we will refer to this DG scheme as DGSEM with exact mass
matrix (second column of table I)). We observe that if an over-integration is used for the advection
term the equivalence is valid only in the case of a linear flux function on a regular grid, since by
over-integrating we are reducing the aliasing errors arising from the nonlinearities. Hereafter we
will refer to this DG scheme as DGQ>P with exact mass matrix (third column of table I)).
Then we demonstrate, for the case of a 1D conservation law on a regular grid (the demonstration
can be extended to 2D/3D regular tensor product grids), that a DG method with solution nodes
collocated at Gauss-Lobatto-Legendre points recovers the FR g2 scheme introduced by Huynh in
[4] when the mass matrix of the DG discretisation is lumped. The equivalence is valid for both the
cases of a linear or nonlinear flux function provided that a collocation quadrature rule is used for
the inner product of the advection term of the DG discretisation. In the following we refer to this
DG sheme as DGSEM-GLL with lumped mass matrix (first column of table I), and to the type of FR
scheme recovered as FRg2 scheme. For the same reasons cited above, when an over-integration of
the advection term is used the proof is valid only in the case of a linear flux function on a regular
grid.
Experiments performed with both linear/nonlinear fluxes on regular/deformed grids using the
spectral element framework Nektar++ confirm the connections between the different versions of
nodal DG spectral element methods and the two types of FR schemes. Table I highlights the results
of this study, and will be expanded upon further in the following section. We conclude with a brief
study of the relative computational efficiencies of each scheme.

2. THEORY

In this section, we first describe the DG and FR methods in the setting of a 1D scalar conservation
law and based on the arguments of Huynh [4], we prove the equality of DGSEM and FRDG schemes
on a regular grid of quadrilateral elements. We further show that in one dimension the DGSEM-GLL
scheme is mathematically identical to the FRg2 scheme.

2.1. Discontinuous Galerkin method for 1D scalar conservation law

Consider the 1D scalar conservation law

∂u

∂t
+
∂f

∂x
= 0 (1)

within an domain Ω ⊂ R, where f = f(u) is the flux function. The aim of the DG method is to find
an approximate weak solution to Eq. 1 when the domain Ω is partitioned into N non-overlapping
elements Ωn such that

Ω =

N⋃
n=1

Ωn.

From an implementation perspective, it is convenient to map each element Ωn into a reference
(standard) element Ωs = {ξ | − 1 ≤ ξ ≤ 1} where

x = Θn(ξ) =

(
1− ξ

2

)
xn +

(
1 + ξ

2

)
xn+1.

In the reference domain the transformed equation into Ωs becomes

∂ûδn
∂t

+
∂f̂δn
∂ξ

= 0,

where
ûδn = ûδn(ξ, t) = uδn(Θ−1

n (ξ), t),
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4 D. DE GRAZIA, G. MENGALDO ET AL.

f̂δn = f̂δn(ξ, t) =
fδn(Θ−1

n (ξ), t)

Jn
,

with Jn = (xn+1 − xn)/2. The transformed solution ûδn in the reference space is approximated by
a polynomial of degree P and can be written as

ûδn =

P∑
i=0

ûδi `i(ξ), (2)

where `i denote the Lagrange polynomials. Analogously the approximate transformed flux f̂δn in the
reference space can be written as

f̂δDn =

P∑
i=0

f̂δDi `i(ξ). (3)

Here the superscript D stands for discontinuous since the flux is calculated directly from the
approximate solution, which is in general piecewise discontinuous between elements.

Now, we write the residual of Eq. 2.1

Rδ =
∂ûδn
∂t

+
∂f̂δn
∂ξ

which we require to be orthogonal to a set of smooth test functions. Following the standard Galerkin
approach we choose test functions defined by the basis `i(ξ) leading to the condition that∫

Ωs

Rδ · `i dξ ∀ i.

After performing integration by parts, substituting the boundary terms by the numerical interface
fluxes and integrating by parts once more we derive the strong form of the DG method,

∂

∂t

∫
Ωs

ûδn(ξ) · `i(ξ) dξ +

∫
Ωs

∂

∂ξ
f̂δDn (ξ) · `i(ξ) dξ +

[(
f̂δIn − f̂δDn

)
· `i(ξ)

]+1

−1
= 0 ∀ i. (4)

The P + 1 equations can be written in matrix form as

M
dûδn
dt

+ Sf̂
δD

n =
[(
f̂δDn − f̂δIn

)
l(ξ)
]+1

−1
(5)

where M and S are the local mass matrix and stiffness matrices

Mi,j =

∫
Ωs

`i(ξ)`j(ξ) dξ, Si,j =

∫
Ωs

`i(ξ)
d`j(ξ)

dξ
dξ, (6)

and l(ξ) = [`0(ξ), ..., `P (ξ)].

2.2. Flux reconstruction method for 1D scalar conservation law

After having obtained the formulation of DG scheme for the 1D scalar equation on a regular grid,
we follow the approach of Huynh [4] to write the formulation of the FR scheme.

Consider again the 1D scalar conservation law of Eq. 1. As before, we discretize the domain into
N non-overlapping standard elements and we map each of them into a standard element Ωs. The
solution ûδn in the reference space can again be expanded in a polynomial basis as in Eq. 2. The
approximate flux in the standard element can be written as

f̂δn = f̂δn(ξ, t) = f̂δDn + f̂δCn

where f̂δDn remains defined as in Eq. 3 and

f̂δCn = hL(ξ)
[
f̂δIn − f̂δDn

] ∣∣∣∣
ξ=−1

+ hR(ξ)
[
f̂δIn − f̂δDn

] ∣∣∣∣
ξ=1

= ∆̂fLhL + ∆̂fRhR.
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CONNECTIONS BETWEEN THE DG METHOD AND HIGH-ORDER FR SCHEMES 5

In the above, D stands for discontinuous, C stands for corrective, ∆̂fL and ∆̂fR are the left and
right jump fluxes at the boundary, hL(ξ) and hR(ξ) are the left and right correction functions which
have to approximate zero in some sense and satisfy

hL(−1) = 1, hL(1) = 0, hR(−1) = 0, hR(1) = 1.

The derivative of the flux with respect to ξ is

∂f̂δn
∂ξ

=
∂f̂δDn
∂ξ

+
∂f̂δCn
∂ξ

=
∂f̂δDn
∂ξ

+ ∆̂fL
dhL
∂ξ

+ ∆̂fR
dhR
∂ξ

As noted by Jameson et al. [14] the functions hL(ξ) and hR(ξ) can be defined in the space of
polynomials of degree at most P + 1. As a consequence the derivatives dhL

∂ξ and dhR
∂ξ can be

represented in the same basis as the solution ûδn. This gives the formulation of the FR scheme:

∂ûδn
∂t

+
∂f̂δDn
∂ξ

+ ∆̂fL
dhL
∂ξ

+ ∆̂fR
dhR
∂ξ

= 0. (7)

Now, we require the residual of Eq. 7 to be orthogonal to a set of smooth function as before and we
therefore obtain

∂

∂t

∫
Ωs

ûδn(ξ) · `i(ξ) dξ +

∫
Ωs

∂

∂ξ
f̂δDn (ξ) · `i(ξ) dξ +∫

Ωs

(
∆̂fLh

′
L(ξ) + ∆̂fRh

′
R(ξ)

)
· `i(ξ) dξ = 0 ∀ i.

Performing an integration by parts on the last term we see that

∂

∂t

∫
Ωs

ûδn(ξ) · `i(ξ) dξ +

∫
Ωs

∂

∂ξ
f̂δDn (ξ) · `i(ξ) dξ +

∆̂fL · `i(−1)− ∆̂fR · `i(1)−∫
Ωs

(
∆̂fLhL(ξ) + ∆̂fRhR(ξ)

)
· `′i(ξ) dξ = 0 ∀ i.

(8)

and so eq. 8 becomes

∂

∂t

∫
Ωs

ûδn(ξ) · `i(ξ) dξ +

∫
Ωs

∂

∂ξ
f̂δDn (ξ) · `i(ξ) dξ +

[(
f̂δIn − f̂δDn

)
· `i(ξ)

]+1

−1
−∫

Ωs

(
∆̂fLhL(ξ) + ∆̂fRhR(ξ)

)
· `′i(ξ) = 0 ∀ i.

(9)

Eq. 9 is equal to Eq. 4 except for the last term. As pointed out by Huynh in in [4], that term vanishes
if we define hL and hR using Radau polynomials of order P + 1 because a Radau polynomial of
order P + 1 is orthogonal to all the polynomials of order less than or equal to P − 1. Therefore, we
recover exactly the DG method, at least for the case of a linear flux function. We refer to this type
of FR scheme with correction functions equal to Radau polynomials as FRDG.

The P + 1 equations can be written in matrix form as:

dûδn
dt

+ Df̂
δD

n + ∆̂fLhL(ξ) + ∆̂fRhR(ξ) = 0

where D = M−1S is the local differentiation matrix with Di,j = l′j(ξi), h′L(ξ) =
[h′L(ξ0), ..., h′L(ξP )] and h′R(ξ) = [h′R(ξ0), ..., h′R(ξP )].
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6 D. DE GRAZIA, G. MENGALDO ET AL.

2.3. 2D scalar conservation law on quadrilateral grids

In this subsection we demonstrate the equality of DG and FRDG on meshes of regular quadrilateral
elements. Consider the 2D scalar conservation law

∂u

∂t
+∇xy · f = 0

within a domain Ω ⊂ R2, with f = (f, g), where f = f(u) and g = g(u) are the fluxes in the x
and y directions respectively. The domain Ω is partitioned into N non-overlapping, conforming
quadrilateral elements Ωn such that

Ω =

N⋃
n=1

Ωn.

As in the one dimensional case, we map each quadrilateral element Ωn into a reference element
Ωs = [−1, 1]2 in the transformed space x̂ = (ξ, η) so that

x = Θn(x̂) =

K∑
i=1

M ixi,n. (10)

Here M i are the transformation functions, xi,n are the physical coordinates of the points which
describe each physical element Ωn and K is the number of points. In the reference domain the
transformed equation into any individual Ωs becomes

∂ûδn
∂t

+∇ξη · f̂δn = 0, (11)

where
ûδn = ûδn(ξ, η, t) = Jnu

δ
n(Θ−1(ξ, η), t),

f̂δn = f̂δn(ξ, η, t) = (f̂δn, ĝ
δ
n) =

(
∂y

∂η
fδn −

∂x

∂η
gδn,−

∂y

∂ξ
fδn +

∂x

∂ξ
gδn

)
,

and the metric terms Jn, ∂x∂ξ ,
∂x
∂η ,

∂y
∂ξ ,

∂y
∂η can be evaluated from Eq. 10. The transformed solution ûδn

in the reference space within each element is approximated by a polynomial of degree P and can be
written as

ûδn =

i,j=P∑
i,j=0

ûδi,j`i,j(ξ, η) =

i,j=P∑
i,j=0

ûδi,j`i(ξ)`j(η), (12)

where `i(ξ) and `j(η) are one-dimensional Lagrange polynomials of order P of the nodal basis
associated with the 1D solution points along ξ and η directions. The polynomial `i,j(ξ, η) is obtained
by the tensor product of the 1D nodal bases `i(ξ) and `j(η) such that

`i,j(ξl, ηm) =

{
1, if (ξl, ηm) = (ξi, ηj),

0, if (ξl, ηm) 6= (ξi, ηj).
(13)

Analogously the approximate transformed fluxes f̂δDn and ĝδDn in the reference space within each
element can be written as

f̂δDn =

i,j=P∑
i,j=0

f̂δDi,j `i,j(ξ, η) =

i,j=P∑
i,j=0

f̂δDi,j `i(ξ)`j(η), (14)

ĝδDn =

i,j=P∑
i,j=0

ĝδDi,j `i,j(ξ, η) =

i,j=P∑
i,j=0

ĝδDi,j `i(ξ)`j(η), (15)
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CONNECTIONS BETWEEN THE DG METHOD AND HIGH-ORDER FR SCHEMES 7

where the superscript D again stands for discontinuous since the fluxes are calculated directly from
the approximate solution, which is in general piecewise discontinuous between elements.

To prove that the DG method is identical to FRDG for the case of a 2D scalar equation we first
write the residual of Eq. 11 as

Rδ =
∂ûδn
∂t

+
∂f̂δn
∂ξ

+
∂ĝδn
∂η

,

and we require the residual Rδ to be orthogonal to a set of smooth test functions. The use of test
functions defined by the basis `i,j(ξ, η) leads to the following equation:∫∫

Ωs

Rδ · `i,j dξdη = 0 ∀ i, j.

Performing the integration by parts, substituting the boundary terms by the numerical interface
fluxes and integrating by parts once more we derive the strong form of the DG method,

∂

∂t

∫∫
Ωs

ûδn(ξ, η) · `i,j(ξ, η) dξ dη+∫∫
Ωs

∂

∂ξ
f̂δDn (ξ, η) · `i,j(ξ, η) dξ dη +

∫∫
Ωs

∂

∂η
ĝδDn (ξ, η) · `i,j(ξ, η) dξ dη+∫ 1

−1

[
f̂δIn (1, η)− f̂δDn (1, η)

]
· `i,j(1, η) dη −

∫ 1

−1

[
f̂δIn (−1, η)− f̂δDn (−1, η)

]
· `i,j(−1, η) dη+∫ 1

−1

[
ĝδIn (ξ, 1)− ĝδDn (ξ, 1)

]
· `i,j(ξ, 1) dξ −

∫ 1

−1

[
ĝδIn (ξ,−1)− ĝδDn (ξ,−1)

]
· `i,j(ξ,−1) dξ = 0,

∀ i, j.

Via the tensor product the above equation can be rewritten as:

∂

∂t

∫∫
Ωs

ûδn(ξ, η) · `i,j(ξ, η) dξ dη+∫∫
Ωs

∂

∂ξ
f̂δDn (ξ, η) · `i,j(ξ, η) dξ dη +

∫∫
Ωs

∂

∂η
ĝδDn (ξ, η) · `i,j(ξ, η) dξ dη+∫ 1

−1

[
f̂δIn (1, η)− f̂δDn (1, η)

]
· `i(1)`j(η) dη −

∫ 1

−1

[
f̂δIn (−1, η)− f̂δDn (−1, η)

]
· `i(−1)`j(η) dη+∫ 1

−1

[
ĝδIn (ξ, 1)− ĝδDn (ξ, 1)

]
· `i(ξ)`j(1) dξ −

∫ 1

−1

[
ĝδIn (ξ,−1)− ĝδDn (ξ,−1)

]
· `i(ξ)`j(−1) dξ = 0,

∀ i, j
(16)

As shown by Huynh in [4], we can write `(−1) through the expression∫ 1

−1

h′L(ξ)`(ξ) dξ =

∫ 1

−1

h′B(η)`(η) dη = −`(−1), (17)

where L and B denote left and bottom edges respectively, hL(ξ) and hB(η) are the right Radau
polynomials of order P + 1 on [−1, 1] which vanish at the right boundary ξ = η = 1. This is due
to the orthogonality of the right Radau polynomial of order P + 1 to all polynomials of order up to
P − 1. Analogously, we can write `(1) using the expression∫ 1

−1

h′R(ξ)`(ξ) dξ =

∫ 1

−1

h′T (η)`(η) dη = `(1), (18)

Copyright c© 2013 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Fluids (2013)
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8 D. DE GRAZIA, G. MENGALDO ET AL.

where R and T denote right and top edges and hR(ξ) and hT (η) are the left Radau polynomials of
order P + 1 on [−1, 1] which vanish at the left boundary ξ = η = −1.

Substituting Eqs. 17 and 18 into Eq. 16 leads to

∂

∂t

∫∫
Ωs

ûδn(ξ, η) · `i,j(ξ, η) dξ dη+∫∫
Ωs

{
f̂δDn (ξ, η) +

[
f̂δIn (1, η)− f̂δDn (1, η)

]
hR(ξ) +

[
f̂δIn (−1, η)− f̂δDn (−1, η)

]
hL(ξ)

}
/ξ
· `i(ξ)`j(η) dη+∫∫

Ωs

{
ĝδDn (ξ, η) +

[
ĝδIn (ξ, 1)− ĝδDn (ξ, 1)

]
hT (η) +

[
ĝδIn (ξ,−1)− ĝδDn (ξ,−1)

]
hB(η)

}
/η
· `i(ξ)`j(η) dη = 0,

∀ i, j.

Finally, by defining the fluxes F δn(ξ, η) and Gδn(ξ, η) to be F δn(ξ, η) = f̂δDn (ξ, η) +
[
f̂δIn (1, η)− f̂δDn (1, η)

]
hR(ξ) +

[
f̂δIn (−1, η)− f̂δDn (−1, η)

]
hL(ξ)

Gδn(ξ, η) = ĝδDn (ξ, η) +
[
ĝδIn (ξ, 1)− ĝδDn (ξ, 1)

]
hT (η) +

[
ĝδIn (ξ,−1)− ĝδDn (ξ,−1)

]
hB(η)

we can write∫∫
Ωs

{(
ûδn(ξ, η)

)
/t

+
(
F δn(ξ, η)

)
/ξ

+
(
Gδn(ξ, η)

)
/η

}
· `i,j(ξ, η) dξ dη = 0. (19)

Since ûδn(ξ, η),
(
F δn(ξ, η)

)
/ξ

and
(
Gδn(ξ, η)

)
/η

are polynomials of degree P and Eq. 19 is valid for
any polynomial `i,j(ξ, η) of degree P we can eliminate the integrals and write:(

ûδn(ξ, η)
)
/t

+
(
F δn(ξ, η)

)
/ξ

+
(
Gδn(ξ, η)

)
/η

= 0. (20)

This proves that the FR approach recovers the DG method, at least for the case of a linear flux
function on a tensor-product grid, when Radau polynomials are used as correction functions leading
to the FRDG scheme.

By using Eqs. 12, 13, 14 and 15 the equation for the generic point (ξi, ηj) becomes:

dûi,j
dt

= −∂f̂
δD
n

∂ξ

∣∣∣∣
ξi,ηj

− ∂ĝδDn
∂η

∣∣∣∣
ξi,ηj

−
[
f̂δIn (1, ηj)− f̂δDn (1, ηj)

]
∂hR
∂ξ

∣∣∣∣
ξi

−
[
f̂δIn (−1, ηj)− f̂δDn (−1, ηj)

]
∂hL
∂ξ

∣∣∣∣
ξi

−
[
ĝδIn (ξi, 1)− ĝδDn (ξi, 1)

]
∂hT
∂η

∣∣∣∣
ηj

−
[
ĝδIn (ξi,−1)− ĝδDn (ξi,−1)

]
∂hB
∂η

∣∣∣∣
ηj

.

(21)

2.4. FRg2 as DGSEM-GLL with lumped mass matrix

In [14] it was shown that some linearly filtered DG methods can be expressed in the flux
reconstruction framework. Equivalently, some FR schemes can be described as a DG method for
which a linear filtering operator is applied on the residual. In particular the entire class of energy-
stable FR schemes introduced by Vincent et al. in [9] can be recast as a filtered DG method. In this
subsection we demonstrate the equivalence between the Huynh’s g2 FR scheme and a particular
type of filtered DG scheme.

For Eq. 2.1 the classical DG method can be written as

M
dûδn
dt

+ Sf̂
δD

n =
[(
f̂δDn − f̂δIn

)
l(ξ)
]+1

−1
(22)
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where M and S again denote the local mass and stiffness matrices. The filtered DG method is

M̃
dûδn
dt
− Sf̂

δD

n =
[
f̂δIn l(ξ)

]+1

−1

where
M̃ = M · F−1 (23)

and F denotes a linear filter. For Huynh’s g2 FR scheme the explicit form of the filter in the non-
normalized Legendre basis is a diagonal matrix of the form

FP =


1

. . .
1

P
1+ 2P+1

2 (P !aP )2

 ,
where

aP =
(2P )!

2P (P !)2
.

The filter can be transformed to the computational basis B so that

FB = VB,P
−1 · FP ·VB,P, (24)

where VB,P is the transformation matrix from a general and unspecified basis B to basis P. If we
consider a basis B which represents the solution ûδn in terms of Lagrange polynomials with solution
values at P + 1 Gauss-Lobatto-Legendre (GLL) points, substituting Eq. 24 in Eq. 23 we obtain

M̃ =


. . .

wi
. . .

 (25)

where wi denote the weights of the GLL quadrature rule at the P + 1 points.
Consider now Eq. 22 with solution coefficients ûδn represented by Lagrange polynomials with

solution values at P + 1 GLL points. If we additionally choose a GLL quadrature to utilise a DGSEM
scheme, then as it is well known that this rule is exact only for polynomials up to order 2P − 1, the
coefficients of the mass matrices as defined in Eq. 6 will contain a numerical quadrature error since
each integrand is a polynomial of order 2P . However, since the Lagrangian basis has the property
that `i(ξj) = δij where δij represents the Kronecker delta function, with this quadrature rule the
mass matrix M obtained is diagonal,

M =


. . .

wi
. . .

 (26)

where wi are the weights of the GLL quadrature rule. This renders the scheme extremely efficient
as the mass matrix is now trivially invertible.

The mass matrix of Eq. 26 is equal to that of Eq. 25, so Huynh’s g2 FR scheme can be seen as a
DG scheme where mass matrix M is lumped. We refer to this type of DG scheme as DGSEM-GLL
with lumped mass matrix and the type of FR scheme recovered as FRg2. Therefore, in this case we
recover exactly the DGSEM-GLL with lumped mass matrix method at least for the case of a linear
flux function.
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2.5. Summary

In the previous sections we have derived the connections between the DG method and FR schemes
in the case of an advection problem. A summary of the results of this section can be seen in table I,
where the connections between the three DG and two FR schemes is presented.

In the first two columns of the table we consider two nodal types of DGSEM scheme.
The DGSEM method with exact mass matrix is equivalent to the FRDG scheme.
The DGSEM-GLL (solution values at Gauss-Lobatto-Legendre points) method with lumped mass
matrix is equivalent to the FRg2 scheme.
The equivalences are valid both for linear and nonlinear flux functions.

XX

Y

Z

Y

Z
(a)

XX

Y

Z

Y

Z
(b)

X

Y

Z X

Y

Z
(c)

XX

Y

Z

Y

Z
(d)

Figure 1. Meshes utilised in the numerical experiments. The grids on the left are regular and on the
right are deformed.

In the third column of this table we consider an arbitrary nodal DG scheme and state that Q (the
quadrature order) must be larger than P (the polynomial order). We note that this statement does
not necessarily means that the number of quadrature points is higher than the number of solution
points but only that the precision of the quadrature rule chosen is higher than that of a collocation
quadrature rule. For example, if the solution values are at P Gauss-Lobatto-Legdendre (GLL)

Copyright c© 2013 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Fluids (2013)
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points and the quadrature points are at Q Gauss-Legendre (GL) points with Q = P , the quadrature
precision is higher than that obtained with the same number of quadrature points collocated at GLL
points. We additionally note that the DGQ>P scheme with exact mass matrix and is equivalent to
the FRDG scheme when the flux function is linear. If the flux function is nonlinear the schemes are
different because the the aliasing errors arising from the nonlinearities are minimised in the DG
scheme by using a quadrature with a higher precision.

All of the derivations above assume that the elemental Jacobian is constant in space, so that
each element is not deformed. In the case of a deformed grid it is not ensured that the results are
always valid. The deformation of the grid introduces a nonlinearity in the equations and, then, the
equivalences depend on the approximation of the geometric factors.

3. NUMERICAL EXPERIMENTS

A range of numerical experiments were undertaken in order to confirm the theoretical equality of
the schemes as proven in the previous section. These simulations take into consideration both linear
and nonlinear flux functions. Four grids were generated of the same domain Ω = [0, 10]× [−5, 5], as
shown in figure 1. The first of these (figure 1(a)) is a structured subdivision of the domain into a 4× 4
array of regular quadrilaterals (i.e. the Jacobian is constant across each element). To demonstrate
the schemes’ equivalence for curvilinear (i.e. spatially varying Jacobian), an additional unstructured
grid has been generated as shown in figure 1(b). These meshes were used for simulations of the
linear flux function which will be presented below. Additionally the grids depicted in figures 1(c)
and 1(d), which possess 400 and 320 elements respectively, were obtained through subdivision of
these meshes and were used for simulations of the nonlinear flux functions.

3.1. Linear flux

This series of experiments were undertaken on the 2D linear advection equation:

∂u

∂t
+ a · ∇u = 0, a = [1, 0]. (27)

The solution was represented by a fifth, seventh, ninth and eleventh order polynomial. First the
polynomials were defined by a collocation projection of the solution values at six, eight, ten and
twelve GLL points for each element. Then the calculations were repeated using GL points. In all
the cases a collocation quadrature rule was used for the inner product of the advection term of the
DG scheme. With GLL points both the cases of exact mass matrix (EMM) and and lumped mass
matrix (LMM) were considered. Periodic conditions were applied at the boundary of the grids, and
the Gaussian profile

u(x, y, 0) = e−40(x2+y2). (28)

was used as an initial condition at t = 0. A fourth-order explicit Runge-Kutta time integration
scheme was used to discretize the equations in time. The final time of the simulation was fixed
at T = 2s so that the exact solution is equal to the initial condition of Eq. 28. The time step was
chosen to be sufficiently small so as to consider the temporal error negligible.

As the theoretical results suggest, figure 2(a) confirms that for regular elements the L2 error of
the final solution field for each DG scheme in table I precisely matches the equivalent FR scheme.
Figure 2(b) also shows that the results match on the deformed grid because the approximation of the
geometric factors is performed in the same way for both approaches. For both regular and deformed
grids the results are identical up to machine precision. In figure 3 we see that the solution at the final
time on the regular grid and on the deformed grid also correlate.
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Figure 2. L2 error of the final solution vs. polynomial order P . On the left the results on the
regular grid. On the right the results on the deformed grid. Results from the DG simulations are
indicated by lines, whereas results from FR simulations are indicated by markers.

Figure 3. Visualization of the solution field at the final time T = 2s. On the left we depict the
regular grid with solution values at twelve Gauss-Legendre points. On the right the deformed grid
with solution values at twelve Gauss-Lobatto-Legendre points is shown.

3.2. Nonlinear flux

This series of experiments were undertaken using the two-dimensional Euler equations which
govern the flow of a compressible inviscid fluid. These can be written as

∂q

∂t
+
∂Fi

∂x
+
∂Gi

∂y
= 0,
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where q = (ρ, ρu, ρv, E)> is the vector of the conserved variables and Fi = Fi(q) and Gi = Gi(q)
are the vectors of the inviscid fluxes,

Fi =


ρu

p+ ρu2

ρuv
u(E + p)

 , Gi =


ρv
ρuv

p+ ρv2

v(E + p)

 . (29)

In the above, ρ is the density, u and v are the velocity components in x and y directions, p is the
pressure and E is the total energy.
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Figure 4. L2 error vs polynomial order P on the regular grid at the final time T = 2s. Figures
(a)-(d) depict ρ, ρu, ρv and E respectively.
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Figure 5. L2 error vs polynomial order P on the deformed grid at the final time T = 2s. Figures
(a)-(d) depict ρ, ρu, ρv and E respectively.

For a perfect gas the pressure is related to the total energy by the expression

E =
p

γ − 1
+

1

2
ρ(u2 + v2),

where γ denotes the constant ratio of specific heats of the gas and is equal to 1.4 for air. The
solution was represented by a third, fourth, fifth and sixth order polynomials. First the polynomials
were defined by a collocation projection of the solution values at four, five, six and ten GLL points
for each element. Then the calculations were repeated using GL points. In all the cases a collocation
quadrature rule was used for the inner product of the advection term of the DG scheme. With GLL
both the cases of exact mass matrix (EMM) and lumped mass matrix (LMM) were considered.
Periodic conditions were applied at the boundary of the grids. Periodic conditions were applied at
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the boundary of the grids, and an isentropic vortex in a free-stream flow (in the positive y direction)
was prescribed within Ω at t = 0:

ρ =
(

1− β2(γ−1)e2f

16γπ2

) 1
γ−1

,

u =
(
u0 − βef (y−y0)

2πR

)
,

v =
(
v0 + βef (x−x0)

2πR

)
,

E = ργ

γ−1 + 1
2ρ
(
u2 + v2

)
,

(30)

where
f = 1− r2,

r =
√

(x− x0)2 + (y − y0)2.

with β = v0 = 5, x0 = y0 = u0 = 0 and r = 1. An explicit Runge-Kutta time integration scheme
of 4 stages is used to discretize the equations in time. The final time step was T = 2s, therefore
the exact solution at the final time is equal to the initial of Eq. 30. The time step chosen was small
enough in order to consider the temporal error negligible.

Figure 6. Solution at the final time T = 2s for the simulation of the compressible Euler equations.
The density contour is visualized on both the regular (left) and deformed (right) grids using seven
GLL points.

As predicted by the mathematical derivation, figures 4 demonstrates that the appropriate DG and
FR schemes exhibit identical numerical errors at the final time on a regular grid. As in the linear case
Figure 5 also shows that the results match on the deformed grid because the approximation of the
geometric factors is performed in the same way for both approaches. In particular we additionally
note that the error produced with a collocation projection at GL points is minor when compared to
GLL points. This is related to the property of GL points of minimizing the aliasing errors due to
nonlinear flux functions, as shown in [13] and [11]. For both regular and deformed grids the results
are identical up to machine precision. Figure 6 shows the solution at the final time on the regular
grid and on the deformed grid.
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3.3. Comparison of computational time

In figure 7 a comparison between CPU processing time of different schemes is shown. In this figure
we examine the average CPU time required for a timestep of a linear advection problem on the
mesh of figure 1(a) using the FRg2 scheme, the DGSEM-GLL with lumped mass matrix and the
nodal DGQ>P scheme with exact mass matrix, where a quadrature rule with Q > P was used for the
inner product of the advection term. All of these scheme have solution values which are collocated
at Gauss-Lobatto-Legendre points.

The solid and dashed lines represent two mathematically identical schemes and so we necessarily
one might expect the same trend of CPU processing time. From the point of view of operations
the schemes should all scale as P 3 and whilst a non-linear trend in polynomial order is obvious
in the DG timings it is not clear for the FR scheme. We note the implementation based on the FR
approach has a much better scaling with polynomial order suggesting it is better suited to the CPU
architecture quite possibly due to a more efficient use of memory access thereby demonstrating the
linear trend with polynomial order over the range considered in this plot. However, interestingly for
low order expansions the implementation of the DGSEM-GLL scheme performs better suggesting
how the collocation nature of this scheme helps recover some of the inefficiencies that are likely to
arise in the DG approach where integration over volume and trace spaces are necessary requiring
addition computational cost and more complicated memory access. Since no attempt has been made
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Figure 7. The CPU time required to calculate an average timestep of a scalar advection problem is
shown as a function of polynomial order for three different schemes: DGSEM-GLL, DG (Q > P )
and FRg2. The solution values are at Gauss-Lobatto-Legendre points in all cases.

to explicitly optimise the code, the differences between the DGSEM-GLL and FRDG are likely to be
due to the different data structures used in the DG approach and in the FR. In particular, in the DG
implementation contained in Nektar++, all the calculations are performed in the local element space
(x, y), whilst using the second, all the calculations are in the standard element space (ξ, η). Further,
in neither approach have we attempted to optimise the algorithm by calculating core operations over
multiple element and this type of operations may also perform differently in each method. However,
we note that in general that the efficiency of a solver is obviously highly dependent not only on the
choice of scheme but also on its implementation, so that whilst some methods may be claimed as
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extremely efficient it is only through the consideration of detailed implementation issues that this
claim could be corroborated.

4. CONCLUSIONS

The connections between three nodal versions of tensor product discontinuous Galerkin spectral
element approximations and two types of flux reconstruction schemes were shown both through a
mathematical derivation and a numerical study. It was demonstrated that, for a advection equation,
the DGSEM scheme with an exact mass matrix and the FRDG scheme are equivalent on a quadrilateral
grid. It was demonstrated that the DGSEM-GLL scheme with a lumped mass matrix and the FRg2
scheme are equivalent for the case of a 1D conservation law. These equivalences are valid for both
the case of linear and nonlinear flux. The DGQ>P scheme with an exact mass matrix recovers the
FRDG scheme only when the flux function is linear. In fact, when the flux is nonlinear, the aliasing
issues due to the nonlinearities are minimised by the higher precision of the quadrature rule of
the DGQ>P scheme and, so, there are differences with the FRDG scheme. These results can be
extended to higher dimensional grids. Additionally, the connections established here are always
valid on regular grids regardless of whether the flux function is linear or nonlinear. However in
the case of a deformed mesh, the equivalence of the scheme depends on the approximation of the
geometric factors. Our future work will focus on further exploring the connections between FR
and DG schemes on deformed grids both theoretically and numerically. We also want to further
investigate the efficiency of different implementation strategies of these schemes.
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