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Abstract—In this paper, the robust state feedback stabilization
of uncertain discrete-time constrained nonlinear system# which
the loop is closed through a packet-based communication ngbrk
is addressed. In order to cope with model uncertainty, time-
varying transmission delays, and packet dropouts (typicdy
affecting the performances of networked control systems)a
robust control scheme combining model predictive control vith a
network delay compensation strategy is proposed in the coakt
of non-acknowledged UDP-like networks. The contribution & the
paper is twofold. First, the issue of guaranteeing the recuwive
feasibility of the optimization problem associated to the eceding
horizon control law has been addressed, such that the invaaince
of the feasible region under the networked closed-loop dymaics
can be guaranteed. Secondly, by exploiting a novel charactea-
tion of regional Input-to-State Stability in terms of time-varying
Lyapunov functions, the networked closed-loop system haseen
proven to be Input-to-State Stable with respect to bounded
perturbations.

Index Terms—Networked Control Systems, Nonlinear Control,
Model Predictive Control.

I. INTRODUCTION

delay threshold. In addition, when the design of feedback co
trol systems concerns wireless sensor networks, the iinplic
assumption of data availability no longer holds, as dat&etsc
are randomly dropped and delayed.

While classical control theories provide many analytical
results to design the various components of the controésy;st
they critically rely on the assumption that the underlying
communication technology is ideal. In the networked com-
munication setting, with possibly shared resources, megle
ing network-induced perturbations such as delays and packe
losses can eventually compromise the stability of the dese
loop system, if no proper provisions are adopted.

Various control strategies have been presented in the lit-
erature to design effective NCS’s for linear time-invatian
systems [11], [24], [38], [42] in presence of lossy or delhye
communications. In particular, many recent results areged
on characterizing the stability properties of the closaobpl
NCS's in a stochastic framework when static state-feedback
control laws or LQG policies are adopted in presence of
random transmission delays and packet dropouts [7], [10],

N the past few years, applications in which sensor daf#6], [39].

and actuator commands are sent through a shared comBesides the development of inherently stable controllers f
munication network have attracted increasing attention these systems, another important aspect in the deployment
control engineering, since network technologies provide o an effective NCS is the choice of the communication
convenient way to remotely control large distributed panprotocol to be used. In this regard, the packet structure of
[2], [15], [49]. Major advantages of these systems, usualipost transmission networks has important implicationsnfro
referenced to as Networked Control Systems (NCS's), ireluthe control point of view [45]. For example, when shared
low cost, reduced weight and power requirements, and simp&sources are used, it is not possible to increase arbjtthe
installation and maintenance. Conversely, NCS’s are wftec data transfer rate, due to the subsequent increase of rietwor
by the dynamics introduced by both the physical link and tle®ngestion, delays and packet dropouts. An effective way to
communication protocol, that, in general, need to be takendvercome this limitation consists in using protocols which

account in the design of the control architectures.

allow to transmit fewer but more informative packets [1[1]1

As many applications converge in sharing computing ankhus, large data packets can be used to collect multipl@sens

communication resources, issues of scheduling, network d&ta and send predictions on future control inputs, without
lays, and data losses will need to be dealt with systematicalignificantly increasing the network load [36], [40]. Pretdie

In particular, the random nature of transmission delays MCS schemes have been effectively used to compensate for
shared networks makes it difficult to analyze stability andetwork delays occurring on the measurement channel [28], o
performances of the closed-loop systems. Remarkablyprandin presence of etherogenous measurements collected by both
delays are inherently related with the problem of data lpssgoint-to-point wired instruments and distributed netveatk

in NCS'’s. Indeed the stringent bounds imposed on time-delegensors (see [26] and [25], which also report a detailedligyab

by closed-loop stability requirements lead to the necgdsit analysis for the overall distributed system based on Lyapun
discard those packets arriving later than a maximum tolerainethods). Recently, also the delays occurring in the cietro
to-actuator link have been considered by several authees (s
the recent contribution [14] and the references thereinglly,

in the case of distributed control configurations with netveal
sensors and actuators, it is necessary to take into account
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Fig. 1: Scheme of a NCS with multiple loops closed through aresth packet-based network with delayed data transmission.

the simultaneous presence of transmission delays and tpa¢k8], [22] and [35]). In this regard, by resorting to invarta
dropouts in both the up-link and down-link channels, [24]. set theoretic arguments [5], [19], this paper aims to shat th
The basic layout of an NCS with multiple loops sharinghe devised NCS can robustly stabilize a nonlinear comstchi
a packet-based communication network is depicted in Fig. system even in presence of data transmission delays and mode
where, in order to distinguish the time delays in the sensamcertainty. In particular, the issue of recursive fedigjbin
to-controller and controller-to-actuator links, the netlwhas constrained networked nonlinear MPC, first addressed ij [34
been partitioned in two segments affected by detay&) and in this paper is shown to be key point to prove the Input-to-
Tea(t), respectively. State Stability (ISS) of the scheme w.r.t. additive peratidns.
When strict bounds on data delays and losses can Ibeleed, by exploiting a novel regional characterization3s$
assumed and large data packets are allowed, Model Prediciivterms of time-varying Lyapunov functions (the regior@$sl
Control (MPC) strategies have been proposed to cope with fioe the time-invariant case has been introduced in [27] levhi
design of a stabilizing NCS [7], [41], due to their intrinsicsemi-global results for time-varying discrete-time sysieare
features of generating a future input sequence that can dgieen in [18], [20]), the closed-loop system is shown to be
transmitted within a single data packet. ISS with respect to the aforementioned class of disturtsmnce
While the aforementioned existing control design techeiualso in presence of unreliable networked communications.
rely on linear process models, if the system to be controlledThe paper is organized as follows: in Section Il, some useful
is subject to constraints and nonlinearities, the formaitat definitions and stability notions are introduced, togethitn a
of an effective networked control strategy becomes reallyrvel preliminary result concerning the regional chandzse
hard task [37]. In this framework, the present paper praidéion of ISS in terms of time-varying Lyapunov functions. The
theoretical results that motivate, under suitable assiom@t by posing some assumptions on the communication network
the combined use of nonlinear MPC with a Network Delagind on the system to be controlled, a control scheme for non-
Compensation (NDC) strategy [4], in order to cope withcknowledged UDP-like networks, based on the combined
the simultaneous presence of constraints, model unceesin use of a delay compensation strategy and model predictive
time-varying transmission delays, and data-packet loS48s control (MPC-NDC), is presented in Section Ill. The recugsi
proposed methods, compared to the existing model-basedsibility of the scheme and the stability properties of th
delay compensation approaches for discrete-time syste®es (closed-loop system are then analyzed in Section 1V. Finally
[36], and the references therein), allows to cope with noa-simulation example is presented in Section V to show the
acknowledged UDP-like networks, by introducing the coreffectiveness of the proposed networked control methapolo
cept of reduced-horizon optimization in the MPC formula-
tion. Moreover, compared to recent contributions on non-
acknowledged predictive NCS ( see e.g. [43] and [12]), it
also allows to enforce hard constraints on state and input
variables despite bounded transition uncertainty, byatipg Let R, R>g, Z, andZ>, denote the real, the non-negative
ideas from constraint-tightening nonlinear MPC. real, the integer, and the non-negative integer sets of num-
In the current literature, for the specific class of MP®ers, respectively. The Euclidean norm is denoted a&
schemes which impose a fixed terminal constraint 8gt,as For any discrete-time sequenae : Z>, — R™, define
a stabilizing condition, the robustness of the overall etbs ||v|| £ sup s>o{|vi|} and||v(;|| & max o<p<,{|vk|}, where
loop system, in absence of transmission delays, has begndenotes the value that the sequencéakes on in corre-
shown to depend on the invariance propertiesXof, (see spondence with the indéx The set of discrete-time sequences

II. NOTATIONS, DEFINITIONS, AND PRELIMINARY
RESULTS



v taking values in some subsét C R™ is denoted by Vit e Z>,VT € E, then the system (1), with € M-~, is said
M~. Given a sequence € M-~y and two non-negative to be ISS for initial conditions irE. O

integersk,t € Zxo, with ¢t > k, we will denote asvy In the literature, there exist some recent results conogrni
the vector formed by the subsequence of elements indexgé characterization of the ISS property in terms of time-
from k to ¢ (i.e., vy, 2 col (g, Vkt1,- ., vi—1,v4)). GIVEN  varying Lyapunov functions for perturbed (uncertain) dise-

a compact setd C R", let 9A denote the boundary of. time system [18], [20]; on the other hand, those results
Given a vector € R”, d(z, A) £ inf {|¢ — 2|, € A} is the guarantee the ISS property in a semi-global sense with $moot
point-to-set distance fronr € R" to A. Given two compact |Ss-|yapunov functions and cannot be trivially used in MPC.
setsA C R", B C R", dist(4, B) £ inf {d(¢,A),( € B} |ndeed, for systems controlled by MPC schemes, the stabilit
is the minimal set-to-set distance. The difference betwegﬂa|ysis has to be carried out by using non-smooth ISS-
two given setsA C R" and B C R", with B C A, |yapunov functions [27]. Therefore, a novel regional 1SS
is denoted asA\B £ {z:x € A,z ¢ B}. Given two sets result for a family of time-varying Lyapunov functions is
A CR", BCR", the Pontryagin difference s€t is defined derived to assess the stability properties of MPC-based$CS

asC = A - fi = {reR":z+&e AV e B}. Given T this end, let us first consider the following definition.
ii \I/Eg’?t?:reZteereéR inzngf Eriaji(ijaslzrpise diz(;(’edth: SIS?’{?;?/?) l:zll Definition 2.3 (Time-varying 1SS-Lyapunov Function):
{£ e R": |£ — n] < p}. The shorthand3™(p) is used when
n = 0. The symbolid represents the identity function froR
to R, while v, o5 is the composition of two functiong, and
v2 from R to R. A functiona : R>¢ — R>( belongs to class
K if it is continuous,x(0) = 0, and it is strictly increasing. It
belongs to clask’, if it belongs to clas¥C and is unbounded.

Given a pair of compact set8 C R"™ and Q@ C EZE,
with Z RPI for system (1) and{0} < €, a function
V(-,+) : Zso x R™ — R is called a (regional) time-varying
ISS-Lyapunov function irE, if there exist..-functionsas,
as, as, and K-functionso; andos, such that

1) the following inequalities hold/v € T, with T compact,

A function f : Rsq x Zsg > Rsg belongs to clasicr if 207! € 220
it is nondecreasing in its first argument, nonincreasingsn i Vit,z) > oq(|z)), vz €, (3)
second argument, arltn ;_,03(s, t) = lim ;o 3(s,t) = 0. _ V(t,z) < az(|z]) + a1 (|v]), Ve € Q, (4)

Let us consider the time-varying discrete-time dynam
oystem Y9 M (141, g1, 2, 0)) = V(t, 2) <0 (fa]) +oa([o), Vo € 25 (5)
2) there exist some suitablé,,-functionse andp (with p such

that (id — p) is a K.-function, too) and a scalar € R~ ¢
where g(t,0,0) = 0, V¢t > T (with T € Zs() and where such that the set
z € R and vy, € T C R”, with T compact, denote the A _

. . = : <

state and the bounded input of the system, respectively. The 0= {z: V(t,2) < b(0), vt € Zx0}, )
discrete-time state trajectory of the system (1), withiahit verifies the inclusion
statexy = T and input sequencer € M-~ , is denoted by "
z(t,Z,vo4-1), t € L>o. ©CQ -~ B0, 7

Definition 2.1 (RPI set):A set= c R” is a Robust Posi- with {0} € ©, b(s) 2 a; ' op~too4(s), ay 2 az 0@, !,
tively Invariant (RPI) set for system (1) if, for all€ Z>o, it a5(s) = min(as(s/2),€(s/2)),a(s) = az(s)+o1(s), o4 =
holds thatg(t, zo,v) € E, Vay € E andVv € T. O €(s) + o2(s), andv = max,er{|v|}.

In the following, the Regional Input-to-State Stabilityopr O
erty, recently introduced in [27], is recalled. It is worthtimg The following remark provides some further insight into the
that regional results are needed in the framework of noalineneaning of Condition 2) in Definition 2.3 above.

MPC due to the impossibility to obtain, in general, global Remark 2.1:Due the fact that, in Definition 2.3, the sgt
bounds on the finite horizon costs used as Lyapunov functiggs heen assumed to be RPI, condition (7) is always verified
in the stability analysis. Nonetheless, in the framework @b 3 suitably small compact sé&f (and hencev). Setting
NCS'’s, due to the variability of transmission delays, a timg 2 infeepn = {|¢]}, and noting that is strictly positive, a
invariant formulation is not suited, therefore it is ne@eysto  gyfficient condition for (7) to hold is that

extend the regional ISS analysis in order to cope with time-

T = g(t, x4, 00), t € L>o, 20 =T, 1)

varying Lyapunov functions (see [6] and [29]). T<b T (a(€ - ), (8)
for somec, € Rso, with ¢, < . Indeed from (8) it follows
A. A regional ISS result for time-varying systems that b(¥) < a1(§ — ¢y). Then, V¢ : [¢] > € — ¢, it holds

The following definition of regional ISS is provided forthat V(¢,§) > a1 (|¢]) > b(D), which implies© C B"(§ —
time-varying discrete-time nonlinear systems of the foth.( ¢v) €= “B?(Cv)-_ Due to the irr:h_erent cqnsgrvativenesshof the
- . : comparison function approach, in practice it turns out that
R"[,) (?pnéuiosn F§P2| (fSre g(llc;n::] cIjSI? )tcr;:re en e?(i S’C,[O;E?Sniﬁfn% uncertginty bqund.given by (8) is in general smaller than tha
and akC-functiony such that for wh!ch the invariance oE can t_)e_ guaranteed. On the other
hand, it is anyway worth emphasizing the convergence toesvard
|2(t, %, vo,1—1)| < max {B(|Z], t),v(|lvp—l)}, (2) the origin in presence of small uncertainty, while the rdabus



constraint satisfaction (related to the concept of setrianae i1 = f(ze,we) +de, tE€ZL>p, 10 =T. (13)

rather then to comparison inequalities) can be enforced forA ion 3 (U intvITh . :
larger uncertainties. ssumption 3 (Uncertainty)The transition uncertainty

) N vectord; belongs to the compact bald £ B"(d), where
Notably, the 1SS-Lyapunov inequalities (3), (4), and (5) .

differ from those posed in the original regional ISS forntigla d= max |f(z,u,v) = f(z,u)].

[27], since an input-dependent upper bound is admitted)in (4 (0] XX

(thus allowing for a more general characterization). Mogzp O

with regard to the regional ISS result presented in [9], the Under Assumptions 2 and 3, the control objective consists

ISS-Lyapunov functionV(¢,z) is allowed to belong to a in guaranteeing the ISS property for the closed-loop system

family of time-varying functions. Remarkably, the poskiii with respect to a given class of uncertainties, while ernifigrc

to incorporate an input-dependent upper bound in (4) andttge fulfillment of constraints in presence of packet dropput

admit a time-varying characterization will be instruménita bounded transmission delays and bounded disturbances.

characterize .the ISS prope_rty for NCS’; (see Section V). Having introduced the nominal transition mgfpw,u), the
Now, consider the following assumption. following important definition can now be introduced.
Assumption 1:For everyt € R , the state trajectories pafinition 3.1 C:(X,Z)): Given a set= C X, the i-step

a(t, To, vo,+—1) of the system (1) are continuous i = 0 Controllability Setto Z, C;(X, Z), is the subset of states ik
andvo,—1 = 0 with respect to the initial conditiomo and hich can be steered @ by a control sequence of length
the disturbance sequencg,;—i. ug,;_1, under the nominal mayp(z, u), subject to constraints

Then, the characterization of the regional ISS property {10) and (11), i.e.,
terms of Lyapunov functions is given by the following result ) _ ’

Theorem 2.1 (Lyapunov characterization of regional ISS): Ci(X.5) 2 ?()texXl'lago’l)’é)i [ét Esiclzh tha'; 1
Suppose that Assumption 1 holds. If system (1) admits a™*™"~" = ) | :CO(’Z ;C“*li . ),e - ’
(time-varying) ISS-Lyapunov function if, then it is regional 150 T0i—1) = =
ISS inE and 1imt*>ood(l'(t,f, U()7t71>,®>:0, Veez O g

The proof of Theorem 2.1 is reported in Appendix A.  In the sequel, the shorthartt (Z) will be used in place of
C1(R™, =) to denote the one-step controllability setdp [5].
The notion of controllability set will be used to prove the

I1l. PROBLEM FORMULATION .
robust stability of the proposed NCS.

Consider the nonlinear discrete-time dynamic system

Tip1 = f(ze,us,00), t € Lo, 0 =7, (9 A. Communication Protocol

wherex; € R"™ denotes the state vectar; € R™ the control As regards the network dynamics and communication pro-
vector, andv; € YT is an uncertain exogenous input vectottocol, it is assumed that a set of data (packet) can be seat, at
with T C R” compact and0} C T. Assume that state andgiven time instant, through the network by a node, while both
control variables are subject to the constraints the sensor-to-controller and the controller-to-actubitdes are
supposed to be affected by delays and dropouts due to the
wr € X, 1€ 2>, (10) unreliable nature of networked communications. In order to
u €U, t€Zsg, (11) cope with network delays, the data packets sent by the sensor
node are Time-Stamped (TS) [40], that is, they contain the
information on when the transmitted state measurement had
been collected. Analogously, the controller node is reslir
. ” to attach to each data packet the time stamp of the state
used for control deS|g,r,1 purposes. Moreover, el ;i;, J € measurement which the computed control action relies on.
Z>o denote the state "prediction” generated by the nominghe agvantage of using a time-stamping policy in NCS's is
mo_del on the basis of the state informations at timeder the ol documented [3], [49]; however it requires, in general,
action of the control sequene ;1 = collus, ..., urtj-1],  that all the nodes of the network have access to a common
that is, system’s clock, or that a proper clock synchronization iserv
Frite=F@rpjo10 Uy 1) By =1, €750, j€Zo. (12) 1S provided by the network protocol. In our setup, we will as-
sume that perfect clock synchronization is maintained betw
Assumption 2 (Lipschitz)The nominal map‘:(a:, u) is Lip-  sensors, actuators and controller. This task can be achiave
schitz with respect tor in X, uniformly in w € U, with different ways (see [48], [50], [44] and the referenceséimgy
Lipschitz constart L;, € Ruo, Ly, # 1. O however we will abstract from the particular method used to

Introducing theadditive transition uncertaintyectord, £ maintain synchronization, since we are mainly focused en th

g v01) — f(z1,uy), the true state dynamics is given b control design issues rathgr than on the transmissioq q:nrbtq
F(@e, ue, 0) = flzt, ue) y g yand the network scheduling policy. The next section will

1The very special casBy, = 1 can be trivially addressed by a few suitabled€scribe h_OW_ the TS mechanism can be used to compensate
modifications to the proofs of the results of the paper. for transmission delays.

where X andU are compact subsets &* andR™, respec-
tively, containing the origin as an interior point. Giverstgm
(9), let f(x¢,ut) , with £(0,0) = 0, denote thenominalmodel



B. Network delay compensation the controller to actuator, verifieS, > 7, +7.+1 =7,+ + 1.

As mentioned in the Introduction., () andr,.(t) denote .
the delays occurring in the controller-to-actuator andtia t In this work we will focus mainly on the more difficult and
sensor-to-controller links, respectively. Moreovey(t) rep- challenging case of networks with non-acknowledged commu-
resents the “age” (in discrete time instants) of the contrBication protocols, also known &DP-like[16], in which the
sequence used by the actuator to compute the current ingut &antroller is not informed by the actuator of successfulkeac
7.(t) the age of the state measurement which had been u§&dvery. At the opposite, in th€CP-likecase, the destination
by the controller at time to compute the control actions to benode is assumed to send an acknowledgment packet (ACK) of
sent to the actuator. Finally,;(t) £ 7, (t)+7.(t—74(t)) is the successful packet receipt to the source node. Although many
so calledround trip time i.e., the age of the state measuremeg@ntrol-theoretic works postulate that, after a succegsfcket
used to compute the input applied at time receipt, the source node receives a deterministic nofiificat
The NDC strategy adopted in the present work, which reli@§thin a single time-interval (see [36]), this assumptian i
on the one devised in [36] (originally developed for uncorfyPically not valid in practice. Therefore, the analysis &f
strained systems nominally stabilized by a generic noalindJDP-like scenario can lead to more realistic results and is
controller), is based on exploiting the time stamps of thia daherefore pursued in this paper. A pictorial representatb
packets in order to retain only the most recent informatidR€ overall NCS layout is depicted in Figure 2.
at the destination nodes: when a novel packet is received,
if it carries a more recent time-stamp than the one alreagy state reconstruction in UDP—like networks
in the buffer, then it takes the place of the older one. The
TS-based packet arrival management implig&t) < 7..(t)
and.(t) < 7..(t). Moreover, the NDC strategy comprises
Future Input Buffering (FIB) mechanism (also known as “pla
back buffer”, see [21] for details), requiring that the coiler
node send a packeted sequenc&/p{with N, € Z~ ) control

At time ¢, the computation of the control sequence to be
gent to the actuator must rely on a state measurement
btained at timet — 7.(¢). In order to recover the standard
MPC formulation, the current (possibly unavailable) state
has to be reconstructed by means of the nominal model (12)

actions to the actuator node; such a sequence must be 16f of the input sequenoet_n(t)g_l applied by the smart
enough to accommodate the worst case delay or the maxim@fUator to the planta; )11 = collusr ), -y U]
number of successive packet losses. Indeed the actuatbe, afom time? — 7.(f) to ¢ — 1. The sequence; ;)1 mMust

arrival of each packeted sequence, first stores the data ind¢ internally reconstructed by the controller by explgtin

internal buffer and afterwards, at each time instarmtpplies a the cpntrol actions computed at the previo_us time instants.
time-consistent control action to the plant, by setting= «?, In this regard, the problem of delayed arrival of packeted

where u? is the 7,(¢)-th element of the buffered sequencénp”t sequences to the actuator represents a major source of
.. which, in turn, is given by uncertainty. Indeed, due to the delays that affect the obtletr

to-actuator link, we must take into account that the corgeol
u?—fa,(t),t—Ta(t)-&-Nc—l guences forwarded to the actuator may not t_)e appligd entirel
= (;01[147_70“)7 ol ’u?—Ta(t)-‘rNc—l] to the pIa_mt_. This prpblem, commonly known in NCS literature
—ul__ » }T (O No [t (D) 7 as “prediction consistency”, has been recently approablyed
e ¢ nt many researchers which have proposed different solutiea (s
where the sequencey _ ), . in.—1jt—r.,) N2d Deen [g] [43] for sampled-data NCS's and [13] for discrete-time
computed at time —7,(Z) by the controller on the basis of thesystems). To solve this problem, we propose to modify the
state measurement collected at titne 7,+(t) =t — 7,(t) — usual MPC algorithm by introducing the Reduced Horizon
Te(t — Ta(t)). Optimal Control Problem (RHOCP), described in detail in the
Due to the capability of performing synchronization, buffe following section.
ing operations and management of time stamped packets, the
actuation device will be addressed to as “smart’actuator. F . T
a deeper insight on the input buffering mechanism, the neaz% Reduced horizon optimization
is referred to [1] and [21]. The class of algorithms which the considered controller
In most situations, it is natural to assume that the age Bglongs to is that of MPC, in which a finite-horizon optimal
the data-packets available at the controller and actuatdes) control problem, based on the current state measurement, is
subsume an upper bound [36], as specified by the followingolved at each time step to obtain a control action to be
Assumption 4 (Network reliability)The quantities 7.(¢) applied to the plant, thus implicitly yielding a clqsed—p)o
and 7, (1) verify r.(t) < 7. andra(t) < Tu, Vi € Zo, With control schemt_a. Wlth reference to the afore_ment!oned class
7€ Zog and7, € Z-, finite, 0 of con_trollers, in which the length of the hpr_lzon |s_usually
= = kept fixed and equals the number of decision variables of
Notably, we don't impose bounds on.(t) and 7c.(t), the optimization problem, the proposed method relies on the
allowing the presence of pacl_<e_t losses (infinite delay)hls t solution, at each time instarit of a RHOCP, that is, the
way, an actuator buffer with finite length can be used. number of decision variables is (in general) reduced byingus
Assumption 5 (Buffer length)The actuator buffer length, some elements of previous optimizations. This concept has
which is equal to the length of the input sequence sent bgen introduced in [34] in the framework of discrete-time

b
Uy o (t),t—Ta (t)+Ne—
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Fig. 2: Scheme of the NDC strategy. In evidence the Time-Biagnpacket arrival management (TS) and the Future Input
Buffering (FIB) mechanism at the actuator node.

systems and in [8] in the context of sampled-data control Definition 3.2 (X;(d)): Under Assumptions 2 and 3, the

of continuous-time system. In particular, at time some tightened setsX;(d), are defined as
of the elements of the control sequence computed at time

t — 1 are retained, while the optimization is performed only Xi(d)2X « B" Ly, — 13 Vi€ Zso.  (15)
over the remaining elements by initializing the RHOCP with Ly, —1
Zy47,,jt—7.(r), that, in turn, can be obtained froMm;_,_ ) by O

prediction. The benefits due to the use of a state predictor in
NCS's are deeply discussed in [36], [46], [47] and [40], [41]Now, we state the following basic RHOCP.

With the aim to recast the formulation into a deterministic Problem 3.1 (RHOCP)Given a positive integerN, €
framework, such that the sequence used by the state—estimmzo, at any timet € Zxo, let &,,_, ) be the estimate
to obtain#; and by the predictor to obtaitt; >, would of the current statey;, obtained from the last available
coincide with the true input sequence applied by the smafate measurement, ..,y by the controlsu, (), ; al-
actuator, the optimization has to be performed over a shedte ready applied to the plant. Moreover, 18t =, t—r.r) DE
sequencer, =, ¢4 N, —1ji—r.(t), CONSisting ofN. —7,, control  the state computed from,;_. ;) by extending the predic-
actions. To this end, the RHOCP has to be initialized witfion by using the input sequence computed at time 1,
the predicted staté; 7, ;. (), obtained with the nominal w¢, _ . Then, given a stage-cost functiénthe constraint
model by propagating the trajectories fram.., ) with the sets x;(d) € X,i € {r(t)+7nu+1,...,7.(t) + N.},
sequence a terminal cost functionh; and a terminal setXy,

the RHOCP consists in solving, with respect to a
= x c (Ne — Tr¢)-steps input sequencey =, i N, 1ji—r.(t) =
COl[uthc(t),t+?,.t2|t72f‘rc(t72)’ “t+?,.tfllt—1frc(t—1)]1a4 colftgsmy jt—r (1)1 - - 7ut+chl|t7frc(t)]:~_ tftle+follov|ving( r)nini-

u*
t—7c () t+Tre—1t—1—7c(t—1)

* ; mization problem
where ;.o oo . s IS @ subsequence p

* ~ — A
of W1 r (1) 147 — L[t =2 =T (t—2) retreved 7o (&1 1m it r () Wy, 14 Noo1t—ro(ty Ne = Trt) £

from the previous step, while the control action

Ug 11— (t—1) is the first element of the t+N,—1

optlmal subsqquence u;’ﬁrt71¢+NC?2“717Q(&1) min [ > h(:c”t_Tc(t),u”t_Tc(t))
obtained by solving the RHOCP at time — 1 (i.e., Wy it Ne—1lt—re(t)  I=t+Tp

Uiy, 11— (—1 = Wir, ap1r-1) Since + hp (@ Je—re(r))]

1) Lt
the reduced-horizon optimization preserves the sequenc%_
* f : ification. Sublect to the
Wy ()t T 1|t—1—r.(t—1) [TOM successive modification,
it is guaranteed that the truly applied input sequend@nominal dynamics (12);
from ¢ —r.(t) to t + 7y — 1 will coincide with the jiyinput constraints u,_, (1 ip—r.y € U, With i €
one used for reconstruction/prediction at timg i.e. {7o(8) + T, .., Tolt) + No — 1}

Wt—re(t),t=1 = Wz (4) 4470 — L[t —1—7c(t—1)" iii) restricted state constraint®, _ .. ¢)vijt—r.(x) € Xi(d), with
Furthermore, we will show that the perturbed closed-loop’, € {ro(t) + T + 1 To(t) + NoJ;
c T .- C cJ

trajectories can be enforced in the nominal constraints
providing the RHOCP with &onstraint tighteningechnique
[22], in which delay-dependent restrictions are introdlite O
guarantee the recursive feasibility of the scheme. In the overall control algorithm, the sequence of control
First, let us introduce the following sets, obtained by regctions forwarded by the controller to the actuator are con-
stricting the nominal constraint sef. structed by appending the solution of the RHOCP to the

R)Sterminal state constraini,, y,_i—r.) € Xy-



control sequence computed at tirhe 1, that is iii) f(x, kr(x)) € X5, Vo € Xy & B™(0);
U N ) A iv) hf(f:) Lipschitz in X, with L. constantL;, € R~o;
col| V) hy(f (2,57 () = hy(x) < —h(z,5p(2)), Vo € (X &
T _ B(8)\{0}.
The following definitions will be used in the rest of the paper 0
Definition 3.3 Xpc(7)): Given a non-negative integer As far as the choice of the terminal s&t; is concerned,
T € Z>o, the feasible set withr-delay restrictionis denoted a procedure for obtaining a set; satisfying Assumption
with Xy, po(7) and is defined as: 7 has been proposed in [22]. First, notice that, given a
Xnpe(r) 2 locally stabilizing auxiliary state—feedbaAck controlley (),
JTn € UNe : a control Lyapunov functiom(z) for f_(a:,mf(x)) and a
7o € R™ f(i,foc,ﬁo,iq) € X, i(@) Vi € {1, N} Slib-|eve| set;, RPI underf(z,xf(z)) (e, Q5 £ {z €
and#(N., To, Go.v. 1) € X R™ : hy(x) < hy, hy € Rso} such thatf(z,rp(z)) €
e 1e) 2 - B(6),Vx € Qf for somed € Rsyp), it is always
] Possible to find a positive definite functidi{z, «) such that
Point v) of Assumption 7 holds. Then, it has been suggested to
chooseX; = 1y « B(6), imposing a bound on the maximal

C [e]
Wy 7 — 1)t —1—7o(t—1)" ut-‘r?m,t-‘y—NC—l‘t—Tc(t)] :

The setX pc(0) is denoted asX s pc for short.

Definition 3.4 (Feasible sequence at tifje Given a de-
layed state measurement_, (), available at timet to the admissible uncertainties depending &n

controller, let us consider the predictiof;_.. of the Along with this procedure for the choice of, in [22]
actual stater; obtained by the ”Om'”‘_i' model and by theEhe maximal admissible uncertainty is strictly related he t
actual control sequence applied from time 7.(¢) to ¢ -1, contractivity of 2y under the particular auxiliary controller
Ut—re(t),t-1» which is known to the c_:ontrgcller. Moreover,ﬁf(m) (see Theorem 1 in the referenced paper). As a conse-
pon5|der a sequence av. control_?ctlonSourNc_l and quence, the requirements an(x) ( Points ii), iii) and v) of

ESC two S“bsequiﬂcaﬁt%t_—; andiy =, ¢ -1 Such that Assumption 7 ) limit the class of functions upon which the
Ut t4N.—1 = COl[ut7t+?_n—1’ft+ﬂt7t+1\(c—1 . , _ contractivity of the terminal set can be evaluated.

‘The input sequenca® = ug ,, ,, iS sﬁa|dfea5|ble attime  \wjth the aim to decouple the estimation of the maximal
t if the subsequencay ;- ,_, yields 0% _r.()+iji—r.() © admissible uncertainty of our scheme from the choice of
Xi(d), Vi € {r.(t)+1,...,7.(t)+7.} and if the second sub- #¢(z), the following lemma is introduced.
sequence satisfies all the constraints of the RHOCP iri¢idli Lemma 3.1 (Technical)The  control law % (x)

. . ;

with &= ;— = T(Trt, To—r (1), U} - , Where . , ’
e alt=re(®) = 2(Trts Temre (0 U (1) 147, -1) Ci(Xf) — U and the functionh’(z) : R™ — R

u:—Tc(t),t-‘r?Tt—l 2 COl[ut—n(t),t—laﬁf,t-&-?”—ﬂ- 0 defined as
_Rema_rk 3.1:!\_|ote that, what we _caﬁeas_lb_le sequence in Ky (), z e X o B(0)
t is not just an input sequence which satisfies the constraints, s} argmin{h (f(x W)}
of the RHOCP (specified in the horizdh+ 7, + 1,...,t +  1f z) = S A AVASE ’ 17)
N.]), but it is required to keep the nominal trajectories inside xz € Ci(Xp)\(Xf @ B™(0))

the restricted constraints for an horizon 8f steps fromt + 54
1 to t + N, that is larger than the one considered by the n
optimization problem. O hi(z)2 hy(z), z € Xy ®B"(9)
, , f hy +Ad(z, Xy), xe€Ci(Xp)\(Xf®B™())

Now, by accurately choosing the stage dagthe constraints
X,(d), the terminal cost functiorh, and by imposing a With
terminal constraintX; at the end of the control horizon, A> {wecl(ﬂ)l(&ft%( wep @ wl}/o, (18)
it is possible to show that the recursive feasibility of the . ] ’
scheme can be guaranteed fore Z-,, also in presence Verify the inequality

of norm-bounded additive 'gransmon uncertainties _andvnek hf(f(a:, K3 (2))) + h(z, K3 (x)) < W(x). (19)
delays. Moreover, the devised control scheme will be proven

to be Input-to-State stabilizing if the following assungois U
are verified. Proof: Consider the following factsi) the control law

Assumption 6:The transition cost functioh : R" x R™ — wy(v) steers the state froy (X) to X by a single admis-

R is such thah(|z|) < h(z,u), Yz € X, Yu € U, whereh sible contrgl gction (i.e.f(z,r}(z) € Xy, k}(zx) €U, Vo €
is a K .-function. Moreoverf is Lipschitz w.r.t.z, uniformly  C1(Xy),); @) it holds that for alle € Ci(X)\(X; ® B"(9))
in u, with L. constantZ;, € R~. g the following inequality holdsd(xz, X;) > 4, which yields to

. . - h%(x) > hy + Ad. If we choose) according to (18), then
Assumption 7Ky, hy, Xf): There exist an auxiliary control f(x) ¥ gto (18)
law i (z) : X — U, afunctionhy(z) : R" — R0, apositive  h%(z) >hy+ max  h(z,u)
constantLy,, € R, alevel setohy, X; C X, and a positive 2€C1 (X ), uel

constants € R+ such that the following properties hold: > hy(f(z,53(x))) + bz, k3 (x)), Yo € Ci(Xy),
i) Xy C X, X; closed,{0} € Xy; which finally implies (19). ]
i) kr(z) e U, Vo € Xy & B™(9); By exploiting Lemma 3.1, we will show that the robustness



of the scheme depends only on the invariant properties of  In the sequel, we will denote aB,. and P, the data
through the computation af; (X). packets sent by the sensor to the controller and by the

Now, the following Lemma ensures that the original stagontroller to the actuator respectively. For the sake ofityla
constraints can be satisfied by imposing to the nominalarajéi" the packets will be referred to as data structures of the

tories in the RHOCP the restricted constraints introduced iorm P = {P.data, P.time} containing adata fieldand a
Definition 3.2. time stamp fieldMoreover, denoting a1, the overall storage

. ) . memory of the smart actuator, we assume Matis structured
Lemma 3.2 (State Constraints Tighteningjnder _ in buffers: i) M,.u € R™ x N,, which is used to store a

Assumptions 2 and 3, if the state constraidts(d), are sequence ofV, future control actions and) M,.T € Zo,

Etzmputed as in (15)_theq, each feasible control sequer fiich contains the time stamp of the information stored in
U 4y N1t ra(t) applied in open-loop to the perturbe o

sy;tem, guar_ar?tees that the'true (networked/perturbath st The storage memory of controller nodd,., in turn, is
trajectory satisfies,; € X, Vj € {1, ..., Nc}. structured in buffersi) M..u € R™ x (7. + 7,+), Which is
Proof: Given the state measurement . _(;), available at used to store the inputs applied to the plant from time7,
time ¢ at the controller node, let us consider the combinad ¢+ — 1 and the future control action used for prediction until
sequence of control actions formed by: the subsequencet + 7., — 1; ii) M..z € R™, which stores the last available

used for estimating;; () (i.e., the true control sequencestate measurement and) M..T € Zs,, which contains the
applied by the NDC to the plant from— 7.(¢) tot — 1) and time stamp relative tV,.z .

by ii) a feasible control sequenag ,, y _),_, ) thatis Finally, let us denote as<>” a data assignment operation.
. A . Given a buffer (arrayB containingN elements, let us denote
Wi o (8) i+ Ne— 1|t —7o(t) — COl[uthc(t)vtfl’utvt“"Nc—l\t—Tc((tz)]o') as B(i) the i-th element of the array, with € {1,...,N}.

- N Given a buffeB containingM sequences a¥ elements each,
Then, the prediction erroé; -, ) +ijt—r.(t) = Te-r.(t)+i ~ |et us denote aB(i, j) the j-th element of the-th sequence,
Tt —re (1) +ilt—re (1)) WiIth i€ {L..., Ne+7e(t)} andz—r )+ with 4 ¢ {1,...,M} andj € {1,..., N}. Then, the following
obtained by applyingr;_ ( in open-loop to procedure can be outlined.

Te(t),t+ N, —1|t—7c(t)
the uncertain system (9) is upper-bounded b .

Y (_) PP y Procedure 3.1 (MPC-NDC scheme for UDP-like networks):
Ly -1 Assume that, starting from time instant= 0, the initial

Ly — 1d’ Vi€ {L. . Net7e(t)} conditionz, is known.

where d is defined as in Assumption 3. Beingllr“g"’.‘l'z""t'onM
= i i - ivenzo, M.z < o;
W,y N, 1je_r.(v) f€aSIDIE, it holds thati, - ) 4i—r() € > M ufOM o i ﬁxo with teasible for:
Xi(d),Vi € {r.(t) +1,...,N. + 7.(t)}, then it follows a> = Ve 0, Ne—1 0,Ne—1 0
: . el 3 M,.T = M,..T « 0.
|mmed|ate|y that xt_Tc(t)+i = xt_Tc(t)_;’_i‘t_Tc(t)
p 4 € X. Sensor node
e ) 1 forteZ
Due to the fact that the control sequence computation’is 20 Pz
based on a finite-horizon optimization which relies on predi2 ~ form the packel{ PoTeqi
tions performed with a nominal model, the proposed contepl  sendp,,. *
scheme can be viewed as a non-standard MPC combined véhytroller node

|6t —ro(8)tilt—ro (1) <

a NDC strategy. To gain further insight on the proposed ebnty for ¢ € Zg
scheme, we refer the reader to Figure 3. 2 if a pécketPsc arrived
3 if Ps.. T > M. T
E. Formalization and implementation of the MPC-NDE M.z PSC'@"?. (= Trre(r))
scheme for UDP—Iike networks > M T < Py T; - (=1 —7(t))

6 considering thaM..x = z;_,_¢), compute the
The overall control scheme for NCS based on non- prediction, -, |+ () by using (12) and the
acknowledged UDP-like networks will now be described in input sequence’__ ()T re—1 which can be
detail by the Procedure 3.1 below, giving the sequence of op-  retrieved fromM.,.u (see Line 9);
erations that have to be performed by the NCS componénts. solve the RHOCP initialized with; -+, ;. (1),
In qualitative terms, the sensor node, the controller, and Obtainingu;—&-ﬁ-t.t+Np—1|t—7-p(t);
the smart actuator are in charge of processing informat®n form uf.t-&-Np—l\t/—Tc(;) |
and forming suitably structured data packets, by using some u, t}N.QuH.(t) :
internal storage buffers and computational resourceshiBl tg  storeM,.u « col[M,.u(2), .., Mc.u(7,)
regard, we will neglect the issue of quantization raisedhay t

numerical implementation of the procedure. 10 form the packe{

2 11  sendP,,.
The low-level UDP-like communication protocol, in charge packet
routing and synchronization, is considered as a serviceiged by the Actuator node
network "transparently” to the components of the NCS. 1 forte Zzo

p— C
= COl[ut,t-{-?M—l\t—l—v—c(t—l)7

C
y Uiz, ‘t—Tc(t)]
C
Peoous—uy, v 1]t—e(t)

P.,T <+t



?lg,tJrNc—ut—rc(t) Tt —7sc(t)
4I u§—1,t+NC—2\t—1—TC(t—1) Wt —7 (t),t—1
ug,t—}-f”—l\t—l—ﬂ'c(t—l)
271 ¥
T []

Y 'QA: Trt|t—Tc
[col] | RHOCP | Pred [0 0

¥

[e]
4‘ Wy 7y - Ne—1]t—7o (2)

controller node

Fig. 3: Scheme of the mechanism used to compute the contyolesee, based on prediction (Pred.) and reduced horizon
optimization (RHOCP). We enhance the input sequences ogeertorm the predictiony, ;. (¢) 11 andu§7t+ﬂt_1|t_1_7c 1)

and the control sequence computed by the reduced horizﬁnimaﬁon,u§+m7t+Nc_1lt_Tc(t). It is important to notice that the
sequencer,_. ;) :—1 IS known to the controller even in absence of aknowledgesniiranks to the formalism of the reduced
horizon optimization, which guarantees the consistenddefprediction.

2 if a packetP., arrived Proof: the proof consists in showing that if, at timgthe

3 if Poo. T > M. T input sequence computed by the controligr, , v 1,

4 Mgu <= Peaw; (SU5_ )4 )4 N—1ji—r(r)): 1S fE@sible in the sense of Definition 3.4, then for the péxtdr

5 M, T+ P...T;, (=t—m.(t)). system evolving under the action of the MPC-NDC scheme
6 apply the control actiom; = M,.u(t — M,.T + 1). there exists a feasible control sequence at time ingtant.

Finally, the recursive feasibility will follow by inductio First,
[0 notice that Points ii) and iii) of Assumption 7 together impl
Notably, the proposed algorithm does not rely on adhatdist(R™\Ci(Xy),Xs) > 6 > 0. Now, the proof will be
knowledgments, thus overcoming the limitation of previougarried out in three steps.
networked model-based and predictive control approacees ( i)

(= 7))

. . TN Jt—re(t) € Xf = TeyNot1t+l-ro(t+1) € Xf!
[33] and [36]) which are based upon the assumption of | ot s consider the SeqUENTE__ (, 1\ v _1/t—r (¢

L ; de-
deterministic acknowledgment reception. fined in (20). It is straightforward to prove that the
In the next section, the robust stability properties of the norm difference between the predictiofs ¢+ jt—r. ()
proposed control scheme will be analyzed in presence ofand #; ., ()4 jt4+1-r.(t4+1) (initialized by z, . ) and

transmission delays and model uncertainty. Tip1-r.(t4+1)), Fespectively obtained by applying to the
nominal model the sequence; . ), . () j—1ji—r.(t)
IV. RECURSIVEFEASIBILITY AND REGIONAL and its subsequencey ; _ .1y (1) j—1ft—r.(r) CAN
INPUT-TO-STATE STABILITY be upper-bounded as ’ ‘
. The foIIowmg important result states tiecursive feasibil- |2 (8) 46— e (8)+i — :gt_n(t)ﬂ‘t_n(m
ity of the combined MPC-NDC scheme. i—1 22)
. . j —1 l
Theorem 4.1 (Invariance of the feasible sef)ssume that < L?f, ZLf,dv
at time instantt the control sequence computed by the =0
controller, ;. v _1j;—-.(+), IS feasible. Then, in view of  where we set = 7.(t) —7.(t+1)+1andj € {i,..., N.+
Assumptions 2-7, if the norm bound on the uncertainty veyifie 7.(¢)}. Considering now the casg = N. + 7.(¢),
then (22) y|e|dS t0|:i.t+NC|t—Tc(t)+’i - jt+Nc|t—Tc(t)| -

Ly —1 N N Ne+7e(t)
o dist R™\Cu(X), Xp),  [FeNeeniorarn = Sveeranl < (L, N
Ly =L LYW= /(L —1)d. If the following inequality holds

T ke{0,7.}
fa fo
VEe{l,....7.}

d < min {min

Ly -1 . . _
LN{ik _ 1d15t (R \Xk4n.(d), Xf)] }, . X
- @) 15 el st (RG (X), X)),
fa it 7

then, the recursive feasibility of the scheme in ensured for
every time instant +4,Vi € Zo, while the closed-loop tra-  then, &, n_j1+1-r.t+1) € C1(Xy), irrespective of the
jectories are confined int& . Hence, the feasible séf,;p¢ is values ofr.(t) and.(t + 1). Hence, there exists a control
RPI under the closed-loop networked dynamics w.r.t. bodnde actionw . |;+1—-.(t+1) € U Which can steer the state vec-
uncertainties. O tor from &y v, ji41-7.(t41) 10 Tep N 1jt41—7ot41) € Xy
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Note that, a possible choice can Bg, y_+1—r.4+1) = that
K}(i‘t+Nc‘t+17Tc(t+1))l with Ii; defined as in (17) Ty € )(]\4]307 vVt € ZZO (24)

i) T4 ro ) 4jlt—rety € Xj(d) = Z—ro()+jlt+1-7.(t+1) € We can conclude thak y,pc is RPI for the NCS driven by
X;—i(d), with ¢ = 7.(t) — 7.(t + 1) + 1 and ¥j € the MPC-NDC scheme. O

{re(t) + 1,...,Ne + 7(t)}. Consider the predictions Ny, the following main stability result can be proved.

Tt r (t)tjlt—ror) AN Ti_ o (4)44t—ro(t)+a(iNitialized by . .

o AN resbecivel), obfaned by he se, TSR 12 (Regine Tk ot SIS o

quenceu; . ;. (1)1j—1)t—r.(x) @Nd by its subsequence P : -
X _ ' J respectively. Assuming thatthen, system (13), controlled by the proposed MPC-NDC

Wi (t) it —re(t) i =1t =7e () ; " strategy, is regional ISS iX,;pc with respect to additive

Ttor ()tilt-r(ry € X v B"((Ly, = 1/(Ly, — 1)d), perturbationsl; € B"(d). a

IetAu§ introducen € B"( (Li’m = 1/(Ly, — 1)d). L?t Proof: Recalling the assumption that, at time= 0, the
€= Tiro(t)tjlt—re()ri — Li—ro(t)4jlt—rc() T 71 €N, IN g8 contains a feasible control sequence and that the RHOCP
view of Assumption 2 and thanks to (22), it follows that preserves the past computed control actions up tortieh
€] < Bt (t) gt (t)+i — Tt (t)+jlt—re(t)] + 7] one, then, in a worst case situation, the system will be diive
< (Li; —1)/(Ly, —1)d, open-loop forr,; time instants (see Procedure 3.1). As far as
’ (23) the ISS property is concerned, this observation impliesttiea
hence, ¢ e B"( (L;ar — 1)/(Ly, — 1)d). Since bound on the traj_ectorie_s aftey, should depenq omz,, and
F1r iyt € X;(d), it follows that By (3)ilt—r() + the regional ISS inequality (2) has to be modified as follows:

£ = Tl T 1 € X, V€ BY(Ly," — |2t + Tre, Tr,, V7, 47,0 -1)| (25)
1)/(Ly, — 1)d), yielding t0 &; . (1)4jje4+1-re(t+1) € < max {B(|Z=,.|, 1), Y|z, —ull) } »
Xj-re+re+n-1(d). Vt € Z>0,VT5,, € 2, Wherezz,, is the state at time,, after

i) Tiinjt-rry € X5 = TiyNet1je+1-m.+1) € the system has been driven fof, steps by the open-loop
XnN.4+r.(t+1)(d); Thanks to Point i), there exists a feapolicy stored in the buffer at time= 0. In view of previous
sible control sequence at time+ 1 which yields to consideration, the proof consists in showing that therstexi
By 14N ft+1—ro(t41) € Xy If d satisfies ISS-Lyapunov functiofV (¢t + 7+, 2+ 4=, ) for the closed-loop

I ) system. To this end, let us define the following positive1d&di
d<  min 2l T dist(R™\ X, (d), X;) p,  function Ve R — R
JE{NeyNet7e} | L} — 1 o/n
v Vv (xt*F?-rtlt*Tc(t))

it follows that ¢ 14 N jt41-r.(t41) € XN ro(t+1), ITE- 2 Jpm (@m0 U5, 1 N1t ro(t)r Ne = Trt)-
spective of the value of.(t + 1). _ :
Notice thatl’° corresponds to the optimal cost subsequent to

) ) the reduced horizon optimization. Now, consider the foltayv
Then, under the assumptions posed in the statement of TRgnqidate time-varying ISS-Lyapunov functign : Zsq x
orem 4.1, givenzg € Xy pc, and being7.(0) = 0 (i.e., pn — Rsg: -
at the first time instant, the actuator buffer is initialized B
with a feasible sequence) in view of Points i)—iii) it holds V(t+Tre, Teyz,,)

that, at any timet € Z-(, a feasible control sequence = JFH(xtJra,,,u;’ﬁmHNc,m,Tc(t),Nc—ﬂt)
does exist and can be chosendf = thNe—1 .
> > WS |y N1t 1 (141) = Y h(xllt-‘r?m?u?\t—q— (t)) + by (BN, jt47,.)
oWy 1 1 N, —1je—ro(t) U+ No|t+1-7.(1+1)]- Therefore the re- =i, e
cursive feasibility of the scheme is ensured. ] (26)
wherez, =, tjjt+7,., J €{1,..., N.— 7.} are obtained us-
Remark 4.1 (Invariance oK ;p¢): Given a ing the nominal model initialized with; = 117, = Tt+7,,
delayed state measurement, . ), if there exists and the sequence; - . n ;. () (Which is optimal

a feasible sequenceu;;yn,; at time t, we have for &, 7 ;- ) and not forx. = ). Notice that, since
that 2.y = 20t Teje—ro(r), We—ro(t)4—1) Verifies “?+?,,.t,t+Nc—1|t—n(t) is not computed in correspondence of
Bye—rty € Xnpo(Te(t)), sinceny . n.—1 Satisfies all the x;, ., but exploiting a past state informatiory_, (), V'
constraints specified in (16) with= 7.(¢). Thus, proving that becomes a time-varying function of the state. We will show
the scheme is recursively feasible (that is, given a feasibh the following that V(¢ + 7,, x:4+,,) verifies the ISS
sequence at time, there exists a feasible sequence at timieequalities with time-invariant bounds.

t + 1), would prove thatZ; i;41-r.(t+1), Will belong to Now, let us point out that, in view of (22),
Xupo(re(t + 1)), whatever be the value of.(t + 1) in 27, € Q £ X; v BY((LET™ — 1)/(Ly, — 1)d)
the set{0,...,7.}. Without loss of generality, assume thatmplies %, 7 ,1—r ) € Xy irrespective of the
7.(t + 1) = 0, then it holds thatr; 1 = 241441 € Xmpc. specific  value of 7.(t). Then, by Assumption
Assuming that the initial conditiorry, at timet = 0, is 7, the control sequencet, =, n.—1|t—r.(¢) £
known to the controller (i.er.(0) = 0) and that the sequencecol| ks (Liy7,,|t—ro(t))s Ff(Tt4m o t+1ft—ro(t))s o
stored in the actuator buffer is feasible, by induction itdes  # (%4 n,—1t—r.(1))] IS feasible for the RHOCP, hence
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the setXy;pc is not empty. From Assumption 6, we have
V(t +Trt, 2t47,,) > Mweyz,), Y0y, € Xupce. (33)

Our objective consists in finding a suitable comparisomen, owing to (32) and (33), the ISS inequalities (3) and
function to upper bound the candidate time-varying ISE‘M) hold with = = Xypc and Q = X; « B (L7 ~
Lyapunov functionV (¢ + v, z47,,). By adding and sub- ; = e

: ora . , )/(Lys, — 1)d), respectively. Moreover, in view of Point
tracting V*(&447,.|+—r.()) to the right-hand side of (26), we i) in the proof of Theorem 4.1, given the (feasible) con-

obtain trol sequence computed at timg u¢, v ., ., =
V(tt—:;,«i,lmﬂr;”) COl[uf,t+?,.t—1\t—1—TC(t—1)vu§+?n,t+Nc—1]v the sequence
< S h(Bas . ul ~ h(in 0 .
- l:g’:?-rt[ (xllt“mu”t_%(t)) (e Tc(t)7u”t_70(t))] u§+1,t+NC\t+1Jc(t+1)
K . = . . n
T (N tm) = b (@ jt-ro(t) = 0Ny Nttty 7 (BNt 1 e (141))]
I ppr (Btr et (1) Wy 7y bt No— 1|t —7o(t) Ne—=Trt) - with K} defined as in (17), is a feasible sequence at time

1. The subsequence; _ ., ;. v, @&long the reduced

In view of Assumptions 2 and 6 and thanks to (22), thgqrizon gives rise to a cost which verifies the inequality

following inequalities hold:

t4+No—1 JFH (£t+?7vt+1|t+lf‘rc(t+1)7 u§+?7vt+1,t+Nc\t7Tc(t)’ Nc - F’!‘t)
2 N ME—re@) Ujero) — U7 Wi —r 1)) ] S Ton@rltre®) Wim, N1y Ne = Trt)
I=t+Tr¢ LTeATr_y [ Ne—Tri_y (28) _h($t+?7~t [t—7e(t)> u?|t7‘rc(t))
< bn = —— = lldp=. -l Nt .
M + > @41 U o) (34)
oreover I=t+7,++1
|Pp (@ Nojtrrye) — P (@eg Noft—ro())] —h(Zajt—r (1) U —ro (1))
LTl N1 (29) FR (T4 N 41— 7o (t41) K}(-%tJrN.\tJrlf‘r.(tJrl)))
< Ln, Ly —1 Ly, 47—l L e ¢ el
’ Fhp (T Not1)t41—7o(t+1)) — Pp(Tea N jt—ro(t)) -
and

X 3 Now, by (27), (28), and (29), we obtain
Tpa @4 oalt—7e(®) Uy, 14 N 1[—re (1) Ne = Trt) V(E+Tre + 1, Tea7,,41) <
~ 9 Trt =~

< Jry (JctJr?mslt*'rc(t)7 Wy 7 bt No— 1t —7o(t) Ne —Tri)

t+N.—1 JFH(f%itﬂﬁl\tﬂfgc(grl)7 u?Jr?,.tJrl,tJrNc\tf-rc(t)’ Ne—Tre)
~ ~ ~ LTc 7'7171 L 6*7'7~t71 o
P h (F1je—ro(eys Ue—ro(ty) + g (Fer N jt—ro(0)) + fifw—l L, fEfI_1 + thL]f\ic rt 1]||d[t+?”]||a
(30) (35)
where, givent, = ,1—r.t) € X5, Vj €{1,...,N.—7«} we and
S?t Jrm (JACH?rtIt*Tc(t) ) u§+?7vt,t+chl|t7'rc(t)’ Ne —Trt)
Ti47 gt —7e(t) < ‘_/(f_+ Trts xH?t)_
~ ~ TeTTrt c—Trt _ —
= f(@emtj1)t—re(t)s KF (Ttam,ri1)t—re(t)) € X —l—LfifGﬁI ! [Lp, szfwfl ! + thL}\iC_T"t_lﬂ|d[t+ﬂt,1]||.
Considering that (36)
N1 In view of Point v) of Assumption 7 and thanks to Lemma 3.1,
D b (Fuery pro) + @ neirom) considering that |2y . t+1-ro(t+1) — TeeNele-r(p)] <
. . elt—e Ne—1(77ec
It Ly ' (L3 = 1)/(Ly, = Dlldj—r. ]|, we have

< hp(Bogr,,|t—re(t))s

_ _ P2y Noft1—ro(t41)s K7 (Tt N1 —re(t41))
then, the following bound can be established 7

Fhp(@es Nt 1)+ 1-me(041)) — p (BN jt—re(t)
. . B < pera " Ve ’
‘]FH(xt-i-?rtPf—Tc(t)’ut+?rt,t+Nc—1|t—Tc(t)’NC —Trt) - hfixthC‘tH re(t+1) }}f(xHNC‘t () (37)
< L, S )+ ) 5D i Eeenpen (o) = by @eende—rin)
S Lpy—7—7 llQ+7,,—1 F\Zt47, ). N —1L7—1
f wa 1 [ t ] thijt\; lL;w_IHd[t]H-
Finally, in view of (28), (29), and (31) we have .
B where we have used the fact thait}(:ctJrNc“_TC(t)) =
Vit —Z?Zit?’,fi?”) [Ne—Trt_y B hy (&N, jt—ro(t) fOF Ziin,j1—r ) € Xy and whereL; =
< fzf —— (Ln fzf — +thL;VC—W—1 + La,) max{Ly,, A}, with A defined in (18). Then, considering that
><||dL[t+ﬂ,,—1]|| +th(xt+?,.t) l[dill < |ldje4=,., the following inequalities follow from
< ar([zerz,.|) + o1 (|| A7, —lD),

(32)
th_g” S Xf,Vd S MB"(E)’ where

01(5) £ Ly | )
L"c+"7't_1 LNc*Trt_

1 =
Ul(s)é fzfmfl (Ln fszfl JrthL]f\;c o 1+th)5'




(34) by using (35), (36), and (37):

V(t + Tt + 17 xt+?7~t+1) — V(t + F'rt7 xt+?n)

< Pz e () U r, (1)
t+N.—1

D>

I=t+7T,¢+1

[ h(fcl|t+17¢c(t+1)a “?lt—n(t))

(1) Uy (r)]

L7c+77t 1
+ thch\i Y| dpar

_ 4 L7e
[L;‘LfLAi ' Ljft
Ne—7rt

X (LhiLfT

+2

-
(38)
Moreover, by considering that

t+N.—1

2

I=t+Trt+1
N.—1

<Ln Y Lp'(Ly-
I=Trt+1

P(&1)t41—7e (t41) u?\tfrc(tﬂ = h(&yt—r (1), u?h%n(t))

/(L. = Dlldyl|

Z Ly |ldg7,.]]

= ‘r,t
Np Fre—1

L
Trt
L L

< Lp(Lpe = 1)/(Ly, -

L7e—
< Ln L;:L

1 “ldgem

inequality (38) ylelds

V(t +Tre +1 xt+7'7t+1)
< h(xt+77taut|t ro(t))

V(t+Trt, Tegr,,)

L7c_ LNC Trt—1_
+Lng LT” “T;.o1 ||d[t+?,.t] |
,1L 1
oy, 1
L?Z“” Lop Ly -t Ne—7pi—1
+2 . (Lh L;,—1 + thwa )]Hd[tJr?rt] | :
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(possibly small) value ofd can always be computed, the
numerical computation of can be difficult if the various sets
involved, like X and X, do not take on specific geometric
structures (for example convex polyedra, see [31]); ingdthesl
numerical computation may lead to small robustness margins
especially due to the use of the Lipschitz Assumption 2 that
is needed because of the generality of the functional strect
of the nominal mapf. O

V. SIMULATION RESULTS

Consider the undamped single-link flexible-joint pendulum
depicted in Fig. 4.

M g sin(z (1))

Z(2)

Fig. 4: The single-link flexible-joint pendulum.

The closed-loop behavior of the forward-Euler discretized
version of this nonlinear system is simulated first in norhina
conditions and then under the simultaneous presence oflmode
uncertainty and unreliable communications between sensor

Finally, by using Point iv) of Assumption 7, the third ISScontroller, and actuators:

inequality can be obtained:

T()e 1= Ty T TsT2),
V<(tj>h’7('7|~;:;?17 J;tJrT,,.tJrl) V(t + Trt, l'tJrTrt) x(2)t 1= :C(Q)ti - [MgL Sln(x(l)t) +k (gg(l)t — x(3)t)]
ITe_ " Ne—Fpt—1 e x x + T X
HInFE S Ly ey Ly LR e e ey
me I Nrent) Ty 1= Ty + 7[R (@), —2),) + 1]
+2 L7, (Lh 2fm_1 + thLf; " ]||d[t+?rt] | (40)
< —a2(|:ct+,,.t ) +o2(lldji=,1D); where xp = Z,t € Z>o, x3;),,7 € {1,...,4} denotes the
(39) i-th component of the vectar;, T; = 0.05 s is the sampling
Variz,, € Xupo,Vd € Mg, g, where interval, I = 0.25 kg-m? the inertia of the arm/J = 2 kg-m?
a the rotor inertia,g = 9.8 ms? the gravitational acceleration,
az(s) :h(s)?, Nerrem1_y . M = 1kg the mass of the linkL = 0.5m the distance
o2(s) = [Lp, Lfl_lLT'f b — + L;*LfL;‘iflL;z:I between the rotational axis and the center of gravity of the

2L;;+*7t Lo Ly Trt—1 [ [NeFri—1 pendulum-armk = 20 N - m/rad the stiffness coefficient of
o1 (Ln -1 T hngly, )l the link. The Lipschitz constant of the transition functisn

Finally, in view of (32), (33), and (39), it is possible toly, = 1.1267. The control objective consists in stabilizing the

conclude that the closed-loop system is regionally 1SS fystem towards the (open-loop unstalflejtate equilibrium,
Xpe with respect tod € B™(d). m While keeping the trajectories within some prescribed lisun

The following auxiliary linear controller is used;(z) =
Before reporting some simulation results, the followingfin [~55.92 — 7.46 124.01 19.22] - z, with X; = {z € R* :

remark is in place. T.pPp-x <1}, hy(z) =10%(xT - P;-2) and

Remark 4.2:It is worth noting that the above important 1.3789  —0.0629 —1.7904 —0.1508
stability result involves some conservative assumptiomd a P — 10 —0.0629 0.0186  0.1404  0.0074
arguments. A possible source of conservativeness is ¢ondit ~ / — —1.7904 0.1404  3.1580  0.2216
(21) on the uncertainty. In practice, despite the fact that a —0.1508 0.0074  0.2216  0.0292
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The predictive controller has been set up with control seqee optimization problem associated to the predictive corttias
length N. = 12, and quadratic stage costz) = 27 -Q -z + been addressed. Finally, by exploiting a novel charactom
Ru?, whereQ = diag(10,0.1,0.1,0.1) and R = 10~3. To of the regional Input-to-State Stability in terms of timarying
compute the ellipsoidal terminal set and the quadraticitean Lyapunov functions, the networked closed-loop system has
cost, the procedure described in Section 5 of [30] has beleeen proven to be regionally ISS with respect to bounded
employed. The aforementioned method can also provide a cperturbations.

servative measure of the contractivity of the terminal setar Future research efforts will be devoted to extend the pro-
the nonlinear closed-loop map which, together with ineitypial posed methodology to more general MPC cost functions and
(21), yields to the following conservative uncertainty bdu to distributed systems (see [9]). Moreover, several imguurt

d < 4.5098 - 1071°. An extensive simulation campaign hasssues deserve further research, like, for example, thevam
shown (expectedly) that the developed control strategy cafithe assumption about the synchronization of all comptmen
handle disturbances which are several degree of magnitilehe NCS, the possibility of addressing the case where not
larger that this value. Therefore, besides computing thasb all state variables are available for measurements and the
uncertainty bound provided by the theoretical results,civhi conservativeness of the robustness stability margin. iRews
allows to check the correct choice of terminal set and pgnathis latter aspect, in the case of IinqéandX and.X; convex
function (guaranteeing the stability of the system in thgolyhedra with a finite number of vertices some explicit
networked framework for small disturbances), also simoitest  solutions can be found [31]. Finally, future research witloa
tests, in different operating conditions, are needed téuat@,

in a non-conservative way, the robustness of the strategy fo
the particular application.

In the uncertain/unreliable networked scenario, a UDR-lik
protocol has been simulated, with delay bourids= 7, = 5,
while the nominal model is subject to the parametric uncer-
tainty M,,,,, = 1.05M. The timing diagrams of the simulated
networked packet-based communication links are given in
Figure 5. Notice that, due to the use of a TS strategy, the
networks delaysr., and r,. have been decoupled from the
age of information used in the nodesandr,, retaining only
the packets which carry on the most recent information.

Finally, Fig. 6 compares the trajectories of the state wdem
obtained by scheme developed for UDP networks (solid) with
the ones obtained by the TCP-oriented algorithm presented i
[33] (dashed). The prescribed bounds on the state trajestor
and on the control variable are shown by dotted lines. Ngtabl
the constraints are fulfilled and the recursive feasibitify
the scheme is guaranteed even in absence of acknowledg-
ments (in the UDP scenario). At the opposite, if a network
delay compensation strategy is not used, then system (40),
controlled by a nominal MPC, becomes unstable even for
small delays. = 7, = 2, as shown in Fig. 7.

Tse (networkdelay )
oORr NWMO

O R, NWhOU

7. (information age )

Tea (network delay )
oORr N WA

CONCLUDING REMARKS

In this paper, a networked control scheme, based on the
combined use of MPC with a network delay compensation
strategy in the context of non-acknowledged UDP-like net-
works, has been designed with the aim to stabilize towards
an equilibrium a constrained nonlinear discrete-time esyst
affected by unknown perturbations and subject to delay&tg. 5: Timing diagrams of feedback/control communication
packet-baged communications in both sensor-to-contratid links and information age at the control and sensors nodes
controller-to-actuator links. The characterization aé tobust during the simulation. Each slanted segmentrip and 7.
stability properties of the devised scheme representsrdfisig diagrams represents a successfully delivered data pawiet f
cant contribution in the context of nonlinear networkedtcoin the sending time (square) to the arrival time (triangle)e Th
systems, since it establishes the possibility to enforee tlength of each segment represents the age of the packet at the
robust satisfaction of constraints under unreliable netet receipt instant. Inr. and, diagrams the triangles represent
communications in the feedback and command channels, di88 age of the information retained in each node thanks to the
in presence of model uncertainty. Moreover, the problefS strategy while the slanted segments allow to graphically
of guaranteeing the recursive feasibility of the constein €valuate the sending time.

7, (information age )
oOr N WM O
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Fig. 6: State and Input trajectories of system (40) corgrblly
the proposed strategy for UDP-like networks (solid) coregar
with the trajectories obtained with the method for TCP-like
protocols presented in [33](dashed), relying on deterstimi
acknowledgments. The proposed algorithm allows to presef]
stability in absence of acknowledgments.
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Fig. 7: Trajectories of the state variables for system (40)
controlled by a nominal NMPC, without constraint tightegin [18]
and delay compensatior{ = 7, = 2). Feasibility gets lost

) . [19]
and instability occurs.

[20]
address the extension of the stability analysis to the case
where errors affect the optimization results at each tirseaimt 59
(some preliminary results in the non-networked case haga be
presented in [32]).

[22]
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A. APPENDIX

In order to prove Theorem 2.1, let us introduce the following
definitions.

Definition 1.1 (UAG inZ): Given a compact seE € R" includ-
ing the origin as interior point, the system (1), withe M, satisfies
the Uniform Asymptotic Gain (UAG) property i, if = is a RPI
set for system (1) and if there existsk&funtion v such that for
any arbitrarye € R>o andVzy € E, 375, € Zx¢ finite such that
|$(t,fo,’vo’1_1)| < ’Y(Hv[t—l]l') +¢, forall t > Téo. O

Definition 1.2 (LS): System (1) satisfies the Local Stability (LS)
property if for any arbitrarye € Rso, 30 € Rso such that
|$(t,fo,’vo’1_1)| < e Vt € ZZO7 for all |§0| < ¢4 and all
v E MB7'(6). O

It can be proven that, if a system satisfies both the UAG iand
the LS properties, and if the trajectories are bounded, 88 in =
(see [27]). In particular, the trajectories are boundedhd set= is
RPI underg for all the possible realizations of uncertainties. Hence,
the following result can be stated.

Lemma 1.1 ([27]): Suppose that the origin is a stable equilibrium
for (1). System (1) is ISS i if and only if the properties UAG in
= and LS hold, ancE is RPI. O

We point out that, if Assumption 1 also holds, then the LS prop
is redundant. Indeed, under Assumption 1, if the systems(JAG
in =, then it verifies the LS property. Let us now prove Theorem 2.1
To this end, lett € =. The proof will be carried out in three steps

1) First, we are going to show that the $tdefined in (6) is RPI for
the system. From the definition af(s) it follows that a2 (|z|) +
o1(jv|) < @z(|z| + |v]). ThereforeV (t,z) < @z(|z| + |v]) and
hence|z| + |v| > @, ' (V (t,x)). Moreover, thanks to Point 2) of
Definition 2.3, there exists &.-function ¢ such that

az(|z]) + e(|v]) = as(lz| + |v]) = aa(V (¢, 2)).
Considering the transition froift, z) to (t+1, g(¢, z, v)), we have

V(t + 17 g(t7 x, ’U)) - V(t7 1’.)
< —au(V(t,z)) + oa(v]), Vo € Q,Vv € T,Vi € R(zo- )
A-1
Let us assume now thate ©. ThenV (¢, z) < b(T); this implies
poas(V(t,x)) < o4(v). Without loss of generality, assume that
(id — au) is a Kso-function, otherwise pick a bigget. so that
ay < a2. Then, after some algebra, we have

V(t+1,9(tz,v))
< —(id — p) o aa (b(D)) + b(D) — po s (b(V)) + o4(V).

From the definition ob, it follows thatpo au (b(T)) = o4(v) and,
owing to the fact thafid — p) is a K -function, we obtain

V(t+1,9(tx,v)) < (id — p) o as (b(D)) + b(V) < b(D).

By induction it is possible to show tha¥] (¢, z(¢, Zo, vo+—1)) <
b(v), VZTo € O, Vt € Z>o, that isz; € ©,Vt € Z>o. HenceO is
RPI for system (1).

2) Next, we are going to show that the state, starting fra®,
tends asymptotically to®©. Firstly, if x € Q\©, then p o
o (V(t,x)) > 04(D). From as(jz]) + e(|v]) > aa (V(t,2)),
we obtain p (a3 (|z]) + €(|v])) > 04(T). Being (id — p) a Koo-



function, it holds thatd(s) > p(s), Vs € Rso, then

a3 (|z]) + €() > as(|z]) + €(|v]) > plas(|z]) + e(|v]))
>04(0) = €(D) + 02(v), Vz € Q\O,Vv € T,

which, in turn, implies that

V(t+1g(t2,v) = V(t2) < —as(fe) + 02() + 05(7) (5 5
<0, Vz € Q\O,Vv € T.
Moreover, in view of (6),3¢ € R+, such that for allz’ € =\O
there existsz” € OQ\D such thatag(lx"|) < a3(|x’|)”f C.
Then, from (A-2) it follows that—as(jz |) + ¢ < —as(|z |) <
—03(T) — 03(D), V&' € 2\Q, V2 € Q\O. Then,

V(t+ 1,9t 2,v)) = V(t,x) < —as(|z]) + 02(0) + 03(0)
<—¢, VreE\Q,YveT.

Hence, for anyz, € Z, there existsIs) € Z>o such thatr.o =

0
z(T, o, v) € Q, that is, starting fronE, the region® will be
reached in finite time. Now, we will prove that starting frdm
the state trajectories will tend asymptotically to the €etSince
© is RPI, it holds thatim;_, s d (x(ng 4, Tpe V), @) - 0.
E)

Otherwise, posing = Téf), if z; ¢ ©, then we have thap o
as(V(t,z)) > c4(v); moreover, from (A-2) it follows that

V(t+ 1yg(t,1,',’U)) - V(t7 :L')
< —aa(V(t,x)) + 0a(v)
< —(id—p)oasoai(|z]|),Vr € Q\O,Vv € T.

Then, we can conclude that' € R-o, 3Ty, > Ty such that
V(TS + 3, Tre ) < ¢ +b(D), Vj € Z>o. Therefore, starting
from Z, the state will arrive arbitrarily close t® in finite time
and the state trajectories will tend #®© asymptotically. Hence
lim¢— 00 d(z (¢, To, v0,t-1),0) =0, VTo € E,Vv € Mr.

3) The present part of the proof is intended to show that sygt®
is regionally ISS in the sub-level s@fy ), whereg £ max{e €
R0 : My, € Q}, having denoted withVjy,.; £ {z € R" :
V(t,z) < e,Vv € T,Vt € Z>o} a sub-level set of’ for a
specifiede € R>o. Note thate > b(v) and© C Ny . Since
the region© is reached asymptotically fror&, the state will
arrive in ./\/[V,g] in finite time, that is, giverz, € = there exists

Niv e N,z
7,7 such thatV (T3 +j, o )< Vj€lxo.

Vel

Hence, the regionV}yz is RPIL.
Proof of Lemma 3.5 in [17], for anyto € N[ve, there exist
a KL-function 3 and a K-function 4 such that V (¢, z;) <
max 3 (V(0,Zo),t), ¥(||vi_1l]), Vt € Zso, Vv € My, with
7+ € Njvz and wherey can be chosen a& = a; ' o p~' o 0y.
Hence, considering that(r +s,t) < B(2r, )+ 3(2s,t),V(s,t) €
R, (see [23)), it follows that

ai (Je]) < max{B(2a2(|Zo|), t)+5 (201 (|vol), ), A lwge— 1)},
S

Vt € Z>0,YTo € Nve), Vv € Mxy. Now, let us define theCL-
functions3(s, t) 2 a; ' o B(2s,t) , B(s,t) 2 B(az(s),t), and the
K-functions(s) £ a7 ! 0 4(s) andy(s) £ B(o1(s),0) +~(s) ,
we have that

je| < max B (az([To)), t) + B (o1(|vo)), ) , F(l|vp—nll)

< B (az([Tol), t) + B (1 (|vol), ) + F(|[vp-ll)
<B([Zol,t) + v ([[vre-ull),

(A-3)

Vt € Zx0,YTo € Ny, Vv € Mry. Hence, by (A-3), the system

(1) is ISS inN{yz with ISS-asymptotic gainy. Considering that

starting from= the set/\/[v,g] is reached in finite time, the ISS in

Nv,z implies the UAG inZ=.
Now, thanks to Lemma 1.1, Assumption 1, the UAG3nimplies
the LS, as well, irE, and hence the regional ISS property=Snthus
proving Theorem 2.1.
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