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Abstract—This paper presents a novel approach to the coh- the technique to obtain coherent islands in the system.€eThes
erency identification technique in interconnected power system concerns motivated the researchers to look for measurement
using independent component analysis (ICA). The ICA is applied a5eq coherency identification tools. In the measurement-

to the generator speed and bus angle data to identify the . i, .
coherent areas of the systemThe results of the applicetion based techniques, all the system quantities and variab#s s

of ICA using simulated data from 1€-machine 6€-bus sytem as generator s.peed, output power, voltgge at all nodes are
model and on data gathered through UK University-basec Wide- measured continuously and a snapshot is utilised to find the
Area Measurement System are presented. The approach is able coherent groups. The technology of wide-area measurement
to identify the cluster of generators and buses following a 4] is available to get the data across the whole network
disturbance in the system. It is also demonstrated that the o g\ red with time synchronous stamping. It transmits the
approach is robust in the presence of noise in measured signal, S . - .
which is an important factor to be considered for assessing the data to the transmission control centre in millisecondsetim
effectiveness of any measurement-based technique. scale so that the tools to identify coherency has input data

Index Terms—Coherency identification, wide-area measure- available in less than a second's time interval.

ment, measurement-based, independent component analysis, |he objective of this paper is to identify the coherent areas
power system of power system network by analysing the measured data

obtained from the system. The method is based on multieariat
analysis of the signals, using independent component sisaly
(ICA). In order to demonstrate the effectiveness of progose
NTERCONNECTED power networks have suffered fronapproach in identifying the coherent group of generators
cascading blackouts over the decades with obvious socamd buses, 16-machine 68-bus test system model is used to
economic consequences. The instances of large blackotgs hgenerate the measured data using Matlab Simulink. Likerothe
increased in the last 10 years leading to setting up varioesisting methods, the proposed method is able to identidy th
task forces, advisory groups, research programmes, retwoorrect coherency group of generators and buses in thensyste
operating standard etc. across the woOne awarc winning The ICA is preferred compared to the other methods because
task force formec by the IEEE Powe anc Energy Scciety it is simple, accurate, and robust in filtering out the effeft
(PES has preducec a very detail repori in [1]. One important noise in practical measured signals.
recommendation of the task force is for controlled island- The paper is organised as follows: Section Il describes
ing through special protection scheme (SPS). The conttollthe state of the art in coherency identification techniques.
islanding minimises the spread and impact of blackouts ISection Ill explains the coherency identification techeiqu
splitting the entire networks into several sustainablands. through Direction Cosine and Principal Component Analysis
The SPS technology exists and is also being rolled out (RCA). These techniques are used for comparison. Section
various networks [2]. One important aspect is to deterntiee tIV elucidates the approach used to utilize ICA for coherency
effective set of islands which are stable and sustainabis. | identification in interconnected power systeSutsequently,
understood that each island consists of dynamically cotherthe prcposet agproact is agplied to meesuremen date sim-
group of generators and loads. So it is essential to identulatec from 16-mechine 68-bus systen mode anc actual
coherent groups first in order to construct islands. Thesidab WAMS daté gatterec througl UK University-baser Wide-
synchronous generator dynamic model (swing equationg onAree Mezsuremen System The results oktainec are anaysed
has been used to find coherent islands for known set of gencanc discusse in Sedion V. In Section VI, the results obtained
tion, demand and network configuration [3]. With the changesing proposed method is validated and compared with the
in system operating condition and network configuratioe, tiresults obtained using the direction cosine and PCA approac
elements in the set of coherent generators and buses teaditionally, the performance robustness of the proposed
to vary. Furthermore, the accuracy of the system parametatgorithm to measurement noise is also tested.
(generator, loads and networks) influences the accuracy of
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[7]. Itis useful for the computational convenience. Reskars in the interconnected power system have tendency to swing
in [3], [8] have used model-based approach. It is based on unison. These generators are clustered into a coherent
the eigenvalue analysis of the linearised model of the systegroup, which has fairly similar time-domain response tsend
The accuracy of this method is reliable if the knowledge dfhe coherent groups of generators are formed by identifying
the prevailing system condition and various parameters dhe closely coupled generators from the angle component of
precise. In practice, it is not always possible. Besidesallsmthe eigenvectors related to low frequency electromechhnic
variations of load and generation have insignificant immerct oscillatory mode of the system, known ag#er-area mode
the coherent group of generators [9]. However, the chamgesHowever, it is difficult to ascertain the coherent groups of
topology and significant load variation influence the “ldgse generators by the visual inspection of the eigenvectorhi®f t
coherent” generators switching from one group to the otheystem.
Hence, as the operating condition and system topology varyAlternatively, the coherent areas in the power network can
noticeably with time, the coherent areas need to be trackée. determined by observing the generator rotor angle and bus
Reference [10] has addressed this issue through contimuatvoltage, which have most consistent pattern over all therint
method. Besides being model-based, it is also computdlifonaarea modes. This is realized with the help of the direction
intensive. cosine method [3]. The direction cosine method works on
The accuracy of the measurement-based coherency idée assumption that the coherent groups of generators are
tification techniques does not rely on the accuracy of thelatively insensitive to the disturbance. Hence, the oerte
system parameters. There are several references in the liggoups of generators are formed by performing the eigesvalu
ature on the measurement-based coherency identificatien. Bnalysis of the linearised model of the system in order to
methodologies underlying these approaches are diverge, ebtain the rows of the eigenvectors corresponding to the
artificial neural network (ANN) [11], particle swarm optizai- generator angle. Then, these rows of the eigenvectors atk us
tion and k-means (PSO-KM) algorithm [12], graph theorio calculate the direction cosine with respect to the iatea
[13], partitioning around medoids (PAM) [14], hierarcHicamode of oscillation. The phase angle of the eigenvectors for
clustering [15], self-organizing feature maps [16], Hastiier coherent groups of generators are close to each other. The tw
transform (FFT) [17], [18], Hilbert-Huang transform (HHT)coherent groups have more than 90 degrees of angle sepgaratin
[19] and Principal Component Analysis (PCA) [20], [21]them. Although this technique has a strong theoreticaldatin
Despite having the advantages over model-based apprgactiea of coherency identification, implementing such tecjuei
these techniques have some limitations, for instance, i A requires very accurate model of the study system.
algorithm requires excessive off-line training data tartrie On the other hand, the measurement-based methods, cluster
neural network in order to identify the coherent generatorsoherent groups of generators and buses by analysing the
The PSO-KM, graph theory based and PAM algorithms on timeeasured signals obtained from the networks. The approach
other hand suffer from high computation burden in order foroposed in [20], [21] used a multivariate analysis techaiq
achieve coherent groups of generator in the system reagonatalled Principal Component Analysis (PCA). It is used to
fast. The FFT approach has been used to determine cohergentify the coherent groups of generators and buses, hence
areas of power system but this technique assumes that ¢blerent areas of the interconnected power system. PCA
system is linear and the data results from a stationary pspcenighlights the clusters of generators and buses displaying
which is usually not the case in practice. The HHT providesommon features in the measurements. However, the approach
solution to non-linear and non-stationary process, howeves unable to identify the accurate coherent areas withoeit th
it is difficult to visualise the coherent groups of generatoipriori information of inter-area mode of the system. Hence,
using the proposed approach for large power system. The P@&& PCA method requires the assistance of Hilbert transform
approach requires a priori additional information of dymam (HT) technique and empirical mode decomposition (EMD) to
characteristics of the system to identify the coherent jgroiu extract the instantaneous attributes of inter-area asaifis.
generators accurately [20], [21]. The method is simple and does not require detailed system
Although some of the measurement-based coherency idemadelling information. The approach accurately identifless
tification methods in the literature are reliable in clustgrthe coherent areas of the system through visual inspectioneof th
coherent group of generators in near real time, none of theheee-dimensional coherency plot. However, its perforcean
approaches demonstrate their accuracy and robustness iniihithe presence of noise in the measurement is inconsistent.
presence of noise. The existence of noise in measured signaln this paper, the coherent groups of generators and buses
affects the accuracy of the coherency identification tepimi are obtained by analysing the measurements using ICA, a
This is an important issue because the measured signals fromitivariate analysis tool that is better than PCA. The ICA
the system have significant noise. Hence, it is important &xtracts a set of independent signals from its input signals
ensure that the coherency identification technique is tabus while PCA finds a set of uncorrelated signals from a set
the presence of measurement noise in the signals. of mixtures. Lack of correlation is a weaker property
than the independence. Independence implies a lack of
I1l. COHERENCY IN INTERCONNECTED POWER SYSTEM  correlation but a lack of correlation does not imply
Power system network is formed by the interconnectidndependence. This advantage allows better extraction of
of two or more commercial areas through inter utility trandrequency components from the measured signal§.hus, the
mission links. After a system disturbance, some generatd@A is able to obtain accurate coherent groups of generators



and buses without prior knowledge of modal characteristic

of the system. The technique is completely data driven and Pi(f1) - Pi(fn)

adaptive. X(f) = : : @)
The direction cosine and PCA approaches will be used to Po(f1) - Pu(fn)

compare the results obtained using the ICA method propose

dI'he power spectrum can be obtained using Discrete Fourier
Transform (DFT) to the mean centred time trend. Then, each
power spectrum is normalised such that:

in this paper.

IV. COHERENCYIDENTIFICATION USING ICA N
S P(f)=1, i=12--m )

The ICA is a data driven computation technique that re- k=1
covers a set of data, without any prior information about Each vector inX is a linear mixture of hidden and inde-
either the sources or the mixing parameters of the syst@mndent process. Each process forms a row vectSr. iBach
that has the data as its output. The ICA seeks to estimate tbe in S is an IC. These processes are represented by an ICA
sources by assuming that the output are dominated by a i&ting model given by:
of hidden sources which are statistically independent chea
other and contribute to each output. Unlike other multesri S1
analysis techniques, the ICA looks for components that are X(f) = A s20 A S 3)
both statistically independent and non-Gaussian. The |84 h I A B
earlier been used to compute the damping and frequency of

low oscillatory mode in power system [22]. Wh A « tix of ful K
In this paper, a special type of ICA called spectral ICA is ''N€€ A IS an unknownm x n matrix ot full ranx,
pap P yp P led themixing matrix The main aim of ICA is then to

used to identify the coherent areas in interconnected pov& . S and th - A f he ob q

system. In spectral ICA, different independent componen(?§'{'rr]zilt_e dan the mixing mEatr_lx, : rorr? t € observe

(ICs) consist of different spectral peaks. A component witfermaiised power Spectrurix. gtmatmgfc € mixing ma_tnx
can be simplified by performing a preliminary sphering or

a single spectral peak is more dominant in terms of non- hiteni he ob dd The ob d datx i
Gaussianity than a component with multiple peaks. Thus; m&XEWhitening the observed datx. The observed datX is
inearly transformed tov given by:

imising the non-Gaussianity of ICs in spectral ICA will résu
in the preferential decomposition of single-peak and nesro B B B
band ICs. A spectrum can be extracted into a combination of V =MX =MAS = BS )

spectrum-like and single-peak ICs by means of spectral ICA.The correlation matrix2{VV7} equals unity which means
The spectral ICA uses normalised power spectra of thieat the elements &¥ are mutually uncorrelated. The problem

measured time trend signals in the analysis such that eachobfinding an arbitrary full-rank matriXA has been reduced to

the resulting estimated source or IC, is a narrowband spectrthe simpler problem finding an orthogonal matkx If the -

with one sharp peak in the frequency domain. Each B column ofB is denoted byb;, thei-th IC can be computed

corresponds to a frequency of the estimated oscillatorycgou from the observed as:

Hence, the ICA decomposition on the power spectra of signal,

sampled at different measurement points, is able to separat s; = (b)TV (5)

the measured signals into their various frequency comgenen ) ) ) )

The extraction of the dominant narrow-band peaks from theast fixed algorithm [25] is used to estimate the value of

. ¢ \ - ) /
power spectra of the signal using the spectral ICA is superig: Which maximise the kurtosis ofb;)” V. This algorithm

to the extraction of the oscillatory sources by time-domalfS€S @ Very simple yet highly efficient fixed point iteration
technique.

ICA. This is because, the spectral ICA is invariant to theetim . , .
delays and phase lags, unlike the time-domain ICA [23]. Hovv_ever, the S|gr.1'and magmtqde of th.e ICs obtained are
. - not unique. So, additional constraints are imposed to the IC
There are othel mean of oktaining dorrinan monc-fre- L . .
- . . mixing model for physically meaningful results. All ICs are
guenc' corrpenents for the signals suct as masling signa- ; - A
o o adjusted to have positive peak values to enhance visuatsat
basel Empirical Mode Decorrpasition (EMD) [24] or other iy L . .
The mixing matrix is also scaled so that the relationships

pqn(-pas: f||tenng. tecrnlqugs U EET IS 1S between the spectral signatures and ICs are easily idehtifie
is it doet noi require a priori knowledge of the mode: present

in the signal. Spedral ICA decorrpose the ertire frequency

spetrum of the signals into the monc-frequenc! corrpenents  A. Sign modification

for further anaysis. The main aim of this approach is to The sign of the ICs is first manipulated, by imposing

determine independent sources of similar spectral sigaatuadditional constraints on the ICs and incorporate this it

which represent slow oscillatory modes of the system. preserve the original relationships. Now, the spectraligiges
The row vectors of data matrix for the spectral ICA modehre represented as:

are single sided power spectra of the mean centred timesrend

over a range of frequency, up to the Nyquist frequency: X =QP (6)

STL



where, the acvartage of displaying ccheieni groups as tightly formed
_ cluster. All 3-tuples from different rows of T are plottec in the

Q = Adiag(SN1, SNy, ..., SNn) 7a) 1c space 3-tuples that are close to eact othel in the IC space

P = diag(SNy,SNa, ..., SN,)S (7b)  refresen ccheleni signals Since eact row refresent: a sicnal
TheSN; (j = 1,...,n) represents the sign of the dominang]omla ger?rato ':Jhr bushall tr:e gerelat_(l)_;]slqo; busiat.ca[thlrelc |<n
peak of every ICs. The main reason for doing this sic.. € cluster form the ccheien' groups This formetion of Clus-

modification is because the amplitude of a physical o:st:jﬂratw[er IS usecf[ 49 'iert'?f cch?:_m arezr!n ? EIEE ;nttz;cgr_nectthed
sources is positive by definition. Hence, it must have a pesit powel system Apart irom this grapfical way ot ottaining the
magnitude in the frequency domain. ccheleni groups there car be ways of oktaining therr quarti-

tetively sucl as througl k-mear clusteling agproach [27]etc.

However the scoptin this pepel is limited to graptical means

B. Scaling of refresening coterency.
The modified mixing matrixQ, represents the relative ra-
tios in which spectral source frequencies exist in the nreasu V. APPLICATION, RESULTS AND ANALYSIS

signals. However, it will be more meaningful, if the mixing
ratio of one signal is relatively compared to the other digina . . o
for each spectral source. This is realised by normalisirg th This section presents the application of the proposed rdetho

. Application on simulated data

maximum value of each column @ = [¢1 ¢ ... ¢, tOatestsystem model. The 16-machine 68-bus system model
to unity as follow: is considered as the test system. The bus data, line data
and dynamic characteristics of the system are in [3]. Fig.
T = Qdiag(Al‘l,Agl,...,Agl) (82) 1 shows the single line diagram of the system. Nonlinear
C =diag(A1,As, ..., A,)P (8b) simulations of the test system were performed in Matlab
Simulink. The disturbance considered for this study was ten
where, _ percent increment of mechanical input torque for 80 ms to
Aj = llalloo, j=1L...n ) each generatoiCoterenc' being a slow pos-fault dynamic
hence, pracess a smal peiturbéetion will suffice to simulate them
X — TC (10) [28]. For coherency identification, the generator speed sig

nals from 16-machines subjected to the disturbance were
C is the modified and sign correctesl It is interesting to recorded accordinglyCoterency primaily originate: from
note that, each row oKX is the weighted combination of the eledtromecharical swings of the gererators following a
all rows in C, which represent the ICs. Henc& is the disturbance It extend: beyonc trarsien stebility time scale
weighted combination of all ICs. The weight coming from thof 3-5 sewonds paticularly in a large inteicornecter power
corresponding row element @ is used to plot the coherentsysenr with poorly damper or undampe! intel-are: modes.

groups of generators and buses in the system. In order to effectively moritor the syster behaviou! after a
disturbance typically a 20 seonds time window is acequate
C. Order sorting [29]. The choice of sanpling frequenc) is alsc impoitant In

- . . .. this peper 10C Hz was usec as recommender in the recent

The order of the ICs is inconsistent every time the algorith. .. : ~ -

converges [26]. The reason is, both ICs and mixing matrix aI-EEE NG TEY S e G siel I\/.Iecsuremen.t\ fqr HOEY
i ’ Systems C37.118.-2011 [30]. The time trend: in Fig. 2 are

unknown and can freely change from one convergence runu--s-e( to corstruc the datz matrix

another. This affects the performance of the algorithm deor e

to visualise the coherency property of the system. To d<=1aIThe proposed method was applied to the measured data,

with this issue, the ICs (after peak adjustment and scalin@ obtain the mqtnceﬂ“ and C in (10). Fig. 3 Q|splays the
. : ) : three most dominant ICs of the system. Physically, the three
are sorted according to their dominance. In order to vigeali

. . ; most dominant ICs were the slowest mode of oscillation in
the system coherent groups in three-dimensional spachs, 8&6 svstem. The peak diC: was at 0.05 Hz. represents the
three most dominant ICs are being considered. Now, the | Y ' P ! : » fep

o . . .~ _Stationary mode of the system, whil&’; and IC3, both
decomposition is represented using the following equation peaks at 0.34 Hz and 0.54 Hz respectively, represent low

t11 t1,2 ti3 frequency inter-area mode of oscillatiorThe inclusior of
X — B e T S R A o) (11) stetionary mode to idertify the coterenc) is necessary [3],
' ' [8]. Each spectral signature of the machine speed data was
the combination of one or more of these ICs. The columns of
The first part in (11) involvings], ¢, and ¢ represents the mixing matrix, T, represent the amount of each IC in each
most dominant three IC<Since visLalizetion is restrictec to  spectral signature of input data. The plot of the elements of
maximurr of three dimersions only three mos' doinan ICs T in three-dimensional plot, helps to visualise the coherent
are corsicered The lasi part E refresent: the res of the prc-  groups in the system.
cess Althougt important it coulc notl be accomrmedatec for 1) Generator Coherency: Fig. 4 shows the three-
vistalization puiposes. 3-tupletf;, ¢;» andt; 3) is a point dimensional plot of the modified mixing matrixI’. It is
in three-dimensional dominant IC spacThe IC spact has observed that the first nine generators, G1 to G9 are well

ti1 tio tis



1 GROUP 4
GROUP 1 G15

GROUP 5

© 0.5 ;
= GG 516, GROUP 3
GRGEr 61 :
o] G10G1%13 Gl4
Gi1
1 GROUP 2

0.4

Fig. 4. Coherent groups of generators using proposed method

Fig. 1. 16-machine 68-bus test system model
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Fig. 5. Bus coherency plot of the test system using proposd¢tade
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TABLE |
SUMMARY OF COHERENT AREAS FORL6-MACHINE 68-BUS SYSTEM

Fig. 2. Generators speed responses MODEL

Group | Coherent Generators | Coherent Buses

0.5 1 1,2,3,4,5,6,7,8,9 1,2,3,4,5,6,7,8,9, 19, 20, 21,
3 0’)\ 22, 23, 24, 25, 26, 27, 28, 29, 37,
- . . . . . . . . . I 52, 54, 55, 56, 57, 58, 59, 60, 62,

0% 01 02 03 04 05 06 07 08 09 1 63, 64, 65, 66, 67, 68

1r 2 10, 11, 12, 13 10, 11, 12, 13, 17, 30, 31, 32, 33,
Y o 34, 35, 36, 38, 39, 40, 43, 44, 45,
- } i i . i ; i i i i 46, 47, 48, 49, 50, 51, 53, 61

R 01 02 03 04 05 06 07 08 09 1 3 14 14, 41

0.5 4 15 15, 42
S o 5 16 16, 18

0% 01 o0z 03 04 05 06 07 08 09 1

Frequency (Hz)
Fig. 3. Three most dominant ICs 2) Bus CoherencyThe proposed method is also applied to

another case of data matrix defined by the phase angle of bus

voltage measurements. Fig. 5 displays the bus coherency of
separated from other generators. This set of generatarsetbr 16-machine 68-bus system model identified using the prapose
a coherent group namely Area 1 (NETS). The location ofiethod. It is clearly seen from the figure that there are five
the first nine generators in the three-dimensional space ltassters of phase angle measurement, namely as Area 1, Area
relatively similar ratio in the three most dominant ICs. OR, Area 3, Area 4 and Area 5 respectively. Area 1 and Area
the other hand, G10 to G13 are close to each other and foPntonsist of large number of buses, whereas the other three
another group of coherent generators namely Area 2 (NYP8lusters (Area 3, Area 4 and Area 5) only consist of a pair of
The other three equivalent machines: G14, G15 and G16 fohuses.It car be okserve( thai some of the buse from Area
three separate coherent groups namely Area 3, Area 4 2 are moving towards Aree 3. Thest buse demoistrate weak
Area 5 respectively, at the far end of the three-dimensiordynamic coipling with othel buse in Areg 2. It is alsc worth
plot. The cluster of coordinates of the mixing matrik, in mertioning that thest buse are alsc electrically anc physi-
the three-dimensional plot represent the coherent grofipscally close with the buse in Areg 3. Table | summarises the
generators in the system. coherent area of the test system.



Fig. 6. Location of PMUs
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Fig. 7. \oltage phase angle measurements for ICL, UoB and UoS

B. Application on actual WAMS data

The proposec methoc is applied to the Phesol Meesure-
men Units (PMUs] date from UK Univelsity-basel Wide-
Aree Meesuremen System [31]. The WAMS corsists of
four mair PMUs geograptically locatec al the respetive
researc! lakorastory of Univelsity of Straticlyde in Glasgow,
(UoS) University of Birminghan in Midlanc (UoB), The
University of Mancteste in Mancteste (UoM) anc Imperial
College Londor in Londor (ICL) as illustratec in Fig.6. The
Phesor Date Corcertrator (PDC) is installec in Ljubljana
(Slovenia) anc gatters date from all PMUs using stardard
inteme! communicetion nework. On 2nc Septerbel 2010 a
sucder mismatct in loac-gereration occurred Fig. 7 shows
the recordel wide are: meesurements oktainec from PMUs at
ICL, UoB anc UosS carturing this event Unfortunately the
PMU al UoM was not in sewvice duiing this paticular time.

From Fig. 8, it car be clearly okserve( thal meesurement
car be classified into two differeni ccheieni groups Grouy 1
corsists of PMU meesuremen locatec al UoS while Grouf 2
corsists of PMU meesurement: locatec at UoB anc ICL. Fig.
9 show: the argle difference: betweer ICL anc UoS UoB and
UoS ICL anc UoB.
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Fig. 8. Coherency plot for actual WAMS data
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Fig. 9. Phase angle differences for ICL-UoS, UoB-UoS and-l&iiB

The sanpling frequenc) is se al 50 Hz, howevel the system
frequenc' was hoveling arounc 50 Hz. The difference in the
frequenc! led to time variation in the phas: argle recordng as
car be seel in Fig. 7. The prcposet methoc is agplied to the
date staring from 30tk sewonc until 50tk seonc (time win-
dows of 2C seonds) The even occurrec duling this partticular
time window. Fig. 8 shows the coterenc) plot of the actual
WAMS date using the prcposet method It car be okserved
from Fig. 9 that the phas: difference betweer ICL-UoS and
UoB-Uo< have similar time-trenc triggerec by the mismatct in
loac-gerergtion in the system The phast difference between
ICL anc UoB show: nearly corstan argle of abou 20 de-
gree: excep for 36tF anc 45tr seonc reflecling change in the
mismatcl value possibly due to gereiation cortrol action in
the system Fron these¢ oksevations the PMU meesurements
from ICL anc UoB corfirm cchelent behaviour Thus these
two meesuremen points are groupec into a sam¢ ccheient
group On the othel hand PMU meesuremen from UoS is
groupetinto a differeni ccheieni group The ccheieni groug of
gererato from this oksevation validate the results of cchelent
groups oktainec using prcpose« methoc as showr in Fig. 8.

It is alsc important to pul this oksevation into the historical
cortexi of Scolanc-Enclanc intei-are¢ oscillations It is well
undeistooc anc okserve( ovel the year: thai there is abou 0.5
Hz of oscillation betweer Scolanc anc Enclanc gerelgtions
[32]. Thus thest two systems belong to differeni cahelent
groups The PMUs locatec at UoB anc ICL are pari of the
Erglish grid, while PMU locatec al Uo€ is part of Scotish
grid. This oksewation is corsistent with the resuli oktained
using the proposer methoc on the PMU date at those loce-
tions Hence the prcposec methoc in this pepel works well
to idertify the ccheleni groups on the pracical date mixed



with inhelieni noise oktainec througt univelsity-baser wide- where,

are: meesuremen system. —comfut —
Evertually, all of the transmissior sukstetions in the UK grid cjlt) =e et eos((2mfu/1 = )+ 9) (14)

are expecte(to have PMU corrmissioned It will be possible, Forj = 1,2,...k, f,, ¢ and ( represent the frequency,

undel thai situation, to oktain full bus anc gererato corerency phase and damping of the system modes, respectively.

group: which will be useful for the National Grid, the grid

ogelator in the UK, for any prc-active cortrol decision. C. Comparison

For measurement-based approach (PCA and ICA), the
VI. COMPARISON WITH OTHER METHODS machine speed signals of 16-machine 68-bus system model

In this section, the accuracy of the coherent groups, ob@mpled at every 10 ms for 20 s were used as the input. Ten
tained using the ICA method is compared with the resuligrcent increment of mechanical torque for 80 ms disturbanc
obtained using model-based direction cosine method [3] aw@s considered for this study. The results obtained using
measurement-based PCA approach [20], [21] The PCA éﬁﬂposed method is given in F|g lOb, while the coherent
proach will also be used to demonstrate the impact of noiggnerators groups acquired using the PCA approach is given
towards the accuracy of the measurement-based coherelficdyig. 10a. The coherency matrix obtained using the dioecti
identification. Using identical operating condition, thé-1 cosine method is given in Table II.

machine 68-bus test system model is used for this evaluation!n Fig. 10a, it is shown that the ICA method proposed in
this paper, clustered the test system into five coherentpgrou

o ] of generators. First nine generators (G1 to G9) form a group

A. Direction Cosine of coherent generators, while G10 to G13 form another group

In direction cosine, the coherent generators are identified of generators. The other three generators, G14, G15, and G16
observing the entries in coherency matrix that have divactieach forms a single coherent group. Similar groups of catiere
cosine close to unity. The difference between the directigienerators can be observed in Fig. 10b, where PCA approach
cosine of one generator to the other generator that belasgused to identify coherent groups in the system, based on
to the same coherent group is very small. But, if the diffethe generator speed data. The coherency matrix obtained usi
ence is quite noticeable, the two generators will belong threction cosine method in Table Il also segregates thesyst
different groups. From the eigenvalue analysis of lineatisinto five different groups of coherent generators. The five
system model, the rows of the eigenvectors correspond to titeups are in bold.
generator angle state variables with respect to the slonemod Results show that the proposed ICA method, clustered the
of oscillations, having the same lengih, the direction cosine system into five coherent groups of generators. This implies

is defined as: that, the results obtained using coherency identificatémn-t
nigue proposed in this paper, matches with the coherenpgrou
dev — Doy W1iWa; (12) of generators obtained in measurement-based PCA technique
VI wWESTT w2 and model-based direction cosine method.

Generators belonging to the same coherent group will have .
angle of w close to each other. When normalised by th@' Performance under noise
dominator in (12),dcv for each generator will be closed to The effectivenes: of any date-driver methoc is very much
unity. The details can be found in [3]. influence( by the noise preser in the data It is worthwhile to

asses: the peiformanct of the ICA anc PCA in the presence of
o . noise The sam¢ meesurec date are usec for this study with the
B. Principal Component Analysis (PCA) acdition of white Gaussiar noise with Signal-to-Noise Retio
The PCA is applied to decompose the measured dad& of(SNR) of 25. Both PCA anc ICA are usec to idertify cchelent
into several orthogonal time trend8V’. These time trends groups of gerelators after the disturbance.
are multi-mode components. The PCA decomposition of theFig. 11ashow: the coferenc plot oktainec with the ICA
measured data alone is insufficient to find accurate groupsmethod while Fig. 11bshow: the coterenc plot oktainec with
coherent generators. Thus, the PCA requires additionaf-infthe PCA method The results indicate thai the PCA method
mation of dynamic characteristics of the system. Combamati shows limitation in idertifying the sam¢ cchelent groups of
of Hilbert Transform and Empirical Mode Decompositiorgererators with the presence of noise in the meesurec data.
(HT-EMD) has been used to obtain the information. H1Since the choice of SNR=2¢ is albitrary, the tes is repeated
EMD extract these dynamic characteristics of the system frcusing differeni values of SNR It is okserve« with SNR=50,
the measured data. Frequency, phase and damping (dynethe PCA methoc prcduce: visibly beter ccheleni clusters than
characteristics) are used to truncate the PCA descriptionit does with SNR=25 The visibility of the cchelent clusters
follows, preducec by the ICA is not affectec by the level of noise in the
data This demoistrate: thai the noise in meesurec signals has
significan influence in the results of meesuremen-baser cot-
X=TW =TRM') =T,M =T, | : (13)  erenc idertificztion tectnique Nevertheless it car be ncticed
Ck thai the colerenc plot of ICA approact prcposetin this peper

C1



TABLE I
GENERATORS COHERENCY MATRIX USING DIRECTION COSINE
G1 G2 G3 G4 G5 G6 G7 G8 G9 G10 G11 Gi12 G13 G14 G15 G16
G1 1.000 | 0.982 | 0.982 | 0.984 | 0.980 | 0.981 | 0.982 | 0.999 | 0.989 | 0.935 | 0.915 | 0.869 | 0.848 | 0.700 | 0.648 | 0.709
G2 0.982 | 1.000 | 1.000 | 1.000 | 0.999 | 1.000 | 1.000 | 0.987 | 0.999 | 0.852 | 0.824 | 0.764 | 0.738 | 0.633 | 0.590 | 0.613
G3 0.982 | 1.000 | 1.000 | 1.000 | 0.999 | 1.000 | 1.000 | 0.987 | 0.999 | 0.852 | 0.824 | 0.764 | 0.738 | 0.633 | 0.590 | 0.613
G4 0.984 | 1.000 | 1.000 | 1.000 | 0.999 | 1.000 | 1.000 | 0.989 | 0.999 | 0.857 | 0.830 | 0.770 | 0.745 | 0.635 | 0.593 | 0.618
G5 | 0.980 | 0.999 | 0.999 | 0.999 | 1.000 | 1.000 | 0.999 | 0.985 | 0.998 | 0.846 | 0.818 | 0.757 | 0.731 | 0.626 | 0.586 | 0.605
G6 | 0.981| 1.000 | 1.000 | 0.999 | 1.000 | 1.000 | 1.000 | 0.987 | 0.999 | 0.850 | 0.822 | 0.762 | 0.736 | 0.631 | 0.589 | 0.611
G7 | 0.982 | 1.000 | 1.000 | 1.000 | 0.999 | 1.000 | 1.000 | 0.987 | 0.999 | 0.853 | 0.825 | 0.764 | 0.739 | 0.632 | 0.590 | 0.613
G8 | 0.999 | 0.987 | 0.987 | 0.989 | 0.985 | 0.987 | 0.987 | 1.000 | 0.993 | 0.923 | 0.902 | 0.853 | 0.831 | 0.694 | 0.639 | 0.696
G9 0.989 | 0.999 | 0.999 | 0.999 | 0.998 | 0.999 | 0.999 | 0.993 | 1.000 | 0.873 | 0.846 | 0.788 | 0.763 | 0.653 | 0.601 | 0.637
G10 | 0.935 | 0.852 | 0.852 | 0.857 | 0.846 | 0.850 | 0.853 | 0.923 | 0.873 | 1.000 | 0.998 | 0.981 | 0.968 | 0.766 | 0.701 | 0.836
G11 | 0.915| 0.824 | 0.824 | 0.830 | 0.818 | 0.822 | 0.825 | 0.902 | 0.846 | 0.998 | 1.000 | 0.990 | 0.980 | 0.747 | 0.707 | 0.840
G12 | 0.869 | 0.764 | 0.764 | 0.770 | 0.757 | 0.762 | 0.764 | 0.853 | 0.788 | 0.981 | 0.990 | 1.000 | 0.998 | 0.685 | 0.678 | 0.797
G13 | 0.848 | 0.738 | 0.738 | 0.745| 0.731 | 0.736 | 0.739 | 0.831 | 0.763 | 0.968 | 0.980 | 0.998 | 1.000 | 0.653 | 0.668 | 0.771
G14 | 0.700 | 0.633 | 0.633 | 0.635 | 0.626 | 0.631 | 0.632 | 0.694 | 0.653 | 0.766 | 0.747 | 0.685 | 0.653 | 1.000 | 0.594 | 0.742
G15 | 0.648 | 0.590 | 0.590 | 0.593 | 0.586 | 0.589 | 0.590 | 0.639 | 0.601 | 0.701 | 0.707 | 0.678 | 0.668 | 0.594 | 1.000 | 0.668
G16 | 0.709 | 0.613 | 0.613 | 0.618 | 0.605 | 0.611 | 0.613 | 0.696 | 0.637 | 0.836 | 0.840 | 0.797 | 0.771 | 0.742 | 0.668 | 1.000
1 GROUP 4 1 GRGUP A
05 GROUP 1 615 GROUP 5 o5 SroUP 1 GROUP, 5 s
[ 65.G6gs G16 GRGUP-3 . G15 G16 )
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Fig. 10. Comparison of measurement based coherency idendific&ich- Fig. 11. Performance using measurements data with the presémcise
nique

are able to cluster the gerelztors into their respedtive cchelent
groups ever with the presence of noise in the meesurec data.
The direction ccsine methoc is not a date-driver method thus
it is not relevani for noise peiformance anaysis.

The ratio betweer the meesurec signals anc the low fre-
guenc conrpcnent: in the system dictate the cchelent groups
of gererators The ICA arproact finds a se of ICs from
the meesurec signals results in the prelelertial extraction
of moncfrequenc comrpenents This is nol the case with
PCA agproach As noise car be corsicerec as a frequency
prccess the PCA agproact is urable to idertify the accurate
cchelent groups of gerelators in the system The corsistency

anc robusnes: of the peformance of the methoc in the
presence of noise are impoitant aitributes for meesuremen-
basei coferenc idertificetion tool as the presence of the noise
in meesurec dat is inevitable.

VIl. CONCLUSIONS

A measurement-based coherency identification technique in
interconnected power system is proposed. The approach is
based on the application of independent component analysis
(ICA) technique to extract the coherency property of the
system from wide-area generator speed and bus voltage angle
signals. The mixing ratio of independent components (ICs)
extracted using the proposed ICA method is used to cluster



the generators and buses displaying the common featuregi@) M. A. Rios and O. Gomez, “Identification of coherent greland PMU

the measured signals into their coherent areas.
The accuracy of this analysis is validated by comparing the
results with the direction cosine method and PCA approdch(14]

is found out that the presence of noise in the measured data,

influences the accuracy of the results obtained using the. PG
On the other hand, the ICA method accurately identifies the
coherent groups of generators even with the presence & nois
in the measured datThe prcposer methoc alsc works well 16
with the practical date gatterec through UK Univeirsity-based
Wide-Aree Meesuremen System. The method is simple and
does not require detailed system modelling informatCor-
trolled islancing schem minimizes the frequenc' anc impact
of wide-are: blackout by sefaraling the sysen into seweral
islands in cortrolled marner The coferenc informéetion can
be utilized to select the bouncary for implemening cortrolled
islancing scheme.
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