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ABSTRACT 

Fluorescence lifetime measurements are a powerful tool in biomedical research and advances 

in detection technology make them ideally suited for the study of biomolecular interactions. 

Time-resolved techniques, compared to more conventional methods, provide improved 

precision and contrast in the monitoring of complex biological processes. Fluorescence 

lifetimes are extracted by using time-correlated single-photon counting, which offers single 

photon sensitivity, high temporal resolution and excellent signal to noise ratio. Furthermore, 

combining this technique with microfluidics offers unprecedented advantages. For example, in 

analytical applications, apart from the high sensitivity required, the study of analytes often 

demands low sample consumption and short mixing times to allow for the monitoring of quick 

reactions. These parameters can nicely be achieved with the use of microfluidics. 

Hydrodynamic focusing within 3-inlet 1-outlet continuous flow microfluidic devices can be 

used as a molecular confinement mechanism to improve the detection efficiency as well as a 

means to enhance mixing within microchannels for the study of fast reaction kinetics. 

 

In this work, a powerful combination of confocal microscopy and microfluidics was used to 

perform fluorescence lifetime measurements on freely diffusing and freely flowing molecules. 

For this purpose, a home-built scanning confocal system was developed to ensure sufficient 

reduction in background levels, enabling the detection of fluorescence signal that arises from 

single molecules. Fluorescence lifetime imaging along with a maximum likelihood estimator 

adapted from single molecule studies was performed to visualise hydrodynamic focusing and 

characterise mixing within microfluidic devices. Time-resolved methods were also employed 

to detect single molecules freely flowing within microchannels. A novel fluorescence lifetime 

approach was developed to perform Förster resonance energy transfer measurements on freely 

diffusing molecules and subsequently applied for the study of streptavidin-biotin binding and 

protein conformational changes upon unfolding. 
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1. CHAPTER 1                                                   

INTRODUCTION 

 

1.1.    Fluorescence microscopy: principles and considerations 

1.1.1. Basic principles 

Fluorescence is a phenomenon whereby photon emission occurs by a molecule (or 

fluorophore) following absorption of one or more photons from the ground to the excited state. 

This process can be simply demonstrated by plotting a modified Jablonski diagram [1] as it is 

shown in figure 1.1. 

 

 
Figure 1.1. Simplified Jablonski diagram. S0 denotes the ground electronic state, S1 the first excited state 
and T1 the triplet state. Fluorophore excitation is followed by rapid relaxation to the lowest vibrational 
level in S1 and return to S0 either via fluorescence emission (kr) or non-radiatively (knr). Intersystem 
crossing (to T1) followed by phosphorescence emission (kph) may also occur. 
 

Briefly, the fluorophore is excited from the ground state S0 to a vibrational level of the excited 

state S1. This is followed by rapid relaxation to the lowest vibrational level in S1 (vibrational 

relaxation) and occurs on a 10-12 s timescale. The return to the ground state S0 follows with 

either photon emission (fluorescence) at a rate kr or non-radiatively at a rate knr. knr is defined 

to include all possible non-radiative decay processes. For most fluorophores the excitation - 

emission cycle can be repeated thousands of times before the molecule becomes 

photobleached resulting in the termination of fluorescence [1]. Following vibrational 

relaxation, excited molecules can also pass to a triplet state T1, via intersystem crossing, and 

can subsequently return to the ground state through phosphorescence. Transition from the T1 
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to S0 state is spin-forbidden therefore phosphorescence is much slower than fluorescence (on 

the order of milliseconds to seconds). T1 state is lower in energy than S1 causing 

phosphorescence wavelengths to be generally longer compared to fluorescence (red-shifted). 

 

The fluorescence emission spectrum typically represents only the S1 to S0 transition. During 

the excitation-emission cycle, energy loss occurs due to vibrational relaxation, solvent effects, 

excited-state reactions, complex formation, or energy transfer. As a result, fluorescence occurs 

at longer wavelengths than that of the absorption spectra. The difference between the peak 

maxima, defined as the Stokes shift, is a property with great importance in fluorescence 

spectroscopy as it allows for optical filters to be used to separate emitted signal from 

excitation light.  

 

The ratio of the number of fluorescence photons emitted to the number of excitation photons 

absorbed is defined as the quantum yield Q and is expressed via equation 1.1 [1]: 
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Assuming single exponential decay, the usual expression for fluorescence intensity is [1]: 
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where I(t) is the fluorescence intensity at time t after excitation, I0 is the intensity at time zero, 

and τ is the fluorescence lifetime. The fluorescence lifetime is given by the inverse of the sum 

of all rates depopulating the excited state (equation 1.2). τ expresses the average time the 

molecule remains in the excited state before returning to the ground state and can take on 

values from a few picoseconds to tens of nanoseconds [2]. Although the fluorescence lifetime 

is characteristic of each fluorophore, it can also depend on excitation and emission wavelength 

[3] and on local environmental conditions of the molecule such as pH, ion concentration, or 

viscosity [4]. The fluorescence lifetime has also been found to be influenced by the proximity 

to a dielectric or metallic surface [5-7] or by the interaction of the excited state of the molecule 

with the solvent [8]. 

 

The fluorescence emission is a random process, therefore the lifetime is solely a statistical 

average and few molecules will emit photons exactly at time t = τ. For a single exponential 
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decay, at t = τ the intensity drops to (1/e)×I0. This effectively states that 63% of photons decay 

before t = τ and 37% thereafter. For fluorophores that display decays that are more complex 

than a single exponential or for a mixture of multiple fluorophores, equation 1.2 can be 

modified and written as [1]: 
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where τi are the decay times, αi the respective amplitudes and n is the number of lifetime 

components. The average lifetime is then given by [1]: 
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1.1.2. Fluorescence measurements: the fluorescence lifetime approach 

Analysis of the fluorescence properties, intensity, wavelength and lifetime, can provide 

information about molecular species, states and environments. Unlike transmitted-light 

microscopy which mainly distinguishes individual structures based on their shape or optical 

density, in fluorescence microscopy the excitation light is rejected, leaving visible only the 

sources of emission. Objects that are smaller than the diffraction limit can be detected with 

high sensitivity and contrast [9]. Fluorescence measurement and imaging techniques have 

made continuous progress over the past twenty years. Although numerous fields including 

material science, solid state physics and crystal spectroscopy have emerged using fluorescence 

microscopy, most applications are related to biology and medicine [10]. External fluorophores 

with high quantum yield can be used as tags to label specific molecules of interest without 

perturbing their functions. Furthermore, a number of biological molecules and other bio-

polymers possess intrinsic fluorescence. The autofluorescence can be used for the label-free 

identification of these biomolecules [10, 11].  

 

Conventionally, fluorescence intensity measurements yield information about the location or 

distribution of fluorophores and their local environment. Discrimination amongst fluorescent 

species is achieved according to differences in intensity and shape or peak position of their 

spectra. Improvements on this technique for overlapping spectra involve the operation at 

multiple excitation/emission wavelengths [12, 13]. The fluorescence intensity often depends 
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on the fluorophore concentration, on attenuation by re-absorption, scattering or quenching, on 

detection efficiency and illumination intensity and uniformity. Therefore, an alternative, more 

robust approach, involves measuring the fluorescence lifetime as opposed to the intensity. 

Fluorescence lifetimes are determined by the radiative and non-radiative decay rates (equation 

1.2) and are typically not affected by fluorophore concentration, photobleaching and excitation 

intensity. Hence, they can be used to locate and distinguish between fluorophore species with 

similar or overlapping spectra (via kr), overcoming the artefacts arising from intensity 

measurements. Fluorescence lifetime measurements can also be employed to probe the local 

environment of a fluorophore via knr. Numerous applications of time-resolved fluorescence 

spectroscopy have been reported including studies on protein and membrane dynamics, 

immunoassays and nucleic acid technology [14]. 

 

A time-domain approach for performing fluorescence lifetime measurements involves exciting 

the sample with a laser pulse with duration much shorter than that of the fluorophore lifetime 

and measuring the fluorescence decay over time. Lifetimes are extracted by either time gating 

or via time-correlated single-photon counting (TCSPC). In time gating, the fluorescence 

intensity is measured at different time delays after the excitation pulse and the fluorescence 

lifetime is determined by fitting these data to an exponential curve [15]. In applications using 

TCSPC, single photon counting detectors (photomultiplier tubes or avalanche photodiodes) 

are employed to detect single photon arrival events. The relative times between excitation 

pulse and photon arrival time are recorded and subsequently used to form a histogram. The 

experimental conditions are optimized so that less than one photon is detected per excitation 

pulse [16]. Main advantages of TCSPC include single photon sensitivity, high temporal 

resolution (picoseconds) and excellent signal to noise ratio [17]. 

 

Imaging a structure of interest using fluorescence lifetimes entails determining the 

fluorescence decay time for each pixel in a field of view and producing a respective two-

dimensional map of the lifetimes. Fluorescence lifetime imaging (FLIM) has been successfully 

used for a large variety of biological and biomedical applications such as imaging of living 

tissues and cells [10, 11, 17-21]. An example of fluorescence intensity and lifetime maps of a 

patient’s skin is given in figure 1.2, whereby a tumour, visualised via FLIM, exhibits a 

lifetime significantly longer (18 ns) than that of the surrounding healthy tissue (≈10 ns). 

Although fluorescence intensity can also be used for localising the lesion, it presents a strong 

variability from patient to patient, rendering the lesion classification problematic [10]. Protein 

conformational changes [22] as well as protein-protein interactions [16, 23, 24] within living 

cells and tissues have also been investigated using FLIM. 
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Figure 1.2. Maps of (a) the fluorescence intensity and (b) the fluorescence lifetime of the skin of a 
patient affected by a basal cell carcinoma. The tumour is characterised by lower fluorescence intensity 
and significantly longer lifetime than the surrounding tissue. The intensity however strongly varies from 
patient to patient, while the fluorescence lifetime is more reliable for the classification of the lesion. 
Adapted with permission from [10], copyright 2002, IOP Publishing Ltd. 
 

In addition, fluorescence lifetime measurements have been employed in conjunction with 

microfluidics to study molecular interactions such as DNA–dye [25, 26] and DNA-enzyme 

[27] binding reactions within microchannels. The mixing dynamics under turbulent [28] or 

laminar flow [29, 30] and within microdroplet systems [31, 32] have been characterised using 

FLIM. Spectrally resolved FLIM [33, 34] and multi-parameter fluorescence detection, 

combining fluorescence intensity, spectrum, lifetime and polarization measurements, have also 

been proposed [35]. 

 

1.1.3. Fluorescence measurements: considerations 

A primary goal in fluorescence microscopy and imaging is to efficiently distinguish between 

the fluorescence signal and the light arising from the billions of solvent molecules within the 

detection volume. Therefore, the key challenge in fluorescence measurements is to carefully 

optimize the signal-to-noise levels [4]. If the signal-to-noise ratio S/N is large, almost all the 

detected photons represent information originating from the molecule of interest. 

 

S/N depends strongly on the signal rate and the duration of the measurement, hence, it can be 

improved by either increasing the collection efficiency of the optical setup or by extending the 

integration time. Increasing the excitation power can also result in improved S/N, as long as 

the limit for irreversible degradation (photobleaching) of the fluorescence molecule, usually in 

the order of 106 photons per second, is not reached [36]. It is obvious that the choice of the 

appropriate fluorophore is of great importance. Properties such as high extinction coefficient 

and high quantum yield are particularly useful in maximising the emitted signal. In addition, 

the fluorophore should stay photoactive over a long period of time under intense illumination 

before photobleaching and, for biomedical applications, it is important to ensure that binding 

to the molecule of interest as a marker does not cause quenching of the fluorescence. 
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The S/N can also be improved by reducing the levels of noise interfering with the original 

signal. Sources contributing to the noise are the detector dark count rate and background 

counts, typically arising due to Raman and Rayleigh scattering of the solvent molecules, 

fluorescence of the substrate or the detection optics and impurities in the buffers [4]. Raman 

and Rayleigh scattered light can be rejected with the use of appropriate optical filters, while 

background signal as a whole can be minimized by reducing the excitation and detection 

volume, so that as few solvent molecules as possible are contributing to the collected signal. 

Methods for efficient reduction of the excitation and detection volume involve special optical 

arrangements combined with miniaturized structures for sample confinement. 

 

The most commonly employed optical configuration for achieving high S/N is confocal 

microscopy. In a confocal excitation/detection system, the excitation source is typically a 

laser. Lasers are near monochromatic light sources, therefore, an appropriate wavelength can 

be chosen to precisely match the absorption maximum of the fluorophore, yielding high signal 

count rate. The excitation, and thus the detection volume, is effectively minimized by tightly 

focusing the laser beam with a high numerical aperture objective (figure 1.3).  

 

                
Figure 1.3. Simplified diagram illustrating the principle of confocal microscopy. The excitation laser 
light is tightly focused with a high numerical aperture objective and a pinhole is used to reject out-of-
focus emission light, improving the signal-to-noise ratio. 
 

Further reduction of the detection volume is achieved by introducing a small aperture 

(pinhole), typically 20-150 µm, in the detection path [37]. The pinhole allows only for light 
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from the focal plane to pass through, while signal originating from the out-of-focus volume is 

rejected (figure 1.3). In this way, a confocal optical arrangement restricts the detection volume 

resulting in reduced background signal and improved S/N. The effectiveness of this technique 

depends on the microscope objective, the pinhole size and the lens used to focus the light onto 

the pinhole. 

 

Since the confocal approach was first introduced in 1957 [38], it has been extensively applied 

in a variety of biological research applications [39]. As only a small volume inside the sample 

is observed at a time, typically in the order of a few femtolitres [40], in order to obtain images, 

scanning of the sample is performed by moving either the specimen or the laser beam [37, 41-

43]. 

 

1.2.    Microfluidics 

1.2.1. The need for miniaturized fluidic devices 

As opposed to experiments involving molecule immobilisation on a surface, performing 

measurements on freely diffusing molecules overcomes issues associated with additional 

complexity and molecule perturbing due to the tethering procedure. However, for large and 

therefore slowly diffusing molecules, measurements in flowing systems are a particularly 

interesting alternative. In these systems, the identification of flowing molecules greatly 

reduces the time required for data acquisition and large populations can be analysed. Unlike 

diffusion limited measurements, in flowing studies each molecule is detected only once, thus 

accuracy is statistically guaranteed. In addition, kinetic information can be obtained through 

measurements taken at different positions along a microchannel as in flowing systems position 

corresponds to time. 

 

Important advantages arise from the miniaturization of the fluidic structures used for sample 

observation and delivery. Miniaturised devices, with typical dimensions between 1-300 µm, 

offer sample compartments with volumes in the range of microlitres to femtolitres. This way, 

the quantity of reagents used is minimized [44]. Besides the reduction in sample consumption, 

transport times are reduced and diffusion–controlled reactions are accelerated as diffusion 

scales quadratically with time [45]. Heat transfer is also facilitated due to the large surface-to-

volume ratio. Different functional units for reaction, detection and separation can be integrated 

into one device comprising all features of a complete lab. Due to the micro- and nano-scale 
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dimensions, many automated systems can be constructed on a single chip and run in parallel 

[46, 47].  

 

Since the first introduction in 1992 [48], the field of microfluidics has shown remarkable 

growth [49]. Numerous applications have been demonstrated in chemistry [50] and biology 

[46, 51-55], as well as in physical sciences [44, 49]. Importantly, increasing interest has arisen 

in merging microfluidics with single molecule detection techniques [47, 56, 57]. 

 

1.2.2. Microfluidic devices: fabrication and designs 

Thorough descriptions of fabrication methods, chip designs, experimental details and 

applications of microfluidics are provided in a series of related review papers [46, 47, 49-57]. 

 

The materials used for microfluidic device fabrication should ideally be mechanically rigid, 

optically transparent with low or no autofluorescence. It is also important to have stable flow 

for long time periods without any interference to the sample under investigation. The most 

popular materials used are poly(dimethylsiloxane) (PDMS), poly(methylmethacrylate) 

(PMMA), silicon, glass and quartz [49, 58]. The versatility of PDMS makes fabrication quick, 

straightforward and inexpensive. Therefore, it is the most commonly used material in 

microfluidics [59]. PDMS is appropriate for protein-related applications as it does not interfere 

with the sample [60] and is also gas-permeable [61], which is important for cellular studies. It 

bonds both reversibly and irreversibly to glass, enabling easy channel sealing [62]. Despite not 

being fully compatible with organic solvents, which are absorbed by the PDMS leading to 

swelling [63], it is extensively used in biomedical studies, as the majority of these employ 

aqueous solutions. Although devices can be thoroughly cleaned after use, PDMS is 

elastomeric, which may lead to shrinking or sagging over time [62]. Therefore, for long-term 

use, other materials, such as glass and quartz, are more suitable. These materials have lower 

autofluorescence, are mechanically rigid, resistant to organic solvents and denaturants. 

Recently, a cost effective alternative to microchip fabrication has been developed; carefully 

cut pieces of Parafilm, acrylic or double-sided tape, have been sandwiched between a glass 

slide and cover slip to act as a fluidic channel [57]. 

 

Regardless of the material used, the channels are almost always patterned using standard 

photolithographic techniques [64]. For glass, either dry or wet etching is used with the latter 

being preferred because of the absolute transparency of the resultant channels. For PDMS, 

channels are often cast from a suitable mould made from a photo-curable epoxy [59]. 
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The channel design is closely related to the application. In continuous flow microfluidic 

devices, the flow inside the channels is almost always laminar and a parabolic velocity profile 

is observed, with faster fluid velocities occurring at the centre of the channel and slower near 

the walls [45]. Depending on application, single stream flow cells may be adequate or multi-

stream configurations with two or more entry channels converging into a common one can be 

used. Simple single-stream designs offer a perfect platform for high throughput screening 

assays as well as for single molecule or single cell detection and analysis [52, 54, 65, 66]. 

Branching outlets may be introduced to enable molecular separation [67, 68] and sorting [69, 

70]. In multi-stream flow cells, mixing between the resulting streams occurs only from 

diffusion and the distance a molecule diffuses scales quadratically with time [45]. Parallel 

laminar flow streams can be employed to create concentration or temperature gradients and to 

enable the quantitative investigation of phenomena involving molecular gradients [71, 72]. In 

addition, devices with crossing inlets may be used as ultrafast mixers when studying 

interactions between different reactants and species [69, 73-77]. More details on such 

applications are provided in following chapters. 

 

In a slightly different experimental configuration, microfluidics can be used as a platform for 

interrogating single molecules tethered on the channel surface. Interactions between the 

immobilised molecules and a variety of species contained in the surrounding flow stream can 

be then monitored over time [78, 79]. Single molecule techniques combined with 

microfluidics are discussed in more detail in chapter 5. An alternative approach to continuous 

flow experiments involves the use of microfluidics for generating nanolitre or picolitre liquid 

volumes (droplets), which serve as containers for reaction kinetics studies, particle formation 

or single cell/molecule screening and analysis [52, 80]. 

 

Further details on applications related to the work presented herein are given the introduction 

of the respective chapters. 

 

1.3.    Project aim 

Fluorescence measurements have been extensively used in biological and biomedical research 

due to their ability to provide high resolution and sensitivity, combined with minimal 

interference with the sample under investigation. More specifically, fluorescence lifetime 

methods exhibit significant advantages over fluorescence intensity-based techniques in terms 

of precision and contrast. At the same time, the increasing demand for high sensitivity, low 

sample consumption and short mixing and reaction times in the monitoring of complex 
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biological processes render microfluidics particularly attractive for the study of biomolecular 

interactions. Specially configured optical detection arrangements, coupled with time-resolved 

analysis methods and microfluidic platforms can be perfectly suitable for a variety of 

analytical applications. 

 

In this thesis, a novel optical detection and analysis technique was developed which, in 

conjunction with microfluidics, allows for the study of freely diffusing and freely flowing 

molecules with high precision and sensitivity. Initially, a custom-built optical detection system 

was constructed, consisting of a laser scanning confocal microscope and avalanche photodiode 

detectors, in order to achieve high sensitivity measurements with improved signal-to-noise 

ratio (chapter 2). Due to its advantages over fluorescence intensity measurements, 

fluorescence lifetime via TCSPC was the detection and analysis method of choice. A 

maximum likelihood estimator approach, adapted from single molecule studies, was used to 

extract fluorescence lifetimes and visualise hydrodynamic focusing within microfluidic 

devices (chapter 3), as well as to produce two dimensional fluorescence lifetime maps of 

mixing within microchannels (chapter 4). The detection sensitivity of the developed system 

was demonstrated by performing measurements on freely flowing DNA molecules at the 

single molecule level (chapter 5). Furthermore, hydrodynamic focusing was employed as a 

sample confinement mechanism to improve the molecular detection efficiency. Finally, a 

fluorescence lifetime analytical method was developed to perform Förster resonance energy 

transfer measurements on freely diffusing molecules (chapter 6). The new analytical and 

optical technology was subsequently employed to monitor the dynamics of the well-known 

streptavidin-biotin binding model as well as to investigate protein conformational changes 

upon unfolding (chapter 7). 
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2. CHAPTER 2                                                           

EXPERIMENTAL METHODS 

2.1.    Optical setup components 

The optical setup used for all experiments consisted of an inverted scanning laser confocal 

microscope (IX71, Olympus) with an integrated custom-built detection path. The customized 

path provided increased sensitivity, as required for demanding applications such as 

measurements at the single molecule level. The core advantage of using a confocal microscope 

was the improvement in the signal-to-noise ratio at the imaging plane. A schematic 

representation of the configuration used herein is shown in figure 2.1. Briefly, a laser 

excitation source was used with a wavelength which was carefully chosen to match the 

fluorophore absorption maximum. The laser light was directed through a dichroic mirror into 

the back aperture of a high numerical aperture objective and finally onto the sample under 

investigation. The resulting fluorescence was collected by the same objective and returned 

through the same dichroic mirror. A high quality long pass filter was used to further separate 

excitation from emission light and the latter was focused by a lens onto a confocal pinhole. 

The confocal pinhole rejected signal originating from out-of-focus planes of the specimen 

achieving point detection. Fluorescence was subsequently directed via emission filters and 

lenses onto two avalanche photodiodes (APDs) operating in single photon counting mode. 

Upon photon arrival, the TCSPC electronics (TimeHarp 200, PicoQuant GmbH) were 

activated and the time delay between laser pulse and photon arrivals were collected in data 

files. The scanning laser configuration (Fluoview 300, v.6, Olympus) allowed for data to be 

collected from up to four dimensions (x-y-z-direction and time). Appropriate algorithms were 

applied in order to extract fluorescence lifetimes, match data points to pixels, and subsequently 

construct two-dimensional lifetime maps. Details on each component of the setup are given in 

the following sections. 

 

2.1.1. Excitation Source 

Confocal arrangements commonly employ lasers for sample excitation. Lasers are sources of 

intense, nearly single-frequency light, with high spatial coherence and collimation. Thus, the 

beam can be tightly focused to a very small spot with high brightness, which is favourable for 

the resolution. The high degree of monochromaticity enables fine matching to the dye 

excitation maximum and simplifies the design of filters and dichroic mirrors used in the 

excitation and detection paths [1-5]. 



Experimental Methods Chapter 2 

 43

 

 
Figure 2.1. Schematic representation of the optical setup consisting of four main parts, excitation paths 1 
and 2, the scanning unit and the home-built detection path. PDL(D): pulsed diode laser (driver), FM: 
flip-mount mirror, OD: neutral density filter, FC: fibre coupler, OF: optical fibre, SS: supercontinuum 
source, AOC: AOTF controller, AOD: AOTF device, C: collimator, DM: dichroic mirror, SM: scanning 
mirror, OBJ: objective, M: mirror, L: lens, PH: pinhole, F: filter, LPF: long pass filter, BPF: band pass 
filter, APD: avalanche photodiode detector). The colourbar for the 2-D image represents fluorescence 
lifetimes in ns. For details about the way lifetime histograms, 2-D lifetime maps and intensity plots were 
produced see section 2.3. 
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Depending on application, lasers can operate in either continuous wave mode, where the 

output is constant over time, or in pulsed mode, where the laser output takes the form of 

periodic pulses. Time-resolved measurements require pulsed lasers operating at high repetition 

rates. The duration of the pulse should be short compared to the fluorescence lifetime of the 

dye to allow high time resolution [3]. 

 

The optical setup used herein included four laser sources arranged in two optical paths. 

Excitation path 1 included a wavelength-tuneable argon ion laser and two pulsed diode lasers, 

while path 2 consisted of a supercontinuum source with an acousto-optic tuneable filter 

system. Experiments presented in chapters 3 and 5 were performed using excitation path 1, 

whilst chapters 4, 6 and 7 employed path 2. Each path is described in detail below.  

 

2.1.1.1. Excitation path 1 

A detailed schematic representation of excitation path 1 is given in figure 2.1 (top right) and a 

photo of the same path can be seen below (figure 2.2). 

 

 
Figure 2.2. Excitation path 1. PDL(D): pulsed diode laser (drivers), FM: flip-mount mirror, OD: neutral 
density filter, FC: fibre coupler, OF: optical fibre. 
 

Argon ion laser 

The argon ion laser (Melles Griot) was a continuous wave, air-cooled laser with emission lines 

ranging from 454 nm to 514 nm and a maximum power of 82.5 mW at 488 nm, which was the 

main wavelength of interest for the dyes used herein. This laser was predominantly used for 

the pinhole and detectors alignment due to its high output power resulting in visible to the 

naked eye fluorescence spot. 
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Pulsed diode lasers 

The pulsed diode lasers (PicoQuant GmbH) were used for fluorescence lifetime measurements 

and imaging. Initially, the model LDH-P-C-470 operating at 466 nm combined with a 

PDL800-B driver also from PicoQuant was installed. This driver allowed user-selectable 

repetition frequencies of 40, 20, 10, 5 and 2.5 MHz derived from the internal crystal controlled 

oscillator that generated a low jitter base frequency of 40 MHz. The laser power was also 

adjustable via the driver unit. A maximum power of 1.35 mW at 40 MHz and a pulse width of 

73 ps was obtained. For better matching of the excitation line to fluorophore absorption 

maximum, a second pulsed diode laser (LDH-D-C-485) was integrated into the setup 

combined with a PDL800-D driver for operation at higher wavelengths. This laser was 

operated in both a picosecond pulsed mode at 480 nm or in continuous wave mode at 486.1 

nm. In pulsed mode, the internal oscillator offered two selectable base frequencies, 80 MHz 

and 1 MHz and each base frequency could be further reduced by divisions of 1, 2, 4, 8, 16 or 

32. The derived repetition frequencies therefore ranged from 80 MHz to 31.25 kHz. The 

maximum power achieved for continuous wave operation was 11.3 mW and the power after 

coupling in the optic fibre was approximately 3.1 mW. In pulsed mode, for a repetition 

frequency of 40 MHz, the maximum output was 2.6 mW resulting in a post-coupling power of 

approximately 180 µW. With each laser pulse, a synchronization signal (<-800 mV into 50 

Ohms (NIM), 6 ns) was provided at the SYNC output of the driver for triggering of the 

TCSPC electronics. The SYNC signal was fed to the TimeHarp 200 board via a pulse 

converter (LTT 100, Picoquant), which shortened and attenuated the SYNC pulse so that it 

was well matched to the TimeHarp SYNC input. 

 

Beam Attenuation and Coupling 

The argon ion laser and either one of the LDH-P-C-470 or the LDH-D-C-485 pulsed diode 

lasers remained aligned to the scanning unit at all times. Switching between them was 

achieved by use of a flip mirror mount (FM90, Thorlabs). A kinematic mount with a mirror 

(KM100, Thorlabs) was positioned on the flip mount at a 45º angle with respect to the pulsed 

laser (figures 2.1 and 2.2). Beam height and alignment were controlled with the x, y 

adjustment screws. In order to keep photon count rates at levels appropriate for safe detector 

operation and prevent fluorophore photobleaching, the laser beam was attenuated using a 

twelve station dual filter wheel (attenuation from 0-4 OD per wheel, FW2AND, Thorlabs) 

positioned after the mirror. Thus, the laser power for both beams could be easily attenuated 

over a dynamic range of 1 to 108 via appropriate combination of the dual wheel filters. 

 

The excitation light was directed into the input of the scanning unit through a 50 µm single 

mode optical fibre with a working wavelength range of 450 – 640 nm (LINOS). The fibre was 
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protected with a stainless steel jacket. Coupling between the laser beam and the fibre was 

achieved with an appropriate ultra stable fibre port collimator (PAF-X-18-A, Thorlabs) 

mounted on an XYZ translation stage (PT3, Thorlabs). The collimator utilized an AR-coated 

aspheric lens, which could be aligned linearly on the x, y, and z-axes and angularly for tip and 

tilt. Rotation of the bulkhead provided alignment with a total of six degrees of freedom. The 

collected light was brought into the scanning unit via an Olympus FC fibre coupler. 

 

2.1.1.2. Excitation path 2 

A high power supercontinuum source combined with an acousto-optic tuneable filter (AOTF) 

was integrated to the optical setup to enable the excitation of a variety of fluorescent dyes with 

different absorption maxima. In brief, a supercontinuum was formed via converting laser light 

to light with broad spectral bandwidth through a series of non-linear processes. The AOTF 

controller was then used to separate specific wavelengths from the supercontinuum and direct 

them into the scanning unit via an optical fibre. This way, the system operated like a widely 

tuneable laser source. A detailed schematic representation of excitation path 2 and a photo of 

the same path are given in figure 2.1 (top left) and figure 2.3 respectively. 

 

Supercontinuum source 

The model SC-450-4-PP from Fianium was used as a high power supercontinuum source with 

an additional pulse-picked system, which enabled selection of repetition rates from 1-20 MHz. 

The unit communicated to the host computer through a USB interface for output power and 

repetition frequency adjustment. Similarly to the pulsed diode lasers described in section 

2.1.1.1, SC-450-4-PP also had an SMA SYNC output for connection to the TimeHarp 200 

board via a pulse converter (PicoQuant). 

 

In brief, the SC-450-4-PP supercontinuum source consists of the master source, an acousto-

optic pulse-picker, a power amplifier and the supercontinuum generator. The master source is a 

low power mode locked fibre laser, which operates at a repetition rate of 20 MHz providing 

transform limited pulses of approximately 6 ps. The pulse-picker is a high speed acousto-optic 

modulator, which applies a division function on the master source pulse repetition rate and 

provides the selected by user pulse frequency. The drive current to the pump module within 

the fibre amplifier, and thus its output power, is also controlled by user via the USB interface. 

Finally, the amplifier is followed by a highly nonlinear fibre in which the supercontinuum is 

generated by the interaction between high intensity picosecond pulses and greatly nonlinear 

medium. 
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Figure 2.3. Excitation path 2. The main parts of the AOTF device are shown in the inset. OF: optical 
fibre, RF: radio frequency, PZT: piezoelectric transducer.  
 

The output power and the spectral bandwidth of the supercontinuum were determined by 

adjusting the output of the fibre amplifier and, when viewed on a surface with the eye, the 

beam output changed from red to orange, yellow and eventually white as the amplifier power 

was increased to maximum. At full power and at the fundamental repetition rate of 20 MHz the 

laser delivered approximately 4.17 W of optical power over the entire optical bandwidth 

between 403-2000 nm. Under these conditions the generated beam diameter was 

approximately 3.3 mm. 

 

AOTF system 

The AOTF system (AODS 20160-8, Crystal Technology, LLC) was used to select the desired 

for sample excitation wavelength lines from the output of the supercontinuum. 

 

The main components of an AOTF system are a tellurium dioxide (TeO2) crystal with a 

bonded piezoelectric transducer and the AOTF driver which controls the filter output. As the 

supercontinuum beam is directed through the crystal, an oscillating radio frequency (RF) 

signal provided by the AOTF controller is applied to the piezoelectric transducer. In response 

to the RF signal the transducer generates acoustic waves, which propagate into the crystal and 

periodically modulate its refractive index (figure 2.3, inset). As a result, a transmission 

refraction grating is created for the incoming light, which enables only a very narrow band of 

wavelengths to pass, while the remainder is eliminated. By varying the frequency and intensity 
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of the RF signal, the wavelength and intensity of the diffracted light respectively can be 

adjusted. 
 

The AOTF driver used herein contained a microcontroller for communication with the host 

computer via USB port and allowed for selection of up to 8 simultaneous wavelengths between 

429-687 nm to be combined at the system output resulting in a maximum power of 

approximately 12 mW. It also contained a series of integrated sensors for monitoring of optical 

power, RF power and temperature to ensure optimum device performance. 
 

Integration and control software 

Both the supercontinuum source and the AOTF system communicated to the host computer via 

USB ports and were managed by user through the AODS 20160 controller program. As the 

software allowed for complete control on the supercontinuum and AOTF system output, there 

was no need for attenuation filters. Therefore, the AOTF output was directly fed into the 

scanning unit via a polarisation maintaining, 2 m long optical fibre installed by manufacturer. 
 

In the software interface shown in figure 2.4, the bottom right window was used to adjust the 

frequency (A) and power (B) of the supercontinuum. In all experiments performed using 

excitation path 2, the selected repetition frequency was 20 MHz and the supercontinuum 

source output was set at maximum power, resulting in a back reflection of about 32%. 
 

 
Figure 2.4. The AODS 20160 program user interface. The supercontinuum pulse frequency and power 
were adjusted via A and B respectively while the wavelength and power selection for the final AOTF 
output were set using C and D respectively. 
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In the main AODS window (figure 2.4, centre) up to 8 channels could be activated 

simultaneously at frequencies varying from 20-159.9 MHz (C) and power level varying from 

0-16383 on arbitrary scale (D). The relationship between selected frequency f and 

corresponding laser line wavelength λ was expressed by equation 2.1 (provided by Fianium). 

 
22336 10349.8972.210122.410018.2 xxxf      (2.1) 

 

The wavelengths used for the experiments herein were ~488 nm (chapters 4, 6 and 7) and ~543 

nm (chapter 6), corresponding to frequencies of 132 MHz and 113 MHz respectively.  

 

2.1.2. Scanning Unit and Software (Fluoview 300) 

The main components of the Fluoview 300 scanning unit are illustrated in figures 2.1 (middle) 

and 2.5. The incoming laser light was directed through a beam collimator and then onto the 

scanning mechanism by either a 470 nm or a 488 nm dichroic mirror (FV3 DM470-2, FV3 

DM488-2, Olympus) depending on the laser wavelength used. A dichroic mirror allowing 

excitation at both 488 nm and 543 nm lines (AH/FV1000/DM/11, Olympus) could also be 

manually inserted to replace the 470 nm dichroic when the excitation was at 543 nm (chapter 

6). The dichroic mirror used for the majority of the experiments was the FV3 DM488-2. 

 

 
 
Figure 2.5. Fluoview 300 scanning unit. Inset: close-up of the scanning mirrors. M: mirror, DM: 
dichroic mirror, SM: scanning mirror, OBJ: objective. The integrated in the scanning unit detection path 
was not used. The three mirrors seen at the bottom right directed the fluorescence signal vertically 
upwards outside of the scanning unit and into a home-built detection path. 
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The scanning mechanism utilized two galvanometer-driven high-speed oscillating mirrors, one 

performing a fast horizontal scan along the x-axis (line scan) and the other one performing a 

slower vertical scan along the y-axis (frame scan). The latter offset the scanning line to 

sequential positions from top to bottom of the frame producing a rectilinear raster scan. The 

scanning speed of the mirrors was negligible compared to the speed of light, therefore the 

emitted fluorescence was returned along the same path through the dichroic mirror. Variations 

in the signal intensity corresponded to variations in the emission at different points in the 

specimen. The integrated in the scanning unit detection path consisted of a pinhole turret, filter 

selection and photomultiplier tube (PMT) detectors. This was replaced by a custom built 

detection system discussed in section 2.1.4. 

 

A variety of pixel resolutions and image sizes from 256×256 to 2048×2048 could be obtained. 

However, for the majority of the experiments, the scanning mode consisted of bi-directional 

scanning yielding 512×512 pixels per scan (1.12 sec/scan). In this mode the scan time per 

pixel was 4.27 µs and each pixel represented an area of ~0.46×0.46 µm2. Point excitation 

mode was also used for single-point non-imaging measurements. The software interface can be 

seen in figure 2.6. 

 

2.1.3. Objective 

In confocal microscopy the same objective is used for both sample illumination and light 

collection and is therefore one of the most important components of the optical system. High 

numerical aperture (NA) water immersion apochromatic objectives are generally preferred in 

order to maximise the collection efficiency and to obtain a high degree of correction for 

chromatic and spherical aberration [2]. The NA of the objective is expressed by the formula: 

 

sin nNA          (2.2) 

 

where n is the refractive index of the medium through which the rays travel and   is the angle 

between an emitted ray and the optical axis (figure 2.7a). In the case of the medium being air 

(n=1), the NA cannot be numerically larger than 1. Thus, an immersion fluid with higher n  is 

needed to realize the maximum NA of the objective. Figure 2.7a illustrates how an oil 

immersion objective can improve the collection efficiency (θair<θoil) when the specimen is 

immediately adjacent to the cover glass, as the refractive indices of medium and glass are 

closely matched (noil≈nglass=1.515).  
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Figure 2.6. Fluoview 300 scanning software user interface, providing a variety of scanning modes. 

 

 
Figure 2.7. (a) When the specimen is immediately adjacent to the cover glass, an oil objective improves 
the collection efficiency as opposed to an air objective θoil>θair by matching the cover glass refractive 
index: nair=1<noil≈nglass=1.515 (b) When focusing deep into an aqueous solution, the artefacts due to 
refractive indices mismatch can be eliminated by replacing the oil with water: 
nwater=1.33<noil≈nglass=1.515. 
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However, when an oil immersion lens is focused deep into an aqueous specimen, the mismatch 

of the refractive indices in the optical path (water-glass-oil) leads to reduced image intensity 

and resolution due to spherical aberration [6] (figure 2.7b, left). This aberration increases 

proportionally with imaging depth and the artefacts become significant for distances greater 

than 15 µm. Therefore, substitution of the immersion oil with the lower-index water 

(nwater=1.33) can be advantageous by significantly reducing this spherical aberration and 

related artefacts (figure 2.7b, right). 

 

As the samples used in this work were all aqueous and focusing in depth below 15 µm was 

needed for imaging inside microfluidic structures, a water immersion super apochromat 

objective with NA 1.2 (UPLSAPO 60x/1.2 NA, water immersion, Olympus) was chosen. This 

objective had field number 26.5 mm, working distance 0.28 mm and correction collars 

allowing for use of cover slip with thickness between 0.13 and 0.21 mm. 

 

In confocal microscopy, the objective focuses the laser beam into the sample resulting in a 

probe volume typically in the order of subfemtolitres [7]. Assuming a perfectly Gaussian 

profile for the focused beam, the diffraction limited beam waist radius wbeam for a given 

objective focal length fobj depends directly on the laser beam radius Rbeam and is calculated by 

equation 2.3 [7]: 

beam

obj
beam Rn

f
w




          (2.3) 

 

where λ is the laser wavelength. Large beam diameters correspond to a sharper and narrower 

focus (figure 2.8a). The corresponding confocal probe volume V is defined by equation 2.4 [8]: 
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where 2Z’ defines the probe depth, which is approximated to be 1 µm [5, 7, 8]. The first term 

of this expression corresponds to a cylindrical volume with radius defined by the waist of the 

beam, while the second term describes the extra curved volume arising from the Gaussian 

beam profile (figure 2.8b). 

 

It is clear from equation 2.4 and figure 2.8b that for narrow beam widths or shallow probe 

depths, the probe volume can be approximated with the central cylindrical volume, while for 

larger diameters, the curved contribution becomes significant. It should also be noted that the 
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detection probe volume has a strong non-uniform intensity distribution and thereby the 

measured fluorescence intensities have a strong dependence on the location of the molecule 

within the beam [8]. 
 

 
Figure 2.8. (a) 1/e2 Gaussian intensity contours for different beam radii, λ=488 nm, fobj=1.6 mm, n=1.52 
(b) Cylindrical and curved components of the Gaussian probe volume. For narrow beams the curved 
contribution is negligible and the probe volume can be approximated with the cylindrical component. 
2Z’ is the probe depth. Reproduced from [8] by permission of The Royal Society of Chemistry, 2000. 
 

For the objective (60x) used in this work, the 180 mm standard focal tube length resulted in a 

focal length of 3 mm. When this was used in combination with the supercontinuum source 

(collimated beam diameter ~2 mm), it produced a focused beam with a waist radius of 

approximately 0.35 µm (equation 2.3), which defined a probe volume of approximately 0.44 fl 

(equation 2.4). 
 

2.1.4. Detection path 

Fluorescence emitted by the sample was collected by the same objective and transmitted 

through the dichroic mirror. Instead of using the pinholes, filters and PMTs included in the 

scanning unit, a home-built detection path was developed to enable single photon counting. 

The main parts of the detection path are show schematically in figure 2.1 (bottom) and a photo 

of the detection path is presented in figure 2.9. 

 

A mirror (Thorlabs) was placed inside the scanning unit at 45º with respect to the fluorescence 

signal in order to direct the fluorescence vertically upwards (figure 2.5). A 1” hole was drilled 

in the top plate of the scanning unit to allow the fluorescence signal to exit the box. The 

fluorescence light was then directed on a second mirror (ME1-P01, Thorlabs) mounted in a 

cage system. The angle of the mirror with respect to the fluorescence signal was 45º and was 
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precisely adjusted by x-y screws included in the mounting system (figure 2.9). Subsequently, 

the fluorescent signal was focused by a plano-convex lens (LA1805-A, Thorlabs) onto a 100 

µm pinhole (P100S, Thorlabs). 
 

 
Figure 2.9. The home-built detection path. M: mirror, L: lens, PH: pinhole, F: filter, DM: dichroic 
mirror, LPF: long pass filter, BPF: band pass filter, APD: avalanche photodiode detector. 
 

2.1.4.1. Pinhole 

Unlike the scanning pattern of the excitation light, the fluorescence emission remained in a 

steady position at the pinhole aperture. Its intensity though fluctuated over time, as the 

illumination spot traversed the specimen. 
 

The choice of the pinhole diameter is of high importance for the optical setup performance and 

its optimum value depends on the excitation wavelength, the objective NA and the total 

magnification factor of the arrangement. If the size of the pinhole is too small, there might be 
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significant loss of photons originating from the focal plane, while a pinhole that is too large 

can lead to poor lateral and axial resolution and low S/N. 
 

The pinhole size can be expressed with respect to the produced airy disk diameter (airy units). 

For a circular pinhole the peak of S/N occurs at about 0.52 airy units (figure 2.10) [5], the 

fluorescence signal level however is reduced. Therefore, for both detection efficiency reasons 

and to facilitate alignment it is common to use a pinhole with diameter matched to 1 airy unit, 

which allows ~84% of emission signal to go through [4, 5]. The airy disk radius is given by: 
 

NA
Rairy




61.0
         (2.5) 

 

The physical size of the pinhole is the effective diameter calculated via equation 2.5 multiplied 

by the total magnification factor Mtot between the pinhole and the focal plane. This includes the 

objective magnification Mobj and the system magnification Msyst. 
 

For the objective used herein (NA=1.2) and excitation at 488 nm, the 1 airy unit corresponded 

to a diameter of approximately 496 nm (equation 2.5). For the current optical arrangement 

with Mobj=60 and Msyst=3.426 (provided by Olympus engineers), the resulting optimal physical 

pinhole diameter was approximately 100 µm (accurate calculation yields 102 µm). 

 

 
Figure 2.10. Variation in S/N with pinhole size for different strengths of background noise (a is small for 
stronger signal). Adapted from [5] with kind permission of Springer Science and Business Media, 2006. 
 

2.1.4.2. Emission filter set 

Following the confocal pinhole, the transmitted fluorescent signal was filtered by a 488 nm 

long pass filter (LP02-488RU-25, RazorEdge ®, Semrock, Laser 2000) and led through a 15 
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cm lens tube (1 inch diameter, Thorlabs) onto a 630 nm dichroic mirror (Z630RDC, Chroma 

Technology), which was mounted in a cube (C4W, Thorlabs) at 45º with respect to the signal 

propagation axis (figures 2.1 and 2.9). The dichroic mirror separated the fluorescence into two 

spectrum regions with wavelengths <630 nm (green detection channel) and >630 nm (red 

detection channel). Each channel was further filtered and focused via a plano-convex lens 

(LA1805-A, Thorlabs) onto a detector. A band pass filter transmitting wavelengths between 

500-580 nm (HQ540/80, blocks 470 nm and 488 nm, AR coat, Chroma Technology) was 

chosen for the green channel and a 640 nm long pass filter (HQ640LP, Chroma Technology) 

was used for filtering the signal arriving to the red channel detector. A band pass filter 

transmitting wavelengths between 565-605 nm (ET585/40, AR coat, Chroma Technology) was 

also available to replace the green channel HQ540/80 filter in experiments whereby the 

emission maxima of the fluorescent dyes used fell in the 565-605 nm region (chapter 6). Filter 

transmission spectra are shown in figure 2.11. 

 

 
Figure 2.11. Transmission spectra of emission filters. Fluorescence emission was filtered by LP02-
488RU-25 and separated in green and red regions via Z630RDC. The two channels were further filtered 
by HQ540/80 (or ET585/40) and HQ640LP respectively. The laser excitation line is shown in light blue. 
 

2.1.4.3. Detectors 

In order to achieve single photon sensitivity the detectors should have high quantum 

efficiency, short time response and low dark count to minimise the noise level [3, 5]. Instead of 

the integrated in the scanning unit PMTs, the detectors used for all measurements were APDs 

operating in the single photon counting mode. 
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The operation principle of an APD is based on the conversion of the power of incident photons 

into electrical energy through a charge avalanche. The basic structural elements of an APD are 

an absorption region, where the energy of incident photons is transformed into free electron-

hole pairs (charge carriers), and a multiplication region, where these are accelerated under the 

application of high bias potential and further multiplied via the process of impact ionization. 

The newly created charge carriers may create new ones and thus an avalanche of electrons and 

holes is moving through the detector and can then be measured by external electronic 

equipment. At voltages above the breakdown voltage, a single photon is sufficient to generate 

an avalanche pulse in the order of 108 charge carriers allowing for single photon detection and 

counting [9]. 

 

Compared to the traditionally used PMTs, APDs display excellent linearity and higher 

quantum efficiency over a broad band of wavelengths ranging from 400-1100 nm [10, 11]. 

APD quantum efficiency can be a factor of 2 to 4 greater than that of a PMT for a given 

wavelength [11]. The peak of the quantum efficiency is 80% at around 600 nm under low gain 

conditions and can be as high as 95% at high gain [12]. APDs also provide fast single photon 

timing with reasonably low dark noise and gains over 10000 at room temperature [13, 14], the 

best S/N however occurs at gains between 200-1000 [15]. Due to their attractive characteristics 

APDs are gaining interest over PMTs in next generation experiments with applications in 

medical imaging, astronomy, high-energy physics etc. [16]. 

 

 
Figure 2.12. Detection efficiency of the SPCM-AQRH-13 used herein (provided by PerkinElmer 
Optoelectronics). For the monitored region (dashed lines: green APD 500-580 nm, red APD 640-800 
nm) the efficiency is above 50%. 
 

The detectors used herein were the SPCM-AQRH-13 from PerkinElmer Optoelectronics. The 

electronic output of the detectors consisted of a 5 V, 15 ns TTL pulse for each photon arrival 

with a dead time of 32 ns. The detectors output was connected to a NI card as well as to the 
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START input of a TimeHarp 200 card via a router (PRT 400, Picoquant), which allowed 

simultaneous measuring from up to four detectors. In this work, two detectors were used for 

collecting fluorescence within the green and red spectra, corresponding to regions 500-580 nm 

and >640 nm respectively. The dark count rate of the APDs was typically between 185 and 

220 Hz. Figure 2.12 shows the detection efficiency of the APD detectors along with the 

wavelengths that were used for imaging. 

 

2.1.4.4. Detection path assembly (alignment and detection efficiency) 

In confocal arrangements it is crucial to ensure that all components are correctly positioned in 

the optical path. In order to achieve high detection efficiency and S/N, special care was taken 

during the pinhole and detectors alignment. For this purpose, fluorescein 5-isothiocyanate 

(FITC) from Sigma-Aldrich at high concentration (1 mM) was excited using the 488 nm line 

of the Melles Griot laser at maximum power (see section 2.1.1.1). Under these conditions the 

resulting fluorescence spot was visible to the naked eye (in absolute dark). Keeping the APDs 

off, the ME1-P01 mirror and the pinhole position were precisely adjusted using the provided x-

y screws (figure 2.9) until maximum brightness of the fluorescence spot past the pinhole was 

achieved [17]. Subsequently, the laser beam was attenuated and the APDs were turned on. The 

emission dichroic mirror and the x-y position of the APDs were adjusted using the XYZ 

translation stage (figure 2.9) until maximum photon counts were obtained. Along the signal 

propagation axis the distance between each APD and the respective lens equalled the focal 

length of the lens (25.4 mm). Fine adjustment of this distance was also performed using the 

XYZ translation stage (z-axis). 

 

After the alignment of the optical components was optimised, the relative detection efficiency 

of the APDs was verified via excitation of FITC and acridin orange hydrochloride hydrate 

(Sigma-Aldrich), both at 1 mM concentration. The emission spectra of the two dyes were 

obtained using a fluorometer (excitation at 488 nm) and the fraction of each spectrum falling 

into the green and red detection channels (500-580 nm and 640-800 nm respectively) was 

extracted via integration (figure 2.13). The red-to-green signal ratio for FITC and acridin 

orange were 0.01829 and 0.52614 respectively. Subsequently, emission photon counts were 

acquired for the two dyes using the confocal setup with the home-built detection path. The 

respective red-to-green signal ratios were 0.01813 and 0.52178 yielding a relative APD 

detection efficiency of: 
 

9913.0
,

, 
greenAPD

redAPD

DetEff
DetEff

    (2.6) 
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The extracted value (0.9913) was very close to 1, confirming the excellent performance of the 

custom built detection path and rendering the setup appropriate for studies which focus on the 

relative green and red fluorescence intensities, such as experiments described in chapter 6. 
 

      
Figure 2.13. Emission spectra of FITC and acridin orange measured with a fluorometer and integration 
over the green and red detection regions (500-580 nm and 640-800 nm respectively). 
 

2.1.5. Additional equipment 

Additionally, the microscope was equipped with a 100 W halogen lamp and a mercury lamp, 

which were used for fluorescence monitoring and sample alignment.  A 114 mm x 76 mm 

travel microscope stage with a minimum step size of 10 nm (H117 Stage, Prior Scientific) was 

used and software from Prior Scientific was available for precise control of the stage position. 

A charge-coupled device (CCD) camera (Drangonfly ExpressTM, Point Grey Research) was 

used as an extra imaging tool as well as for the alignment of the pinhole (Figure 2.14). 
 

 
Figure 2.14. Photo of the scanning confocal setup. 
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2.2.    Data acquisition 

2.2.1. Fluorescence intensity (LabVIEW 8.5) 

To determine the fluorescence photon count rate, the output of the detectors was fed to a 

multifunctional PCI 6601 card (National Instruments) through a BNC 2121 connector block 

(National Instruments). The card was configured for operation in counter mode using software 

written by members of the Edel research group. The TTL pulses provided by the APD were 

counted within user defined intervals (typically 50 µs) and then re-binned and plotted with a 

time resolution of 1-5 ms. The data recorded consisted of the photon count rate for each 

detector (.GN and .RD files for green and red detection channels respectively) and the 

autocorrelation function of the signal detected. This software was useful for real time 

monitoring of the detector output as well as for recording of single point measurements, such 

as that shown in figure 2.15. This was also used for detector and pinhole alignment. 
 

 
Figure 2.15. LabVIEW user interface. The photon burst scans for AlexaFluor488 streptavidin conjugate 
in the green and red detection channels are represented by the respective colours. Acquisition resolution 
is 50 µs and plotting resolution is 1 ms. Photon counts refresh every 0.5 s.  
 

2.2.2. Fluorescence lifetime (TimeHarp 200) 

The TimeHarp 200 PCI board and software (TimeHarp 200, v. 6.0, PicoQuant) were used for 

TCSPC fluorescence lifetime acquisition with a time resolution of 29 ps. The main principle of 
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TCSPC is illustrated in figure 2.16a. The electrical signal obtained from the detector was fed to 

the TimeHarp board START input via a router and the electric SYNC signal provided by the 

laser driver was fed to the board via a SYNC pulse adapter. The relative times between the 

laser excitation pulse (SYNC input) and the corresponding fluorescence photon arrivals 

(START input), termed start-stop-times, were collected in a block of memory. The memory 

cell held the photon counts for one corresponding time bin (time channel). When sufficient 

counts were collected, the start-stop-times obtained from multiple cycles were used to form a 

histogram representing the fluorescence decay. In practice, the times measured were not those 

between laser pulse and corresponding photon event, but those between photon arrival and the 

next laser pulse (figure 2.16a). This kept the TCSPC electronics conversion rates only as high 

as the actual photon rates generated by the fluorescent sample. Subsequently, the times used 

for the histogram were easily obtained via the excitation period. 

 

 
Figure 2.16. (a) The main principle of TCSPC. The time between laser pulse and fluorescence photon 
arrival (start-stop-time) is obtained with picosecond resolution. The start-stop-times are then used to 
form a histogram representing the fluorescence decay. In practice, the time between photon arrival and 
the next pulse is measured (shown in blue) and the start-stop-time is then extracted via the excitation 
period. (b) In TTTR acquisition mode an additional timing is obtained for each photon event with 
respect to the start of the experiment. 
 

Due to detector dead time and dead time in the acquisition board, if the number of photons 

occurring in one excitation cycle was more than 1, the system would only register the first 

photon and miss the following ones. This would lead to an over-representation of early 
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photons in the histogram (pileup). It was therefore crucial to keep the probability of cycles 

with more than one photon as low as possible by adjusting the laser power and repetition 

frequency so that the average count rate at the detector was at most 1-5% of the excitation rate. 

 

For fluorescence lifetime imaging the time-tagged time-resolved (TTTR or T3R) mode of the 

TimeHarp 200 was used, which recorded individual count events directly to hard disk without 

histogram formation. In TTTR mode, the start-stop timing of each photon event was recorded 

together with a time-tag from an independent digital clock running at 100 ns per tick (figure 

2.16b). The resulting record for each event consisted of 12 bits for the start-stop-timing 

denoting the channel number that the given event fell into and 16 bits for the time-tag. A total 

of 6.5536 ms of data could be recorded. After this time, the counter rolled over and was 

marked in the data stream by the insertion of an overflow flag. Operation in this mode was fast 

enough to accept records at a rate of up to 3x106 counts per second. In order to determine the 

spatial origin of the photon events when scanning with the FV300, the TimeHarp 200 board 

also provided inputs for synchronization of the signal derived from the scan controller. These 

external markers were treated almost as if they were regular TTTR photon records with a 

special valid flag, which distinguished between the true photon and marker records. The 

.TTTR files were binary, consisting of a header with the basic setup information followed by a 

sequence of 32 bit TTTR records, one for each event (16 bits for the time-tag, 12 bits for the 

start-stop timing, 2 routing bits and some flags, table 2.1). The way these files were used to 

construct fluorescent lifetime maps will be discussed in section 2.3.3. The TimeHarp 200 user 

interface used for histogramming of photon events is shown in figure 2.17. 
 

Table 2.1. Time-tagged mode file format. 
No of bits Function Description 

16 Time-tag Timing with respect to the independent digital clock running at 100 ns per tick 

12 
Start-stop 

timing 

Relative time between the photon arrival and the laser excitation pulse with 

picosecond resolution 

2 Routing Denoting the acquisition channel when using more than one detector these (up to 4) 

 Flag 
Depending on the value of these bits the record might describe a real photon event, a 

system overflow or the arrival of an external trigger pulse (ex. from scan controller) 

 

2.3.    Data analysis 

2.3.1. Fluorescence intensity plots 

The acquired LabVIEW files (see section 2.2.1) were processed using a custom-written Matlab 

algorithm (provided by Dr. J.B. Edel) to produce photon counts versus time plots representing 



Experimental Methods Chapter 2 

 63

the fluorescence intensity. The resampling time was typically 1 ms. In bulk measurements, the 

average fluorescence intensity over the acquisition period (0.5-3 min) in the green and red 

detection channels was extracted by averaging the recorded photon counts per time bin. 

 

2.3.2. Fluorescence lifetime decays 

A custom-written Matlab program referred to as Jlife (developed by Dr. J.B. Edel) was used to 

analyse the fluorescence lifetime histograms produced by TimeHarp 200. The program 

interface is shown in figure 2.18. 

 

Experimentally measured fluorescence lifetimes are described by Poissonian and multinomial 

statistics, therefore, for a high number of photon counts, this converges to Gaussian statistics. 

Under high photon count conditions, the fluorescence lifetime is typically extracted by a least 

squares fitting approach [18]. 

 

Lifetime data was loaded in a .TXT file format and the fluorescence decay was plotted 

together with the instrument response function (IRF). This is the convolution of all system 

components IRFs (laser source, detectors, TCSPC electronics) and is typically obtained by 

recording the decay of a fluorescent dye with lifetime in the order of picoseconds. The dye 

used herein was rose bengal, yielding an IRF of approximately 650 ps. The program 

deconvolved the IRF and performed exponential fitting of the decay with 1-5 components 

according to user’s selection. Most fluorophores displayed either mono- or double-exponential 

decays, while for a mixture of fluorophores or complex decay processes a triple-exponential fit 

was preferred. The average lifetime for multi-exponential decays was determined via equation 

1.4. In some cases however, further analysis or an alternative interpretation of the multi-

exponential decay was required, as it will be discussed in chapter 6. 

 

The goodness of the fit was evaluated based on extracted statistics. Typically, a good fit is 

achieved when the reduced chi-square ( 2
R ) equals 1, with lower values (<0.75) representing 

data sets too small for a meaningful fit and high values (>1.5) indicating significant deviation 

from the exponential fitting model. As a rule of the thumb, fits that yield 2
R  values between 

0.8-1.3 are considered satisfactory and acceptable, given some prior understanding of the 

system under investigation [3, 19]. The residual values were also plotted for visual inspection, 

with a good fit yielding residuals randomly distributed and centred around zero. 
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Figure 2.17. TimeHarp 200 user interface, histogram mode. Fluorescence lifetime decays of rhodamine 
110 chloride (red curve, lifetime ~3.8 ns) and acridin orange (green curve, lifetime ~1.8 ns). The 
instrument response is shown in blue (rose bengal, lifetime ~650 ps). 

 

 
Figure 2.18. Jlife program user interface. The fluorescence decay of AlexaFluor488 attached to a DNA 
oligo (green curve) was fitted using two lifetime components (red curve) resulting in a χR

2 value of 
~1.16. The IRF is represented by the blue curve. Residuals are plotted below the graph. 
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2.3.3. Two-dimensional fluorescence lifetime maps 

A Matlab algorithm provided by Dr. J.B. Edel was used to process the binary .TTTR files 

acquired with the TimeHarp 200 to construct two-dimensional fluorescence lifetime maps. 

Once the photon events corresponding to each pixel of the produced image were determined 

(taking into account table 2.1), the fluorescence lifetime for the total photons for a given pixel 

was extracted from the start-stop times recorded for these events. 

 

In the x-y scanning TTTR acquisition mode the number of photons per pixel was generally 

low. As it was previously mentioned (section 2.2.2), in order to avoid an over-representation of 

early photons as well as detector saturation, the average count rate at the detector should be at 

most 1-5% of the excitation rate (20 MHz). In practice, the laser power was adjusted so that 

the average count rate would not exceed ~3×105 counts per second. For the 512×512 pixels 

scanning that was used for the majority of the experiments (~1 sec per scan), the above count 

rate corresponded to a maximum of 1.2 photons per pixel per scan (or per second). For the 

acquisition times used herein (typically 0.5-3 min) the average number of photons detected per 

pixel was between 35 photons per pixel (for 30 sec acquisition time) and 220 photons per pixel 

(for 3 min acquisition time), given that the maximum count rate of 3×105 counts per second 

was achieved. 

 

When less than 2000 photon events are available for calculating fluorescence lifetimes, the 

least squares approach is not appropriate, as the error originating from assuming a Gaussian 

distribution becomes significant. When determining lifetimes using between 10 and 2000 

photons, which was the case for the majority of the scanned pixels, a powerful alternative to 

the least squares method is the use of a maximum likelihood estimator (MLE) [20-22]. The 

MLE approach determines the occurrence probability of a specific lifetime and is given by 

[23]: 
 

  









k

i

i
ij jNp

nn
1

log             (2.7) 

 

where, ni is the number of photon counts in the channel i, k is the number of channels or bins 

for each fluorescence decay, pi(j) is the probability that a group of photons will fall in channel i 

if the molecules have a lifetime j and 
k

inN
1

is the total number of counts for a given 

decay. The MLE equation used herein was developed by Edel et al. to determine fluorescence 

lifetimes from as little as 10 photons and is given by [24]: 
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where   is the fluorescence lifetime. The IRF corresponds to rj for each bin j, recorded with a 

time resolution ω. The fluorescence lifetime was determined by solving for the local 

minimum. As little as 10 photons were used herein to accurately extract the fluorescence 

lifetime for each pixel and produce two-dimensional fluorescence lifetime maps. Similarly, the 

number of photon events recorded per pixel were used to produce two-dimensional 

fluorescence intensity maps. Examples of fluorescence intensity and lifetime maps are shown 

in figure 2.19. 

 

 
Figure 2.19. Two-dimensional fluorescence intensity (left) and fluorescence lifetime (right) maps 
produced via .TTTR analysis and a minimum threshold of 10 photons for the MLE routine. The images 
visualise hydrodynamic focusing within a microfluidic channel. 

 
2.3.4. Measurements at the single molecule level 

When single molecule measurements were performed by employing single point as opposed to 

laser scanning excitation mode, the TimeHarp 200 TTTR acquisition mode was used to 

simultaneously provide fluorescence intensity and lifetime information. In single point 

excitation mode, the .TTTR files did not contain external markers from synchronisation with 

FV300 as there was no scanning involved. Therefore, a similar data analysis to the one 

described above (section 2.3.3) yielded photon events per time bin instead of photon events per 

pixel and resulted in photon counts plots versus time instead of two-dimensional intensity 

maps. 

 

In single molecule experiments, the extracted photon counts plots consisted of a baseline, 

representing background noise, and fluorescence intensity peaks (photon bursts), 

0 50                      100                  150
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corresponding to single molecules traversing the detection probe volume (figure 2.20a). 

Depending on the background signal, a threshold was applied to distinguish between noise and 

intensity peaks. The Matlab algorithm automatically calculated this threshold which, based on 

Poisson statistics, equalled three standard deviations from the mean background photon count 

[25]. In cases where the sample was prepared in a more complex buffer, such as a lipid 

containing buffer for membrane proteins, an additional threshold was set after performing 

independent measurements on the buffer alone. Fluorescent signal exceeding the threshold 

value was identified as a photon burst (figure 2.20b) and characteristics, such as burst height, 

width and area, were used to extract useful information. 

 

More specifically, the burst height is defined as the maximum photon count value of the burst, 

while the photon area expresses the total number of photons composing one intensity peak. 

This was extracted via analysis of the photon counts around the burst maximum until the 

threshold was reached. The same analysis yielded the boundaries of an intensity peak, which 

determine the burst width (in ms). Burst height, width and area histograms may be used to gain 

insight into the characteristics of the molecule under investigation. 

 

 
Figure 2.20. Single molecule burst scan for 100 pM AlexaFluor488 streptavidin conjugate using point 
excitation mode (a) photon counts plot (b) peak locating algorithm. Resampling time was 1 ms. 

 
Fluorescence lifetime analysis was performed in an identical manner to that described in 

section 2.3.3, with the difference that instead of extracting lifetime values per pixel the 

program determined the lifetime for each photon burst. The calculated fluorescence lifetimes, 

which essentially represented individual molecule lifetimes, generally followed a normal 

distribution as it was illustrated by the resulting histograms. 
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2.4.    Microfluidics 

2.4.1. Channel designs 

The microfluidic devices fabricated had a similar geometry to the one suggested by Hertzog et 

al. [26]. The design consisted of a 3-inlet junction allowing for fast mixing via hydrodynamic 

focusing (figure 2.21a). The channels were fabricated with dimensions typically varying from 

8-200 µm. In addition to the simple 3-inlet 1-outlet device, a variety of designs were also 

fabricated according to application, some of these shown in figure 2.21b, c and d. Basic 1-inlet 

1-outlet devices were also used for simple experiments. The chip designs were prepared in 

AutoCAD and dark field photomasks (polyester film) were produced by either JDPhoto or 

Micro Lithography Services Ltd. 

 

 
Figure 2.21. The fabricated microfluidic chip designs. (a) Simple 3-inlet 1-outlet device [26] (b), (c), (d) 
Optimized designs with nozzles [27]. 
 

2.4.2. Device fabrication 

The microfluidic channels were fabricated in PDMS and sealed with a glass cover slip using 

standard photolithographic techniques. These materials were chosen based on the available 

options discussed in section 1.2.2. The steps describing the fabrication process are shown in 

figure 2.22. 

 

2.4.2.1. PDMS master fabrication 

The PDMS masters were prepared on 4-inch silicon wafers (IDB Technologies Ltd). The 

wafer substrates were pre-treated in piranha solution (H2O2:H2SO4 ratio 1:3, the peroxide was 

added to the acid) overnight, rinsed with deionised water and baked on a hot plate at 200° C 

for 5 minutes for surface dehydration. It should be noted that when handling piranha solution 

special protection equipment was required including an acid-protective apron on top of the lab 

coat, a full-face shield and heavy-duty rubber gloves. In general, piranha solution should be 

handled with extra care as it is very energetic and potentially explosive. 

30 µm
(a) (b) (c) (d)
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Figure 2.22. PDMS master and microfluidic chip fabrication steps. 
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SU-8 spin-coating 

Epoxy based negative photoresist SU-8 (Michrochem, Chestech Ltd) was spin-coated 

(Siemens) onto the substrate. The thickness of the SU-8 coated layer, and therefore the 

produced channel depth, depended on the SU-8 viscosity and the spinning speed during the 

spin-coating procedure. SU-8 50 was chosen for channel dimensions above 20 µm, while for 

narrower channels SU-8 10 was used to provide the required film thickness (table 2.2). The 

spin conditions varied depending on the desired SU-8 coating thickness according to the 

manufacturer formulations. Typical coating conditions used consisted of a 500 rpm spread 

cycle followed by acceleration at a rate of 300 rpm/s to the final speed of either 2000 rpm or 

1400 rpm depending on the desired photoresist thickness (table 2.2). The final speed was kept 

constant for 30 s. Following spin-coating, the substrate was soft-baked through a two step 

process to evaporate the solvent and densify the film. 

 
Table 2.2. Master fabrication: SU-8 spin-coating 

Product Viscosity 
(cSt) 

Thickness 
(µm) 

Final Spin 
Speed (rpm) 

Pre-bake 
@65°C  (min) 

Soft-bake 
@95°C (min) 

SU-8 50 12250 50 2000 6 20 

SU-8 10 1050 20 1400 1.5 6 

 
UV exposure 

The photomask was placed on top of the substrate with the photoresist side facing towards the 

SU-8 coating for UV light exposure (Light Support Ltd). During UV irradiation, a series of 

photochemical processes was initiated in the exposed areas (channel features) of the SU-8 

film, which altered its physical and chemical properties [28]. For features above 20 µm, the 

exposure time was typically 20 s and decreased for smaller dimensions. A post-exposure bake 

was performed in two steps (table 2.3) to selectively cross-link the exposed portions of the 

film, rendering them stable and durable during the following development process. 

 

Development 

Development was performed by immersing the wafer into an SU-8 developer (Microposit EC 

Solvent), which removed the non-cross-linked SU-8 leaving only the channel designs on the 

wafer (non-dissolved SU-8). The wafer was then rinsed with isopropanol and dried with 

nitrogen gas. If during the rinsing process there was still unexposed SU-8 left on the wafer, 

this appeared as white and the master was re-immersed into the developer for further SU-8 

removal. Finally, an optional silanization step with perfluoroctyltrichlorosilane was performed 

to facilitate PDMS peeling from the produced master in a later step. 
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Table 2.3. Master fabrication: UV light exposure and development (PEB: post-exposure bake) 

Product Thickness 
(µm) 

Exposure 
(sec) 

PEB1 
@65°C (min) 

PEB2 
@95°C (min) 

Development 
(min) 

SU-8 50 50 20 1 5 6 

SU-8 10 20 18 1 1.5 4 

 

2.4.2.2. Chip fabrication 

PDMS replica 

PDMS silicon elastomer and curing agent (SYLGARD 184 Silicone Elastomer Kit, Dow 

Corning) were mixed at a 10:1 weight ratio. Following degassing for approximately 60 

minutes, the mixture was poured onto the master SU-8 template to form a 5 mm PDMS layer. 

The substrate was then baked at 65°C for at least 5 hours. The PDMS was finally peeled off 

the wafer and cut into individual chips (usually 4×4=16 chips per wafer), while the master was 

cleaned with hexane and methanol and stored for future use. 

 

Device assembly 

Access holes were drilled (Xenox, Farnell) in 1×2 inch microscope slides (1 mm thickness, 

VWR International) at positions corresponding to the design inlets, using 0.25 mm diameter 

tungsten carbide dental drill bits (Diama International). Drilling was done under water to 

ensure rapid cooling of the surrounding location to minimize glass fractures. The glasses were 

cleaned in piranha solution for 30 minutes and sonicated in 0.5 M NaOH. Finally, the samples 

were immersed and sonicated in ethanol and water for 5 minutes each and dried using nitrogen 

gas. 

 

Each microscope slide was subsequently plasma-bonded at the top side of an individual PDMS 

chip (Plasma Cleaner, Harrick Plasma). The bonding duration was 20 s for each chip. Special 

care was taken for precisely aligning the glass holes with the channel inlets. 3-5 cm long fused 

silica capillaries (375 m o.d., 150 m i.d., Composite Metal Services) were then pushed 

inside the access holes and through the PDMS. The resulting devices were cleaned using 

ethanol and water as before and thoroughly dried. 24×24 mm, 160 m thick glass cover slips 

(thickness No 1, VWR International) were plasma-bonded (20 s) at the bottom to seal the 

channels. Finally, the capillaries were glued on the top glass slide using a two-part epoxy 

(Araldite 2014, RS Components) to increase stability. The devices were then baked at 65°C 

overnight and the exact dimensions of the resulting channels were confirmed by observation 

with a Leica microscope. Examples of complete devices are shown in figure 2.23. 
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Figure 2.23. Complete microfluidic devices. 

 

2.4.3. Microfluidic devices in experiments 

1 ml Hamilton gas tight syringes (Sigma Aldrich) with Teflon PEP tubing (0.356 mm i.d., 1.55 

mm o.d., Anachem, Upchruch Scientific) were used for the delivery of solutions into the 

channels through the inlet capillaries. The tubing was attached via PEEK fingertights and 

unions (1/16 inch, 10/32 threads, VWR International). The device was mounted on the 

microscope stage above the objective and the flow rates were controlled by precision syringe 

pumps (PHD 2000, Harvard Apparatus). For the majority of the experiments, the flow rates 

varied between 0.005-10 µl/min. At the end of each experiment, syringes and tubing were 

cleaned with acidic solutions, while the chips were thoroughly cleaned with water. Although 

the PDMS chips are considered as reusable, is was noticed that after 3-4 full-day experiments 

the fluorescence dye absorption into the PDMS could significantly interfere with the 

measurements, hence, the device should be replaced with a fresh one.  

glass cover slip

microfluidic channels

capillaries

glass microscope slide

glue

PDMS
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3. CHAPTER 3                                                

HYDRODYNAMIC FOCUSING WITHIN 

MICROFLUIDIC CHANNELS 

 

3.1.    Introduction 

In order to achieve single molecule detection or to minimise the sample consumption, the 

concentrations used in a variety of microfluidics applications are typically in the nM and pM 

range. Under such dilute conditions, it is vital to ensure that the majority of the sample 

molecules traverse the probe volume and are subsequently detected. To ensure that the latter 

occurs, several techniques including hydrodynamic and electrodynamic focusing (for charged 

particles or molecules) have been proposed [1-4]. The benefit of confining the sample under 

investigation within a narrow focused stream can be simply illustrated as shown in figure 3.1.  

 

 
Figure 3.1. (a) No focusing is employed and the majority of the sample molecules are not detected. (b) 
By employing hydrodynamic focusing the sample is confined to a narrow stream with dimensions 
comparable to the probe volume width. This way, the majority of the sample molecules are forced 
through the detection volume and the detection efficiency is improved. 
 

Typical probe volume dimensions are no larger than 1 µm in width [5]. Assuming a sample 

flowing within a channel which is tens of micrometres in width, it is clear that the majority of 

probe volume (fl)

sample flow sample flow

probe volume (fl)

side flowside flow
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the sample travels the length of the channel without being detected (figure 3.1a). In contrast, 

when focusing is employed, the sample is confined to a narrow stream with similar width to 

that of the probe volume [6] (figure 3.1b). This confinement results in higher molecule 

detection efficiency [7]. Considering the limitations of standard photolithographic techniques 

and the technical complications of fabricating channels with dimensions below 10 µm, 

employing focusing as opposed to further downsizing the microfluidic device is highly 

advantageous. 

 

In a typical experiment employing hydrodynamic focusing,  the sample is introduced in the 

central inlet of a 3-inlet 1-outlet microfluidic device [8]. The side inlet flows normally consist 

of a solvent or control solution and are used for ‘squeezing’ the central flow into a narrow 

stream. By varying the side inlet flow rate the dimensions of the focused stream can be 

controlled and adjusted so that they are comparable to the dimensions of the detection volume. 

This results in a larger portion of the sample under investigation flowing through the detection 

volume, resulting in improved detection efficiency. 

 

Hydrodynamic focusing has been widely used in a variety of bioanalytical applications to 

ensure that the majority of the molecules contained in the sample are screened, hence the 

molecular detection efficiency is increased [9, 10]. The combination of hydrodynamic and 

electrodynamic focusing has been reported to yield a signal-to-noise ratio enhancement of a 

factor of 2, with corresponding improvements in both mass and concentration detection limits 

and a 3-fold increase in detection efficiency [2]. The addition of a suitable polymer with high 

molecular weight to the sheath stream has been proposed as means to reduce diffusional 

defocusing of the central stream due to the formation of a slowly diffusing complex between a 

small analyte molecule and the polymer [11]. Hydrodynamic focusing has been extensively 

used in flow cytometry in order to perform high throughput DNA fragment detection and 

sizing, with low sample consumption and high detection efficiency [12-16]. An improvement 

in the detection rate from 40-60 fragments per second to thousands of fragments per second 

was achieved by increasing the analyte flow rate and simultaneously monitoring multiple 

detection volumes within the focused stream using a CCD camera [17]. A variety of 

miniaturized flow cytometers employing either two- or three-dimensional hydrodynamic 

focusing can be fabricated using micromachining techniques [18] and used for numerous 

applications, including enumeration, size differentiation and sorting of particles, particle 

agglomerates and cells [3, 19, 20]. 

 

Prior to employing hydrodynamic focusing in experiments with sensitive and usually valuable 

biological samples, it is important to characterize the focusing behaviour of the microfluidic 
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devices. In the experiments outlined below, either a fluorescent dye and buffer or two 

fluorescence dyes with significantly different fluorescence lifetimes were introduced into the 

central and side inlets respectively. FLIM was used to image the outlet channel and monitor 

the width of the resultant focused stream whilst varying the inlet flow rates. FLIM was 

preferred to fluorescence intensity imaging, as it overcomes the artefacts arising from intensity 

measurements, such as edge effects and brightness variations occurring at solution interfaces 

(more detail in section 3.3.3). 
 

3.2.    Experimental description and methodology 

3.2.1. Chemicals 

Fluorescein (Fsc), rhodamine 110 chloride (Rd110) and acridin orange hydrochloride hydrate 

(AcrOr) were purchased from Sigma-Aldrich. All samples were prepared in phosphate buffer 

pH 7.0 (Fluka) with the use of de-ionized water (18 MΩ). The solutions were filtered with 0.2 

µm syringe filters (Pall Corporation, UK) before being delivered into the channels to ensure 

sample homogeneity and to avoid device blockage. The fluorescence lifetimes of Fsc, Rd110 

and AcrOr are approximately 4 ns, 4 ns and 2 ns respectively (provided by the supplier), the 

accurate lifetime values, however, were experimentally determined using the current optical 

arrangement and analysis method. 
 

3.2.2. Chip design 

The microfluidic chip design used for the majority of the hydrodynamic focusing experiments 

is shown in figure 3.2a. This was a simple 3-inlet 1-outlet device, where the central-to-side 

inlet width ratio was 1:1.6 and the central inlet-to-outlet width ratio was 1:6 [21]. Three sizes 

of this device, I, II and III, were tested. The channel widths in devices II and III were 

approximately 1.5 and 2 times, respectively, the corresponding widths in device I. More 

specifically, the central inlet width in design I was 11 µm, the side inlet width was 17.5 µm 

and the outlet width was 65.5 µm. For devices II and III these dimensions were 15.5 µm, 25 

µm, 93 µm and 22 µm, 35 µm, 131.5 µm respectively. All the channels were 50 µm deep. 
 

Measurements were also performed using the chip shown in figure 3.2b. In this design, all 

inlets and outlet had the same width of 14.5 µm and the channel depth was approximately 15 

µm. In addition, nozzles were introduced at the channel junction in order to further decrease 

the focused stream width [21, 22]. The nozzle width was approximately 8.5 µm. Detailed 

dimensions of all designs can be found in appendix A (figure A.1 and figure A.2). 
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Figure 3.2. The junction area of the chip designs used for the hydrodynamic focusing experiments. The 
focusing width was measured at 100 µm in the direction of the flow from the side inlet-outlet 
intersection (y-plane indicated by the lower red dashed line). 
 

3.2.3. Experimental procedure 

Two separate syringe pumps were used to deliver the samples into the channels to allow for 

the analyte and sheath flow rates to be varied individually. The same pump was used for both 

side inlets to ensure identical flow rates and, thus, focusing symmetry. At first, measurements 

were performed under constant side-to-central inlet flow rate ratio, while varying the central 

and side inlet flow rates. The majority of the measurements were then performed under 

constant central inlet flow rate for different side-to-central inlet flow rate ratios. As found by 

trial and error, the range of flow rates used was between 0.05-10 µl/min depending on the chip 

design. 
 

Fluorescent dye excitation was achieved using excitation path 1 along with the LDH-P-C-470 

pulsed diode laser (see section 2.1.1.1). Fsc, Rd110 and AcrOr exhibit absorption maxima at 

490 nm, 497 nm and 502 nm respectively, therefore the excitation line resulted in 

approximately 50% photon absorption (figure 3.3). In order to obtain sufficient photon 

emission for accurate results, the dye concentrations used were in the order of µM. 
 

During the hydrodynamic focusing experiments, the laser spot was positioned approximately 

at the intersection of the inlet channels and 512×512 pixel x-y scans were performed. Using 

the 60x objective, this corresponded to an imaged area of 235×235 µm2. Photon arrival data 

acquired with the TimeHarp 200 TTTR mode were processed as described in section 2.3.3 to 

provide fluorescence lifetime maps. The minimum number of photons per pixel for the MLE 
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routine was set to 10. Rose bengal in phosphate buffer pH 7.0 was used for determining the 

IRF. The focusing width was measured at 100 µm in the direction of the flow from the lower 

wall of the side inlet channel (figure 3.2). 

 

 
Figure 3.3. Fsc, Rd110 and AcrOr absorption (solid lines) and emission (dashed lines) spectra. The y-
axis represents normalised absorption/emission. The 466 nm laser excitation line is shown in blue and 
the transmission spectrum of the HQ540/80 emission filter is shown in dark green. 
 

3.2.4. Dye selection 

Initial experiments were performed by pumping 100 µM Fsc into the central inlet, while the 

side flow consisted of plain phosphate buffer pH 7.0. In these experiments, only the focused 

stream could be visualized as the buffer yielded no fluorescence (figure 3.4a). Thus, it was not 

possible to discriminate with certainty between buffer regions and regions with insufficient 

photons for the MLE analysis (10 photons), as in both cases the pixels appeared the same 

(dark). In addition, although the chip was firmly mounted on the microscope stage, changing 

the solution flow rate often led to slight displacement of the device from its original position. 

In order to increase contrast and to achieve higher accuracy in terms of the exact location 

where the focusing width was measured (100 µm from the side inlet-outlet intersection), it was 

important to enable visualization of both analyte and sheath flows. By using fluorescent 

samples with significantly different lifetimes in the central and side inlets, focused stream 

boundaries and channel edges could be clearly determined on each image individually. 

 

For this purpose, the buffer in the side inlets was replaced by 200 µM AcrOr (lifetime ~2 ns), 

this dye combination however was not successful. Hydrodynamic focusing could not be 
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observed and quantified, as the interface between the two dyes appeared non-fluorescent 

(figure 3.4b). Furthermore, significant blockage of the outlet channel occurred and gradually 

progressed towards the junction, entirely obstructing the flow. This was possibly due to 

quenching effects or other interactions between the dyes causing a decrease in fluorescence or 

non-fluorescent side products. 

 

 
Figure 3.4. Fluorescence lifetime images of hydrodynamic focusing acquired for central and side inlet 
flows consisting of (a) Fsc and buffer (b) Fsc and AcrOr (c) Rd110 and AcrOr. Estimated channel walls 
in (a) are defined by the white dashed line. The colourbar represents fluorescence lifetimes in ns.  

 
Therefore, Fsc was replaced by 10 µM Rd110, which possesses a similar lifetime (~4 ns) and 

was proved to be compatible with AcrOr (figure 3.4c). Accurate fluorescence lifetime values 

for these dyes were determined by processing TimeHarp200 data using Jlife (see section 

2.3.2). The extracted lifetimes were 3.8 ns ( 2
R =0.95) and 1.8 ns ( 2

R =1.1) for Rd110 and 

AcrOr respectively (figure 3.5). 

 

 
Figure 3.5. Measured fluorescence decay (green) and mono-exponential fit (red) for Rd110 and AcrOr. 
The two dyes exhibit clearly distinct fluorescence lifetimes of 3.8 ns and 1.8 ns respectively. The IRF 
(rose bengal) is shown in blue. 

15 µm(a) 6

5

4

3

2

1

0

(c) 15 µm(b) 15 µm

1

10

100

1000

10000

100000

0 2 4 6 8 10 12

Ph
ot

on
 C

ou
nt

s

Time (ns)

AcrOr
Rd110

IRF



Hydrodynamic Focusing Within Microfluidic Channels Chapter 3 
 

 81

3.2.5. Flow profile within microchannels 

At all times it was important for the flow within the microchannels to remain laminar. This 

was needed to ensure stable flow and to avoid turbulent mixing. For channel dimensions on the 

order of tens of micrometres and flow velocities on the order of millimetres per second the 

Reynolds number for aqueous samples is given by: 
 

21 10


vdRe        (3.1) 

 

where ρ and µ are the density and viscosity of water respectively, v is the average flow 

velocity and d1 is the characteristic channel dimension, related to the channel cross section area 

and the total wetted perimeter. As transition to turbulent flows occurs at Reynolds numbers 

above 2300, it is clear from equation 3.1 that the Reynolds numbers on the order of 10-2 

obtained herein resulted in laminar flow within the microchannels. 
 

In the case of pressure-driven flow within a rectangular microchannel, a velocity gradient is 

established between the centre and the walls of the channel due to friction forces. As a result, a 

parabolic velocity profile is formed across the outlet channel width described by the 

Poisseuille equation [6, 23-26]. The liquid flows faster in the centre of the channel, at an 

average velocity which depends on the aspect ratio ε=h/wo, where h and wo are the outlet 

height and width respectively (figure 3.6) [6, 26]. 
 

 
Figure 3.6. Flow velocity profile across the outlet channel width for rectangular microchannels with 
different aspect ratios ε=h/wo (h and wo are the outlet channel height and width respectively). The x-axis 
represents the ratio of the position x along the outlet channel width to the outlet channel width wo. The 
velocity ratio (y-axis) is the ratio of the flow velocity at position x across the outlet width to the average 
outlet velocity vo. Adapted with permission from [26], copyright 2006, IOP Publishing Ltd. 
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For the devices used herein, the aspect ratio ε was 0.76, 0.54, 0.38 and 1.03 for designs I, II, III 

and the design with the nozzles respectively. Hence, the expected velocity at the centre of the 

focused stream was between approximately 1.2 and 1.5 times the total outlet flow velocity. 
 

3.2.6. Focused stream width theoretical analysis 

According to the principle of mass conservation for the simple chip design shown in figure 3.7, 

the total amount of liquid flowing through the outlet channel is equal to the total amount of 

fluid supplied at the central and side inlet channels. Moreover, the amount of sample 

introduced into the central inlet equals the amount of fluid constituting the focused stream. 
 

 
Figure 3.7. Schematic representation of symmetric hydrodynamic focusing within a simple microfluidic 
device. v, w and f correspond to average flow velocity, channel width and volumetric flow rate 
respectively. Subscripts c, s, o and f denote central inlet, side inlet, outlet and focused stream 
respectively. Reproduced with permission from [26], copyright 2006, IOP Publishing Ltd. 
 

The above can be expressed in mathematical terms via equation 3.2 (mass conservation). 
 

scoo ffhwv 2         and        hwvf ffc     (3.2) 

 

where v, w and f represent average flow velocities, channel widths and flow rates respectively 

and the subscripts c, s, o and f denote central inlet, side inlet, outlet and focused stream 

respectively. The channel height h is the same for all inlets and outlet. By solving equation 3.2 

the width of the focused stream wf is given by: 
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where γ is the ratio vf/vo, which depends on aspect ratio ε (ε=h/wo) and can be extracted by 

velocity profile measurements similar to those shown in figure 3.6 [26], and α is the side-to-
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central inlet flow rate ratio fs/fc. According to equation 3.3, the focusing width can be adjusted 

by varying either the channel dimensions or the flow rate ratio α for a specified chip design 

and size. 

 

3.2.7. Focused stream width determination 

In order to quantify the hydrodynamic focusing within the microfluidic devices, the width of 

the focused stream was measured down the outlet channel at a distance of 100 µm from the 

intersection of the side inlet channels and the outlet. A custom-written Matlab algorithm was 

developed for this purpose. 

 

In the experiments whereby the central and side inlet flows consisted of Fsc and buffer 

respectively, only the Fsc stream could be imaged. Therefore, an image of the chip filled with 

Fsc was acquired in order to determine the side inlet-outlet intersection and to extract the exact 

channel dimensions (figure 3.8a). The Matlab algorithm firstly plotted the fluorescence 

lifetimes along the y-axis (direction of the flow) at pixel position x=5 (figure 3.8b). The 

position on the y-axis where lifetime turned to zero was defined as the side inlet-outlet 

intersection point (figure 3.8b, green line). The fluorescence lifetimes along the x direction 

(across the outlet channel width) at y=100 µm from the intersection were subsequently plotted 

(figure 3.8c). A lifetime threshold of 1 ns was applied to determine the outlet channel walls 

(figure 3.8c, green line) and the channel width was extracted in number of pixels as well as in 

micrometres according to the pixel dimension (1 pixel≈0.46×0.46 µm2). The focused stream 

width at the y position determined above was then calculated in a similar way for various flow 

rate conditions (figure 3.9). 

 

Figures 3.8 and 3.9 reveal that during the experiment it was likely that the device was 

displaced from its initial position. More specifically, the chip shown in figure 3.9a appeared to 

be moved towards the positive y-direction and slightly shifted to the right compared to the 

initial position shown in figure 3.8a. As a result, the y-position of the side inlet-outlet 

intersection was changed. The focusing width was determined at 100 µm in the direction of the 

flow from this intersection, therefore the wf measurement point was also changed. Although it 

was observed that the focused stream reached its final width at y-positions significantly lower 

than the one described above, it was surely preferable to be able to accurately define the 

channel boundaries and junction location for each image individually. Replacing Fsc and 

buffer with Rd110 and AcrOr respectively overcame the artefact, as it allowed for 

simultaneous visualisation of the central and side inlet flows. This way, the position of the 

junction could be determined for each condition independently. 
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Figure 3.8. Junction position and outlet channel width determination when Fsc and buffer were used for 
the central and side inlet flows respectively (a) fluorescence lifetime 2-D map, the colourbar represents 
fluorescence lifetimes in ns (b) the fluorescence lifetime along the y-axis was plotted at pixel position 
x=5 and the channel intersection was determined (green line) (c) the fluorescence lifetime along the x-
axis was plotted at 100 µm from the junction and a lifetime threshold of 1 ns was applied to determine 
the outlet channel walls (green line).  

 

 
Figure 3.9. Focusing width determination for α=3 when Fsc and buffer were used for the central and 
side inlet flows respectively (a) fluorescence lifetime 2-D map, the colourbar represents fluorescence 
lifetimes in ns (b) the fluorescence lifetime along the x-axis (across the outlet width) was plotted at 100 
µm from the junction and a lifetime threshold of 1 ns was applied to distinguish between the focused 
stream and buffer (red line). 

 
In experiments whereby the Rd110-AcrOr combination was used, the Matlab code was 

adjusted in order to process each image individually (figure 3.10). Following side inlet wall 

determination in a similar way to that described for Fsc and buffer (figure 3.10b), a threshold 

was applied to distinguish between the central (Rd110) and side (AcrOr) sample flows (figure 

3.10c, red line). The threshold was chosen to be 3 ns and was set based on bulk lifetime 

measurements (section 3.2.4). The number of pixels with fluorescence lifetime above the 

threshold was finally converted to micrometres representing the focusing width. The outlet 

channel walls were defined by applying a lifetime threshold of 1 ns (figure 3.10c, green line). 
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Figure 3.10. Focusing width determination for α=3 when Rd110 and AcrOr are used for the central and 
side inlet flows respectively (a) fluorescence lifetime 2-D map, the colourbar represents fluorescence 
lifetimes in ns (b) the fluorescence lifetime along the y-axis was plotted at pixel position x=5 and the 
channel intersection was determined (green line) (c) the fluorescence lifetime along the x-axis was 
plotted at 100 µm from the junction and a lifetime threshold of 1 ns was applied to determine the outlet 
channel walls (green line); the focused stream width was determined by applying a lifetime threshold of 
3 ns to distinguish between Rd110 and AcrOr (red line). 
 

3.3.    Results and Discussion 

3.3.1. Focused stream width 

3.3.1.1. Focusing width measurements under constant flow rate ratio α 

The width of the focused stream does not depend on the applied flow rates but rather on the 

ratio α of the side inlet flow rate to the central inlet flow rate [8]. This can be easily concluded 

by equation 3.3. For a device with specific channel dimensions (γ and wo constant), the only 

factor controlling the focused stream width wf is ratio α. The independence of the focusing 

width on the absolute central and side inlet flow rates is illustrated in figure 3.11 whereby very 

similar images were acquired for different values of fs and fc but the same ratio α. 
 

 
Figure 3.11. Very similar fluorescence lifetime images acquired for (a) fs = 4.5 µl/min, fc = 0.5 µl/min 
(b) fs =9 µl/min, fc = 1 µl/min. In both cases α=9. The colourbar represents fluorescence lifetimes in ns. 
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More specifically, measurements were performed using chip design I under constant α of 1, 2, 

4 and 8. Figure 3.12 shows the extracted focusing width and percentage of focusing (focusing 

ratio wf/wo) versus central inlet flow rate together with a linear fit ( 2
R  between 0.975-0.999). 

As expected, the width of the focused stream remained approximately the same for constant α 

with only a couple of micrometres deviation (max ±2 µm, ±3%). A small decreasing trend was 

observed as the total flow rate fo (fo=fc+2fs) increased, which could potentially become 

negligible by incorporating more data. 

 

 
Figure 3.12. Focusing width wf and focusing ratio wf/wo (%) versus central inlet flow rate for constant 
α=1, 2, 4, 8 in chip design I. wf and wf/wo remained approximately the same for constant α. 

 

3.3.1.2. Focusing width measurements versus flow rate ratio α 

According to equation 3.3, the width of the focused stream for a given device depends only on 

the side-to-central inlet flow rate ratio α, with increasing values of α yielding narrower 

focusing. Based on equation 3.3, focusing width data versus ratio α can be fitted using an 

equation of the general form: 

 

4
32

1 p
pp
p

w f 





    (3.4) 

 

where parameters p1, p2, p3 and p4 can be appropriately estimated and adjusted according to the 

channel geometry. 
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Chip designs I, II and III 

In order to quantify the relationship between the focused stream width and ratio α, the 

hydrodynamic focusing within devices I, II and III was imaged for a variety of α values. For 

this purpose, the flow rate of the central inlet was kept constant while the side inlet flow rates 

were varied to achieve a wide range of ratios α. The choice of the flow rates to be used was 

based on a series of test measurements depending on the microfluidic device geometry. For 

design I, measurements were obtained under constant central inlet flow rate of 0.25, 0.5 and 1 

µl/min, for design II under constant flow rate of 0.5 µl/min and for design III under constant 

central inlet flow rate of either 0.5 or 1 µl/min. The side inlet flow rate was adjusted according 

to the desired value of α and the design used. fs varied between 0.05-10 µl/min. 

 

In pressure-driven flows within microchannels α can take values between a minimum αmin and 

a maximum αmax which depend solely on the channel geometry [8]. For flow rates yielding an 

α value below αmin the sample delivered in the central inlet begins to enter the side channels 

resulting in a loss of focus. The reverse occurs for values of α above αmax. The αmin and αmax 

limiting values can be theoretically estimated by using a simple circuit model to describe 

hydrodynamic focusing (figure 3.13) [8].  

 

 
Figure 3.13. Microfluidic device and corresponding circuit. P: pressure, f: volumetric flow rate, w: 
channel width, R: resistance, V: potential, I: current. Indexes c, s, and o correspond to central inlet, side 
inlet and outlet respectively. The relationship between P and f is a hydrodynamic analogue to Ohm’s 
law and the fluidic resistance for each channel can be calculated from the channel geometry. 

 
Provided that the flow is laminar and the channel width is negligible compared to the channel 

length, the fluidic flow can be mapped to a network of resistors, whereby pressure (P) and 

volumetric flow rate (f) correspond to electric potential (V) and current (I) respectively. The 

relationship between flux and pressure is a hydrodynamic analogue to Ohm’s law and the 

fluidic resistance R for each channel can be calculated by [27, 28]: 
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where w, h and   are the channel width, height and length respectively. αmin and αmax limits 

can be extracted by solving the circuit for Is=0 and Ic=0 respectively. The theoretically 

estimated αmin and αmax values for the devices used herein were 0.04 and 17.9, 0.06 and 13.4, 

0.08 and 10.0 for designs I, II, III respectively. The upper α limits were in very good 

agreement with the experimentally observed values (~18, 12, 10 for designs I, II, III 

respectively), while the lowest α used was 0.1 due to flow stability issues occurring for α<0.1. 

 

Examples of fluorescence lifetime images showing hydrodynamic focusing within microfluidic 

design II for α=0.1-12 are shown in figure 3.14. Linear flow velocities of the focused stream 

were calculated taking into account the outlet channel total volumetric flow rate and 

dimensions as well as the parabolic velocity profile. For the chip design II shown in figure 

3.14, the focused stream over total outlet flow velocity ratio was estimated to be approximately 

1.35, therefore the calculated focused stream linear flow velocities varied between 2.9-60.5 

μm/ms for α=0.1-12 respectively. For these velocities, the time lapse between the intersection 

of the channels and the focusing width measurement point (100 μm distance) reduced from 

approximately 34.4 ms to 1.7 ms (for α=0.1 to α=12), while the total outlet imaged area (~225 

μm) corresponded to ~77.5-3.7 ms, for α=0.1-12 respectively. Obviously, these values were 

different for chip designs I and III as well as for varying the central inlet flow rate. 

 

Under the flow rate conditions mentioned above, the width of the focused stream was extracted 

as described in section 3.2.7. The dependence of the focusing width on ratio α for channel 

designs I, II and III is presented in figure 3.15. Data were fitted using the general form 

described by equation 3.4. Parameters p1-p4 were estimated according to the outlet channel 

dimensions and careful adjustment of their upper and lower limits yielded 2
R  values between 

0.975-0.999 for all fits. 

 

For all chip designs, a strong dependence of the focusing width with respect to ratio α was 

observed for values up to α≈3. A slight increase in α within this region resulted in a significant 

narrowing of the focused stream. The largest decrease in wf was observed for design III. The 

same trend continued up to a value of α≈6, while increasing α beyond 6 did not have a 

significant effect on the width of the focused stream. 
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Figure 3.14. Fluorescence lifetime maps showing hydrodynamic focusing within microchannels (chip design II). The central and side inlet flows consisted of Rd110 and AcrOr 
respectively. Flow rate ratio α varied from 0.1-12 (constant fc = 0.5 µl/min, fs varied from 0.05-6 µl/min). The linear flow velocity at the centre of the focused stream increased 
from 2.9 μm/ms to 60.5 μm/ms for α increasing from 0.1 to 12. The colourbar represents fluorescence lifetimes in ns. 
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As previously shown (figure 3.12), the central inlet flow rate did not affect the focusing width 

in a particular or significant way when α remained the same. This is clearly demonstrated in 

figure 3.15 where solid, dotted and dashed lines for the same design nearly overlap. 

 

 
Figure 3.15. Focusing width versus side-to-central inlet flow rate ratio α for chip designs I, II and III and 
central inlet flow rate of 0.25 µl/min, 0.5 µl/min and 1 µl/min. 

 
As the outlet channel width decreased from 131.5 µm in design III to 93 µm and 65.5 µm in 

designs II and I respectively (channel height constant at 50 µm), tighter focusing was achieved 

(figure 3.15). The effect of the outlet channel dimensions on the hydrodynamically focused 

stream width has been studied by Lee et al., who concluded that smaller normalised focusing 

width wf/wo is obtained for channels with higher aspect ratio ε [26]. For the chips used herein 

εIII<εII<εI, therefore design I was expected to yield narrower focusing. 

 

This is illustrated in figure 3.16 where the focusing width is expressed as a percentage of the 

outlet channel width. According to equation 3.3, wf/wo versus α data was fitted using equation 

3.4 ( 2
R =0.975-0.999). Unlike results presented by Lee at al. which indicated a more 

significant effect of ε under low ratios α, the largest difference in focusing between designs I, 

II and III was observed for α>6 (figure 3.16). This was the region where the fits plateaued and 

the lowest possible wf/wo values were obtained. The minimum focusing ratios achieved were 

2.1%, 2.7% and 5%, corresponding to focusing width values of 1.4 µm, 2.6 µm and 6.5 µm, 

for chip designs I, II and III respectively. 
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Figure 3.16. Focusing ratio wf/wo (%) versus flow rate ratio α for chip designs I, II and III. 

 
Chip design with nozzles 

Focusing width versus ratio α measurements were also performed using the improved chip 

design with smaller channel dimensions and nozzles shown in figure 3.2b [21, 22]. Reducing 

the dimensions ensured a higher aspect ratio compared to designs I, II and III (εnozzle≈1.03 

along the outlet channel length). Thus, a significant drop in both the focusing width and 

focusing ratio was expected for this design. Additionally, the introduction of the nozzles 

further decreased the channel width at the junction yielding even lower wf and wf/wo values 

(εnozzle≈1.76 at the intersection). 
 

Due to the small dimensions of this design, slower absolute flow rates were used during these 

measurements to ensure low linear flow velocities within the microchannels. More 

specifically, the central inlet flow rate was kept constant at 0.20 µl/min, while the side inlet 

flow rate varied between 0.05-0.35 µl/min yielding ratios α from 0.25 up to 1.75, after which 

focusing was lost. The experimentally determined αmin and αmax values were not in very good 

agreement with the theoretically calculated ones (0.6 and 1.5 respectively), possibly due to the 

difficulty in accurately determining the fluidic resistance R for the nozzles. 
 

Figure 3.17 shows the extracted focusing width values versus α for the design with nozzles in 

comparison with wf obtained in chip design II (without nozzles). The central inlet width in the 

two chips was approximately the same. The measured focused stream width was much lower 

for the design with the nozzles as a result of the small dimensions. wf values of as little as 1 µm 

were acquired at α=1.75, while an α value of approximately 12 was required to obtain the 

minimum wf=2.6 µm in chip design II. This is beneficial in cases where minimizing valuable 

sample consumption is crucial as small values of α yield lower total volume flow rates. 
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Figure 3.17. Focusing width versus side-to-central inlet flow rate ratio α for design II (green) and for the 
improved design with smaller dimensions and nozzles (purple). 

 
The benefit of introducing the nozzles becomes more evident in figure 3.18, where the 

focusing ratio, as opposed to the absolute focusing width, was plotted versus α. The percentage 

of focusing for the two designs was approximately the same for values up to α≈1. For α>1 

however, the fit corresponding to the design with the nozzles in figure 3.18 (purple line) 

became much sharper. Thus, significantly tighter focusing was achieved for the same α in the 

presence of the nozzles. The minimum wf/wo obtained using this design was 7.1% (1 µm) for 

αmax=1.75. 

 

 
Figure 3.18. Focusing ratio wf/wo (%) versus side-to-central inlet flow rate ratio α for design II (green) 
and for the improved design with smaller dimensions and nozzles (purple). 
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The importance of achieving tighter focusing at lower ratios α is illustrated in figure 3.19, 

where the focusing ratio was plotted with respect to the normalised total flow rate ftot,n. ftot,n 

expressed the total sample consumption and equalled (fc+2fs)/fc. It was therefore independent 

of the absolute values of the central and side inlet flow rates and depended only on their ratio 

α. Based on equation 3.3, wf/wo versus ftot,n was fitted using the form: 
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                       (3.6) 

 

where parameters p1, p2 and p3 were adjusted according to the channel geometry. Figure 3.19 

clearly indicates that the nozzle introduction was a significant improvement on the simple 

design II. In order to obtain a focusing ratio of ~7% in the design with the nozzles, the total 

sample consumption (all 3 inlets) required was approximately 4.5 times the central inlet flow 

rate as opposed to the 11.5fc needed to achieve the same focusing performance in chip II 

(figure 3.19). 

 

 
Figure 3.19. Focusing ratio wf/wo (%) versus normalised total flow rate ftot,n for chip designs with and 
without nozzles. wf/wo is independent of the absolute outlet channel width and ftot,n is independent of the 
absolute central and side inlet flow rates. Thus, the improved focusing performance resulted solely from 
the nozzle introduction. 
 

Despite the benefits of the improved chip tested above, the small dimensions occasionally 

resulted in the channels being blocked. Bubbles accidentally entering the channels caused 

unstable flow and resulted in the channels having to be regenerated. With this in mind, in spite 

of the narrow focusing widths obtained, in following experiments these devices were used with 

extra care and only when the sample allowed it. Instead, the advantages of introducing the 

nozzles were exploited by maintaining the chip design but in larger channel scale. 
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3.3.1.3. Focusing width measurements under constant side inlet flow rate fs 

One of the key factors in experiments employing hydrodynamic focusing is to minimize the 

sample consumption. In most cases, the molecule under investigation is introduced into the 

device via the central inlet. Hence, when measurements under a range of ratios α are required, 

it is preferable to obtain higher values of α, and thus tighter focusing, by reducing the central 

inlet flow rate under constant side inlet flow rate. fc is decreased until the αmax limit is reached 

and the ideal flow rate combination for narrow focusing with minimum sample consumption 

can be determined. When plotting wf with respect to fc for constant fs, equation 3.3 yields a data 

fitting equation of the following form: 
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                (3.7) 

 

This kind of fits can be seen in figure 3.20 whereby the focusing width and focusing ratio 

within chip design I were extracted for constant fs and varying fc. 

 

 
Figure 3.20. Focusing width and focusing ratio wf/wo (%) versus central inlet flow rate under constant 
side inlet flow rate of 0.25, 0.5, 1 and 2 µl/min, using chip design I. 

 

3.3.2. Diffusion from the focused stream 

One of the purposes for employing hydrodynamic focusing in experiments is to increase the 

detection efficiency by forcing as many sample molecules as possible to pass through the 

detection volume. All images shown in this chapter were acquired using 512×512 pixel scans 

and 1.12 s per scan. However, in order to successfully detect molecules as they flow down the 
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length of the outlet channel, the scanning time has to be decreased. This can be achieved by 

limiting the scanning area to within that of the focused sample stream (figure 3.21). 

 

 
Figure 3.21. By scanning only the area around the focused stream (right) the acquisition time per scan is 
decreased. 

 
For example, by performing scans of only 20 pixels in the x-direction, corresponding to 

approximately 9 µm (comparable to the focussed stream width), a scanning rate of 

approximately 42 µs/line could be achieved. It was therefore important to ensure that the 

central stream remained focused down the length of the channel, minimizing the loss of 

molecules escaping out of the scanned area via diffusion. 

 

The distance d that a molecule diffuses in the x-direction at time t is given by: 
 

Dtd 2           with        
r

kTD
6

                 (3.8) 

 

where D is the molecular diffusion coefficient usually expressed in cm2/s, k is the Boltzmann 

constant, T is the temperature in Kelvin, r the hydrodynamic radius and η is the solvent 

viscosity. By substituting time t with y/v (v being the flow velocity and y the distance traversed 

by the molecule in the y-direction), equation 3.8 yields: 
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It is obvious that for a given molecule (fixed D), d is affected by flow velocity, which in turn is 

determined by the flow rates and the channel cross section. In cases whereby diffusion is on 

the order of hundreds of nanometres, focused streams of only a couple of micrometres are not 

applicable, as d is comparable to the stream dimension and focusing is rapidly lost. 

 

To demonstrate that the central stream remained focused down the length of the outlet channel, 

the fluorescence lifetimes along the x-direction were plotted for different distances from the 

intersection of the side inlet-outlet channels. Observation by eye as well as results shown in 

figure 3.22 verified that the width of the focused stream remained constant within the scanned 

area with little observable diffusion occurring. 

 

 

 

Figure 3.22. The width of the focused stream was measured at distances of 50, 100, 150 and 200 µm 
from the junction (cyan, blue, green and magenta respectively). Very similar wf values were extracted 
along the length of the outlet channel indicating that only little diffusion occurred within the scanned 
area (α=0.5, 2, 6 and 12). The colourbar represents fluorescence lifetimes in ns. 
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3.3.3. Imaging method and fluorescence lifetime determination 

In order to demonstrate hydrodynamic focusing and characterize the mixing performance of 

various microchannel designs, nearly all studies to date have used fluorescence intensity 

measurements [8, 21, 22, 29-34]. As it was previously mentioned (section 1.1.2), although 

differences in the intensity level allow discrimination amongst fluorescent species, 

fluorescence intensity is prone to artefacts originating by variations in fluorophore 

concentration and illumination intensity. 

 

Fluorescence intensity images shown in figure 3.23a illustrate such artefacts. The interface 

between the flow streams appeared less bright due to changes in dye concentration. 

Additionally, some areas within the AcrOr flow in figure 23a (right) appeared brighter than the 

surrounding pixels, possibly due to non-uniform illumination. Unlike intensity measurements, 

images based on fluorescence lifetime data provided much better discrimination between 

molecular species eliminating the above artefacts (figure 3.23b). 

 

 
Figure 3.23. (a) Fluorescence intensity and (b) fluorescence lifetime images produced with central and 
side flows consisting of Fsc and buffer (left) or Rd110 and AcrOr (right). Intensity image artefacts due 
to changes in fluorophore concentration and non-uniform illumination are eliminated in the lifetime 
images. 

 
In addition, a common for all images threshold was applied to easily distinguish between the 

two dyes (section 3.2.7), thus, an accurate determination of the focused stream width was 

facilitated (figure 3.24b). On the contrary, setting an appropriate intensity threshold was 

problematic (figure 3.24a). Occasionally, a number of repeats were required before a suitable 

threshold was selected and images often had to be handled individually in order to obtain 

accurate results. 
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Figure 3.24. (a) Fluorescence intensity and (b) fluorescence lifetime plots across the outlet channel 
width at a distance of 100 µm from the junction, for α=2. A threshold of 3 ns was applied to the lifetime 
data to easily distinguish between the two dyes. On the contrary, for intensity measurements the 
threshold choice was problematic. Three different thresholds of 110, 116 and 120 counts (shown in red, 
green and magenta respectively) were tested. All three attempts however yielded incorrect focusing 
width results. 

 
The minimum number of photons used for extracting pixel fluorescence lifetimes was 10. The 

lifetime for pixels with less than 10 corresponding photons was set to zero, since lower event 

numbers would result in significant statistical error. This limitation was directly related to the 

time required for data acquisition. There was an inevitable compromise between error and time 

resolution. For the specific scanning conditions (512×512 pixels, 1.12 s/scan), it was found 

that a data acquisition time of at least 20 s was necessary for collecting sufficient photons per 

pixel and producing well-defined images. Reducing the acquisition time or the applied MLE 

threshold led to either image deterioration or significant statistical error (figure 3.25). It was 

therefore important that the appropriate experimental conditions and optical components (laser 

excitation line, filters etc.) were employed to maximise the photon collection efficiency and 

accomplish high image quality as well as short acquisition times. 

 

 

Figure 3.25. The minimum number of photons required for fluorescence lifetime determination using 
the MLE approach was set to 10. (a) For short acquisition times (10 s), insufficient photons were 
collected for the extraction of fluorescence lifetimes. Pixels with less than 10 corresponding photon 
events appeared black. (b) By setting the MLE limit to 5 photons, the images were improved, the 
statistical error however increased. The colourbar represents fluorescence lifetimes in ns. 
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3.4.    Summary and conclusion 

A 3-inlet 1-outlet device was used to demonstrate hydrodynamic focusing within microfluidic 

channels with dimensions varying between approximately 8-132 µm. The central inlet flow 

was confined into a narrow stream and it was established that the width was dependent on the 

flow rate ratio between the sheath and the analyte streams. FLIM was applied in combination 

with a MLE approach to construct fluorescence lifetime maps visualizing the focusing 

behaviour of the devices. Although the majority of hydrodynamic focusing studies up to date 

have used fluorescence intensity measurements, the superiority of the fluorescence lifetime 

technique was clearly illustrated by the improved quality of the obtained images. Furthermore, 

with the use of the MLE routine, fluorescence lifetimes were successfully calculated using as 

little as 10 photons indicating that the lifetime determination technique used herein is a 

powerful tool for studies that require extraction of information from systems where low photon 

counts are obtained. In addition, the combination of a scanning system with confocal imaging 

enabled fast and simple data acquisition with the high resolution and sensitivity of confocal 

microscopy. 

 

A custom-written algorithm was applied to determine the width of the focused stream and the 

extracted values were successfully fitted to equations derived from theoretical calculations. 

Thus, the focusing behaviour of similar microfluidic designs and for a variety of channel 

dimensions in future experiments could be estimated according to the acquired fits. The 

analysis resulted in determining an optimum side-to-central inlet flow rate ratio α. Focusing 

width values of only a couple of micrometres were achieved for ratios α near the upper 

permitted by channel geometry limit. Considering the sample consumption and velocity 

however, it was concluded that an α of approximately 6 would be the ideal choice for 

achieving tight focusing as well as low sample consumption under stable flow of a suitable 

speed.  

  



Hydrodynamic Focusing Within Microfluidic Channels Chapter 3 
 

 100

3.5.    References 

1. Wabuyele, M.B., S.M. Ford, W. Stryjewski, J. Barrow and S.A. Soper, Single 
molecule detection of double-stranded DNA in poly(methylmethacrylate) and 
polycarbonate microfluidic devices. Electrophoresis, 2001. 22(18): p. 3939-3948. 

2. Haab, B.B. and R.A. Mathies, Single-molecule detection of DNA separations in 
microfabricated capillary electrophoresis chips employing focused molecular streams. 
Analytical Chemistry, 1999. 71(22): p. 5137-5145. 

3. Dittrich, P.S. and P. Schwille, An integrated microfluidic system for reaction, high-
sensitivity detection, and sorting of fluorescent cells and particles. Analytical 
Chemistry, 2003. 75(21): p. 5767-5774. 

4. Wang, T.H., Y.H. Peng, C.Y. Zhang, P.K. Wong and C.M. Ho, Single-molecule 
tracing on a fluidic microchip for quantitative detection of low-abundance nucleic 
acids. Journal of the American Chemical Society, 2005. 127(15): p. 5354-5359. 

5. Hill, E.K. and A.J. de Mello, Single-molecule detection using confocal fluorescence 
detection: Assessment of optical probe volumes. Analyst, 2000. 125(6): p. 1033-1036. 

6. Brody, J.P., P. Yager, R.E. Goldstein and R.H. Austin, Biotechnology at low Reynolds 
numbers. Biophysical Journal, 1996. 71(6): p. 3430-3441. 

7. de Mello, A.J. and J.B. Edel, Hydrodynamic focusing in microstructures: Improved 
detection efficiencies in subfemtoliter probe volumes. Journal of Applied Physics, 
2007. 101(8). 

8. Knight, J.B., A. Vishwanath, J.P. Brody and R.H. Austin, Hydrodynamic focusing on a 
silicon chip: Mixing nanoliters in microseconds. Physical Review Letters, 1998. 
80(17): p. 3863-3866. 

9. Nguyen, D.C., R.A. Keller, J.H. Jett and J.C. Martin, Detection of single molecules of 
phycoerythrin in hydrodynamically focused flows by laser-induced fluorescence. 
Analytical Chemistry, 1987. 59(17): p. 2158-2161. 

10. Castro, A., F.R. Fairfield and E.B. Shera, Fluorescence detection and size 
measurement of single DNA-molecules. Analytical Chemistry, 1993. 65(7): p. 849-
852. 

11. Demas, J.N., M. Wu, P.M. Goodwin, R.L. Affleck and R.A. Keller, Fluorescence 
detection in hydrodynamically focused sample streams: Reduction of diffusional 
defocusing by association of analyte with high-molecular-weight species. Applied 
Spectroscopy, 1998. 52(5): p. 755-762. 

12. Goodwin, P.M., M.E. Johnson, J.C. Martin, W.P. Ambrose, B.L. Marrone, J.H. Jett 
and R.A. Keller, Rapid sizing of individual fluorescently stained DNA fragments by 
flow-cytometry. Nucleic Acids Research, 1993. 21(4): p. 803-806. 

13. Petty, J.T., M.E. Johnson, P.M. Goodwin, J.C. Martin, J.H. Jett and R.A. Keller, 
Characterization of DNA size determination of small fragments by flow-cytometry. 
Analytical Chemistry, 1995. 67(10): p. 1755-1761. 



Hydrodynamic Focusing Within Microfluidic Channels Chapter 3 
 

 101

14. Huang, Z.P., J.T. Petty, B. Oquinn, J.L. Longmire, N.C. Brown, J.H. Jett and R.A. 
Keller, Large DNA fragment sizing by flow cytometry: Application to the 
characterization of P1 artificial chromosome (PAC) clones. Nucleic Acids Research, 
1996. 24(21): p. 4202-4209. 

15. Huang, Z.P., J.H. Jett and R.A. Keller, Bacteria genome fingerprinting by flow 
cytometry. Cytometry, 1999. 35(2): p. 169-175. 

16. Kim, Y.S., J.H. Jett, E.J. Larson, J.R. Penttila, B.L. Marrone and R.A. Keller, 
Bacterial fingerprinting by flow cytometry: Bacterial species discrimination. 
Cytometry, 1999. 36(4): p. 324-332. 

17. Van Orden, A., R.A. Keller and W.P. Ambrose, High-throughput flow cytometric DNA 
fragment sizing. Analytical Chemistry, 2000. 72(1): p. 37-41. 

18. Godin, J., C.-H. Chen, S.H. Cho, W. Qiao, F. Tsai and Y.-H. Lo, Microfluidics and 
photonics for Bio-System-on-a-Chip: A review of advancements in technology towards 
a microfluidic flow cytometry chip. Journal of Biophotonics, 2008. 1(5): p. 355-376. 

19. Lin, C.H. and G.B. Lee, Micromachined flow cytometers with embedded etched optic 
fibers for optical detection. Journal of Micromechanics and Microengineering, 2003. 
13(3): p. 447-453. 

20. Pamme, N., R. Koyama and A. Manz, Counting and sizing of particles and particle 
agglomerates in a microfluidic device using laser light scattering: application to a 
particle-enhanced immunoassay. Lab on a Chip, 2003. 3(3): p. 187-192. 

21. Hertzog, D.E., B. Ivorra, B. Mohammadi, O. Bakajin and J.G. Santiago, Optimization 
of a microfluidic mixer for studying protein folding kinetics. Analytical Chemistry, 
2006. 78(13): p. 4299-4306. 

22. Yao, S. and O. Bakajin, Improvements in mixing time and mixing uniformity in devices 
designed for studies of protein folding kinetics. Analytical Chemistry, 2007. 79(15): p. 
5753-5759. 

23. Gosch, M., H. Blom, J. Holm, T. Heino and R. Rigler, Hydrodynamic flow profiling in 
microchannel structures by single molecule fluorescence correlation spectroscopy. 
Analytical Chemistry, 2000. 72(14): p. 3260-3265. 

24. Hung, C.I., B.J. Ke, G.R. Huang, B.H. Hwei, H.F. Lai and G.B. Lee, Hydrodynamic 
focusing for a micromachined flow cytometer. Journal of Fluids Engineering-
Transactions of the Asme, 2001. 123(3): p. 672-679. 

25. Stiles, T., R. Fallon, T. Vestad, J. Oakey, D.W.M. Marr, J. Squier and R. Jimenez, 
Hydrodynamic focusing for vacuum-pumped microfluidics. Microfluidics and 
Nanofluidics, 2005. 1(3): p. 280-283. 

26. Lee, G.B., C.C. Chang, S.B. Huang and R.J. Yang, The hydrodynamic focusing effect 
inside rectangular microchannels. Journal of Micromechanics and Microengineering, 
2006. 16(5): p. 1024-1032. 

27. Morris, C.J. and F.K. Forster, Oscillatory flow in microchannels - Comparison of 
exact and approximate impedance models with experiments. Experiments in Fluids, 
2004. 36(6): p. 928-937. 



Hydrodynamic Focusing Within Microfluidic Channels Chapter 3 
 

 102

28. Fuerstman, M.J., A. Lai, M.E. Thurlow, S.S. Shevkoplyas, H.A. Stone and G.M. 
Whitesides, The pressure drop along rectangular microchannels containing bubbles. 
Lab on a Chip, 2007. 7(11): p. 1479-1489. 

29. Hertzog, D.E., X. Michalet, M. Jager, X.X. Kong, J.G. Santiago, S. Weiss and O. 
Bakajin, Femtomole mixer for microsecond kinetic studies of protein folding. 
Analytical Chemistry, 2004. 76(24): p. 7169-7178. 

30. Nguyen, N.T. and X.Y. Huang, Mixing in microchannels based on hydrodynamic 
focusing and time-interleaved segmentation: modelling and experiment. Lab on a 
Chip, 2005. 5(11): p. 1320-1326. 

31. Park, H.Y., X.Y. Qiu, E. Rhoades, J. Korlach, L.W. Kwok, W.R. Zipfel, W.W. Webb 
and L. Pollack, Achieving uniform mixing in a microfluidic device: Hydrodynamic 
focusing prior to mixing. Analytical Chemistry, 2006. 78(13): p. 4465-4473. 

32. Matsumoto, S., A. Yane, S. Nakashima, M. Hashida, M. Fujita, Y. Goto and S. 
Takahashi, A rapid flow mixer with 11-mu s mixing time microfabricated by a pulsed-
laser ablation technique: Observation of a barrier-limited collapse in cytochrome c 
folding. Journal of the American Chemical Society, 2007. 129(13): p. 3840-3841. 

33. Pan, X., H. Yu, X. Shi, V. Korzh and T. Wohland, Characterization of flow direction 
in microchannels and zebrafish blood vessels by scanning fluorescence correlation 
spectroscopy. Journal of Biomedical Optics, 2007. 12(1). 

34. Schafer, D., E.A. Gibson, W. Amir, R. Erikson, J. Lawrence, T. Vestad, J. Squier, R. 
Jimenez and D.W.M. Marr, Three-dimensional chemical concentration maps in a 
microfluidic device using two-photon absorption fluorescence imaging. Optics Letters, 
2007. 32(17): p. 2568-2570. 

 

 



Mixing Within Microfluidic Devices Chapter 4 
 

 103

4. CHAPTER 4                                                                    

MIXING WITHIN MICROFLUIDIC DEVICES 

 

4.1.    Introduction 

A large number of microfluidics applications involve the study of molecular interactions and 

reaction kinetics in the microscale [1]. Processes, such as protein folding/unfolding [2-8], 

enzymatic activity [9-11], nucleic acid interactions [12-14] etc., can be observed in real-time 

within a microfluidic platform. Considering that the time scale for activation and completion 

of the above interactions can be on the order of seconds, milliseconds or even microseconds, it 

is crucial to reduce the time required for mixing of the interacting molecules to the same order 

or less than the respective reaction time. This way, the dead time for observation is minimised 

and real reaction kinetics can be measured [15]. A variety of methods and chip configurations 

have been proposed with the aim to achieve thorough and rapid mixing of multiple molecular 

species in the microscale [16-20]. 

 

Microfluidic mixers can be categorized as either active, whereby an external field is applied to 

induce flow disturbance, or passive, which do not require external energy supply. In active 

mixing, the external actuators used for perturbing the flow often introduce a considerable 

degree of additional complexity and cost. On the contrary, passive mixers do not require 

additional components. They are robust, stable in operation and can be easily integrated into 

complex systems. Hence, for a variety of microfluidics applications, passive mixing is 

preferred [16]. The mixing process within these devices relies on molecular diffusion and 

chaotic advection, which can be enhanced by increasing the contact surface and contact time of 

the sample species through specially designed microchannel configurations.  

 

Turbulent flow (high Reynolds number) and vortex formation (intermediate Reynolds number) 

can be used to improve the mixing performance of passive micromixers [16]. These, however, 

require large flow velocities to obtain the values of Reynolds number needed. In contrast, 

mixing under laminar flow conditions (low Reynolds number) significantly reduces the sample 

consumption due to the low flow rates used. In laminar flow micromixers whereby no flow 

manipulation is applied to induce chaotic advection, mixing occurs solely via molecular 

diffusion. In such devices, the inherently slow process of diffusion can be improved by 

decreasing the diffusion path between the mixing species. In this context, hydrodynamic 
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focusing has been proposed as a way to reduce the diffusion length under laminar flow 

conditions [21, 22]. The principle of hydrodynamic focusing was described in detail in chapter 

3.  By confining one of the interacting species within a narrow focused stream, the distance to 

be traversed by the diffusing molecules is diminished, resulting in rapid mixing. 

 

The time t required for a molecule to diffuse through distance d can be calculated by 

rearranging equation 3.8. Diffusion time scales as the square of the distance [21, 23]. When 

hydrodynamic focusing is employed, substituting wf for d yields that the time required for 

diffusion through the focused stream is proportional to wf
2/D. Thus, for a specific molecule 

(fixed D), the diffusion time depends solely on the focusing width, which, in turn, is 

determined by the channel geometry and the side-to-central inlet flow rate ratio α (equation 

3.3). The time tmix required for complete mixing of the central and side inlet flow species is 

determined by the simultaneous diffusion of the molecules constituting the focused stream 

towards the surrounding flow and reverse. 

 

Since it was first proposed [21, 22], hydrodynamic focusing has been employed in a variety of 

applications as a means to enhance micromixing and sub-millisecond mixing times have been 

reported [2-4, 7, 8, 24-30]. This method is particularly popular in protein folding and unfolding 

studies whereby hydrodynamic focusing is used as a mechanism for denaturant introduction or 

dilution; the resulting conformational change of the protein is then monitored within the outlet 

channel and kinetic information as well as intermediate state characteristics can be extracted 

[2-4, 7, 24, 31, 32]. Interactions between nucleic acids and other species introduced via the 

inlets of a microfluidic chip have also been investigated with the use of hydrodynamic 

focusing for micromixing initiation and enhancement. For example, the reaction between the 

fluorescent protein R-phycoerythrin and a mixture of live bacterial cells exhibiting or lacking 

the respective surface antigens has be followed by introducing the cell suspension into the 

main channel and adding R-phycoerythrin solution via the side inlets [33]. In a similar way, 

the irreversible cleavage reaction of double stranded DNA by the enzyme exonuclease III [26] 

and the binding of uracil DNA glycosylase repair enzyme to a fluorescently labelled DNA 

substrate [34] has be monitored using hydrodynamic focusing within a continuous flow 

ultrafast micromixer.  

 

In the majority of these studies, molecules with low diffusion coefficient are introduced into 

the central inlet, while the side inlet flows consist of molecules with high D. This way, the 

central inlet flow remains confined in the focused stream for long periods of time, while the 

molecules supplied via the side inlets rapidly diffuse towards the centre of the mixing channel 

[21]. In a slightly different experimental configuration, a mixture of species may be introduced 
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via the central inlet and molecules diffuse away from the focused stream at different rates 

depending on their diffusion coefficient [4, 7]. Either way, the degree of mixing between the 

central and side inlet flows can be evaluated by calculating the concentration of the high D 

species within the focused stream. There is no strict definition for the mixing time, it is 

common however to define tmix as the time required for the rapidly diffusing species 

concentration within the focused stream to change from 10% to 90% (or the reverse) of the 

final (or the initial) concentration [4, 35]. 

 

Several approaches have been applied for characterising mixing within microchannels, 

including fluorescence-based techniques [17, 36]. Although fluorescence intensity methods are 

commonly used in mixing experiments [4, 7, 8, 22, 23, 25, 26, 28-30, 37], these measurements 

are prone to artefacts associated with fluorophore concentration, sample illumination, choice of 

filters, detection efficiency etc. On the contrary, a fluorescence lifetime approach removes the 

above artefacts [13, 35, 38-40]. 

 

A way to characterize the mixing performance of a microfluidic device using fluorescence 

lifetime measurements is via exploiting the quenching of a fluorescent dye, typically 

fluorescein or rhodamine, by iodide ions (I-) in the form of either sodium iodide (NaI) or 

potassium iodide (KI). The presence of the quencher results in a reduction of the fluorophore 

lifetime, which is related to the quenching ions concentration [I-] via the Stern-Volmer 

equation: 

  0
0 1 



qk        (4.1) 

 

where τ0 and τ is the dye lifetime in the absence and presence of the quencher respectively and 

kq is the biomolecular quenching rate coefficient. When fluorescent dye and quencher are 

introduced into the device inlets, [I-], which expresses the degree of mixing, can be determined 

by measuring the fluorophore lifetime τ and solving equation 4.1. The presence of the 

quenching ions also reduces the fluorescence intensity of the dye. However, an intensity-base 

method for monitoring the mixing process requires two separate measurements whereby the 

intensity of the quenched and unquenched fluorophore is recorded and subsequently compared 

[4, 7]. 

 

In this chapter, hydrodynamic focusing and a fluorescence lifetime approach were employed to 

characterise mixing within two microfluidic chip designs. Fluorescein and KI quencher were 

introduced into the central and side inlet channels respectively and mixing was visualized 

using FLIM. In continuous flow microfluidic devices, such as the ones used herein, positions 
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along the outlet channel length correspond to time. Therefore, the mixing time was extracted 

via appropriate analysis of the acquired FLIM images. 
 

4.2.    Experimental methods 

4.2.1. Chemicals 

Fluorescein and KI solutions were prepared in buffer pH 8.0 and filtered with 0.2 µm syringe 

filters (Pall Corporation, UK) to avoid device blockage. Fsc exhibits an absorption maximum 

at 490 nm, therefore a laser line of 488 nm (excitation path 2, section 2.1.1.2) was used for 

sample excitation. The fluorescence lifetime of Fsc at pH 8.0 is approximately 4 ns [41], the 

accurate τ0 value however was experimentally determined using the current optical 

arrangement and analysis method (see section 4.2.4). 
 

4.2.2. Microfluidic chip designs 

The microfluidic devices were designed according to potential future applications, such as 

protein-protein binding, protein folding etc. The designs used for the experiments are shown in 

figure 4.1a and figure 4.1b and will be referred to as designs a and b respectively. 

 

 
Figure 4.1. Microfluidic chip designs used in mixing characterisation experiments (also in Appendix A). 
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When the molecular interaction under investigation is characterized by kinetics in the order of 

tens or hundreds of milliseconds, it is important that similar timescale periods can be observed 

along the outlet channel. Given the small channel dimensions and the range of flow rates 

commonly used for the experiments, the resulting sample outlet velocity was in the order of 

tens of micrometres per millisecond. In order to ensure that the reaction of interest (post-

mixing) occurred before the sample exited the chip and was directed to waste, the outlet 

channel in the above designs was modified in terms of either width (design a) or length (design 

b). The resulting devices allowed for visualisation of approximately 1 second, depending on 

the applied inlet flow rates. 

 

In order to achieve rapid mixing, small focusing width values are desired. At the same time, 

the need for sample consumption minimization demands that the tightly focused stream is 

obtained under low side-to-central inlet flow rate ratio α and low total flow rate ftot. With this 

in mind, the junction area in design a was essentially the design tested in chapter 3 (designs I, 

II and III). In order to avoid blockage, the smallest channel dimension (central inlet) was set to 

29 μm. The side inlets were 46 μm and the outlet was 174 μm wide for the first 1mm and 435 

μm thereafter. All channels were 50 μm deep. 

 

In design b, the additional outlet length significantly increased the fluidic resistance of the 

channel (equation 3.5). Therefore, the channel cross-section was increased to reduce the 

pressure and facilitate the flow. All channels in this design were 75 μm wide and 100 μm deep. 

Detailed dimensions of the designs can be found in appendix A (figure A.3 and figure A.4). 

 

4.2.3. Experimental procedure 

In order to characterize mixing, 500 μM Fsc and 0.6 M KI were introduced into the central and 

side inlets respectively. As found by trial and error, the above concentrations ensured adequate 

Fsc quenching as well as sufficient photon counts for accurate fluorescence lifetime 

determination even under high fluorescence quenching conditions. Similarly to the focusing 

width measurement experiments (chapter 3), the same pump was used for both side inlets to 

ensure focusing symmetry, while a separate pump was used to deliver Fsc into the central 

inlet. Measurements were performed under constant central inlet flow rate for different side-

to-central inlet flow rate ratios α, as well as under constant α while varying the central and side 

inlet flow rates. Depending on the chip design and the α limits set by the channel dimensions 

(see section 3.3.1.2), the flow rates varied between 0.2-10 µl/min. 
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The laser spot was positioned approximately at the intersection of the inlet channels and 

512x512 pixel x-y scans were performed corresponding to an imaged area of 235x235 µm2. 

Photon arrival data were acquired using the TimeHarp 200 TTTR mode. Subsequently, the 

microscope stage was moved 200 µm in the y-direction using the Prior Scientific software and 

a second image along the outlet was acquired (figure 4.2). In the same manner, up to 5 images 

were obtained along the outlet channel length corresponding to a total visualized area of 

approximately 235x1000 µm2 (the last few pixels of the images in the y-direction overlapped). 

In most occasions, the mixing process was complete within the first ~550 µm from the 

junction, therefore only the first 3 images were used for extracting tmix (figure 4.2). 

 

 
Figure 4.2. Fluorescence lifetime images acquired along the outlet channel length. The lifetimes 
represented by the colourbar (in ns) correspond to KI concentration via equation 4.1. Top: chip design a, 
α=1, fc=fs=1 µl/min. Bottom: chip design b, α=1, fc=fs=0.4 µl/min. 

 

4.2.4. Quenched fluorescein lifetime calibration 

As it was previously mentioned, the presence of the quenching ions decreased the fluorescence 

lifetime of Fsc. In order to match measured lifetimes to quencher concentrations via equation 

4.1, the quenching rate coefficient kq for the Fsc-KI system had to be determined. For this 

purpose, the fluorescence lifetime of 500 μM Fsc solutions in 0-0.6 M KI was determined 

using FLIM under equilibrium conditions. The lifetime for each KI concentration ([KI]=0 M 

corresponds to τ0) was extracted by averaging values within the imaged area. For increasing 

[KI], the obtained lifetimes dropped from τ0=3.88 ns down to 0.76 ns when [KI]=0.6 M (figure 

4.3). 
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Figure 4.3. The fluorescence lifetime of fluorescein upon quenching dropped from τ0=3.88 ns ([KI]=0) 
to 0.76 ns for [KI]=0.6 M. Error bars represent standard deviation. The colourbar for the FLIM images 
represents fluorescence lifetime in ns. 

 
The ratio τ0/τ was plotted against [KI] (figure 4.4) and, according to equation 4.1, fitted using 

the linear form: 
 

  90 1088.31 qk



   (4.2) 

 

The extracted kq was 1.82×109 M-1s-1. In the subsequent real-time mixing experiments, this 

value was replaced in equation 4.2 to calculate the KI concentration for various lifetimes τ. 
 

 
Figure 4.4. τ0/τ ratio versus KI concentration and linear fit ( 2

R =0.964). The extracted quenching rate 
coefficient kq was 1.82×109 M-1s-1. 
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4.2.5. FLIM analysis and mixing time extraction 

The fluorescence lifetime maps shown in figure 4.2 were obtained by processing TTTR data as 

described in section 2.3.3. For the 30 s acquisition time used herein, the minimum number of 

photon events per pixel required for lifetime determination via the MLE routine was set to 30. 

 

As KI diffused into the central Fsc stream, the KI concentration, and thus the Fsc lifetime, 

across the focused stream width varied with x (figure 4.2). A custom-written Matlab algorithm 

was used to locate the 3 central pixels of the focused stream for each y position along the 

outlet length. The Fsc lifetime for a specific distance y from the junction was represented by 

the average lifetime value of the corresponding 3 pixels (figure 4.5). 

 

 
Figure 4.5. Fluorescence lifetime at the centre of the focused stream along the outlet channel. The 
lifetime of fluorescein decreased as mixing progressed. The dashed vertical line represents the 
intersection of the inlet channels. Chip design b, α=1, fc=fs=0.4 µl/min. 

 
Subsequently, the distance y from the junction was translated into time based on the channel 

geometry and the total flow rate, and fluorescence lifetimes were matched to the 

corresponding [KI] values via equation 4.2. As expected, [KI] along the device centreline was 

zero before the fluidic streams were brought into contact at the junction and increased as 

mixing progressed, until a saturation [KI] was reached when mixing was complete. Hence, the 

resulting [KI]-time curve appeared to have a sigmoidal shape (figure 4.6) and it was therefore 

modelled using an adapted Boltzmann sigmoid function, described by equation: 
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where p1, p2 were the initial and final KI concentrations, p3 was the time when [KI] became 

50% of the final [KI] and p4 was the slope of the curve at time p3. As discussed in section 4.1 

[4, 35], the mixing time was defined as the time required for the KI concentration within the 

focused stream to change from 10% to 90% of the equilibrium [KI] value (figure 4.6). 
 

 
Figure 4.6. KI concentration versus time along the outlet channel. The sigmoid fit is shown in red. 
Mixing time tmix was defined as the time required for the [KI] to increase from 10% to 90% of the final 
concentration (magenta/green dashed lines respectively). Chip design b, α=1, fc=fs=0.4 µl/min. 
 

4.3.    Results and Discussion 

4.3.1. Mixing time versus flow rate ratio α 

As it was discussed in section 4.1, in mixing experiments whereby hydrodynamic focusing is 

employed the diffusion time scales as the square of the focused stream width. In turn, wf 

depends on the side-to-central inlet flow rate ratio α, thus, the mixing time for specific channel 

geometry and molecular species is determined by α. 

 

In order to characterize the mixing performance of design a with respect to ratio α, the central 

inlet flow rate (Fsc) was kept constant at 1 µl/min while the side inlet flow rate (KI) varied 

between 1-10 µl/min. The resulting α values also varied from 1 to 10. The obtained 

fluorescence lifetime maps are shown in figure 4.7. 
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Figure 4.7. Fluorescence lifetime maps visualising mixing within microchannels for various values of side-to-central inlet flow rate ratio α. Chip design a, fc=1 µl/min, α=1-10, 
imaged time reduced from 50.8 to 7.3 ms. Central and side inlet flows consisted of 500 μM Fsc and 0.6 M KI respectively. Colourbar represents fluorescence lifetimes in ns. 
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a) 

   

 
b) 

   
 
Figure 4.8. Representative KI concentration versus time plots and sigmoid fits along the outlet channel (a) Chip design a, fc=1 µl/min, α=3, 5, 8 (b) Chip design b, fc=0.4 
µl/min, α=1, 2.5, 3.5. 
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It is evident that as mixing progressed, Fsc lifetime decreased. For α ≥3, Fsc lifetime reached 

its final value within the first 350 µm from the intersection of the inlet channels. Therefore, 

acquisition of 2 images along the outlet length was sufficient to fully monitor and characterize 

the mixing process. The diffusion coefficient of fluorescein is larger than that of KI hence the 

central stream remained focused while KI diffused towards it. By taking into account the 

channel dimensions, the flow rates used and a diffusion coefficient of ~4.25×10-6 cm2/s for Fsc 

(provided by supplier), the total time imaged within the first ~350 µm from the junction (2 

images) and the Fsc diffusion distance at the same point were calculated.  For comparison, the 

focusing ratio (see figure 3.16 in section 3.3.1.2) and focused stream width for the specific 

channel dimensions were also extracted and it was noticed that for α≥8, Fsc diffusion distance 

at 350 µm from the junction and focusing width became comparable (d>0.25wf). As a result, 

the focusing was rapidly lost as it is shown in figure 4.7 for α =10, whereby the focused 

stream disappeared after approximately 6.2 ms (~300 µm from the junction). 

 

It should be noted that towards the bottom of each image less photon events per pixel were 

recorded and a number of pixels appeared dark as the minimum threshold for the MLE was 

not reached. This was possibly due to non-uniform illumination or reduced detection 

efficiency for photons originating from the specific area. The above observation was more 

evident for α>6, whereby the number of emitted photons was already low due to fluorescence 

quenching (figure 4.7, α=7-10). This was a systematic error affecting the last ~35 µm (in the 

y-direction) of all images and should not be confused with the loss of focusing due to the Fsc 

diffusion described earlier. The difference is illustrated in figure 4.7, where for α =10 the 

focused stream appeared to fade out at the end of the top image but became visible again in the 

second image until focusing was lost around the middle of the same image (~300 µm from the 

junction). In order to compensate for the loss of data in the poorly illuminated region, the 

scanning was performed in such way that the first 35 µm (in the y-direction) of each 235x235 

µm2 acquired image overlapped with the final 35 µm of the previous image. Increasing the 

data acquisition time or reducing the MLE threshold could also compensate for the lack of 

photons but would inevitably prolong the experimental procedure and data analysis or increase 

the statistical error. The superiority of a fluorescence lifetime as opposed to a fluorescence 

intensity approach becomes apparent as in intensity measurements the low photon count due to 

inadequate excitation or detection could be mistaken for additional fluorescein quenching. 

Similarly, the reduced Fsc concentration and, thus, photon emission, due to diffusion could 

also be interpreted as fluorescence quenching. Therefore, an additional experiment with the 

side flow consisting of plain buffer instead of KI would be required in a fluorescence intensity 

method for comparison purposes.   
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The images shown in figure 4.7 were processed and the lifetime of fluorescein at the centre of 

the focused stream was converted into KI concentration. Representative [KI] versus time plots 

together with sigmoid fits described by equation 4.3 (section 4.2.5) are shown in figure 4.8a. 

As mixing progressed, fluorescence quenching by KI led to reduced photon emission, 

therefore fewer photons were used by the MLE routine for lifetime determination. As a result, 

the statistical error increased (more disperse calculated lifetimes) and the KI concentrations 

extracted via equation 4.2 were more scattered, for times t close to mixing completion (figure 

4.8). 
 

The [KI] versus time fits for α=1-10 are shown in figure 4.9. A strong dependence of the KI 

diffusion time with respect to ratio α was observed for values up to α=3. The same trend 

continued up to a value of α=6 while increasing α beyond 6 did not have a significant effect on 

the mixing process. These results were in perfect agreement with the focusing width results 

presented in chapter 3 as the time required for diffusion through the focused stream is 

proportional to wf 
2/D. 

 

Similar measurements were also performed using design b. In this design, the outlet channel 

was narrower (75 µm) than that in design a (174 µm) and the aspect ratio ε was larger due to 

the channels being deeper (ε is 0.29 and 1.33 for designs a and b respectively). Consequently, 

the focused stream width and, thus, the mixing times acquired for this design were expected to 

be similar or smaller than for design a. In order to characterize the mixing performance of this 

device, the central inlet flow rate was kept constant at 0.4 µl/min, whilst the KI flow rate 

varied from 0.4-1.4 µl/min with a step of 0.2 µl/min. The resulting ratios α varied between 1 

and 3.5. α values above 3.5 were not achieved due to the chip geometry. KI concentration 

versus time plots are presented in figures 4.8b and 4.10. As it is illustrated in figure 4.10, for 

α≥2.5, mixing began within the central inlet (negative t) due to pressure from the side flows. 
 

The calculated mixing times tmix for both designs were plotted against ratio α (figure 4.11). 

Taking into account that the KI diffusion time scales as the square of the focused stream width 

and that wf versus α plots can be fitted using equation 3.4, tmix versus ratio α data were fitted 

using the following form: 

  42
32

1 p
pp
ptmix 





    (4.4) 

 

where parameters p1, p2, p3 and p4 were appropriately estimated according to the channel 

geometry (via wf) and the species used (via D). The 2
R  values for the fits were 0.997 and 

0.980 for designs a and b respectively. 
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Figure 4.9. KI concentration versus time sigmoid fits in chip design a, α=1-10 (constant fc=1 µl/min). 
The magenta and green dashed lines represent the 10% and 90% of the final [KI] respectively. 

 

 
Figure 4.10. KI concentration versus time sigmoid fits in chip design b, α=1-3.5 (constant fc=0.4 
µl/min). The magenta and green dashed lines represent the 10% and 90% of the final [KI] respectively. 

 
Similarly to figure 4.9, figure 4.11 illustrates that in chip design a, a slight increase in the flow 

rate ratio resulted in significantly faster mixing for α≤3, while increasing α beyond 6 did not 

notably decrease tmix. An analogous trend was observed in design b for α values up to 2.5. As 

discussed earlier, due to the different channel geometry, design b yielded slightly shorter 

mixing times than design a for the same side-to-centre flow rate ratio. However, the loss of 

focusing at α=2.5 in design b as opposed to α=10 in design a, resulted in the minimum mixing 

time being achieved in design a (2.8 ms). The minimum tmix obtained in design b was 7.8 ms 

for α=2.5. 
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Figure 4.11. Mixing time versus side-to-central inlet flow rate ratio α for chip designs a (green) and b 
(purple). 
 
 

4.3.2. Mixing time under constant flow rate ratio α 

As illustrated in the previous section, increasing the side-to-central inlet flow rate ratio beyond 

6 and 2.5 in chip designs a and b respectively, did not yield a significant improvement in tmix. 

In addition, greater values of α result in unwanted increase of the, potentially valuable, side 

inlet sample consumption and in higher outlet flow velocities which decrease the total time 

period that can be observed within the outlet. Finally, the use of α values yielding extremely 

small wf may lead to rapid loss of focusing and complicate the experimental procedure. 

Therefore, α=6 and α=2.5 were considered as ideal working flow rate ratios for designs a and 

b respectively. By fixing ratio α at these values and varying the central and side inlet flow 

rates, an optimum fc-fs combination could be determined, in order to achieve fast mixing as 

well as small ftot and, thus, low sample consumption and outlet flow velocity. 
 

The fluorescence lifetime maps obtained from these experiments in chip design a are shown in 

figure 4.12. In these images the inlet flow rate ratio remained the same (α=6) while ftot 

increased from 2.6 μl/min to 13.0 μl/min. As a result, the corresponding time per pixel 

decreased from 134 μs/pixel for ftot=2.6 μl/min to 31 μs/pixel for ftot=13.0 μl/min. It becomes 

apparent that there was an inevitable trade-off between resolution and acquisition/analysis 

complexity. At slow flow rates the mixing process was complete within ~150 μm from the 

junction corresponding to a single image (~25 ms for ftot=2.6 μl/min). On the contrary, as the 

flow rate increased, more images along the outlet (~5 ms each for ftot=13 μl/min) were 

required to fully monitor the mixing process, leading to longer acquisition and data analysis 

procedures. The time resolution however was significantly improved. The most appropriate 

flow rate combination can be selected depending on the demands of a specific application. 



Mixing Within Microfluidic Devices Chapter 4 
 

 119

  
Figure 4.12. Fluorescence lifetime maps visualising mixing within microchannels under constant side-to-central inlet flow rate ratio α. Chip design a, α=6, ftot=2.6-13.0 µl/min, 
imaged time reduced from 25.1 to 5.0 ms. The central and side inlet flows consist of 500 μM Fsc and 0.6 M KI respectively. Colourbar represents fluorescence lifetimes in ns. 

 

   
Figure 4.13. Representative KI concentration versus time plots and sigmoid fits along the outlet channel. Chip design a, α=6, ftot=2.6, 7.8, 13.0 µl/min.  
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Representative [KI] versus time plots and the acquired via equation 4.3 fits are given in figures 

4.13 and 4.14. Fits obtained by similar measurements within chip design b under constant α of 

2.5 are shown in figure 4.15. 

 

 
Figure 4.14. KI concentration versus time sigmoid fits in chip design a, ftot=2.6-13.0 µl/min (constant 
α=6). The magenta and green dashed lines represent the 10% and 90% of the final [KI] respectively. 

 

 
Figure 4.15. KI concentration versus time sigmoid fits in chip design b, ftot=1.2-6.0 µl/min (constant 
α=2.5). The magenta and green dashed lines represent the 10% and 90% of the final [KI] respectively. 
 

Figures 4.14 and 4.15 illustrate that although during these measurements the inlet flow rate 

ratio remained unchanged, the variation of the total flow rate affected the time required for KI 
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diffusion into the focused stream. This was more pronounced in chip design b, whereby 

decreasing ftot below 3.6 μl/min significantly decelerated the mixing process. These results 

were consistent with simulation and experimental data presented by other researchers [35]. For 

ftot>3.6 μl/min and for chip design a, increasing ftot appeared to shift the mixing process to 

earlier points in time without, however, necessarily reducing the mixing time. The extracted 

tmix values for both chip designs are presented with respect to the total flow rate ftot in figure 

4.16. tmix versus ftot data were fitted using a power equation (tmix=p1+p2× ftot
p3) yielding 2

R  

values of 0.998 and 0.999 for designs a and b respectively. 

 

 
Figure 4.16. Mixing time versus total flow rate for chip designs a (green) and b (purple). The side-to-
central inlet flow rate ratio α is 6 and 2.5 for designs a and b respectively. 

 
Figure 4.16 shows that the total flow rate had a minor effect on the time required for Fsc-KI 

mixing. With the exception of cases whereby ftot<3.6 μl/min in chip design b, increasing ftot led 

to slightly shorter tmix. This could possibly be connected to a similar trend observed for the 

focused stream width (section 3.3.1.1). As the diffusion time is proportional to wf 
2, the effect 

of the flow rate on the focusing width discussed in chapter 3 was expected to be larger in 

terms of mixing time. 

 

The dependence of the mixing time on the total flow rate could also be related to the fact that 

the Fsc quenching started the moment the central and side inlet flows were brought in contact, 

before the final wf was reached. As the inlet flow rates decreased, especially for ftot<3.6 μl/min 

in chip design b, the time required for the focused stream to obtain its final width increased. 

During this period, the distance to be traversed by diffusing quencher molecules until they 
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reached the centre of the focused stream was larger. Therefore, longer mixing times were 

obtained at low ftot. For the same reason, the whole mixing process was shifted to earlier times 

when the flow rates used were increased. Similar variations in the mixing progress due to 

mixing prior to the formation of the focused stream have been previously reported [28]. The 

addition of sheath flows to create a barrier between the central and side inlet samples was 

proposed as a way to address such ‘premixing’ issues. 

 

4.4.    Summary and conclusion 

The mixing performance of two 3-inlet 1-outlet microfluidic chip designs was characterised 

using hydrodynamic focusing and FLIM. For this purpose, fluorescein and KI were introduced 

into the central and side inlets respectively and mixing occurred via KI diffusion towards the 

focused Fsc stream. As mixing progressed, fluorescein lifetime reduction was observed due to 

fluorescence quenching. The mixing process along the outlet channel length was imaged using 

FLIM and a MLE approach was employed to construct two-dimensional fluorescence lifetime 

maps with a threshold of 30 photons for lifetime determination. Changes in Fsc lifetime were 

translated into KI concentrations via the Stern-Volmer equation and pixels in the direction of 

the flow were converted into time. The extracted mixing time was found to decrease for 

increasing side-to-central inlet flow rate ratio α and tmix values as short as ~3 ms were 

achieved. Similar mixing times were acquired by reducing the total flow rate while keeping 

ratio α constant. This way the sample consumption was minimised. According to data 

presented herein, the most appropriate chip design and inlet flow rates to be employed for an 

experiment should be selected depending on the samples used and the specific application 

requirements. 

 

Similarly to results presented in the previous chapter and unlike the majority of microfluidic 

mixing studies, the combination of a fluorescence lifetime instead of a fluorescence intensity 

approach and a MLE method for lifetime determination ensured improved image quality and 

accurate population discrimination (Fsc-KI) under very low photon count conditions. 

Nonetheless, with the use of a scanning confocal configuration data were acquired rapidly and 

a ~250×250 μm2 area (0.5-1.0 μm spatial resolution) could be imaged at a single acquisition, 

while the temporal resolution depended on the applied flow rates. Finally, the use of 

mathematical equations to successfully fit the mixing procedure within the microchannels as 

well as the mixing times obtained at different flow rate ratios rendered these measurements 

valuable for estimating microfluidic mixing characteristics in future experiments after 

performing an appropriate adjustment based on the different sample diffusion coefficients. 
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5. CHAPTER 5                                                                    

SINGLE MOLECULE DETECTION WITHIN 

MICROFLUIDIC CHANNELS 

 
 

5.1.    Introduction 

Fluorescence microscopy has been extensively used in numerous scientific fields, the majority 

of applications, however, are related to biology and medicine. The increasing need for high 

sensitivity detection in biological and biomedical analysis has been the main motivation for 

performing measurements with single molecule resolution [1]. Applications, such as DNA 

analysis, immunoassays and forensics, require rapid measurements at very low concentrations. 

Moreover, in pathology and diagnostic medicine, the identification of a single copy of a 

protein or gene within a cell might be crucial. Single molecule measurements are ideal for 

such applications, as they represent the ultimate level of detection sensitivity. Unlike ensemble 

measurements, whereby only average properties of the studied population can be extracted, a 

single molecule approach allows for observations of individual molecular characteristics to be 

made [2]. No assumption of how the bulk population might vary is required. Therefore, direct 

comparison with theory and computer simulations can be much more efficient. Furthermore, 

ensemble experiments studying fast kinetics may require the initial synchronization of many 

molecules. For example, in protein folding studies, the folding of many molecules must be 

synchronized by a starting event, which inevitably introduces a dead time for observation [3]. 

This can make it impossible to investigate early kinetic events. Such synchronization is not 

needed at the single molecule level, hence, reactions or folding kinetics can be monitored with 

much shorter dead times. In addition to high sensitivity, single molecule experiments can also 

provide information about the local environment of the molecule with extremely high spatial 

resolution, as an individual fluorophore can probe its surroundings via the decay rate knr within 

only a few cubic nanometres [1]. 

 

In single molecule detection (SMD) experiments, it is important to ensure that the collected 

signal originates from a single molecule. This can typically be achieved by working at low 

sample concentrations, so that at most one molecule of interest is present in the excitation 

volume within any given time period. At the same time, special optical arrangements can be 

employed to improve the signal-to-noise ratio S/N. Amongst the various optical configurations 

proposed [4], factors that hold common are the necessity to enable the reduction of the 
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excitation and detection volumes, improved delivery of the excitation light and increased 

rejection of the background light interfering with the original signal. 

 

The most commonly used approach fulfilling the above criteria is confocal microscopy. The 

principle and advantages of a confocal configuration were presented in detail in section 1.1.3. 

Since it was applied at the single molecule level for the first time [5], confocal microscopy has 

been extensively used in SMD fluorescence spectroscopy. A variety of related applications 

can be found in references [1, 6, 7] and examples of home-built scanning units for SMD are 

given in references [8-10]. 

 

Apart from confocal microscopy, total internal reflection fluorescence microscopy (TIRFM) 

has also been employed as an efficient method for minimizing background levels. A number 

of studies employing TIRFM are presented in references [11] and [12]. Although this 

technique results in high S/N, the short penetration depth (typically around 150 nm) renders 

this method suitable mainly for applications whereby the molecules of interest are 

immobilised on a surface. Elegant exceptions have been demonstrated by Hollars et al. [13] 

and Le at al. [14], who used TIRFM for monitoring DNA molecules flowing within 

appropriately configured microchannels. An alternative method for effectively reducing the 

focal volume involves modifying the sample illumination profile with the use of zero mode 

waveguides (ZMWs) [15]. ZMWs reduce the effective observation volume down to 10-21 l and 

allow for SMD at concentrations as high as 200 µM [16]. Examples of studies employing 

ZMWs for measurements at the single molecule level can be found in references [16-18]. 

 

As mentioned above, a common method employed for performing measurements at the single 

molecule level involves immobilisation of the molecule of interest on a surface and observing 

the signal over time. Although this is readily achieved for nucleic acids, it appears to be 

problematic for proteins and other biomolecules. The degree to which the immobilised 

molecule is perturbed by the nearby surface as well as by the overall immobilisation protocol 

is not always straightforward. Also, extended illumination may lead to early fluorescence 

photobleaching. Measurements of molecules in solution while they freely diffuse or flow 

through the detection volume can overcome these problems. Furthermore, as discussed in 

section 1.2.1, the use of a microfluidic platform instead of performing measurements on freely 

diffusing molecules can be beneficial in terms of acquisition time and statistical accuracy. A 

large number of biological applications combining microfluidics and SMD techniques have 

been proposed and for a detailed review the reader is directed to some very good review 

articles available within this field [19-21]. 
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Flow of individual molecules through the probe volume gives rise to a stochastic series of 

fluorescence bursts and useful information can be extracted via appropriate burst analysis. For 

example, straightforward counting of the fluorescence bursts has been used for enumeration 

and concentration estimation purposes [22-24] or to evaluate the detection ability and limits of 

a specific experimental arrangement [25]. Moreover, in applications whereby species are 

distinguishable by the quantity of fluorophore labelled to them, the burst width and burst area 

distributions can be directly related to the molecule size [26]. In DNA fragment sizing 

applications, SMD and microfluidics techniques have been attractive due to their sensitivity 

and the ability for quick analysis with very low sample consumption. The quantity of 

fluorescent dye intercalated into a DNA fragment is directly proportional to its length [27]. 

Thus, assuming that all fragments experience the same excitation intensity, the number of 

photons detected per fragment has been used as a direct measure of its size [28-32]. Combined 

burst size and burst frequency analysis can be used to extract the relative proportions of 

individual species within a mixture of molecules [33] and perform molecular separations 

within microchannels [34, 35]. 
 

Discrimination between the components of a mixture of molecules has also been achieved 

based on differences in the molecule transit times extracted via fluorescence correlation 

spectroscopy (FCS) [36, 37]. FCS entails the statistical analysis of fluctuations in the 

fluorescence intensity emitted by single molecules traversing the detection volume and can be 

used to obtain parameters such as local concentrations, mobility coefficients and time 

constants of internal fluctuations [38]. In this manner, binding ratios and reaction kinetics 

within microchannels can be determined based on the different mobility of flowing molecular 

complexes [39]. 
 

SMD techniques combined with microfluidics have been employed for studying a variety of 

interactions between different reactants and species [30, 40-44] including cell biology 

applications [45, 46]. Hydrodynamic flow profiling and construction of three-dimensional 

velocity maps within microchannels have also been demonstrated by performing 

measurements at the single molecule level [47-49]. 
 

Apart from experiments whereby the molecules of interest are flowing down the length of a 

microfluidic channel, alternative applications combining SMD and microfluidic methods have 

been suggested. DNA sequencing was demonstrated by anchoring a DNA strand with 

distinguishably labelled nucleotides within an exonuclease flow stream and subsequently 

detecting the sequentially cleaved single nucleotides [50, 51]. Furthermore, a flow stream 

containing appropriate reagents, can be used to stretch single DNA molecules immobilised on 

the channel surface, with the purpose to investigate DNA-protein interactions and enzymatic 



Single Molecule Detection Within Microfluidic Channels Chapter 5 

 129

reactions at the single molecule level [21, 52-55]. DNA stretching has also been achieved by 

employing hydrodynamic focusing in microfluidic channels [56] or with the use of 

nanochannels with dimensions smaller than the radius of gyration of the DNA molecule [15]. 

A different approach entails encapsulation of single molecules into droplets and carrying out 

reaction kinetics measurements within the droplet on the single molecule scale [57]. 
 

It is clear that employing an appropriate optical arrangement together with a specially 

configured microfluidic platform, can maximize the detection efficiency and improve the S/N 

enabling measurements at the single molecule level. In this chapter, the custom-built optical 

detection system was used in conjunction with microfluidic channels to detect freely flowing 

single DNA molecules in real time. Photon arrival events were recorded using TCSPC and 

fluorescence burst analysis was performed under a wide range of flow rates. Subsequently, 

hydrodynamic focusing was employed as a molecular confinement mechanism to investigate 

the benefits on single molecule detection efficiency. 

 

5.2.    Experimental description and methodology 

5.2.1. Sample preparation 

Double stranded λ-DNA (~48 kbp) was purchased from New England Biolabs Ltd. and 

labelled with the intercalating dye YOYO-1 (Invitrogen) at a ratio of 1 dye molecule per 5 

base pairs [58]. λ-DNA and YOYO-1 solutions were prepared in filtered 1×Tris-Acetate 

EDTA buffer (40 mM Tris-Acetate and 1 mM EDTA) at pH 8.0 and mixed to a final λ-DNA 

concentration of 1 nM. The λ-DNA was allowed to stain for 1 hour before use. λ-DNA 

solutions of 20 pM were then prepared in the same buffer for use in the SMD experiments. 
 

5.2.2. Experimental procedure and data analysis 

In order to detect single molecules in flow, 20 pM λ-DNA solution was introduced in a 

channel at flow rates varying between 0.01-0.25 µl/min. The flow rates were kept as low as 

possible to minimise DNA sample consumption as well as to ensure linear flow velocities 

within the single molecule detection limits of the system. The microfluidic device used was the 

design III tested during focusing experiments (figure 3.3 in chapter 3), with the addition of 15 

μm wide nozzles (50 μm deep, details in Appendix A, figure A.5). During the experiments the 

side inlets were kept blocked. Excitation path 1 along with pulsed diode laser LDH-P-C-470 

(section 2.1.1.1) were used for YOYO-1 excitation. Single point-excitation mode was used to 

detect λ-DNA molecules traversing the probe volume (no imaging). Photon arrival data were 
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acquired using the TimeHarp 200 TTTR mode (acquisition time 120 s) and analysed as 

described in section 2.3.4, using a re-sampling time of 1 ms. A threshold of 20 photon counts 

was applied by the peak locating algorithm in order to distinguish between single molecule 

bursts and background noise. The same number of photons was set as the minimum limit for 

fluorescence lifetime determination by the MLE routine. Burst height, width and area, as well 

as fluorescence lifetime histograms were produced and appropriately analysed. 
 

In experiments whereby hydrodynamic focusing was employed for sample confinement, the 

central and side flows consisted of 20 pM λ-DNA and Tris-Acetate EDTA buffer respectively. 

The central inlet flow rate varied between 0.025-0.7 µl/min, while the side inlet flow rate was 

adjusted to achieve side-to-central inlet flow rate ratios of 1 and 4. The laser spot was carefully 

positioned approximately in the middle of the outlet channel to ensure that single DNA 

molecules flowing within the focused stream were detected. Data were acquired and analysed 

as before, with respect to the central inlet flow rate (related to the sample consumption) as well 

as the outlet flow rate, which is a measure of the detected molecules velocity. 
 

5.3.    Results and Discussion 

5.3.1. Detection of single molecules freely flowing within a microchannel 

5.3.1.1. Single molecule detection frequency 

Representative fluorescence burst scans for different sample flow rates within a microfluidic 

channel are shown in figure 5.1. The blue circles indicate bursts exceeding the background 

threshold (green dashed line) and correspond to single DNA molecule events. 
 

As seen in figure 5.1, the number of detected DNA molecules increased with volumetric flow 

rate. This was directly related to the number of molecules available for detection. At high 

volumetric flow rates, a larger number of molecules were introduced into the channel, and 

hence traversed the probe volume, in the unit of time. 
 

The number of located peaks, and thus the number of detected molecules, per second for each 

flow rate followed a normal distribution. Both mean and spread of the distribution increased 

with flow rate (figure 5.2). The normal distribution probability density function (pdf) is: 
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where p1, p2 are the standard deviation and the mean of the distribution respectively. 
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Figure 5.1. Representative single molecule burst scans for flow rates of 0.04, 0.09 and 0.25 µl/min. The 
applied threshold for distinguishing between single molecule bursts and noise is represented by the 
green dashed line. The blue circles indicate located peaks. 

 

 
Figure 5.2. Fluorescence burst frequency histograms and normal distribution fits for flow rates of 0.04, 
0.09 and 0.25 µl/min. 
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Figure 5.3 illustrates that the mean fluorescence burst frequency was proportional to the flow 

speed, the extrapolated value at a flow rate of 0 µl/min, however, did not yield zero molecules 

because of the natural diffusive behaviour of the DNA molecules through the probe volume 

[59]. The large standard deviation observed for flow rates below 0.04 µl/min was possibly due 

to the molecular diffusion through the probe volume at these flow rates being significant with 

respect to bulk flow velocities [26]. For a flow rate of 0.01 µl/min for example the linear flow 

velocity was ~0.33 µm/ms while the theoretically calculated diffusion distance (equation 3.8) 

at the detection point (~50 µm from the junction) was ~0.30 µm. At high flow rates, diffusion 

became negligible. At the timescale of the measurement however, it is possible that a number 

of molecules traversed the probe volume undetected; at the same time a proportion of bursts 

were not fully resolved. As a result, the standard deviation of the burst frequency distribution 

slightly increased with flow rate in the region between 0.04 and 0.25µl/min (figure 5.3, inset). 
 

 
Figure 5.3. Mean number of molecules detected per second versus flow rate, error bars represent 
standard deviation σ. Inset: Standard deviation versus flow rate. 
 

5.3.1.2. Burst height distribution analysis 

The burst height is defined as the maximum photon count occurring within the boundaries of a 

burst and the higher height obtained herein was 126 photon counts. Representative burst height 

histograms for flow rates of 0.04, 0.09 and 0.25 µl/min are given in figure 5.4. Observation of 

the burst height histograms yields that the peak height followed an exponential distribution 

with generalised pdf: 
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where p1 and p2 relate to the mean and the location of the distribution respectively. 
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More specifically, p2 represents the starting point of the distribution (first value on the x axis) 

and, in the case that p2=0, p1 is the distribution mean. Otherwise, the mean is given by p1+p2. 

Although the exponential distribution is usually used to model time-related variables, burst 

height data were successfully fitted using appropriate Matlab code (figure 5.4). 

 

Figure 5.5 shows the resulting fits for flow rates of 0.01-0.25 µl/min, all characterised by 2
R  

above 0.97, with the exception of flow rates 0.01 µl/min and 0.05 µl/min, which corresponded 

to 2
R  of 0.83 and 0.82 respectively. The starting point of the distribution (p2) was the 20 

photon counts threshold applied for burst-background discrimination. It is evident that the 

distributions followed a similar pattern for all flow rates and a greater number of molecules 

corresponded to each burst height bin under high flow rates. This was expected, as the overall 

number of molecules detected at fast flow rates was larger, and was more pronounced for peak 

heights between 20 and 40 photon counts. 
 

 

 

 
 
Figure 5.4. Burst height histograms and exponential distribution fits for flow rates of 0.04, 0.09 and 0.25 
µl/min. 
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Figure 5.5. Exponential burst height distribution fits for flow rates between 0.01-0.25 µl/min.  

 
The significant variation in burst height under the same volumetric flow rate was partially due 

to the many possible molecular trajectories through the detection volume [26, 60]. Since the 

probe volume had a non-uniform illumination intensity distribution, the emitted fluorescence 

was strongly dependent on the location of the molecule within the beam [60]. Given that all λ-

DNA molecules had the same size and, therefore, contained the same amount of fluorescence 

dye molecules, the average burst height was not expected to be significantly affected by the 

sample flow rate. For the acquisition and plotting resolution used herein, combined with the 

applied flow velocities, variations in molecular transit times due to different volumetric flow 

rates were generally represented by changes in the burst width and area. This was confirmed in 

figure 5.6, where the mean burst height (p1+p2) was plotted versus volumetric flow rate. Error 

bars represent standard deviation (p1). 
 

 
Figure 5.6. Mean fluorescence burst height versus flow rate. Open markers represent anomalous points 
which were not taken into account for the final fit (solid line). The fit represented by the dashed line 
includes all flow rates. 
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The extracted mean burst height appeared approximately constant if all data points were taken 

into account (figure 5.6, dashed line). However, due to the problematic distribution fitting for 

flow rates 0.01 and 0.05 µl/min, these two conditions were considered as anomalous (figure 

5.6, open diamond markers). Excluding flow rates 0.01 and 0.05 µl/min, a slight decrease in 

the mean burst height was observed for increasing volumetric flow rate (figure 5.6, solid line), 

which could possibly be the result of molecules traversing the probe volume faster. The same 

trend was observed for the standard deviation, which in exponential distributions equals the 

mean parameter p1. Assuming this change insignificant, the mean peak height varied between 

33 and 37 counts (at 0.175 and 0.04 µl/min respectively) and the average value was 35 photon 

counts with a standard deviation of ~2 photon counts. 
 

5.3.1.3. Burst width distribution analysis 

Fluorescence burst duration is directly related to the flow rate [26]. This can be noticed in 

figure 5.1 and is clearly illustrated in figure 5.7, where burst width histograms are shown for 

flow rates of 0.04, 0.09 and 0.25 µl/min. Burst duration typically varied between 1 ms (the 

resampling time) and 100 ms, but isolated events with duration above 100 ms were also 

observed at flow rates below 0.06 µl/min. The maximum burst width recorded was 669 ms. 

 

Burst width variation under the same flow rate was partially due to the Gaussian profile of the 

focused beam and the curved contribution to the probe volume (chapter2, figure 2.8). As a 

result, molecules of the same size and speed traversed the detection volume in different times 

depending on their location in the probe volume. Although the Gaussian probe volume was 

symmetrical, it can be seen in figure 5.7 that fluorescence burst width histograms were 

positively skewed, especially at low flow rates. Hence, they were better approximated using a 

gamma distribution, characterised by the following pdf: 
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where Γ(p1) is the gamma function. p1 is the shape parameter and the skewness of the 

distribution is defined as 
1

2
p

 (positive). Thus, as p1 increases, the gamma distribution 

becomes less skewed and approaches the normal distribution. p2 is a parameter associated with 

the spread of the distribution and large values of p2 yield wider spread. The distribution mean 

and standard deviation are given by 21 pp   and 21 pp   respectively. The fits obtained for 

flow rates between 0.01-0.25 µl/min are shown in figure 5.8. 
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Figure 5.7. Fluorescence burst width histograms and gamma distribution fits for flow rates of 0.04, 0.09 
and 0.25 µl/min. 

 

 
Figure 5.8. Gamma burst width distribution fits for flow rates between 0.01-0.25 µl/min.  
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It is evident that at high volumetric flow rates, the distribution peak shifted towards shorter 

burst widths and less spread was observed. At the same time, the distribution became less 

skewed due to the higher values of parameter p1 obtained (figure 5.9), and approximated the 

Gaussian shape as the ‘tail’ slowly disappeared. 

 

 
Figure 5.9. Burst width distribution skewness versus flow rate. The skewness was calculated via 
parameter p1 (inset). 
 

The extracted mean burst width values for each flow rate are shown in figure 5.10. Taking into 

account the microfluidic channel dimensions and the flow rates used, as well as the parabolic 

velocity profile within the microchannels [61, 62], the flow velocity increased from 0.33 

µm/ms (for flow rate 0.01 µl/min) to 8.33 µm/ms (for flow rate 0.25 µl/min). For a given 

molecule shape and size, molecules flowing at high velocities were associated with the probe 

volume for a shorter period of time, therefore, the mean burst duration decreased when the 

volumetric flow rate increased. 

 

It should be noted that, according to data presented in figure 5.10, this relationship was not 

linear. At low flow rates, the trajectory of the molecules within the probe volume was 

significantly affected by molecular diffusion. Hence, single molecules travelling through the 

detection volume potentially followed a range of different paths, prolonging or shortening the 

molecular transit time. This was partially the reason for the wide spread and high standard 

deviation of the distributions observed at low volumetric flow rates (figure 5.11). As it was 

previously mentioned, at high flow rates diffusion became negligible compared to the flow 

velocity and molecules traversed the detection volume with approximately constant trajectory 

[26]. As a result, a more even distribution of fluorescence burst widths was acquired, as 

indicated by smaller skewness and standard deviation (figures 5.9 and 5.11). 
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Figure 5.10. Mean burst width versus flow rate extracted from gamma distribution fits. Standard 
deviation is shown in figure 5.11. 

 

 
Figure 5.11. Burst width distribution standard deviation versus flow rate. The gamma distribution 
standard deviation is mainly determined by fitting parameter p2 (inset). 
 

In addition, at high flow velocities, it is possible that a fraction of the detected molecules were 

not fully resolved, yielding longer than the expected fluorescence burst duration. This 

limitation, together with the 1 ms resampling time used for the analysis, could possibly be 

factors affecting the linearity of the burst width-flow rate relationship and leading to the burst 

width plateau observed for high flow rates in figure 5.10. 
 

Furthermore, it is not totally clear to what degree the conformation of the λ-DNA molecule 

was affected by the flow velocity. The presence of the nozzle at the exit of the inlet channel 

accelerated the fluid and an elongational flow was generated along the channel centreline, 

causing the initially coiled λ-DNA molecules to (partially) stretch [63]. Depending on the 

molecular velocity, and thus on the applied flow rate, the degree of DNA relaxation at the 

location of the measurement (within the outlet nozzle, at approximately 50 μm from the 



Single Molecule Detection Within Microfluidic Channels Chapter 5 

 139

junction) was different. It is possible that the length of the λ-DNA molecules at the position of 

the measurement was larger under high flow rates, leading to longer burst duration times as 

indicated by the plateau of the acquired burst width values in figure 5.10. 

 

In terms of burst width spread under the same flow rate, a primary reason for the small burst 

width standard deviation at high flow rates was the detection and subsequent analysis of a 

greater number of single molecule events within the acquisition time. For example, mean burst 

duration for flow rate of 0.01 µl/min was extracted via analysis of 667 fluorescence peaks as 

opposed to the 5954 peaks used for the 0.25 µl/min flow rate. A higher number of bursts was 

certainly favourable for statistical analysis and accuracy. 

 

5.3.1.4. Burst area distribution 

The fluorescence burst area is defined as the total number of photons composing one intensity 

peak and is closely related to both peak height and duration. In the experiments performed 

herein, the burst height exhibited only a slight decrease when the volumetric flow rate 

increased, thus, variations in the burst area were expected to be mainly determined by changes 

in fluorescence peak width. Representative burst area histograms are shown in figure 5.12. 

 

Similarly to burst width histograms, the total number of photon counts recorded per 

fluorescence peak was smaller when high flow rates were applied. For flow rates up to 0.04 

µl/min, large spread of the peak area was observed, with values typically varying between 20-

2500 photon counts, but bursts with areas above 2500 counts also occasionally appeared. The 

maximum area recorded was ~20×103 photon counts (at flow rate of 0.01 µl/min). At flow 

rates above 0.09 µl/min, the total photon counts per burst did not exceed ~450. 

 

The obtained burst area histograms (figure 5.12) revealed that there were two burst area 

‘populations’ detected, indicated by two separate peaks in the histograms. The one 

‘population’ followed a normal distribution around approximately the same mean value for all 

flow rates, while the other one could be described using a gamma distribution, similar to that, 

characterising the fluorescence burst width. 

 

Fitting histograms to a mixed normal-gamma distribution can be complicated. Therefore, a 

threshold of 40 photon counts per burst was applied to distinguish between the two 

distributions, which were subsequently fitted individually via equations 5.1. and 5.3. 

Nevertheless, this method could possibly lead to slight statistical discrepancies because the 

shift of the gamma distribution towards lower burst areas resulted in an overlapping region for 
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flow rates below 0.06 µl/min. This region was taken into account only as a part of the normal 

distribution. The calculated distribution fits are shown in figure 5.13. 

 

 
Figure 5.12. Fluorescence burst area histograms and mixed normal-gamma distribution fits. 
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Figure 5.13. Normal and gamma burst area distribution fits at flow rates of 0.01-0.25 µl/min.  

 
The mean of the normal distribution together with its standard deviation for various flow rates 

is shown in Figure 5.14. The distribution mean did not change with flow rate and yielded an 

average of 31 photon counts per burst with standard deviation of less than 1 photon (0.46 

photon counts).  

 

 
 
Figure 5.14. Mean burst area extracted from the normal distribution part of the area histograms versus 
flow rate. Error bars represent standard deviation. 
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Comparing the average burst area to the mean burst height extracted in section 5.3.1.2 (35±2 

photon counts), it was safely assumed that the part of the burst area histogram represented by 

the normal distribution corresponded to fluorescence bursts which, although they exceeded the 

peak locating algorithm threshold, they exhibited very small duration. These bursts could 

probably be attributed to single molecules traversing the probe volume in times shorter than 

the resampling time used during analysis. Therefore, they appeared as individual spikes in the 

fluorescence burst scan. This opinion was supported by the fact that the number of bursts 

composing the normal distribution significantly increased with the flow rate, indicating that the 

spikes most probably corresponded to rapidly moving single DNA molecules and were not 

related to noise or failure of the selected signal-background discrimination threshold. 

 
The mean, the standard deviation and the skewness of the gamma distributions are given in 

figure 5.15. These properties followed the same trends described in section 5.3.1.3 for burst 

width distributions. This was expected, as for a given molecule and approximately constant 

mean burst height, the burst width and area distributions should vary in a similar manner. 

 
It becomes apparent that fluorescence burst analysis can be used to distinguish between 

populations within a sample. For example, fluorophores with different extinction coefficient 

and quantum yield emit different number of photons per molecule and, thus, in a burst area 

histogram they should yield separate distributions. Similar observations could possibly be 

made using burst height histograms. 

 
Furthermore, in applications whereby the quantity of fluorophore labelled on a molecule is 

proportional to the molecule size, the photon counts recorded per burst are directly related to 

the size of the molecule [26]. For example, when intercalating dyes are used to label DNA, the 

amount of fluorescent molecules attached on a DNA fragment is proportional to its length [27]. 

Scanning a mixture of differently sized DNA fragments should yield a burst area histogram, 

whereby each fragment length is represented by an individual distribution. Differently sized 

fluorescent or fluorescently labelled molecules can also be distinguished and separated using 

burst width histogram analysis, as larger molecules are associated with the detection volume 

for a longer time. Finally, the absolute size of a molecule, in terms of length, can be estimated 

based on the burst width distribution, on condition that the linear velocity and the probe 

volume dimensions can be accurately determined. 
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Figure 5.15. (a) Mean (b) standard deviation and (c) skewness of the gamma distribution part of the 
burst area histograms versus flow rate. Fitting parameters p2 and p1, related to standard deviation and 
skewness respectively, are shown in the insets ((b) and (c) respectively). 

(a)

(b)

(c)
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5.3.1.5. Single molecule fluorescence lifetime 

Fluorescence lifetimes derived from single molecules typically follow a normal distribution. 

Figure 5.16 shows representative single molecule lifetime histograms. Distribution fits 

(equation 5.1) for flow rates between 0.01-0.25 µl/min are given in figure 5.17. 

 

 
Figure 5.16. Single molecule fluorescence lifetime histograms and normal distribution fits. 

 

 
Figure 5.17. Normal fluorescence lifetime distribution fits for flow rates between 0.01-0.25 µl/min. 
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For all flow rates, apart from 0.05 µl/min which could be considered as an anomalous 

measurement, an almost identical distribution shape was observed, with slightly wider spread 

at high flow rates.  The extracted lifetime mean was approximately constant (figure 5.18), 

yielding an average fluorescence lifetime of ~3 ns with a standard deviation of 0.02 ns 

(excluding the anomalous flow rate of 0.05 µl/min). 
 

 
Figure 5.18. Mean single molecule fluorescence lifetime versus flow rate, error bars represent standard 
deviation σ. Inset: Standard deviation versus flow rate. 
 

In order to interpret the slight increase in the lifetime standard deviation with flow rate, the 

histograms were also fitted to a gamma distribution (equation 5.3). As expected, the acquired 

p1 parameter values were above 10 resulting in minimal skewness, which however exhibited a 

subtle increase with flow rate (figure 5.19). This could possibly be due to enhanced over-

representation of early photons (section 2.2.2) at high molecule velocities. 
 

 
Figure 5.19. Fluorescence lifetime distribution skewness versus flow rate when the single molecule 
lifetime histograms were fitted to a gamma distribution. 
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5.3.2. Hydrodynamic focusing for single molecule detection within microchannels 

5.3.2.1. Molecular detection efficiency 

As described in chapter 3, hydrodynamic focusing within microchannels can be employed for 

confining the sample flow to a narrow stream with dimensions comparable to the detection 

volume. This way, a larger portion of the sample is forced through the probe volume and the 

molecular detection efficiency is increased. Hydrodynamic focusing has been widely used in 

SMD applications in order to ensure that the majority of the molecules contained in the sample 

are screened [25, 28, 30, 34, 35, 40, 64, 65]. 

 

SMD measurements using hydrodynamic focusing were performed under side-to-central inlet 

flow rate ratio α of 1 and 4. Ratio α=7 was also tested, but the extremely narrow and non-

stable focused stream acquired, combined with the very high outlet flow velocity, resulted in a 

decrease in the number of molecules detected and rendered these measurements problematic. 

 

Molecule detection frequency followed a normal distribution (equation 5.1) and the extracted 

mean frequencies for α=0 (no focusing, section 5.3.1), α=1 and α=4 are plotted against flow 

rate in figure 5.20. As it was discussed in section 5.3.1.1, the number of molecules detected per 

second increased with flow rate. However, although the relationship was linear for α=0 and 

DNA flow rates up to 0.25 µl/min, it became strongly non-linear for α=1 and α=4. This was 

not due to the hydrodynamic focusing being employed as a method, but it was rather the result 

of the increased molecular velocity imposed by the side inlet flows. The flow rate in the 

detection channel (outlet) was 3 times and 9 times the central inlet flow rate, for α=1 and α=4 

respectively. In addition, assuming that the laser spot was positioned approximately at the 

centre of the focused stream, molecules travelled through the probe volume at velocities 1.5 

times higher than the total outlet flow velocity due to the parabolic flow profile. At such high 

velocities, a large proportion of the fluorescence bursts could not be fully resolved. At the 

same time, it was possible that a number of molecules were not detected at all. Consequently, 

at high flow speeds, although more molecules traversed the probe volume in the unit of time, a 

smaller fraction of these were detected and resolved and the linearity of the relationship 

between flow rate and molecule detection frequency was lost. 

 

It is evident that, for sample inlet flow rates up to 0.25 µl/min, employing hydrodynamic 

focusing increased the number of molecules detected per second. For the same inlet flow rate 

(same sample consumption), ratio α=4 resulted in more molecules being detected than for ratio 

α=1. For the optical setup used herein, the Gaussian probe volume cross section (x-z surface, 

where y is the direction of the flow) was estimated to be approximately 1.4 µm2. Taking into 



Single Molecule Detection Within Microfluidic Channels Chapter 5 

 147

account the channel dimensions and the expected focusing ratio achieved for α=1 and α=4 

(estimation according to results presented in chapter 3), it was calculated that only ~0.26%, 

0.55% and 1.68% of the molecules flowing in the detection channel would traverse the probe 

volume for α=0 (no focusing), α=1 and α=4 respectively. It was therefore expected that 

applying a side-to-central inlet flow rate ratio of 1 and 4, would increase the detection 

efficiency by a factor of approximately 2 and 6.4 respectively, with respect to experiments 

where no focusing was employed. 

 

 
Figure 5.20. Mean molecule detection frequency versus sample inlet flow rate (central inlet) when no 
focusing was employed (α=0) and for hydrodynamic focusing under side-to-central inlet flow rate ratio 
α of 1 and 4. Error bars represent standard deviation. 

 
Measured molecular detection efficiencies, calculated based on the DNA concentration and the 

flow rates used, are shown in figure 5.21. These are expressed as the ratio (%) of the detected 

DNA molecules per second over the introduced via the inlet channel molecules per second. It 

can be seen that, for central inlet flow rate up to 0.25 µl/min, higher detection efficiency was 

achieved for the same sample consumption, when hydrodynamic focusing was employed. 

 

It should be noted that the detection efficiency improvement by a factor of 2 and 6.4 for α=1 

and α=4 respectively, was calculated based only on the probe volume and sample stream 

(outlet channel for α=0, focused stream for α=1 and α=4) cross sectional area ratio. Hence, it 

should be valid for molecules flowing at the same velocity. However, as discussed above, 

employing hydrodynamic focusing increased the molecular velocity within the outlet with 

respect to the velocity within the inlet channel. Therefore, a direct comparison between 
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experimentally measured and theoretically calculated detection efficiency values for different 

ratios α can only be done under the same total flow rate (the same DNA flow velocity within 

the outlet). 

 

 
Figure 5.21. Molecular detection efficiency (%) versus sample inlet flow rate (central inlet) when no 
focusing was employed (α=0) and for hydrodynamic focusing under side-to-central inlet flow rate ratio 
α of 1 and 4. 

 
Figure 5.22 depicts measured detection efficiencies versus outlet flow rate. The light green and 

blue dashed lines represent the theoretically calculated efficiencies for α=1 and α=4 

respectively, which correspond to the experimentally determined efficiencies for α=0, under 

the same sample velocity. The measurement at 0.01 µl/min for α=0 (detection efficiency 

0.28%) was considered problematic as it will be discussed further down. 

 

A very good agreement between theory and experiment was observed for ratio α=1 (figure 

5.22, solid green and dashed light green lines almost overlap). For α=4, experimental 

efficiency values appeared to match the theoretical values at low total flow rates. For high flow 

rates however, the measured detection efficiency became significantly smaller than the 

theoretically expected efficiency. This was possibly due to very high molecule velocities 

combined with the extremely small focused stream width (~1.6 µm). The 1.6 µm focusing 

width was comparable to the probe volume diameter (~1 µm), therefore a very stable flow was 

required to locate and maintain the focal spot within the sample stream. Furthermore, for ratio 

α=4, diffusion of DNA molecules away from the focused stream could be considered as 

significant and possibly reduced the number of molecules available for detection within the 

stream. More specifically, the calculated diffusion distances at the detection point (~50 µm 
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from the junction) for central inlet flow rates 0.025-0.7 µl/min varied between 63 nm and 12 

nm. The respective diffusion distances for ratio α=1 were between 110 nm and 20 nm, which 

were however considered negligible compared to the acquired focusing width (~5.2 µm). 

 

 
Figure 5.22. Molecular detection efficiency versus total flow rate (outlet) when no focusing was 
employed (α=0) and for hydrodynamic focusing under side-to-central inlet flow rate ratio α of 1 and 4. 
The green and blue dashed lines represent the expected detection efficiency values extracted via 
theoretical calculations for ratios α=1 and α=4 respectively. 

 
The effect of the total flow rate (or the molecular flow velocity) on the detection efficiency is 

illustrated in figure 5.23. The ‘corrected’ detection efficiency was expressed as the ratio (%) of 

the detected molecules per second to the estimated number of molecules entering the probe 

volume per second. Thus, it did not account for the hydrodynamic focusing benefit and solely 

expressed the relationship between detection efficiency and velocity of molecules. Considering 

the effect of the focused stream width (flow stability and diffusion) insignificant, all data 

points were incorporated into a relatively good common fit ( 2
R =0.934). The measurement at 

0.01 µl/min for α=0 was not taken into account for this fit, as calculations showed that a 

greater number of molecules were detected than the molecules which entered the probe volume 

per second, yielding a detection efficiency of ~104% (not shown in figure 5.23). Similar 

observations have been previously reported and were attributed to diffusional re-crossings or 

to uncertainty in sample concentration and loading [35]. 
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Figure 5.23. Corrected molecular detection efficiency (%) versus total flow rate (outlet) when no 
focusing was employed (α=0) and for hydrodynamic focusing under side-to-central inlet flow rate ratio 
α of 1 and 4. Corrected efficiencies do not depend on ratio α and thus the common fit shown above 
corresponds to the relationship between molecular velocity and detection efficiency. 

 
5.3.2.2. Fluorescence burst analysis 

Fluorescence burst analysis in terms of burst height, width, area and lifetime was performed in 

an identical way as described in sections 5.3.1.2-5.3.1.5 and all trends were consistent with 

those observed when no focusing was employed. 

 

Mean burst height remained nearly constant for all flow rates and approximately the same as 

the mean of the normal distribution part of the burst area histogram. As discussed in section 

5.3.1.4, the mean of the gamma distribution of the burst area histogram decreased for high 

flow rates. Very similar mean burst height and area values were acquired for both ratios α=1 

and α=4 and when these data were plotted against the total flow rate, they were integrated in 

common fits (figure 5.24a). It should be noted that a higher signal-background discrimination 

threshold was applied during these measurements, therefore the absolute values acquired for 

α=1 and α=4 were different to those obtained for α=0. 

 

Burst width and burst fluorescence lifetime results under hydrodynamic focusing conditions 

were also perfectly consistent with data acquired without employing focusing (figure 5.24b 

and figure 5.24c). The possible stretching of the λ-DNA molecule at high flow rates was more 

pronounced when focusing was employed, not only because of the higher flow velocities 

obtained, but also due to the confinement of the sample within a focused stream with 

dimensions comparable to the relatively large λ-DNA molecule (coiled length ~1.5 µm) [63, 

66, 67]. 
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(a) 

 
(b) 

 
(c) 

 
Figure 5.24. (a) Mean burst height and area extracted by normal and gamma distributions for α=1 and 
α=4 (b) Mean burst width extracted by gamma distributions for α=0, 1 and 4 (c) Mean fluorescence 
lifetime extracted by normal distributions for α=0, 1 and 4. Error bars represent standard deviation. 
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5.4.    Summary and considerations 

The home-built optical detection system was successfully used to detect single λ-DNA 

molecules fluorescently labelled with YOYO-1 while freely flowing down the length of a 

microfluidic channel, as well as when confined into a narrow fluidic stream, formed with the 

use of hydrodynamic focusing. In the latter case a significant improvement in the molecular 

detection efficiency was achieved. Fluorescence burst analysis was performed and useful 

trends were extracted. For flow rates within the limits that allowed for the majority of 

molecules to be detected and fully resolved, the detection frequency was found to increase 

with flow rate, whilst burst duration and area decreased. Burst height and fluorescence lifetime 

remained approximately the same for all flow rates. 

 

Under constant flow velocity, the burst width relates to the size of a molecule as it expresses 

the time that the molecule is associated with the probe volume and burst height is related to the 

intrinsic fluorophore properties (extinction coefficient, quantum yield). Fluorescence lifetime 

is also characteristic of the fluorophore. Burst area represents the total photon counts obtained 

by a molecule traversing the probe volume and is therefore connected to both burst width and 

height. It becomes apparent that burst height, width, area and lifetime histograms provide 

useful information about the characteristics of a molecule and via appropriate analysis can be 

used to distinguish between fluorophores or different states/sizes of the same species, which 

should yield separate distributions within the acquired histograms. In the current work, burst 

characteristics and trends were not only observed or pointed out but mainly they were 

interpreted within a well-defined context by using accurate mathematical equations to 

successfully fit the obtained distributions. 

 

The experiments presented herein illustrated that performing measurements at the single 

molecule level is extremely challenging and a series of factors should be taken into account to 

achieve maximum molecular detection efficiency as well as statistical accuracy. Some of the 

considerations and possible improvements are listed below: 

 

 Fluorophores with appropriate characteristics, such as high extinction coefficient and 

quantum yield, should be used to obtain high fluorescence emission and signal to noise 

ratio. 

 The optical setup and experimental conditions should be optimised in terms of excitation 

wavelength and power, probe volume reduction, background suppression, filters, photon 

detection efficiency etc. 



Single Molecule Detection Within Microfluidic Channels Chapter 5 

 153

 In microfluidics applications, the choice of the flow rate to be used is crucial and highly 

depends on the specific sample (size, diffusion coefficient) and experimental purposes 

(low sample consumption, high throughput, rapid measurements). It became evident by 

results presented herein that at low sample velocities, it is possible that molecular 

diffusion interferes with the trajectory of molecules through the probe volume, 

introducing discrepancy amongst the obtained single molecule transit times and photon 

counts. In addition, when low flow rates are used, fewer molecules traverse the probe 

volume and are being detected within the acquisition time, thus, statistical analysis is not 

favoured. On the other hand, at high sample velocities, a proportion of the molecules 

flowing through the probe volume are not detected and at the same time a fraction of 

those detected cannot be fully resolved. Hence, the detection efficiency is significantly 

reduced. For a given acquisition time however, more molecules are detected, allowing for 

high throughput measurements with fast acquisition times and reliable statistical analysis. 

 An efficient way to perform SMD at high flow rates and benefit from the lack of 

diffusional effects and the narrower histograms obtained, is to further decrease the sample 

concentration. This also reduces the sample consumption. 

 As it was illustrated by measurements performed in this work, hydrodynamic focusing 

significantly improves the molecular detection efficiency by increasing the probe volume 

over sample flow stream cross sectional area ratio and, thus, forcing a larger proportion of 

the sample to travel through the detection volume. However, when a very narrow focused 

stream is obtained, it is possible that a significant number of molecules rapidly diffuse 

away from the focused stream and remain undetected. In addition, positioning the focal 

spot within the focused flow might be problematic. Finally, hydrodynamic focusing 

increases the molecular velocity under constant sample consumption, with all the related 

advantages and disadvantages mentioned above. It becomes evident that side-to-central 

inlet flow rate ratio and absolute inlet flow rate values should be carefully balanced. 

 Decreasing the channel width and depth can act as an additional sample confinement 

mechanism, improving the detection efficiency and minimising the sample consumption. 

Three dimensional flow focusing could also be employed to further decrease the ratio of 

probe volume and sample stream cross sectional areas. For example, by achieving a 3-D 

focussed stream with a z-dimension of approximately 10 μm (channel depth ~50 μm, 

probe volume depth ~1 μm), five times more molecules could be forced through the probe 

volume compared to the respective 2-D focusing condition resulting in significant 

improvement of the molecular detection efficiency. It should be noted however that 

downsizing the channel dimensions as well as employing 3-D focusing induce additional 

complexity in terms of device fabrication as well as experimental procedure. 
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6. CHAPTER 6                                                             

ACCURATE DISTANCE DETERMINATION VIA 

FÖRSTER RESONANCE ENERGY TRANSFER 

 

6.1.    Introduction 

Förster resonance energy transfer (FRET) is a process that involves non-radiative energy 

transfer from a donor molecule to an acceptor molecule via dipole-dipole interactions [1]. The 

efficiency of the energy transfer is extremely sensitive to the distance between the donor and 

acceptor molecules and can be used to extract inter-molecular distances. Since it was first 

proposed by Stryer and Haugland as a ‘spectroscopic ruler’ [2], FRET has been extensively 

used to investigate various biological systems for both intramolecular rearrangements as well 

as for intermolecular interactions. In a typical FRET experiment, the donor and acceptor dyes 

are attached to known sites within a macromolecule or within the interacting molecules. 

Changes in the relative position of the fluorophores are detected as changes in the efficiency of 

the energy transfer. Inter-dye distances, and thus information about the molecules under 

investigation, can be subsequently extracted. Detailed descriptions of the numerous FRET 

applications and techniques can be found in references [3-11]. 

 

The main principle of FRET can be illustrated by a simplified Jablonski diagram (figure 6.1). 

FRET requires a significant overlap between the emission spectrum of the donor and the 

absorption spectrum of the acceptor and for the distance separating the two molecules to be 

less than 10 nm [1, 5]. Under these conditions, a part of the excited donor energy may be 

transferred to the acceptor, which subsequently relaxes to its ground state by emitting a photon 

of lower energy. The rate of the energy transfer is given by [1]: 
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where τD is the fluorescence lifetime of the donor in the absence of the acceptor, RDA is the 

distance between the donor and acceptor molecules and R0 is the characteristic Förster distance 

at which 50% FRET occurs. The efficiency of the energy transfer EFRET is strongly dependent 

on the centre-to-centre distance between the two molecules and is given by [1]: 
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The characteristic distance R0, and therefore EFRET, depends on the extent of the donor-acceptor 

spectral overlap, with large overlap resulting in higher efficiency. Other factors affecting R0 

are the relative orientation between the donor and acceptor molecules and the fluorescence 

quantum yield QD of the donor in the absence of the acceptor. The dependence of R0 on the 

factors above is illustrated in equation 6.3, which gives R0 for any dye pair [1]: 

 

  6
1

4

2
23

0 1079.8 









n
JQR D 

(in Å)       with              dfJ AD
4       

(6.3) 

 

κ2 in equation 6.3 is related to the angle between the two fluorophore dipoles and is usually 

assumed to be 2/3 and n is the refractive index of the medium, which is generally assumed to 

be 1.4 [1]. J(λ) represents the donor-acceptor spectral overlap as a function of the wavelength 

λ, fD(λ) is the fluorescence emission intensity of the donor as a fraction of the total integrated 

intensity and εA(λ) is the extinction coefficient of the acceptor in the absence of the donor. 

Typical values of R0 for common dye pairs range from 2 to 6 nm [5, 12, 13].   

 

 
Figure 6.1. Simplified Jablonski diagram and FRET cartoon. Upon donor excitation a part of the donor 
energy may be transferred to the acceptor via dipole-dipole interaction. Thus emission is detected in 
both green and red regions, originating from donor and acceptor molecules respectively. 
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Equation 6.2 gives a theoretical estimation for EFRET. Experimentally, EFRET cannot be directly 

measured and, therefore, it is determined by exploiting changes in the photophysical properties 

of the donor and acceptor molecules when FRET occurs. During FRET, the energy of a 

fraction of the photons absorbed by the donor is transferred to the acceptor molecule. As a 

result, the quantum yield of the donor is diminished, which leads to reduced donor 

fluorescence intensity. At The same time, the acceptor intensity increases due to excitation 

caused by the non-radiative energy transfer by the donor. Given that FRET serves as an 

additional mechanism for depopulating the excited state of the donor, the fluorescence lifetime 

of the donor also decreases in the presence of the acceptor. 

 

A variety of FRET techniques have been proposed which are based on either fluorescence 

intensity or fluorescence lifetime measurements [3, 5, 9, 11]. Choosing the best technique 

depends on factors such as the available instrumentation, the specific biomolecule(s) used and 

the selected dye pair. 

 

A commonly employed FRET method aims at qualifying the change in the donor emission 

introduced by FRET. The fluorescence intensity IDA of the donor in the presence of the 

acceptor is measured (FRET conditions) and after the acceptor is photobleached the donor 

intensity ID is re-measured (non-FRET conditions). Subsequently, EFRET is obtained by [3, 9]: 
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In such experiments, the molecule labelled with the acceptor dye is typically immobilised on a 

surface. This however, induces additional complexity as well as uncertainty about the degree 

of perturbation due to the immobilisation protocol. Alternatively, ID can be extracted via a 

separate, donor-only measurement. In this case however, it is difficult to ensure that the two 

experiments are performed under identical conditions, due to factors other than FRET affecting 

fluorescence intensity, such as fluorophore concentration, excitation power fluctuations etc. 

 

An alternative FRET method depends on the measurement of the acceptor instead of the donor 

intensity. The acceptor intensities IAD and IA under FRET (in the presence of the donor) and 

non-FRET (in the absence of the donor) conditions respectively, can be related to the FRET 

efficiency via [3, 9]: 
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where εA and εD are the extinction coefficients of the acceptor and the donor respectively at the 

excitation wavelength.  This technique requires additional measurements in order to accurately 

determine εA and εD as well as IA, inducing similar issues to those mentioned above for ID 

determination. An advantage of this method is that the change in the acceptor signal directly 

represents the energy transferred by the donor, with no regard to non-FRET quenching 

processes that could possibly affect the donor intensity.   
 

FRET efficiency can be described as the fraction of photons absorbed by the donor, whose 

energy is transferred to the acceptor molecule. In experiments whereby two detection channels 

are available, the use of appropriate filters allows for simultaneous monitoring of the donor 

and acceptor intensities. As fluorescence intensity is expressed in photon counts, the above 

relationship, in terms of intensity, yields [3, 8, 9, 13]: 
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In equation 6.6, IAD and IDA are the acceptor and donor intensities measured simultaneously 

during FRET and they should both be corrected for emission leakage of the one fluorophore 

into the detection channel of the other. In addition, IAD should be further corrected for direct 

excitation of the acceptor. γ is a parameter given by [8, 13]: 
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                                                             (6.7) 

 

where ηA and ηD are the detection efficiencies of the acceptor and the donor channels and QA, 

QD are the acceptor and donor quantum yields respectively. Although the need for two 

detection channels induces complexity to the optical setup, this method has been extensively 

used, especially in single molecule studies, due to its ability to simultaneously provide 

information about the emission of donor and acceptor fluorophores. Even though the leakage 

of the donor emission into the acceptor detection channel (red channel) is determined via a 

separate, donor-only measurement, it can be expressed as a percentage of the donor emission 

in the green channel. Thus, it is not susceptible to fluorophore concentration and sample 

illumination and the requirement for identical experimental conditions is no longer needed. 

Similarly, the leakage of the acceptor dye emission within the green detection region can also 

be expressed as a percentage instead of absolute photon counts. This method can be 

implemented under any conditions without the need for molecule immobilisation and is ideal 

for the study of freely diffusing or flowing molecules in bulk as well as at the single molecule 

level. 
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An alternative approach to intensity measurements is the extraction of FRET efficiency via 

changes in the fluorescence lifetime of the donor. In terms of lifetime, EFRET is expressed by [1, 

3, 9]: 

D

DA
FRETE




 1                                                      (6.8) 

 

where τDA and τD is the fluorescence lifetime of the donor in the presence and absence of the 

acceptor respectively. This is essentially a restatement of equation 6.4, with the advantage that 

τD can be determined more accurately than ID, as it is characteristic for the donor fluorophore. 

This method is generally equipped with all the advantages of fluorescence lifetime-based as 

opposed to the intensity-based techniques, such as independence of fluorophore concentration, 

illumination intensity and detector efficiency. Given that emission leakage is normally 

observed in the acceptor detection channel (originating from the donor dye), this method is not 

prone to cross talk artefacts, as it monitors only the donor detection channel. Another 

important attribute of the lifetime-based FRET technique is that, in cases of multispecies 

samples, although the decay fitting procedure might be complicated, it enables the detection, to 

some extent, of multiple FRET populations in bulk, which is impossible for intensity based 

methods.  

 

Considering the techniques mentioned above, it becomes apparent that the choice of the FRET 

dye pair is significant. Relatively photostable fluorophores with high quantum yields and large 

spectral overlap are generally preferred. It is important however, especially in intensity-based 

measurements, to minimise the donor emission leakage into the acceptor detection channel and 

reverse. Therefore, the FRET dye pair should be carefully chosen so that the spectral overlap 

and leakage are balanced. In addition, in order to reduce contributions resulting from direct 

excitation of the acceptor, the excitation line should be chosen to coincide with the minimum 

of the acceptor absorption spectrum, providing at the same time enough excitation energy for 

the donor. 

 

An increasing interest in resonance energy transfer applications has emerged within the last 

decades and FRET has been widely used in biological research for the investigation of 

intramolecular and intermolecular interactions [14]. FRET methods are particularly popular in 

nucleic acid studies. For example, the denaturation of a DNA hairpin with respect to urea 

concentration has been investigated [15] and timescales for the lifetime of open and closed 

states have been obtained via FRET [16]. By labelling two of the four helices of a four-way 

(Holliday) DNA junction with a proper donor-acceptor pair, structural characteristics and 

related kinetics can be extracted [17, 18]. By labelling three arms of the same junction with 
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one donor and two acceptor fluorophores, distances between the junction components can be 

determined via three-colour FRET [19]. The Mg2+-facilitated conformational change of an 

immobilised RNA three-helix junction has been studied via FRET and fluctuations in EFRET 

were interpreted as transitions of the RNA junction between open and folded conformation 

[20]. FRET has also been employed to investigate intranucleosomal DNA dynamics of 

immobilised molecules [21]. 

 

FRET measurements have been extensively used to gain insight into the complex aspects of 

enzymatic catalysis [22] and DNA enzymatic cleavage [15]. The irreversible cleavage reaction 

of a double-stranded DNA oligomer by the enzyme exonuclease III has been monitored in real 

time by combining FRET and hydrodynamic focusing within a microfluidic reactor [23]. 

Protein-DNA interactions, such as interactions between DNA and escherichia coli catabolite 

activator protein [24] or single-stranded DNA binding protein [25], RecA filament growth 

dynamics [26], as well as molecular binding interactions [27], have also been investigated 

using FRET methods. 

 

Furthermore, FRET is a powerful tool in the study of protein conformational dynamics.  By 

appropriately labelling a protein at known sites, variations in FRET efficiency indicate changes 

in the inter-dye distance and thus in the molecular structure. For example, FRET 

measurements have been used to demonstrate the reversible denaturation-renaturation of 

immobilised ribonuclease H molecules upon exposure to guanidinium chloride [28] and to 

investigate the timescale for transitions between folded and unfolded states [29]. 

Conformational changes of freely diffusing chymotrypsin inhibitor 2  [30], cold-shock protein 

[31] and calmodulin [32, 33] molecules due to the presence of appropriate chemical reagents 

have also been studied using FRET. Furthermore, protein folding FRET studies have been 

performed in combination with microfluidics systems. More specifically, FRET measurements 

have been employed to characterize the performance of microfluidic mixers specially designed 

for protein folding kinetic studies [34, 35] and conformational changes of cold-shock protein 

labelled with the FRET pair Alexa488-Alexa594 have been monitored in real time within a 

microfluidic channel with the use of hydrodynamic focusing as a denaturant dilution 

mechanism [36]. Protein folding studies combining FRET and three-dimensional 

hydrodynamic focusing have also been performed [37]. In addition, flow focusing has been 

employed to achieve rapid reagent mixing and to enable monitoring of the early kinetics of 

protein folding inside a chaperonin cavity [38]. 

 

The common objective in experiments employing FRET is to accurately determine nanometre 

range distances, which are subsequently used to extract information about the biomolecule(s) 
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under investigation. Before doing so however, it is important to develop and optimize an 

analysis method with verified validity for the specific experimental arrangement and FRET 

dye pair used. The current chapter deals with the development of such a method. For this 

purpose, complementary DNA oligos were labelled with FRET donor and acceptor 

fluorophores. Following hybridisation, the distance between the two dyes on the resulting 

double stranded DNA molecules was known. Upon FRET, fluorescence emission was detected 

in both green (donor) and red (acceptor) regions and the extracted FRET efficiency was used 

to confirm the distance between the donor and acceptor fluorophores. Two FRET dye pairs 

were tested; the well-known AlexaFluor488-AlexaFluor647 pair and the less common 

DyLight549-DyLight633 pair. The latter was tested in order to verify that the technique was 

suitable for fluorophores with larger than normally spectral overlap, which are more difficult 

to resolve. 

 

6.2.    Experimental methods 

6.2.1. The AlexaFluor488-AlexaFluor647 FRET pair 

6.2.1.1. Oligonucleotides and DNA hybridisation 

Oligonucleotides were purchased from Eurofins Operon (Germany). A biotinylated DNA 

strand was internally labelled with AlexaFluor488 (AF488), while AlexaFluor647 (AF647) 

was internally labelled on the complementary strand, so that after hybridisation the dye 

molecules would be 12 base pairs (bp) apart. The two sequences, each containing 40 bases, 

were: 

 

 Biotin-5’-TAGTGTAACTTAAGCCTAGGATAAGAGC[AF488]AGTAATCGGTA-3’ 

            3’-ATCACATTGAATTCGG[AF647]TCCTATTCTCGGTCATTAGCCAT-5’ 

 

For the remainder of this chapter the sequences above will be referred to as DNA488B and 

DNA647 respectively. The DNA samples were prepared in tris(hydroxymethyl) aminomethane 

hydrochloride (Tris-HCl) pH 8.0 buffer (Fluka) with the use of de-ionized water. Buffer and 

water were filtered with 0.2 µm syringe filters (Pall Corporation, UK) before use for sample 

preparation. 

 

The DNA hybridisation was performed at pH 8.0 using a binding buffer consisting of 10 mM 

Tris-HCl and 50 mM NaCl. The single-stranded DNA (ssDNA) mixture (DNA488B and 

DNA647) was prepared by pipetting 50 µl of 200 nM of each DNA solution into 200 µl 
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Eppendorf tubes, which resulted in a final concentration of 100 nM for the hybridised DNA. 

The hybridisation was performed using a Genius Thermal Cycler (Techne, UK). The process 

was carried out by rapidly increasing the temperature to 92ºC, holding at this temperature for 2 

minutes and then slowly decreasing to 4ºC at a rate of 1.6 ºC/min. 
 

The hybridisation process yielded a double-stranded DNA (dsDNA) molecule consisting of 40 

bp, with the donor (AF488) and acceptor (AF647) dye molecules being 12 bp apart. The 

dsDNA sample will be referred to as HybrDNA. 
 

6.2.1.2. Experimental procedure 

For fluorescence intensity and fluorescence lifetime FRET measurements, a drop (~8 μl) of 10 

nM HybrDNA was positioned on a 24×50 mm, 160 μm thick glass cover slip (thickness No 1, 

VWR International) and excited using point excitation mode. According to the spectral 

properties of the AF488-AF647 dye pair (figure 6.2), a 488 nm excitation line of ~44 μW at 20 

MHz was chosen (excitation path 2, section 2.1.1.2). Fluorescence emission in the green 

(donor) and red (acceptor) channels was collected using filters HQ540/80 and LP640 

respectively. Fluorescence intensity and fluorescence lifetime analysis was performed as 

described in sections 2.3.1 and 2.3.2 (JLife program) respectively. DNA488B and DNA647 

solutions at a concentration of 10 nm were used as controls for carrying out the necessary 

corrections. 
 

 
Figure 6.2. AF488-AF674 spectra, excitation line and emission filters. A 488 nm laser line matched well 
the AF488 absorption maximum, avoiding at the same time direct AF647 excitation. The emission 
spectra of the two dyes hardly overlapped, therefore they were easily resolved using appropriate filters 
(HQ540/80 and LP640 for the green and red channels respectively). The y-axis represents normalised 
absorption/emission or filter transmission. 
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6.2.1.3. Inter-dye distance and theoretical EFRET calculation 

Considering the helical molecular geometry of dsDNA, the distance RDA between the donor 

and acceptor fluorophores is not proportional to the number of base pairs n separating the two 

molecules. In a simple cylindrical description of the DNA helix the typical diameter is 2 nm, 

the length per bp is approximately 0.34 nm and 10 bp make a turn [39, 40]. The inter-dye 

distance RDA is given by the vector sum of two components parallel (RDA,a) and perpendicular 

(RDA,b) to the cylinder axis (figure 6.3). 

 
Figure 6.3. Schematic representation of the DNA molecule helical geometry. The donor-acceptor 
distance RDA is given by the vector sum of two components parallel and perpendicular to the cylinder 
axis. Adapted with permission from [40], copyright 1993, National Academy of Sciences. 
 

The length of RDA,a is RDA,a=0.34N+L, where N=n-1 and L is the distance between the dyes for 

n=1. RDA,b can be calculated as RDA,b =(a2+b2-2abcosϑ)1/2, with ϑ being the angular separation 

between the fluorophores (ϑ=36N+φ) and φ the angular separation if donor and acceptor were 

attached on the same base pair (n=1). Based on the structural properties of the dyes and their 

tethers, a good approximation for the parameters above could be a=b≈1.5 nm, L≈0.5 nm and 

φ≈225° [15, 40]. Using these values and n=12 bp, the distance between the donor and acceptor 

on the HybrDNA molecule was calculated to be approximately 4.81 nm. Substituting this 

distance in equation 6.2 together with a R0 value of 5.6 nm for the AF488-AF647 FRET pair 

(R0 provided by supplier), the resulting expected EFRET for the sample was ~0.71. 
 

6.2.2. The DyLight549-DyLight633 FRET pair 

The not commonly used DyLight549-DyLight633 FRET pair was tested to confirm that the 

developed technique provided accurate results for fluorophores with relatively large spectral 

overlap which may lead to significant leakage between the green and red detection channels.  
 

6.2.2.1. FRET sample preparation 

The DNA samples labelled with the DyLight549-DyLight633 (DL549-DL633) FRET dye pair 

were provided by collaborator Tim Wilson, Imperial College London. Briefly, the oligo 

A

D
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0.
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sequences shown below were synthesised by Eurogentec, the forward having a 5’ primary 

amine modification and the reverse sequence having a primary amine attached to a thymine via 

a C6 linkage. The position of the amine modified thymine, counting from the 3’ end, 

determined the number of base pairs separating the donor and acceptor fluorophores in the 

final dsDNA molecule. Three reverse sequences were synthesised with modified amines at 

positions 5, 10 and 15: 
 

H2N-5’-CAGTAGCAGATTCCAGTAGACCTTAGCACGAG-3’ 

       3’-GTCATCGTCTAAGGTCATCTGGAATCGTGCTC-5’ 
 

To attach the fluorescence molecules to the DNA, DL549 and DL633 with N-

hydroxysuccinimide esters (NHS esters) modifications were purchased from Pierce. The NHS 

ester reacted with the primary amines to form a covalent linkage between dye and DNA. In a 

typical reaction, 50 µg of dye were solubilised in 10 µl of anhydrous dimethylformamide. To 

this, a mixture of 5.5 µl of 200 mM borate buffer at pH 8.5 and 6.4 µl of DNA at 1 mM was 

added. After mixing with a micropipette, the solution was left at room temperature for 1-4 

hours. The labelled DNA was separated from the un-reacted components by reverse phase 

chromatography using a HiChrome 5 C18 column (HI-5C18-250A). After purification, the 

forward and reverse strands were combined in a 1:1 ratio, heated to 80ºC and then allowed to 

cool slowly to room temperature. This was to ensure the maximum possible yield of dsDNA. 

The dsDNA was isolated by ion-exchange chromatography using a TOSOH Bioscience 

TSKgel DNAE-NPR column. 

 

The above procedure yielded three FRET DNA samples, with 4, 9 and 14 bp separation 

between the donor and acceptor molecules (see section 6.2.2.3 for spacing in nm). These will 

be referred to as FRET04, FRET09 and FRET14 respectively, while the donor-only or 

acceptor-only labelled oligos will be mentioned as DNA549 and DNA633 respectively. 

 

6.2.2.2. Experimental procedure 

The excitation and emission spectra of DL549 and DL633 are significantly different to those 

of the fluorescence dyes used in the rest of this work (figure 6.4). Therefore, some optical 

components had to be replaced. More specifically, a laser line of ~543 nm (~100 µW at 20 

MHz, excitation path 2) was chosen to provide the necessary energy for donor excitation 

whilst minimising direct excitation of the acceptor and the excitation dichroic mirror was 

changed to the AH/FV1000/DM/11 (section 2.1.2), allowing excitation at the selected laser 

line. A relatively high overlap between the emission spectra of the two dyes was observed 

(figure 6.4). In order to avoid leakage of the donor emission into the red detection channel, 
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LP640 was used to filter the signal detected by the red APD, resulting however in a significant 

part of the acceptor fluorescence emission being lost. This loss was partially balanced by 

replacing HQ540/80 with ET585/40 filter for the green APD, which transmits in a fairly 

narrow region (565-605 nm). 
 

 
Figure 6.4. DL549-DL633 spectra, excitation line and emission filters. Due to the overlap of the 
fluorophore absorption spectra, a 543 nm laser line was considered as the best choice to achieve 
significant donor excitation without leading to large direct excitation of the acceptor. ET585/40 and 
LP640 were used to filter the signal detected by the green and red APDs respectively. The y-axis 
represents normalised absorption/emission or filter transmission. 
 

Fluorescence intensity and lifetime measurements and analysis were performed as previously 

described (section 6.2.1.2), using FRET04, FRET09 and FRET14 samples as well as DNA549 

and DNA633 as controls (100 nM and 10 nM concentrations, chosen based on trial and error). 

Fluorescence lifetime measurements at the same DNA concentration were also performed on 

samples freely flowing within a 50×50 µm2 microfluidic channel. Finally, the samples were 

observed on cover slip at the single molecule level (500 pM concentration) and analysis was 

performed as described in section 2.3.4. 
 

6.2.2.3. Inter-dye distance and theoretical EFRET calculation 

The inter-dye distance for the three FRET samples was determined as described in section 

6.2.1.3.  The calculated distances were 1.65 nm, 4.34 nm and 4.97 nm for FRET04, FRET09 

and FRET14 respectively. Substituting these in equation 6.2, together with 5.87 nm as R0 for 

the DL549-DL633 pair (R0 provided by Pierce), resulted in theoretically estimated FRET 

efficiencies of 0.99, 0.86 and 0.73 for samples FRET04, FRET09 and FRET14 respectively. 
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6.3.    Results 

6.3.1. The AlexaFluor488-AlexaFluor647 FRET pair 

Upon HybrDNA excitation, fluorescence intensity data acquired simultaneously in the green 

and red detection channels were used for calculating EFRET via equation 6.6. Independent 

measurements on DNA488 and DNA647 were carried out to perform the necessary corrections. 

In order to compensate for leakage of the acceptor emission into the green detection channel, 

IDA was calculated by: 
 

rHlgHDA III ,,              with            rAgAl II ,,              (6.9) 

 

where IH,g, IH,r were the measured intensities for HybrDNA in the green and red detection 

channels respectively and IA,g, IA,r were the measured intensities for the acceptor-only sample 

(DNA647) in the green and red detection channels respectively. Hence, factor αl was a measure 

of the emission detected by the green APD that originated from acceptor excitation. Leakage 

was chosen to be expressed as a ratio of intensities instead of absolute photon counts, in order 

to eliminate errors associated with possible deviations in the sample concentration or other 

experimental conditions that could affect the fluorescence intensity. It was found that the 

leakage of the acceptor emission into the green detection channel was negligible, therefore 

IDA≈IH,g. In a similar way, IAD in equation 6.6 was calculated by: 
 

rADAlrHAD IIII ,,               with            gDrDl II ,,        (6.10) 

 

where ID,r, ID,g were the measured intensities for the donor-only sample (DNA488B) in the red 

and green detection channels respectively. βlIDA represented the photons detected in the red 

channel, which originated from donor instead of acceptor excitation. The corrected value IDA 

was used here (instead of IH,g) for better accuracy. In addition, in order to correct for direct 

AF647 excitation, IA,r was subtracted from the photon counts detected in the red channel (IH,r). 

It should be noted that before any calculations were performed, all measured intensities were 

corrected for background noise. Finally, the correction parameter γ in equation 6.6 (given by 

equation 6.7) for the specific dye pair and detection arrangement was: 
 

 9913.0
92.0
33.0


       

(6.11) 

 

with 0.33, 0.92 being the acceptor and donor quantum yields respectively (provided by 

Invitrogen) and 0.9913 the red-to-green APD detection efficiency derived from equation 2.6. 
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By combining equations 6.6 and 6.9-6.11, the extracted FRET efficiency for HybrDNA was 

0.37±0.02. This was not consistent with the theoretically expected EFRET of 0.71 (figure 6.5). 

Additional measurements were performed at a variety of concentrations and laser powers, 

which yielded similar results (data not shown). 

 

Subsequently, fluorescence lifetime data collected from the donor (green) channel were used 

for calculating EFRET according to equation 6.8. The donor lifetime in the absence of the 

acceptor (τD) was determined via DNA488B excitation. More specifically, the donor decay was 

fitted to a double exponential function ( 2
R =1.11) yielding two lifetime components. The slow 

component (3.50±0.09 ns) was identified as the fluorophore-DNA conjugate lifetime τD, while 

the fast component (0.20±0.002 ns) was more likely related to the optical arrangement and 

background noise and not linked to the sample. This component remained constant (lifetime 

and amplitude) throughout the experiments and, therefore, it was fixed during all fluorescence 

decay fitting processes. This will be referred to as setup component. 

 

Upon HybrDNA excitation, τDA values were initially extracted via a double exponential fit 

(setup component fixed). The obtained lifetimes however (non-fixed component), showed very 

little decrease with respect to τD, resulting in EFRET no higher than 0.1 (~0.09±0.02). 

 

The extremely low EFRET was interpreted as evidence that the extracted τDA did not represent 

solely hybridised DNA molecules. It was more likely that an additional component, with 

lifetime higher than the expected under FRET, was present in the HybrDNA sample, 

contributing to the fluorescence decay. This was attributed to donor molecules which did not 

undergo FRET, considering that during sample preparation an assessment step was not 

performed to evaluate the efficiency of the hybridisation process. Consequently, it was 

possible that not all DNA oligos were successfully hybridised and thus, a fraction of the donor 

molecules in the solution did not possess respective acceptors in close proximity. This could 

also offer an explanation for the discrepancy between the theoretically calculated and the 

experimentally extracted from intensity measurements FRET efficiencies. For the latter, only 

the emission of donors attached to hybridised molecules should be taken into account during 

FRET calculation. As a result, IDA (equations 6.6 and 6.9) should be further adjusted. 

 

In order to correctly represent the HybrDNA sample as a mixture of donor-only (no FRET) and 

donor-acceptor (experiencing FRET) molecules, the fluorescence decay was fitted to a triple 

exponential function. During this fit, in addition to the setup component, the lifetime of a 
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second component was fixed, at the lifetime of the donor τD. According to equation 1.3, the 

equation used for the fitting was: 
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(6.12) 

 

where αD, αDA, αS and τD, τDA, τS were the amplitudes and lifetimes of the donor-only 

component, the donor-acceptor component (FRET) and the setup component respectively (τD, 

αS, τS fixed). The obtained value for τDA was 1.17±0.05 ns. Substituting τDA and τD on equation 

6.8 resulted in an average EFRET of ~0.67±0.01 (6 repeats performed, figure 6.5). This was in 

satisfying agreement with the theoretically estimated EFRET (~0.71). 

 

  
Figure 6.5. FRET efficiencies for HybrDNA at 10 nM, extracted via fluorescence intensity (blue) and 
fluorescence lifetime (magenta) measurements. The theoretically predicted EFRET is represented by the 
green line. 

 

6.3.2. The DyLight549-DyLight633 FRET pair 

6.3.2.1. Bulk FRET measurements on cover slip 

Identical experiments to those described in section 6.3.1 were carried out using FRET04, 

FRET09 and FRET14 samples. Measurements on DNA549 and DNA633 were also performed, 

in order to correct for direct acceptor excitation and cross talk artefacts in intensity calculations 

(equations 6.9 and 6.10). The ratio QA/QD in the expression for γ (equation 6.7) was 1.427 

(quantum yields provided by Pierce). The FRET efficiencies extracted via equation 6.6 varied 
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between 0.14 and 0.37 for 100 nM and 10 nM samples, which, similarly to results presented in 

section 6.3.1, were significantly lower than the theoretically expected efficiencies (figure 6.6). 

This implied that, as before, the FRET samples possibly contained donor molecules with no 

respective acceptors, due to labelling efficiency mismatch for the two fluorophores, reduced 

hybridisation efficiency or free donor dye molecules that were not completely removed during 

sample preparation. 
 

For fluorescence lifetime-based EFRET calculation, DNA549 was excited and the donor lifetime 

was found using a double exponential fit with the setup component fixed. The extracted τD was 

1.16±0.01 ns. A triple exponential fit, with the donor and setup component lifetimes fixed, was 

used to extract fluorescence lifetimes upon FRET (τDA in equation 6.12). Subsequently, FRET 

efficiencies were calculated via substitution in equation 6.8. The resulting EFRET values were 

0.69±0.02, 0.86±0.01 and 0.99±0.01 for FRET14, FRET09 and FRET04 respectively (figure 

6.6). These were in excellent agreement with the respective theoretically calculated 

efficiencies of 0.73, 0.86 and 0.99 (section 6.2.2.3). 

 

 
Figure 6.6. Bulk FRET efficiencies versus inter-dye distance at 10 nM (filled markers) and 100 nM 
(open markers) DNA concentration, extracted via fluorescence intensity (blue) and fluorescence lifetime 
(magenta) measurements. Theoretically predicted efficiencies are shown in green (where not visible 
they overlap with the lifetime magenta points). Error bars represent standard deviation. Distances of 
1.65 nm, 4.34 nm and 4.97 nm correspond to FRET04, FRET09 and FRET14 respectively. 
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suitability of the FRET technique described above for microfluidic experiments, as well as to 

investigate possible effects of the flow rate on the calculated efficiencies. 
 

FRET14, FRET09 and FRET04 were introduced in the channel and data were collected at flow 

rates of 1.00, 0.50, 0.10 and 0.05 μl/min, using point and laser scanning excitation modes. 

Fluorescence decays were fitted to equation 6.12 and EFRET values were calculated as 

previously described (section 6.3.2.1). Table 6.1 and figure 6.7 show the resulting EFRET for 

each condition together with the theoretically expected values. 
 

Table 6.1. FRET efficiencies for FRET14, FRET09 and FRET04 measured within a microchannel. 

 
 

EFRET calculations in flow were consistent with the efficiencies obtained via bulk 

measurements on cover slip and with the theoretical estimations. In addition, no particular 

trend was observed with respect to the flow rate. The mode of excitation, point or laser 

scanning, did not have a significant effect on the results, with scanning mode yielding slightly 

higher EFRET. FRET14 exhibited more disperse FRET efficiencies than FRET09 and FRET04, 

these however were well scattered around the average. 
 

 
Figure 6.7. FRET efficiencies versus inter-dye distance, extracted via fluorescence lifetime 
measurements within a microfluidic channel (10 nM), using point (filled markers) and laser scanning 
(open markers) excitation modes. Theoretically predicted efficiencies are shown in light green. 
Distances of 1.65 nm, 4.34 nm and 4.97 nm correspond to FRET04, FRET09 and FRET14 respectively. 
Non-visible data points overlap. 

sample dist.(nm) theory 1μl/min 0.5μl/min 0.1μl/min 0.05μl/min 1μl/min 0.5μl/min 0.1μl/min 0.05μl/min
FRET14 4.97 0.731 0.667 0.668 0.670 0.667 0.717 0.713 0.734 0.695
FRET09 4.34 0.859 0.848 0.870 0.857 0.861 0.877 0.870 0.871 0.870
FRET04 1.65 0.999 0.999 0.999 0.999 0.999 0.999 0.999 0.999 0.999
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6.3.2.3. FRET measurements at the single molecule level 

Single molecule FRET measurements were performed using DNA549, FRET14, FRET09 and 

FRET04 at 500 pM concentration. Unlike experiments presented in chapter 5, whereby single 

DNA molecules labelled with an intercalated dye were detected (many dye molecules per 

DNA molecule), the results provided herein refer to single dye molecule detection. Therefore, 

the fluorescence signal during these experiments was much weaker. In addition, under high 

FRET conditions, photon counts obtained in the donor channel were further reduced. A typical 

burst scan under high FRET is shown in figure 6.8. 

 

 

 
Figure 6.8. Single molecule burst scan for FRET04 in the green (top) and red (bottom) detection 
channels over a 300 s acquisition period. Based on background levels and control measurements, the 
threshold for the peak locating logarithm was set to 7 photon counts. 

 
In order to distinguish between fluorescence originating from dye molecules and background 

noise, the thresholds for peak height and peak area were set at 7 and 10 photons respectively. 

The number of peaks detected for each sample in the green and red channels during a 300 s 

period can be seen in table 6.2. Peak height and peak area histograms are given in figures 6.9 

and 6.10 respectively. 

 

In the green detection channel, the number of peaks exceeding the height and area thresholds 

for the three FRET samples was significantly lower than the respective number of peaks for 
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the donor-only sample (DNA549). However, there was only small variation between FRET14, 

FRET09 and FRET04 (table 6.2). Additionally, in terms of peak height and peak area, the 

observed values for FRET samples and DNA549 were very similar (figures 6.9a and 6.10a). 

This could possibly indicate that the detected in the green channel molecules represented only 

the non-fretting components of each sample. Due to energy transfer, the molecules undergoing 

FRET did not emit enough photons to overcome the peak height and peak area thresholds. 

Therefore, they could not be resolved from the background and were not detected. As a result, 

the peak height and area histograms for FRET14, FRET09, FRET04 and DNA549 displayed 

high resemblance, as all the detected peaks corresponded to non-experiencing FRET donors. 

As mentioned in previous sections, these could be molecules labelled only with the donor dye, 

non-hybridised oligos or free DL549 residue. 

 
Table 6.2. Number of bursts exceeding the height and area thresholds in green and red channels. 

 
 

On the contrary, in the red detection channel, there were no peaks above the threshold for 

DNA549 and DNA633, thus, photons detected in the red region directly corresponded to 

molecules experiencing FRET. According to data acquired in the red channel, a greater 

number of molecules were detected as the inter-dye distance decreased (table 6.2). At the same 

time, the height and area of the detected peaks also slightly increased, indicating that more 

energy was transferred to the acceptor molecules (figures 6.9b and 6.10b). However, equation 

5.6 could not be used for the intensity-based FRET efficiency calculation, due to the lack of 

fretting molecules detected in the green channel. 

 

It becomes apparent that the lack of fretting molecules in the green detection channel also 

prevented the calculation of lifetime-based EFRET, as this requires the decays of FRET 

experiencing donors. Setting a threshold of 10 photons for the MLE routine (the same as the 

peak area threshold), the fluorescence lifetime of donor-only molecules (DNA549) was 

extracted. Figure 6.11 shows a single molecule DNA549 lifetime histogram, which confirms 

the ~1.16 ns τD extracted from bulk experiments (section 6.3.2.1). 

sample distance (nm) green red green red
DNA549  - 629 0 324 0
FRET14 4.97 86 30 32 5
FRET09 4.34 84 104 32 33
FRET04 1.65 70 159 20 70

peak height>7 photon counts peak area>10 photon counts500 pM DNA
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Figure 6.9. Burst height histograms for (a) green and (b) red detection channels, obtained from 
measurements of DNA549, FRET14, FRET09 and FRET04 at the single molecule level. 
 

(a)

(b)
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Figure 6.10. Burst area histograms for (a) green and (b) red detection channels, obtained from 
measurements of DNA549, FRET14, FRET09 and FRET04 at the single molecule level. 

(a)

(b)
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Figure 6.11. Single molecule fluorescence lifetime histogram for DNA549. The extracted donor lifetime 
was  approximately 1.16 ns. 
 

6.4.    Discussion 

6.4.1. Error analysis 

Comparing the experimentally determined values of a quantity to the respective theoretically 

calculated values, the absolute and relative errors, εabs and εrel, can be extracted using: 
 

theoryerimentabs valuevalue  exp       and       %100
theory

abs
rel value




  
(6.13) 

 

Six repeats were performed on the HybrDNA sample (section 6.3.1), yielding an average EFRET 

of 0.67, with a standard deviation of 0.006. Comparing this to the theoretically calculated 

EFRET, the absolute and relative errors were -0.05 and -6.36%. Yet, a more meaningful 

evaluation of the method used herein can be obtained by expressing the above errors in terms 

of distances. By reverse solving of equation 6.2, the experimentally extracted FRET 

efficiencies yielded an average fluorophore separation distance of 4.99 nm, with a standard 

deviation of 0.02 nm. Substitution on equation 6.13 resulted in εabs and εrel of 0.17 nm and 

3.16% respectively. 

 

Regarding the DL549-DL633 dye pair, results presented in sections 6.3.2.1 and 6.3.2.2 

illustrate that flowing and freely diffusing molecules exhibited almost identical EFRET for the 

same inter-dye distance. In addition, the flow rate and excitation mode (point/laser scanning) 

did not affect the extracted EFRET. Hence, bulk and flow experiments could be safely 
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considered as repeats of the same measurement and the extracted average EFRET for FRET14, 

FRET09 and FRET04 was 0.69, 0.87 and 0.99 respectively (standard deviations 0.024, 0.009 

and 0.001 respectively). Comparing to the theoretically expected FRET efficiencies, the 

average εabs and εrel were -0.04 and -5.6%, 0.01 and 0.7%, 0.001 and -0.04%, for FRET14, 

FRET09, FRET04 respectively. 
 

The average experimentally determined inter-dye distances for the above samples were 5.14 

nm, 4.31 nm and 1.83 nm, with standard deviation of 0.10 nm, 0.05 nm and 0.02 nm 

respectively (figure 6.12). It is evident that the standard deviation for short inter-dye distances 

was smaller, possibly due to the DNA construct being more rigid over a dye separation of only 

a few base pairs. For longer inter-dye separations, the intramolecular distances are less stable 

and a greater number of repeats are required to minimise the standard deviation. 

 

 
Figure 6.12. Experimentally determined donor-acceptor separation distances via fluorescence lifetime 
measurements, for FRET14, FRET09 and FRET04. Experiments were performed on freely diffusing (10 
nM and 100 nM) as well as on flowing (10 nM) molecules, under various flow rates and using point or 
laser scanning excitation mode. The theoretically predicted values are shown in light green. Non-visible 
data points overlap. 
 

Comparison of the experimentally extracted donor-acceptor distances with the respective 

theoretical values, yielded average εabs and εrel of 0.17 nm and 3.35%, -0.04 nm and -0.87%, 

0.18 nm and 11.06%, for FRET14, FRET09, FRET04 respectively. These indicated that, unlike 

efficiency-based errors, εrel expressed in terms of distance was larger for FRET04. This was 

expected as, for short distances, a deviation of even a few tenths of a nanometre were 

significant compared to the real inter-dye separation. Therefore, similar εabs values for FRET14 

and FRET04 (0.17-0.18 nm) resulted in much higher εrel for FRET04 than for FRET14. 

1.0

2.0

3.0

4.0

5.0

6.0

FRET14 FRET09 FRET04

In
te

r-
D

ye
 D

is
ta

nc
e 

(n
m

)

Sample

theory
100 nM bulk
10 nM bulk
1.0 µl/min - point
1.0 µl/min - scan
0.5 µl/min - point
0.5 µl/min - scan
0.1 µl/min - point
0.1 µl/min - scan
0.05 µl/min - point
0.05 µl/min - scan



Accurate Distance Determination Via Förster Resonance Energy Transfer  Chapter 6 

 181

According to the above calculations, the 9 bp fluorophore separation was determined more 

accurately than the 4 bp and 14 bp distances. In addition, data obtained from both AF488-

AF647 and DL549-DL633 FRET dye pairs, indicated that a separation distance yielding EFRET 

of approximately 0.72 (0.71 and 0.73 for HybrDNA and FRET14 respectively), could be 

experimentally determined with absolute and relative errors of ~0.17 nm and ~3.2% 

respectively. 
 

6.4.2. Data acquisition and analysis method: the fluorescence lifetime approach 

Experiments conducted using either of the two systems tested (dsDNA labelled with either 

AF488-AF647 or DL549-DL633) showed that a part of the fluorescence detected in the green 

region did not originate from FRET-experiencing donor molecules. This was indicated by the 

low FRET efficiencies extracted from fluorescence intensity-based calculations, as well as 

from fluorescence lifetime analysis, when a single component (in addition to the setup 

component) was used for decay fitting. Instead, the use of two lifetime components (in 

addition to the setup component) illustrated that the samples contained two populations; one 

population characterised by the original donor lifetime (τD) and a second one, displaying a 

lifetime closely matched to the theoretically predicted lifetime under FRET (τDA). Thus, the 

samples essentially consisted of a mixture of fretting and non-fretting molecules. 
 

As discussed in previous sections, a possible explanation for this could be that for a portion of 

the donor molecules contained in the sample, there were no corresponding acceptors present 

within close proximity. Thus, energy transfer did not occur. This could partially be due to the 

sample  preparation procedure, which could possibly lead to donor-only labelled hybridised 

DNA molecules (mismatch between donor and acceptor labelling efficiency), non-hybridised 

ssDNA molecules labelled with the donor dye (hybridisation efficiency) or free dye residue 

(failure to completely remove the donor fluorophore from the final sample). 
 

In addition to sample preparation related factors, the apparent non-FRET condition observed 

for a fraction of donor molecules could be attributed to processes other than energy transfer. 

More specifically, a number of studies on immobilised DNA molecules have reported 

significant donor intensity values, even for donor-acceptor separation distances that should 

theoretically yield nearly 100% energy transfer [41-43]. Sabanayagam et al. resolved the 

discrepancy by introducing a scaling factor to the EFRET expression, which accounted for all de-

excitation pathways competing FRET [42]. Large donor intensities under presumably high 

FRET conditions have also been attributed to inactive acceptors [21, 41, 43]. These studies, 

focus on cyanine acceptor dyes and prolonged excitation times (immobilised molecules), 

which was not the case in this work. However, similar effects could not be ruled out with 
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certainty for the dyes used herein. Especially the DyLight FRET pair has not been extensively 

studied in the past and the time scale for possible acceptor dark states is not known. 
 

With no regard to the reasons causing a portion of the donor molecules not to transfer energy 

to acceptor molecules, experiments presented in this chapter showed that extracting FRET 

efficiency via bulk fluorescence intensity measurements can be highly problematic. Instead, 

experiments at the single molecule level are required to handle each molecule individually and 

to identify the ‘zero’ or ‘near zero’ FRET populations. In a typical SMD EFRET histogram, 

these populations are represented by a characteristic peak close to zero, which has been 

described as an artefact [15]. On the contrary, fluorescence lifetime methods using multi-

exponential decay fitting, allow for distinguishing, to some extent, between molecules, which 

exhibit different lifetimes and thus, represent different energy transfer states in bulk. 
 

In addition to the ability for identifying different FRET populations within a sample, the 

superiority of a lifetime-based FRET technique also lies in the fact that fluorescence lifetime is 

hardly prone to inconsistencies, caused by sample concentration and optical arrangement 

features, such as illumination intensity/uniformity, emission filters, photon detection efficiency 

etc. Especially in calculations whereby the direct acceptor excitation must be taken into 

account, the intensity-induced discrepancy can be large, as direct acceptor emission can only 

be expressed in absolute, and not relative, photon counts. Thus, even slight variations in 

fluorophore concentration, illumination power or background signal levels may lead to false 

results. On the contrary, in a fluorescence lifetime approach, the error introduced by FRET 

correction measurements is minimised, rendering this method highly reproducible and, 

therefore, more reliable than a fluorescence intensity-based method. 
 

6.4.3. FRET measurements at the single molecule level 

Results presented in section 6.3.2.3 illustrated that for short inter-dye distances, the donor 

emission is significantly reduced due to energy transfer to the acceptor. For the specific FRET 

dye pair tested (DL549-DL633) combined with the current optical arrangement, donor 

molecules undergoing FRET could not be resolved from background noise. Therefore, these 

molecules were not detected in the green channel. It should be noted that the theoretically 

estimated FRET efficiencies were above 0.7 (inter-dye distances shorter than R0). If the 

labelling of the DNA633 oligo was performed on sites yielding fluorophore separation around 

or greater than R0, donor molecules undergoing FRET would potentially provide enough 

photon counts to be detected in the green channel, as a result of lower energy transfer 

occurring. 
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Regarding fluorescence lifetime SMD measurements, besides the low number of photons 

emitted per molecule, an additional detection limitation was set by the range of fluorescence 

lifetimes that could be measured with the current optical arrangement. Due to the instrument 

response, individual molecules exhibiting lifetimes below ~0.7 ns could not be successfully 

detected. The extracted donor lifetime τD was ~1.16 ns, this however dropped below 0.7 ns 

during FRET. Thus, the specific τDA values could only be extracted via multi-exponential 

fitting of fluorescence decay data acquired from bulk measurements. 

 

Emission detected in the red channel directly corresponded to energy transfer from donor to 

acceptor molecules. The increasing number, height and area of single molecule bursts in the 

red region for short inter-dye distances clearly indicated higher levels of energy transfer. 

However, single molecule EFRET could not be extracted without the coincident donor bursts in 

the green channel. Also, a well-defined relationship between peak height/area and inter-dye 

distance could not be established based on the acquired data, due to the relatively small 

amount of molecules contributing to the histograms (figures 6.9b and 6.10b). By increasing the 

acquisition time, more conclusive histograms could be obtained and potentially provide 

quantitative relationships between peak characteristics and FRET efficiencies. Nevertheless, 

the number of molecules detected in the red channel per minute for each sample, appeared to 

be linearly related to the respective theoretically calculated EFRET (figure 6.13). 

 

 

Figure 6.13. Number of bursts per minute which overcame the peak height (blue) and peak area 
(magenta) thresholds in the red detection channel versus theoretically estimated FRET efficiency. A 
linear relationship was observed. 
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6.5.    Summary and conclusion 

The fluorescence lifetime FRET analysis method presented herein was proved to be successful 

for estimating nanoscale distances with high accuracy. Although fluorescence lifetime-based 

FRET techniques are rarely found in literature, the advantages of such methods over a 

fluorescence intensity approach were clearly demonstrated in this work. In addition, unlike 

conventional methods which employ single molecule measurements to distinguish between 

different energy transfer states, the method used herein for lifetime fitting, keeping the setup 

component and the original donor lifetime τD fixed, allowed for discrimination, to some extent, 

between different FRET states in bulk. According to the results presented in this chapter, in a 

simple, single-FRET condition experiment, a triple exponential function could be used to fit 

the donor decay (setup component and τD fixed), while in cases whereby more than one fretting 

populations are expected, a multi-exponential fit can be applied to discriminate between 

different FRET levels. Following bulk measurements, experiments within microfluidic 

channels can be performed without the need for additional control measurements. The validity 

of the specific technique was verified by performing measurements on a commonly used 

FRET dye pair (Alexa Fluor dyes) as well as on a more challenging FRET pair (DyLight dyes) 

which has not been extensively studied in the past.  

 

It was concluded that for the specific optical arrangement used herein, single dye-molecule 

experiments should only be attempted, provided that the expected fluorescence intensity and 

fluorescence lifetime of donor molecules undergoing FRET would be at levels allowing for 

successful detection, despite the system limitations. 
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7. CHAPTER 7                                                                         

STUDYING BIOMOLECULES VIA FRET 

 

7.1.    Introduction 

As discussed in chapter 6, FRET has been extensively used as a natural spectroscopic ruler to 

investigate conformations and dynamics of various biological systems. In a FRET 

configuration, changes in the measured energy transfer correspond to changes in the inter-dye 

distance, thus, are directly related to the relative position of known sites within the studied 

biomolecules. Specific FRET applications and techniques were discussed in detail in chapter 6.  

This chapter focuses on applying the previously described FRET analysis method in the study 

of molecular interactions and protein conformational changes. More specifically, two systems 

were tested; the well-known biotin-streptavidin binding model as well as the conformational 

change of bacterioopsin upon unfolding. 

 

7.1.1. The streptavidin-biotin binding system 

Streptavidin is a bacterial protein composed of four identical subunits, each capable of binding 

a single biotin with extremely high affinity and an exceptionally slow dissociation rate [1-3]. 

Hence, each streptavidin can bind up to four biotins. The streptavidin tetramer is organised in 

two symmetrical dimers, each containing a pair of binding sites (figure 7.1a) [2, 4, 5]. While 

the interface between the monomers of each dimer is maintained by over two-dozen hydrogen 

bonds, the dimer-dimer interaction is less strong and the quaternary integrity of the 

streptavidin tetramer is enhanced upon interaction with the biotin ligand. The biotin-

streptavidin binding is often cited as one of the strongest known non-covalent protein-ligand 

interactions (association constant Ka≈1015 M-1) [1, 6, 7] and therefore it has been used in 

numerous studies for a wide range of bioanalytical applications [5, 8, 9]. For example, the 

strong bond between biotin and streptavidin can be exploited to firmly tether biomolecules, 

such as nucleic acids, on a surface or to attach them to other molecules [10-12]. A variety of 

engineering techniques have been proposed to modulate the streptavidin binding affinity and 

specificity and to alter its oligomeric and topological structure features as well as its 

physicochemical characteristics, with the aim to improve its value as a biotechnological tool 

[9]. 
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Herein, a simple model was developed to investigate the effect of the ligand:streptavidin 

concentration ratio on the biotin-streptavidin binding. For this purpose, streptavidin and biotin 

were labelled with the donor and acceptor fluorophores respectively and fluorescence lifetime 

data were acquired at a variety of concentrations. Upon binding, the donor and acceptor 

molecules were brought into close proximity resulting in FRET and the efficiency of the 

energy transfer was associated with the number of biotins bound per streptavidin tetramer. 

 

 
Figure 7.1. (a) The streptavidin tetramer structure, consisting of two dimers (red/magenta and 
blue/cyan). Bound biotins are shown in yellow. Adapted with permission from [5], copyright 2005, 
Elsevier. (b) Bacteriorhodopsin structure and cysteine mutations (A168C/D102C). Distance between 
side chains is approximately 1.2 nm. Retinal chromophore is shown in pink. Adapted with permission 
from [13], copyright 2010, Elsevier. 
 

7.1.2. Bacterioopsin unfolding 

Bacteriorhodopsin (bR) is a protein found in the membrane of Halobacterium salinarium 

which functions as a light-activated proton pump. Specifically, bR converts the energy of 

green light (500-650 nm) into an electrochemical proton gradient, which in turn is used for the 

production of chemical energy [14]. The protein consists of seven transmembrane alpha 

helices together with a covalently bound retinal chromophore (figure 7.1b) [15]. The retinal 

kinetically stabilizes bR by increasing its conformational rigidity and compactness [13]. 

Removing the retinal by bleaching with hydroxylamine results in a less compact apoprotein 

named bacterioopsin (bO). The native conformation (folded) of bR and bO can be reversibly 

unfolded by sodium dodecylsulfate (SDS) in mixed lipid-detergent micelles [16, 17]. 

 

Energy transfer to the retinal by an external dye has been used in the past to study bR [18] and 

mammalian rhodopsin [19], primarily to determine the molecular dimensions before the 

structure was accurately known. In addition, the folding and unfolding of bR and bO in mixed 

lipid-detergent micelles has been monitored by measuring changes in retinal absorbance [20], 

(a)

A168C D102C

(b)
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tryptophan fluorescence [21] and secondary structure content [22], as well as via FRET 

between intrinsic protein tryptophan donors and an external acceptor [23, 24] and between a 

donor fluorophore and the retinal or an acceptor fluorophore attached to the protein [13]. 

Herein, the home-built optical detection system and the developed FRET analysis technique 

were used to investigate the effect of denaturant concentration on bO unfolding. A 

microfluidic device was also tested as a potential platform for extracting unfolding kinetics. 

 

7.2.    Experimental methods 

7.2.1. The streptavidin-biotin binding system 

7.2.1.1. Chemicals and DNA preparation 

AlexaFluor488 streptavidin conjugate (Str488) was purchased from Invitrogen. The 

biotinylated dsDNA used for the experiments was provided by Dr. M. Srisa-Art [25]. Briefly, 

oligonucleotides were purchased from Eurofins Operon (Germany). Two strands, containing 

46 base pairs each, were synthesized; one labelled with biotin on the 5’ end and its 

complementary, internally labelled with AlexaFluor647: 

 

Biotin-5’-GCGCTAAAATTATTTATTGATCGATTTTTTTTCGGGCGCGGCGGGC-3’ 

3’-CGCG[AF647]ATTTTAAAAATAACTAGCTAAAAAAAAGCCCGCGCCGCCCG-5’  

 

The two sequences mainly consisted of C and G bases for stabilizing the dsDNA [26]. All 

samples were prepared in a pH 8.0 binding buffer, consisting of 100 mM Tris-HCl, 10 mM 

NaCl and 3 mM MgCl2. The mixture of ssDNA (biotinylated ssDNA and AF647-labelled 

ssDNA) was prepared and hybridised as described in section 6.2.1.1. The distance between 

biotin and AF647 (acceptor dye) in the resulting dsDNA was 4 bp. The hybridised DNA will 

be referred to as DNA647B. 

 

7.2.1.2. Experimental procedure 

All measurements were performed on cover slip, as described in section 6.2.1.2. Similarly to 

experiments presented in chapter 6, excitation was achieved using a 488 nm laser line (figure 

6.2) at point excitation mode and fluorescence lifetime data were analysed using JLife. 

 

Experiments were performed using solutions of Str488 and DNA647B at biotin/streptavidin 

concentration ratios CR (CR=[DNA647B]/[Str488]) varying between 0.3-3.3 Four sets of 

measurements were performed; two at constant Str488 concentration of 22 nM and 14.7 nM 
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while DNA647B concentration varied between 6.6-72.6 nM and 4.4-48.5 nM respectively, and 

two at constant DNA647B concentration (16.7 nM and 13.3 nM) with varying Str488 

concentration (5.1-55.7 nM and 4.0-44.3 nM respectively). The concentrations were chosen 

according to sample brightness and to enable comparison with other work [25]. Measurements 

were also performed on Str488-only and DNA647B-only samples for carrying out the 

necessary corrections in FRET calculations. 
 

7.2.1.3. Theoretical FRET efficiency calculations 

Considering the helical molecular geometry of dsDNA, the biotin-AF647 distance (4 bp) was 

estimated to be 1.65 nm. Taking this into account, together with the radii of streptavidin (2.5 

nm) and biotin (0.3 nm) [27], the distance RDA between the donor and acceptor fluorophores, 

for a single-donor single-acceptor model, was approximately 4.45 nm. 
 

The current system however, was more complicated. Specifically, each streptavidin molecule 

possessed four biotin binding sites. In addition, each streptavidin contained in the Str488 

sample was conjugated with, on average, 4 AF488 molecules. Thus, in a bound streptavidin-

biotin complex, there was not a 1:1 analogy between donors and acceptors. Instead, this ratio 

could be 4:1, 4:2, 4:3 or 4:4, depending on the number of biotins bound per streptavidin (figure 

7.2). Therefore, each donor could interact with multiple acceptors and each acceptor could 

interact with multiple donors. Energy transfer under these conditions was complex and 

determining EFRET, theoretically and experimentally, was not straight forward [28]. 
 

 
Figure 7.2. Cartoon showing one streptavidin/donor molecule with two biotin/DNA/acceptor complexes 
bound. In the presence of 4 donors (AF488) and 2 acceptors (AF647), EFRET calculation is complex. 
 

Assuming that the donor-acceptor fluorophore orientation was approximately the same for all 

pairs and RDA was the average inter-dye distance, a theoretical expression for FRET efficiency, 

analogous to equation 6.2, could be [29]: 

AF488

AF647

FRET Hybridised DNA

Biotin

Streptavidin
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                 (7.1) 

 

where nA is the average number of acceptors interacting with one donor (herein: nA=number of 

acceptors/number of donors). Taking into account equation 7.1, together with RDA of 

approximately 4.45 nm and R0 of 5.60 nm for the AF488-AF647 FRET pair, the calculated 

FRET efficiencies for 0-4 biotins bound to a streptavidin molecule are shown in table 7.1. 

 
Table 7.1. Theoretical FRET efficiency calculation for 1, 2, 3 and 4 biotins bound per streptavidin. 

 
 

According to table 7.1 and calculations performed for 1 donor molecule (AF488) per 

streptavidin instead of 4, the presence of several acceptors in the current system increased the 

rate of energy transfer, while the presence of more than 1 donors decreased the overall FRET 

efficiency within the complex. As a result, additional biotin binding yielded higher EFRET (table 

7.1). 

 

7.2.2. Bacterioopsin unfolding 

7.2.2.1. Protein sample preparation 

Buffer preparation 

bR is a membrane protein, therefore all solutions were prepared in a buffer containing  mixed 

lipid-detergent micelles. More specifically, 263.1 ml of 0.2 M sodium phosphate monobasic 

dihydrate solution (NaH2PO4·2H2O), 36.9 ml of 0.2 M sodium phosphate dibasic heptahydrate 

solution (Na2HPO4·7H2O) and 300 ml filtered de-ionised water were mixed to obtain 600 ml 

0.1 M sodium phosphate buffer (NaP), pH 6.0. 1,2-dimyristoyl-sn-glycero-3-phosphocholine 

(DMPC) and 3-[(3-cholamidopropyl)dimethylammonio]-1-propanesulfonate (CHAPS) were 

purchased from Avanti Polar Lipids and Calbiochem respectively. 0.2 g DMPC, 1 ml 0.1 M 

NaP and 7 ml H2O were added in a glass vial and stirred for 30 min. Subsequently, 2ml of 10% 

(w/v) CHAPS solution in water were added to the vial and stirred until clear (~15 min), then 

sonicated for 30 min. 2 ml 0.1 NaP, pH 6.0, and 8 ml H2O were added to the DMPC/CHAPS 

mixture to obtain 20 ml of the working buffer.  

Streptavidins AF488 Biotins AF647 nA EFRET

1 4 0 0 0.00 0.00
1 4 1 1 0.25 0.50
1 4 2 2 0.50 0.67
1 4 3 3 0.75 0.75
1 4 4 4 1.00 0.80

Number of Molecules per Complex R=4.45 nm, R0=5.60 nm
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Protein labelling and retinal removal 

Labelled bR and bO were provided by Dr. P. Curnow (School of Biochemistry, University of 

Bristol). Detailed descriptions of protein expression, purification and labelling can be found in 

references [13, 20]. Briefly, wild-type bR was obtained using the methods of Krebs and co-

workers [30, 31]. Two cysteine mutations, at alanine 168 (A168C) and at position 102 

(D102C), were introduced to permit covalent labelling with donor AF488 (Alexafluor-488-C5-

maleimide, Molecular Probes) and acceptor AF647 (Alexafluor-647-C2-maleimide, Molecular 

Probes). The two sites were selected based on their close proximity to the region that was 

expected to experience a conformational change upon unfolding (figure 7.1b). Site A168C 

could be labelled by both dyes, while site D102C could only be labelled with AF488. Thus, by 

labelling first with AF647 to fill A168C and subsequently introducing AF488 to label at 

D102C, mixed labelling populations were avoided. The extent of labelling for the resulting 

double mutant was 1.0±0.2 and 0.8±0.2 mole of label per mole of protein, for AF488 and 

AF647 respectively. Donor-only samples, containing AF488 in both A168C and D102C sites, 

were also prepared with labelling efficiency of 1.9±0.05 mole of label per mole of protein. All 

labelling reactions were performed on monomeric bR solubilised in the micelle buffer 

described above and the labelling efficiency was confirmed by absorbance spectroscopy. 

 

In order to obtain bO, the retinal was removed by irradiating with >515 nm wavelength light 

for 1-5 min in the presence of excess hydroxylamine. Upon irradiation, bR went through the 

photocycle and the resulting conformational change increased solvent accessibility to the 

chromophore [32] and allowed hydroxylamine to strip the retinal from the binding pocket. The 

extent of retinal removal was confirmed by the loss of the chromophore band in absorbance 

spectra [13]. 
 

7.2.2.2. Equilibrium unfolding 

Sample excitation and emission detection were as described in section 6.2.1.2 and fluorescence 

lifetime data were processed using JLife. The majority of the measurements were performed 

using bO (bR after retinal removal) at nM concentrations to minimise the sample consumption. 

 

Equilibrium unfolding measurements at a variety of denaturant concentrations were performed 

on cover slip (as in section 6.2.1.2) as well as within a microfluidic channel. The protein was 

reconstituted into DMPC/CHAPS micelles at concentrations of 10-500 nM and aliquots of 

20% (w/v) SDS (VWR International) were added to the protein solutions to obtain the desired 

denaturant concentrations. bR and bO unfolded within these mixed DMPC/CHAPS/SDS 

micelles, hence, denaturant concentration was expressed as dimensionless SDS mole fraction 
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(χSDS) rather than bulk molar concentration. This is considered to be the most appropriate 

metric for detergent concentration in mixed micelles [20, 33, 34]. Depending on the size of the 

added aliquot, SDS mole fraction varied between 0-0.96. Equilibrium measurements in flow 

were performed by introducing the mixed bO-SDS sample (10 nM bO, χSDS=0-0.82) into the 

central inlet of chip design a (section 4.2.2) while keeping the side inlets blocked, and data 

were acquired within the outlet, shortly after the junction. The flow rate was 0.5 μl/min. 
 

7.2.2.3. Kinetic analysis 

Kinetic data were acquired by introducing 200 nM bO into the central inlet of chip design a 

(figure 4.1a and Appendix A, figure A.3) while the side flows consisted of 6% (w/v) SDS (χSDS 

~0.87, adequate for unfolding). The central and side inlet flow rates were 0.6 μl/min and 3.6 

μl/min respectively (ratio α=6), which according to data presented in chapter 4, resulted in a 

mixing time of approximately 7.2 ms (not taking into account variations due to differences in 

diffusion coefficients D). Accordingly, bO-SDS mixing was estimated to be complete at ~195 

μm from the junction (~9 ms). Therefore, fluorescence lifetime data were collected initially 

within the inlet (0 μm, χSDS=0) and subsequently along the outlet channel length at positions 

200-6000 μm from the junction (200 μm step, χSDS ~0.87). Acquisition at different positions 

along the y-direction was achieved by moving the stage using the Prior Scientific software. 

 

It should be noted that, unlike experiments described in section 4.2.3, point excitation mode 

was used herein instead of laser scanning. It was concluded via test experiments that the MLE 

routine used to extract pixel lifetimes and construct 2-dimensional fluorescence lifetime maps 

at scanning mode, provided adequate results only in the case of single-exponential fluorophore 

decays. Otherwise, the lifetimes extracted via the MLE routine corresponded to the average 

decay lifetime (similar to   calculated via equation 1.4). Therefore, although this method 

would be efficient to extract an average lifetime under FRET if all molecules were fretting, 

herein, a fraction of the donor molecules should be excluded from τDA calculation (equation 

6.12 with τD fixed). Hence, constructing images using the MLE routine would lead to an 

overestimation of the donor lifetime as it would take into account both fretting and non-fretting 

populations. Combining FLIM with pixel lifetime extraction via exponential decay fitting 

instead of using the MLE routine could lead to significant error as the number of photons 

collected per pixel was typically low (section 2.3.3). In order to collect sufficient photon 

counts for accurate fluorescence lifetime determination, within reasonable acquisition times, 

point excitation mode and analysis via JLife were preferred. Nonetheless, a higher protein 

concentration was not used as that would significantly increase the consumption of the 

valuable sample. 
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7.3.    Results and discussion 

7.3.1. The streptavidin-biotin binding system 

Fluorescence intensity and fluorescence lifetime analysis was performed in the same manner 

as described in chapter 6. Upon streptavidin-biotin binding, the donor and acceptor molecules 

were brought in close proximity and energy transfer occured. In order to calculate lifetime-

based EFRET, the fluorescence lifetime of the donor τD was determined via double exponential 

fitting of the Str488 decay (setup component fixed). The extracted donor lifetime in the 

absence of the acceptor was τD=4.1±0.03 ns. Subsequently, fluorescence decays recorded in 

the donor channel (green) under FRET conditions were fitted using the triple exponential form 

described by equation 6.12 (donor lifetime τD and setup component αS, τS fixed). The obtained 

donor in the presence of acceptor lifetimes τDA for CR=0.3-3.3 are shown in figure 7.3. A 

significant decrease in the donor lifetime was observed as an immediate result of the presence 

of the acceptor, even in small quantities, and the decrease continued, but became more subtle, 

as CR increased. This indicated that more FRET occurred at higher biotin:streptavidin 

concentration ratios as a result of more streptavidin binding sites being occupied. 

 

 
Figure 7.3. Donor fluorescence lifetime versus biotin/streptavidin concentration ratio CR for fixed 
streptavidin and fixed biotin concentrations. The horizontal lines correspond to theoretically calculated 
fluorescence lifetimes for donor-alone and 1, 2, 3 and 4 biotins bound per streptavidin (dark green, light 
green, orange, red and brown lines respectively). 
 

Lifetime-based FRET efficiencies, obtained by substituting τD and τDA on equation 6.8, are 

shown in figure 7.4. The horizontal solid lines represent theoretical FRET levels for 1, 2, 3 and 

4 biotins bound per streptavidin (green, orange, red and brown lines respectively), as estimated 
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in section 7.2.1.3 (table 7.1). The analysis method used herein for determining lifetime-based 

EFRET took into account only the fretting donor molecules (non-fretting donors were excluded 

via τD in equation 6.12). Therefore, even small amounts of biotin in the mixture, yielded EFRET 

of approximately 0.5, which was in perfect agreement with the theoretically estimated value 

for 1 biotin bound. 

 

As CR increased, more biotins were available in the mixture for occupying the streptavidin 

binding sites and higher FRET efficiencies were obtained. It can be seen that for fixed 

streptavidin concentration the efficiency of ~0.67 estimated for 2 bound biotins (orange line in 

figure 7.4) was reached at CR below 2. This could potentially be attributed to streptavidin 

existing in forms of varying affinity, resulting in progressive biotin association with the 

highest affinity molecules [1, 8]. Hence, although initially binding sites were randomly 

occupied, it is possible that at higher CR a portion of streptavidin molecules associated with 

more than one biotins, without necessarily all streptavidins in the solution having at least one 

biotin bound. 

 

 
Figure 7.4. Lifetime-based FRET efficiency versus concentration ratio CR for fixed streptavidin and 
fixed biotin concentrations. The horizontal lines represent theoretical EFRET for 1, 2, 3 and 4 biotins 
bound per streptavidin (green, orange, red and brown lines respectively). 

 
For fixed biotin concentration, FRET efficiency plateaued at approximately 0.67 (2 biotins per 

streptavidin), even for CR>3, whilst, for fixed streptavidin concentration, efficiencies 

approximated the theoretically calculated EFRET of 0.75 (3 biotins bound, red line in figure 7.4) 

for CR≈2.7. Increasing CR beyond 2.7 did not seem to further increase EFRET. 
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It has been previously reported that in a streptavidin-biotin binding system, not all streptavidin 

binding sites are filled, even under ligand saturation conditions [8, 25, 35]. Although biotin 

appears to induce conformational changes in the streptavidin tetramer, it is believed that these 

structural changes do not substantially affect the binding affinity of the free pockets [3, 36, 

37]. Instead, the loss in affinity, causing the fourth, and occasionally the third, sites to remain 

unfilled, has been attributed to steric hindrance, which inhibits the ability of biotin to settle in 

the most stable position inside the binding pocket [2, 8]. Adjacent binding sites are separated 

by a distance of approximately 2 nm, thus, the relatively large DNA molecule (~16 nm) 

attached to the biotin could potentially obstruct further binding on the same side of the 

streptavidin tetramer. In addition, bulky substituents have been shown to reduce the strength 

and stability of the biotin-streptavidin bond [37]. This possibly leads to high dissociation rates 

[8], which could be related to the unoccupied binding sites. It should be noted that in previous 

studies [8], streptavidins were tethered on a large bead and only two of the four sites were 

typically filled due to limited accessibility of the pockets near the bead surface as well as 

obstruction of incoming biotins as surface coverage increased. This was not the case herein 

hence binding of more than two biotins per streptavidin was also observed. 

 

The calculation of the above FRET efficiencies (figure 7.4) took into account all fretting 

donors, with no regard to the number of biotins bound per streptavidin. Therefore, EFRET 

expressed the average energy transfer for each concentration ratio CR. As a result, it is possible 

that, at high CR, a portion of the biotin-streptavidin complexes contained more than 3 biotins. 

However, combination with the 1-streptavidin 1-biotin and 1-streptavidin 2-biotins complexes, 

yielded FRET efficiencies which corresponded to an average of 3 biotins per streptavidin. In 

order to resolve the above complexes with certainty and determine the percentage of each 

complex within the solution, single molecule measurements would be required. 

 

In an attempt to gain insight into the individual FRET ‘populations’ within the mixture in bulk, 

additional decay fitting was performed, using a four-components exponential equation, 

whereby, in addition to the setup component and the donor-only component, the lifetime of a 

third component was fixed to the estimated lifetime for a 1-streptavidin 1-biotin complex 

(~2.06 ns). The resulting component amplitudes, normalised to the donor-only amplitude αD 

for CR=0.3, were plotted against CR in figure 7.5. It should be noted that the normalised 

values shown on the y-axis were a measure of the fraction of each component in the mixture 

and did not directly correspond to the contribution of each component to the fluorescence 

decay, which should also take into account the component lifetimes.  
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Figure 7.5. Normalised amplitudes for donor-only component, 1 biotin bound component and >1 biotins 
bound component versus concentration ratio CR. Fixed streptavidin concentration (22.0 nM, solid lines) 
and fixed biotin concentration (13.3 nM, dashed lines). 
 

It can be seen that the donor-only component (dark green) was gradually reduced with CR, 

without however reaching zero, as, in addition to streptavidin with no biotins bound, it also 

represented free dye residue within the solution (chapter 6). For increasing CR, more biotins 

were present in the sample; therefore the portion of the 1-streptavidin 1-biotin complex (α1B, 

light green) also decrease, as it was being replaced by the rising αDA component (red). The 

latter represented all biotin-streptavidin complexes which contained more than 1 biotins (2, 3 

or 4 biotins bound). It was observed that the α1B decrease and the respective αDA increase were 

more subtle for fixed biotin concentration than for fixed streptavidin concentration. As all 

samples were prepared individually and measured under equilibrium conditions, this should 

not be attributed to the lack of available binding sites or ligands, but rather on the low absolute 

concentrations used in experiments whereby DNA647B concentration was fixed. 
 

Intensity-based FRET efficiencies for various CR under fixed streptavidin or fixed biotin 

concentrations were also extracted using equations 6.6 and 6.9-6.11 (figure 7.6). Comparison 

with the efficiencies presented in figure 7.4, clearly indicated the superiority of the lifetime-

based technique for EFRET extraction (figure 7.6).  More specifically, although intensity- and 

lifetime-based EFRET values were in good agreement for CR>1.2 at fixed streptavidin 

concentration of 22 nM, for CR<1.2 and for fixed biotin concentration (low absolute 

streptavidin concentration), FRET efficiencies obtained via intensity calculations were lower 

than expected. Under such concentration conditions, the contribution of the non-fretting donor 

fluorophores to the recorded decay was significant, therefore an additional correction factor 

should be added to the expression for IDA (equation 6.9) to account for the donors not 
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experiencing FRET. Similar results were obtained for fixed [Str488]=14.7 nM and fixed 

[DNA647B]=16.7 nM (data not shown). 
 

 
Figure 7.6. Intensity- and lifetime-based FRET efficiency versus concentration ratio CR for fixed 
streptavidin concentration (22.0 nM) and fixed biotin concentration (13.3 nM). The superiority of the 
lifetime-based technique is evident. 
 
Finally, in order to investigate streptavidin-biotin binding kinetics, protein and ligand solutions 

were introduced in a microfluidic device (device a, section 4.2.2) and hydrodynamic focusing 

was employed to enhance mixing. Unfortunately, high streptavidin aggregation and absorption 

on the PDMS surface was observed (figure 7.7), which rendered these measurements 

unsuccessful. n-dodecyl-b-D-maltoside (DDM) has been reported to reduce non-specific 

protein absorption [38]. During control measurements performed on the present system 

however, DDM exhibited significant fluorescence count rate when excited with a 488 nm laser 

line, introducing background noise which could not be resolved from the donor signal. 

Therefore, these experiments were not further continued. 
 

 
Figure 7.7. Biotin-streptavidin binding imaged at different positions along the outlet of a microfluidic 
device (the white dashed lines represent the channel walls). High streptavidin aggregation and 
absorption on the PDMS surface were observed. From left to right: low FRET (1 biotin bound), mixed 
low/high FRET and high FRET (3-4 biotins bound). 
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7.3.2. Bacterioopsin unfolding 

7.3.2.1. Equilibrium unfolding 

The folded and unfolded states of bR and bO 

Initial experiments were performed using 10 nM bR and bO labelled with AF488/AF647. In 

the native form of the protein (folded state) the labelled sites were in close proximity and the 

extracted FRET efficiency was high (figure 7.8). In the presence of the retinal (bR), energy 

from the donor (AF488) was also transferred to the chromophore. Thus, more energy transfer 

occurred and, when using donor emission data to extract FRET efficiency (lifetime 

measurements), EFRET was higher for bR than for bO. Intensity-based EFRET calculation via 

equation 6.6 did not provide accurate results in the presence of the retinal as it took into 

account fluorescence signal from both donor (green) and acceptor (red) channels; the 

chromophore however did not emit in the red region, thus FRET towards the retinal was only 

depicted in the donor channel. In 10% (w/v) SDS (χSDS ~0.96), the protein unfolded and the 

distance between donor and acceptor molecules increased resulting in less energy transfer 

(figure 7.8). In addition, upon unfolding, the protein-retinal interactions were completely 

disrupted, as it was illustrated by almost identical results obtained for the unfolded states of bR 

and bO (figure 7.8, lifetime data). For both folded and unfolded states of bR and bO, 

fluorescence intensity-based calculations yielded significantly lower EFRET than lifetime-based 

calculations (see below). 

 
Figure 7.8. FRET cartoon and equilibrium intensity- and lifetime-based EFRET for folded and unfolded 
bR (with retinal) and bO (after retinal removal).  
 

Donor-acceptor distances for the folded and unfolded conformations of bO were extracted by 

substituting lifetime-based FRET efficiencies in equation 6.2. It was not possible to calculate 
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inter-dye distance for bR in the folded state, due to EFRET representing energy transfer towards 

two acceptors, at different distances from the donor (AF647 and chromophore). Calculations 

for bO resulted in donor-acceptor distances of ~5 nm and 6.1 nm for the folded and unfolded 

states respectively (1.1 nm increase upon unfolding), which were in reasonable agreement with 

previously reported values. Specifically, Curnow and Booth [13] reported a 1.2 nm increase in 

the inter-dye distance upon unfolding (from 5 nm to 6.2 nm), using sensitised acceptor 

emission data. These however were not considered as absolutely accurate, due to the very 

small change in the acceptor signal observed during unfolding. Instead, they calculated FRET 

efficiencies via equation 6.4 (based on donor intensity) and extracted donor-acceptor distances 

of 4.6 nm and 5.4 nm for folded and unfolded bO states respectively. Structural inspection of 

bR suggests that the A168-D102 distance is approximately 1.1 nm, less is known however 

about the bO structure. The 0.8 nm distance change observed upon unfolding was consistent 

with both donor and acceptor dyes having extended linker arms as well as with potential 

protein structural changes upon retinal removal [13].  

 

The distances calculated herein, and the change in distance upon unfolding, were in excellent 

agreement with sensitised acceptor emission results provided by Curnow and Booth, but were 

slightly higher than the respective values they obtained via donor intensity calculations. 

Nonetheless, equation 6.4 could not be used for EFRET extraction in the present experiments, as 

determining the intensity of the donor in the absence of the acceptor (ID) was problematic. 

Fluorescence intensity strongly depends on fluorophore concentration. The AF488/AF488 

labelled sample (donor-only) possessed on average 1.9 moles of AF488 label per mole of 

protein. However, using this ratio to correct ID and extract EFRET via equation 6.4 did not yield 

plausible results (negative EFRET). In order to accurately determine ID, protein labelled with 

AF488 on A168C site only should be used (1:1 mole of AF488 per mole of protein). This 

however was not possible to obtain as AF488 would fill both A168C and D102C sites. 

 

In addition, as it was previously discussed, extracting intensity-based FRET efficiencies via 

equation 6.6 is highly dependent on free donor dye residue and labelling efficiency. Moreover, 

it would require correction for direct acceptor excitation, which could only be estimated from 

measurements on free AF647 as an acceptor-only labelled protein sample was not provided. 

Thus, the resulting EFRET shown in figure 7.8 (blue/light blue bars) yielded significantly higher 

inter-dye distances than the expected distances mentioned above. It becomes apparent that 

compared to fluorescence intensity calculations, the fluorescence lifetime approach provided 

the most satisfactory results, in reasonable agreement with previous studies [13]. 
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Equilibrium bO unfolding on cover slip and in flow 

Considering the complications related to the study of bR unfolding using FRET (multiple 

acceptor species, loss of chromophore in the unfolded state), experiments at varying SDS 

concentration were only performed using bO. 

 

Control measurements revealed that the mixed DMPC/CHAPS/SDS micelles (without protein) 

yielded significant photon counts, interfering with the detected signal in the green and red 

regions. Normalised photon counts versus SDS mole fraction were approximated with a linear 

fit (figure 7.9, dashed lines) and the extracted slope was 0.206 (identical for green and red 

detection channels). The effect of the increasing DMPC/CHAPS/SDS-induced noise with SDS 

concentration, together with potential variations in donor emission due to structural changes 

upon unfolding, were quantified by exciting the AF488/AF488 bO sample and expressing the 

normalised intensity as a function of χSDS (figure 7.9, solid lines). Data were fitted to a cubic 

polynomial equation, which was used in intensity-based EFRET calculations to correct the green 

and red signals for SDS contribution and intrinsic fluorescence emission variations due to 

unfolding. The extracted cubic polynomial fit for AF488/AF488 bO emission in the green 

channel was: 
 

32 238.1347.0219.01
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    (7.2) 

 

The contribution of SDS-originating emission to the detected donor signal also affected 

fluorescence lifetime-based FRET efficiencies, which were calculated using data recorded in 

the green channel. The SDS component exhibited a lifetime of approximately 1.3 ns. As shown 

in the inset of figure 7.9, the normalised fluorescence lifetime of AF488/AF488 bO with 

respect to χSDS was fitted to a cubic polynomial equation of the form: 
 

32 358.0111.0112.01
)0(

)(
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    7.3 

 

Equilibrium AF488/AF647 bO unfolding measurements were performed on cover slip as well 

as within a microfluidic channel. Donor fluorescence intensity and fluorescence lifetime 

increased with SDS concentration while acceptor fluorescence emission decreased, indicating 

reduction in FRET. The extracted intensity-based and lifetime-based FRET efficiencies plotted 

against SDS mole fraction are shown in figure 7.10. Error bars represent deviation from six 

individual measurements on cover slip and two individual measurements in flow. During bO 

preparation for these experiments, special care taken to minimise free dye residue, therefore 
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intensity (blue) and lifetime (magenta) calculated EFRET were in good agreement. 

Measurements within the microchannel yielded slightly higher FRET efficiencies (open 

makers, dashed lines), the difference from measurements on cover slip however was not 

considered significant. Extracted EFRET for folded (χSDS=0) and unfolded (approximately 

χSDS>0.75) states were consistent with previously obtained results (figure 7.8). 

 

 
Figure 7.9. SDS (open markers) and AF488/AF488 bO (filled markers) normalised intensity versus SDS 
mole fraction. SDS data were fitted to a linear equation (dashed line) while cubic polynomial curves 
(solid lines) were used for bO fitting. Inset: AF488/AF488 bO normalised lifetime versus SDS mole 
fraction and cubic polynomial fit. 

 

 
Figure 7.10. Equilibrium intensity- and lifetime-based FRET efficiency versus SDS mole fraction 
extracted from measurements on cover slip and in flow. Error bars represent deviation from six 
individual measurements on cover slip and two individual measurements in flow. 
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The transition between folded and unfolded states for bR, and to a satisfying degree for bO, is 

considered highly cooperative (all-or-nothing), hence unfolding can be modelled using simple 

two-state assumptions [13, 33]. In a two-state approximation, FRET efficiencies between the 

acquired EFRET for folded and unfolded states correspond to an average EFRET resulting from a 

mixture of folded and unfolded proteins (no partially unfolded states exist). Therefore, the 

observed decrease in EFRET with χSDS (figure 7.10) indicated that the more SDS was added to 

the protein solution, the greater the fraction of the proteins that unfolded. 
 

The fraction Ff of the proteins that remained folded at a given SDS concentration were 

estimated via changes in the normalised donor intensity and lifetime. For example, taking into 

account the overall change in donor fluorescence lifetime upon unfolding and assuming that in 

the folded state 100% of the proteins were folded while in the unfolded state 100% were 

unfolded, a 20% increase in τDA corresponded to approximately 78% of proteins in the sample 

remaining folded. In terms of efficiencies, calculations yielded that Ff could be expressed as: 
 

   
uFRETfFRET

SDSFRETfFRET
SDSf EE

EE
F

,,

,1






                                           7.4 

 

where subscripts f and u denoted the folded and unfolded states respectively. Using equation 

7.4, the FRET efficiencies shown in figure 7.10 were translated into fraction of proteins in the 

sample that remained folded at each χSDS (figure 7.11). Fitting these data to a two-state model 

was used to provide useful information in terms of unfolding free energy and characteristics of 

the transition between folded and unfolded states. 
 

 
Figure 7.11. Fraction of bO proteins that remained folded versus SDS mole fraction together with two-
state model fits. Equilibrium fluorescence intensity and lifetime measurements on cover slip and in flow. 
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A simple illustration of the two-state model used to fit the data is shown in figure 7.12. F0 in 

figure 7.12 corresponded to the fraction of folded proteins when SDS was in excess and was 

considered to be zero, while Fc was a correction performed on the experimentally determined 

Ff. Combining equations 7.2 and 7.4 (intensity) or equations 7.3 and 7.4 (lifetime), Fc was 

given by equations 7.5 or 7.6 for fluorescence intensity or lifetime measurements respectively: 

 

  32 362.1381.0240.01 SDSSDSSDSSDScF    7.5 

  32 394.0122.0123.01 SDSSDSSDSSDScF    7.6 

 

As it is shown in figure 7.12, the fraction of unfolded proteins Fu at a random χSDS was 

represented by Fu=(Fc-Ff)/(Fc-F0), which for F0=0 yielded Ff =Fc-Fc×Fu. 

 

 
Figure 7.12. Simple diagram illustrating the two-state model used to fit equilibrium folded bO fraction 
versus SDS mole fraction data. 

 
The ratio of the unfolded to folded protein was given by Fu/(1-Fu) and the free energy of the 

unfolding reaction was ΔGu= -RgTln(Fu/(1-Fu)) [39], with Rg and T being the gas constant and 

the temperature in Kelvin respectively. Thus Fu=1/(1+exp(ΔGu/RgT)). Assuming that ΔGu was 

a linear function of χSDS [13, 20, 33], ΔGu= p1×χSDS+p2 and Fu=1/(1+exp((p1×χSDS+p2)/RgT)). In 

the expression for ΔGu, parameter p1 was the slope of the major transition in the equilibrium 

unfolding curves and was related to the cooperativity of the transition and parameter p2 was the 

total free energy change upon unfolding at χSDS=0 (p2=ΔGu
H2O). Substituting Fu in the above 

expression for Ff  (Ff =Fc-Fc×Fu) yielded: 
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where Fc(χSDS) was given by equation 7.5 or equation 7.6 (fluorescence intensity or lifetime 

calculations respectively). As χSDS was dimensionless, p1 and p2 were expressed in kcal/mol. 

The equilibrium unfolding curves in figure 7.11 were obtained by fitting folded fraction data 

(calculated via equation 7.4) to equation 7.7. 

 

By allowing 5% freedom to the polynomial coefficients in the expression for Fc(χSDS) and 

leaving parameters p1 and p2 free, the two-state model resulted in relatively good fits ( 2
R

=0.93-0.98), with the main source of discrepancy being Ff  variations at low χSDS. Similar p1 

and p2 values were acquired via intensity and lifetime measurements on cover slip and in flow 

(table 7.2, free parameters columns). An average major transition slope (p1) of 6.88±0.65 

kcal/mol and an average total free energy upon unfolding at zero SDS concentration (p2) of 

4.06±0.56 kcal/mol were obtained, which were slightly lower than the respective values 

reported by Curnow and Booth (10.9±1 kcal/mol and 6.3±0.4 kcal/mol respectively) [13]. 

 

The major transition slope is generally a measure of the unfolding cooperativity and a smaller 

slope (small p1) is associated with less cooperative unfolding (less all-or-nothing unfolding). 

As a part of the expression for ΔGu (ΔGu= p1×χSDS+p2), the free energy change upon unfolding 

at χSDS=0 (ΔGu
H2O=p2) can be related to the activation energy required to initiate unfolding. 

Thus, low ΔGu
H2O (small p2) generally indicates that less activation energy is required for 

unfolding as a result of reduced stability of the protein structure and unfolding occurs at lower 

SDS concentrations. 

 
Table 7.2. Major transition slope (p1), free energy change upon unfolding at χSDS=0 (p2), transition 
midpoint and χR

2 extracted via two-state model fits under equilibrium conditions. 
 

 

 
The extracted transition midpoint at which 50% of the proteins unfolded was χSDS=0.59±0.03, 

which was in excellent agreement with the χSDS=0.58±0.01 midpoint obtained by Curnow and 

Booth [13]. 

p 1 

(kcal/mol)
p 2 

(kcal/mol)
midpoint 

(χ SDS) χ R
2 χ R

2 p 1 

(kcal/mol)
p 2 

(kcal/mol)
midpoint 

(χ SDS)
Coverslip 7.04 4.33 0.60 0.98 0.97 9.90 6.06 0.61
In Flow 6.08 3.36 0.55 0.92 0.91 10.95 5.90 0.54

Coverslip 6.75 3.90 0.59 0.97 0.95 10.05 5.90 0.60
In Flow 7.65 4.65 0.61 0.93 0.94 9.90 6.21 0.62

6.88 4.06 0.59 10.20 6.02 0.59
0.65 0.56 0.03 0.50 0.15 0.03Standard Deviation

Method
Free Parameters Restricted Parameters

Intensity

Lifetime

Average
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For the above fits, no limits were set for parameters p1 and p2. However, by adjusting the initial 

parameter guess and restricting p1 and p2 values within the previously reported estimated limits 

[13], the extracted average major transition slope and ΔGu
H2O (10.20±0.50 kcal/mol and 

6.02±0.15 kcal/mol respectively) were consistent with previous studies, while, as illustrated in 

table 7.2 (restricted parameters columns), the quality of the fits was not significantly affected   

( 2
R =0.91-0.97). In fact, in the case of fluorescence lifetime measurements in flow, adjusting 

the parameter limits resulted in an improved fit. It becomes evident that prior knowledge of the 

system can significantly assist a proper analysis. Nonetheless, integrating data from additional 

repeats could provide more conclusive results. 

 

7.3.2.2. bO unfolding kinetics 

Kinetic bO unfolding measurements were performed using hydrodynamic focusing within a 

microfluidic device with a ratio of 6 between side (denaturant) and centre (folded bO) inlet 

flow rates. As proteins were brought in contact with SDS they begin to unfold and the distance 

between the donor and acceptor fluorophores increased. Thus, less energy transfer occurred 

and the fluorescence lifetime along the outlet channel increased with distance (figure 7.13). 

The distance from the junction was converted into time according to the channel geometry and 

the total (outlet) flow rate and fluorescence lifetime-based FRET efficiency decreased with 

time (figure 7.14). 

 

 
Figure 7.13. Fluorescence lifetime at the centre of the focused stream along the outlet channel of a 
microfluidic device (design a). The central and side flows consisted of 200 nM bO (0.6 μl/min) and 
~0.87 SDS mole fraction (3.6 μl/min) respectively. 
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Figure 7.14. Lifetime-based FRET efficiency versus time together with double- and triple-exponential 
fits. Measurements were taken at the centre of the focused stream along the outlet channel with the 
central and side flows consisting of 200 nM bO (0.6 μl/min) and ~0.87 SDS mole fraction (3.6 μl/min) 
respectively. Mixing was estimated to be complete after ~9 ms. 

 
As the bO-SDS mixing was estimated to be complete within ~9 ms, the SDS concentration 

along the outlet (from 200 μm from the junction onwards) was constant and equalled the SDS 

mole fraction within the side inlet (χSDS=0.87). According to equilibrium measurements (see 

previous section), at χSDS=0.87 approximately 100% of the proteins unfolded, therefore EFRET 

along the outlet channel expressed the unfolding kinetics. 

 

The observed rate constant kobs for a molecular interaction or procedure can be extracted by 

appropriate fitting of FRET efficiency curves versus time [25]. Due to the small width of the 

focussed stream and noise within the microchannel, the obtained efficiencies were highly 

dispersed, rendering the fitting process problematic. Both double- and triple-exponential fits 

yield 2
R <0.75, the triple-exponential however seemed to provide better fitting for early 

events (figure 7.14). 

 

When fitting the data to a sum of three exponential phases (triple-exponential fit), the first 

phase exhibited an observed rate constant of 55.2 s-1, which contributed ~88% to the total 

EFRET change and corresponded to the major unfolding transition. This was in satisfactory 

agreement with FRET data reported by Curnow and Booth (73.08±2.0 s-1) and in excellent 

agreement with the observed rate constant obtained via intrinsic tryptophan fluorescence by 

the same authors (53.06±2.5 s-1) [13]. The observed rate constant acquired herein (55.2 s-1) for 

the major bO unfolding transition was remarkably higher than the respective constant for bR 
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(0.4±0.01 s-1) [13], indicating that retinal removal significantly reduced protein stability and 

resulted in faster unfolding. The rate of the second phase (3.86 s-1) most probably arose from 

residual bR within the bO sample as it seemed to result from the combination of the major 

transition rate for bR (0.52±0.02 s-1) [13] and the rate of a phase associated with a shift in the 

chromophore band due to subtle conformational changes upon unfolding (7.54±0.30 s-1) [13]. 

Finally, an extremely slow rate constant was obtained for the third phase with minor 

contribution to the EFRET change, which probably corresponded to a solvent effect. 

 

Inter-dye distances during unfolding, extracted via substituting EFRET data from figure 7.14 on 

equation 6.2, are shown in figure 7.15. 

 

 
Figure 7.15. Inter-dye distances calculated from lifetime-based FRET efficiency measurements along 
the microfluidic device outlet, versus time. 

 

7.4.    Summary and conclusion 

In this chapter, the previously developed FRET technique, based on fluorescence lifetime 

instead of fluorescence intensity measurements and on multi-exponential decay fitting, was 

successfully used as a tool for studying molecular interactions and protein conformational 

changes upon unfolding. More specifically, the effect of the concentration ratio on biotin-

streptavidin binding was investigated and it was concluded that, in ligand excess, three biotins 

on average bound per streptavidin tetramer. Possible factors preventing the binding of a fourth 

biotin were discussed. In addition, equilibrium bacterioopsin unfolding under various 
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denaturant concentrations was characterised in terms of major transition slope, free energy 

change upon unfolding at zero SDS concentration and transition midpoint. Unfolding kinetic 

analysis was also performed within a microfluidic channel using hydrodynamic focusing to 

achieve fast mixing. Both equilibrium and kinetic measurements were in very good agreement 

with results reported by other researchers, the use of a confocal arrangement and microfluidics 

however significantly reduced the required sample concentration (from μM to nM) as well as 

the absolute sample consumption (only a few microlitres needed per condition), increasing at 

the same time the measurement sensitivity. Especially in terms of kinetic experiments, 

performing measurements within a microchannel minimises the dead time for observation and 

allows for real-time monitoring of the unfolding process. It becomes apparent that FRET 

measurements can give insight into complex biomolecular processes in the nanoscale and 

combined with a microfluidic platform can be an extremely attractive tool for a variety of 

bioanalytical applications. 
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8. CHAPTER 8                                                              

CONCLUSION AND OUTLOOK 

 

8.1.    Summary of achievements 

Fluorescence measurements in conjunction with appropriate optical detection arrangements, 

such as confocal systems, have been widely used in biological and biomedical research. The 

high sensitivity and detection efficiency offered by confocal microscopy can be further 

improved by specially configured microfluidic platforms, rendering this combination 

extremely attractive for a variety of bioanalytical applications. Microfluidic configurations are 

characterised by low sample consumption, short mixing and reaction times and easy sample 

manipulation. In addition, in continuous flow applications, positions along a microchannel 

correspond to time. Therefore, microfluidic devices are perfectly suitable platforms for the 

study of biomolecular conformational changes and interactions in real time. In this thesis, a 

novel optical detection and analysis method was used in conjunction with microfluidics to 

study freely diffusing and flowing molecules with high precision and sensitivity. The 

superiority of fluorescence lifetime techniques as opposed to fluorescence intensity 

measurements was clearly demonstrated throughout this work.  

 

Initially, a home-built optical detection system was constructed, consisting of a laser scanning 

confocal microscope and an integrated custom-built detection path. The use of confocal 

microscopy combined with APD detectors provided improved signal-to-noise ratio and 

allowed for single photon counting, enabling high sensitivity measurements. The laser 

scanning configuration allowed for imaging to be performed with the high sensitivity and 

resolution of confocal microscopy. The use of pulsed lasers enabled simultaneous fluorescence 

intensity and fluorescence lifetime measurements. The Fianium supercontinuum source offered 

a variety of laser lines for sample excitation and the system was flexible, with easy access to 

filters and dichroics. Thus, a variety of fluorophores could be used and the setup was suitable 

for potential two colour excitation applications. The incorporation of two APDs allowed for 

detection in the green and red spectrum regions facilitating FRET measurements. 

 

3-inlet 1-outlet microfluidic devices were designed, fabricated and subsequently tested in 

conjunction with the custom-built optical setup, in terms of hydrodynamic focusing and 

mixing performance. More specifically, for both hydrodynamic focusing and mixing 
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characterisation, FLIM via TCSPC was the detection and analysis method of choice due to its 

advantages over fluorescence intensity measurements. In addition, a maximum likelihood 

estimator approach was used for fluorescence lifetime extraction from as little as 10 photons 

and two-dimensional lifetime maps were constructed visualising the flow within the 

microchannels. Appropriate algorithms were applied to extract the focused stream width as 

well as the mixing time under various flow rate conditions and the effect of the side-to-central 

inlet flow rate ratio on both focusing width and mixing time was investigated. Focusing width 

values of only a couple of micrometres and mixing times as short as 3 ms were achieved. 

Considering the sample consumption and the velocity limits required for the stability of the 

focused stream, it was concluded that the most appropriate chip design and inlet flow rates for 

an experiment should be selected depending on the specific application requirements. 

 

Subsequently, the sensitivity of the developed optical system was demonstrated by detecting 

single DNA molecules while flowing down the length of a microfluidic channel. 

Hydrodynamic focusing was employed as a molecular confinement mechanism to increase the 

proportion of the sample travelling through the detection volume and, thus, to improve the 

molecular detection efficiency. Fluorescence burst analysis was performed and useful trends 

were extracted in terms of burst frequency, height, duration and area. A series of 

considerations were made with respect to optimum channel geometry and employed flow rates 

to ensure rapid, high throughput measurements with maximum detection efficiency, combined 

with low sample consumption and high statistical accuracy. 

 

The custom-built optical detection system was also exploited to perform FRET measurements 

on freely diffusing and flowing biomolecules. Initially, a fluorescence lifetime-based FRET 

analysis method was developed, which overcame artefacts arising from the presence of non-

fretting donors in the sample and allowed for discrimination, to some extent, between different 

FRET populations without the need for measurements at the single molecule level. For this 

purpose, complementary DNA oligos were labelled at known sites with two FRET dye pairs 

and, following hybridisation, the inter-dye distance was extracted from FRET measurements. 

By fitting the donor decay to a triple exponential function with the setup component and the 

original donor lifetime τD fixed, the estimated donor-acceptor distances were in excellent 

agreement with the theoretically calculated values. 

 

The developed FRET analysis method was subsequently applied to investigate the biotin-

streptavidin binding in equilibrium as well as to monitor the unfolding of bacterioopsin under 

various SDS concentrations. Fluorescence lifetime FRET measurements indicated that more 

binding occurred for high biotin-to-streptavidin concentration ratio and it was concluded that 
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for the conditions used herein ligand excess resulted in three, on average, biotins bound per 

streptavidin tetramer. Equilibrium measurements performed on bO for a variety of denaturant 

concentrations yielded intramolecular distances for the folded and unfolded states as well as 

unfolding characteristics, such as major transition slope, transition midpoint and free energy 

change upon unfolding at zero SDS concentration, which were in very good agreement with 

previously reported results. In addition, a microfluidic channel was used as a platform for 

studying bO unfolding kinetics and hydrodynamic focusing was employed as a mixing 

enhancement mechanism. The acquired observed rate constant for the major unfolding 

transition was consistent with results presented by other researchers, confirming that the 

combination of FRET measurements, time-resolved techniques and microfluidics is a powerful 

tool for protein folding/unfolding studies. 

 

8.2.    Improvements and outlook 

It becomes apparent that combining confocal microscopy, time-resolved fluorescence 

measurements and microfluidics can be a particularly attractive tool for a variety of biological 

applications. In addition, incorporating FRET techniques completes an ideal method for 

investigating a variety of biomolecular rearrangements and interactions. 

 

Although the majority of bioanalytical fluorescence and FRET experiments so far employ 

intensity measurements, fluorescence lifetime methods were proved herein to be extremely 

advantageous compared to intensity techniques. Not only artefacts associated with sample 

concentration variations, non-uniform sample illumination, detection efficiency etc. were 

minimised, but also, in FRET applications, the use of multi-exponential decay fitting enabled 

discrimination between different populations within the sample, without the need for single 

molecule measurements. In imaging applications, fluorescence lifetimes were successfully 

calculated using as little as 10 photons, rendering the MLE method used herein a powerful tool 

for the study of systems that yield low photon counts. A drawback of the MLE routine in the 

form that it was used herein was that it provided a single lifetime value. Therefore, if a mixture 

of lifetime populations were present within the sample, discrimination using the MLE routine 

could only be achieved by performing measurements at the single molecule level. Otherwise, 

traditional multi-exponential decay fitting should be used, which however would demand a 

significant amount of photons to be statistically accurate. 

 

In terms of single molecule detection, fluorescence burst analysis under flow conditions can be 

extremely useful in high throughput screening applications as well as in performing molecular 
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separations and sorting. More specifically, burst height, width and area can be related to the 

size of the molecule, whilst burst frequency can be used for determining sample concentration. 

In addition, fluorescence lifetime is characteristic for each fluorophore. Therefore, burst 

height, width, area and lifetime histograms can be used, via appropriate analysis, to distinguish 

between sample components or between different states/sizes of the same species. 

 

Furthermore, as it was illustrated herein, employing hydrodynamic focusing to confine the 

sample within a narrow focused stream significantly improves the molecular detection 

efficiency. In the experiments performed in this work it was observed that at high flow rates or 

at high sample velocities induced by hydrodynamic focusing, the detection efficiency 

gradually plateaued due to a fraction of molecules travelling through the probe volume too fast 

to be detected or resolved. In such occasions, further decreasing the sample concentration 

would be necessary to partially overcome this problem. Besides, downsizing the channels or 

applying three-dimensional flow focusing, decreasing at the same time the used flow rates, 

could offer additional sample confinement, resulting in further improvement of the detection 

efficiency and sample consumption minimisation. 

 

For the optical arrangement used in this work in conjunction with the DL549-DL633 FRET 

dye pair, single dye-molecule experiments under FRET could not be performed as both the 

fluorescence intensity and fluorescence lifetime of FRET-experiencing donor molecules were 

at levels below the system detection limitations. It should be noted however that the specific 

dyes possess low quantum yields and the DL549 lifetime is quite short even at non-FRET 

conditions (~1.16 ns). Performing SMD measurements on molecules labelled with the AF488-

AF647 FRET pair could have potentially provided more conclusive single molecule 

histograms. 

 

Finally, the use of the current system in conjunction with a microfluidic device for monitoring 

equilibrium protein unfolding and bO unfolding kinetics provided results consistent with 

previous studies, with very low sample consumption due to both the low concentrations (nM) 

and low volumes (μl) used. Therefore, this is a perfectly suitable method for studying protein 

conformational changes as well as a variety of other biomolecular rearrangements/interactions, 

and especially for investigating early kinetics (μs-ms) and identifying potential intermediate 

states with minimum sample consumption. 
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A. APPENDIX A                                                                                                                                   

MICROFLUIDIC CHIP DESIGNS 

 

 
 
Figure A.1. Microfluidic chip design III. All channels were 50 μm deep. The width of 
the central inlet, side inlets and outlet channels in chip design I were 11 μm, 17.5 μm 
and 65.5 μm respectively. In chip design II the respective width values were 15.5 μm, 
25 μm and 93 μm. Channel length and depth were the same for designs I, II and III. 

 
 
Figure A.2. Improved microfluidic chip design with nozzles, used in hydrodynamic 
focusing experiments. All channels were 15 μm deep. 
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Figure A.3. Chip design a used in mixing under hydrodynamic focusing experiments. 
All channels were 50 μm deep. This design was also used for performing bO unfolding 
kinetic analysis measurements.  

 

 

 

 

 
 

 
Figure A.4. Chip design b used in mixing under hydrodynamic focusing experiments. All 
channels were 100 μm deep. 
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Figure A.5. Chip design used for improving the molecular detection efficiency in single molecule measurements. All channels were 50 μm deep. 
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v1.6. If you would like to pay for this license now, please remit this license along with your payment made payable to "COPYRIGHT CLEARANCE CENTER" 
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Once you receive your invoice for this order, you may pay your invoice by credit card. Please follow instructions provided at that time. 
Make Payment To: 
Copyright Clearance Center 
Dept 001 
P.O. Box 843006 
Boston, MA 02284-3006 
For suggestions or comments regarding this order, contact RightsLink Customer Support: customercare@copyright.com or +1-877-622-5543 (toll free in the US) or +1-
978-646-2777. 
Gratis licenses (referencing $0 in the Total field) are free. Please retain this printable license for your reference. No payment is required. 


