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Abstract

This thesis focuses on interference management methods for interference channels, in

particular on interference alignment. The aim is to contribute to the understanding of

issues such as the performance of the interference alignment scheme and lattice codes

for interference channels. Interference alignment is studied from two perspectives. One

is the signal space perspective where precoding methods are designed to align the inter-

ference in half of the received subspace. Cadambe and Jafar found precoding matrices

to achieve the theoretical degrees of freedom. However, using an interference suppres-

sion technique over the Cadambe and Jafar scheme, yields poor performance. Thus,

in this thesis precoding methods such as singular value decomposition and Tomlinson-

Harashima precoding are proposed to improve performance. The second perspective

is on the signal scale, where structured codes are used to align interference. For this,

lattice codes are suitable. In this research, the problem was initially approached with a

many-to-one interference channel. Using lattices, joint maximum-likelihood decoding of

the desired signal and the sum of the interference signals is used, and the union bound of

the error probability for user 1 is derived, in terms of the theta series. Later, a symmetric

interference channel is studied. Jafar built a scheme for every level of interference, where

interference was aligned and could be cancelled. In this thesis, Barnes-Wall lattices are

used since they have a similar structure to the scheme proposed by Jafar, and it is shown

to be possible to improve the performance of the technique using codes constructed

with Barnes-Wall lattices. Finally, previous work has found the generalized degrees of

freedom for a two-user symmetric interference channel using random codes. Here, we

obtain the generalized degrees of freedom for that channel setting using lattice Gaussian
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distribution.
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Chapter 1

Introduction

1.1 Overview

Interference is one of the main issues in wireless communications. It can be found in

different scenarios such as many transmitters and receptors pairs, known as interference

channels. In an interference channel, each transmitter wishes to communicate with its

correspondent receiver. However, since the channel is shared among all users, each

receiver has interference from all of the other transmissions that are not intended for it.

Desired signal

Interference

Figure 1.1: Diagram of an interference channel
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A K-user fully connected interference channel is described by

yi = hi ixi +
K
∑

j !=i
hi jxj + zi (1.1)

where hi j is the channel gain between transmitter j and receiver i , xi is the transmitted

signal from transmitter i subject to a power constraint E
[

|xi |2
]

= Pi , and zi is the additive

white Gaussian noise (AWGN) of zero mean and variance σ2 at receiver i , for i , j =

1, · · · , K. The signal-to-noise ratio (SNR) of user i is defined as

SNRi =
|hi i |2Pi
σ2

, (1.2)

and the interference-to-noise ratio (INR) from user j over user i is expressed as

INRi j =
|hi j |2Pj
σ2

. (1.3)

This model is represented in Fig. 1.2 for a three-user interference channel.

T1

T2

T3

R1

R2

R3

h32

x1

x2

h11

x3
h33

h12

h23

h31

h22

h21

h13

Figure 1.2: three-user interference channel

In this thesis we define the channel gains according to our purposes. These are

defined in each chapter accordingly.

1.2 Special interference channels

Equation (1.1) can be simplified into special interference channels. In this section we

describe some simplifications used in later chapters.
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• Many-to-one interference channel: The many-to-one interference channel is a

simplification of the fully connected interference channel, where only one user suf-

fers from interference. In particular, and without loss of generality, we consider the

following definition [1]. Given a fully connected interference channel as in (1.1),

the many-to-one interference channel corresponds to the case where all channel

gains are zero except hi i and h1i , for 1 ≤ i ≤ K. Thus, only user 1 suffers from

interference. Fig. 1.3 illustrates the three-user many-to-one interference channel

described here. The many-to-one interference channel enables the simplification of

T1

T2

T3

R1

R2

R3
h33

x1

x2

h11

x3

h12

h22

h13

Figure 1.3: Many-to-one channel with three users

the problem of the interference channel while we can still develop tools that can be

later used for the fully connected interference channel.

• Symmetric interference channel: The symmetric interference channel is the fully

connected interference channel from (1.1) where all direct power channel gains are

equal, and all indirect channel gains are equal. Thus, we can define [2] |hi i |2 !

|hd |2, |hi j |2 ! |hc |2 and Pi ! P , or SNRi ! SNR and INRi j ! INR, ∀i , 1 ≤ i ≤ K.

• Deterministic and Q-base representation interference channel: The determin-

istic channel was defined in [3] and consists of representing the channel at signal

levels, which is equivalent to a unit of power in the Gaussian channel [1]. The idea

is to write the real valued channel input in base 2. Thus, the signal is constructed

in bits as

x = 0.b1b2b3b4 · · · (1.4)
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With this representation, the noise is truncated in such way that bits that fall under

the level of noise are lost. Thus, the interference channel can be written as [1]

yi = !2ni0x0" ⊕ · · ·⊕ !2niKxK", (1.5)

where addition is performed on each bit. The channel also retains the superposi-

tion of transmitted signals. The signal at the receiver can be viewed as a base 2

representation, separating the effect of the interference by level.

A similar model is explained in [4] and [5], where a base Q is used instead of a base

2. Here, a symmetric interference channel is used, where hi i = 1 while the indirect

channel gains are given by hi j = QM , for any integerM. The transmitted symbol at

transmitter k is built as:

x [k] =
[

x [k]N−1x
[k]
N−2 · · · x

[k]
1 x

[k]
0

]

Q
(1.6)

= QN−1x [k]N−1 +Q
N−2x [k]N−2 + · · ·+Qx

[k]
1 + x

[k]
0 . (1.7)

where x [k]i ∈ {1, 2 · · ·Q − 2}. Consider for example 1 < M < N. At the receiver k

we have

y [k] =
∑

j !=k
QM+N−1x [j]N−1 + · · ·

∑

j !=k
QN−1

(

x [j]N−1−M + x
[k]
N−1

)

+ · · · + · · ·
∑

j !=k
QM

(

x [j]0 + x
[k]
M

)

+QM−1x [j]M−1

+ · · · x [k]0 + z
[k]. (1.8)

As in the deterministic interference channel we see that the Q-base channel can

also be represented with levels.
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1.3 Types of interference and interference management tech-

niques for interference channels

So far, information theory has classified interference in the following levels or types: noisy,

weak, moderately weak, strong and very strong.

When interference is noisy, it is treated as noise, because it falls below the level

of noise. This implies that there is no loss of data rate due to interference. When inter-

ference is strong and very strong, interference decoding is used. For the case of very

strong interference, Carleial [6] showed that the capacity of a channel with very strong

interference is the same as a channel with no interference at all. This is because when in-

terference is very strong, interference is decoded before the desired signal. In a channel

with no interference, the data rate is known to be given by

Ri <
1

2
log

(

1 +
Pi
σ2i

)

≡ Ci (1.9)

where Ci corresponds to the capacity achieved by user i when there is no interference,

and Pi and σ2i are the signal and noise powers respectively. Consider a two-user interfer-

ence channel given by

y1 =
√
a11x1 +

√
a21x2 + z1 (1.10)

y2 =
√
a12x1 +

√
a22x2 + z2, (1.11)

where ai i = 1 and√ai j are the channel gains from transmitter i to receiver j , and zi is the

AWGN of user i with zero mean and variance σ2i . Carleial [6] demonstrated that in a two-

user interference channel, when interference is very strong, the capacity of the channel

is the same as if there was no interference at all. Here, the very strong interference

condition is satisfied when a12 ≥ (P2 + σ22)/σ21 and a21 ≥ (P1 + σ21)/σ22 . Then, the rate
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achieved with interference is given by

C1 < R1 <
1

2
log

(

1 +
a12P1
P2 + σ22

)

(1.12)

C2 < R2 <
1

2
log

(

1 +
a21P2
P1 + σ21

)

(1.13)

The data rate achieved with interference in (1.12) and (1.13) is bigger than the one

achieved without interference (1.9), so the data rate is, in fact, not affected by interfer-

ence.

In the case of strong interference some approaches [7,8] managed to calculate the

lower bound of the data achievable rate, for a two-user interference channel. As shown

in [7–9] the capacity region of a two-user Gaussian interference channel under strong

interference is the intersection of the capacity regions of a two-multiple access channel

(MAC). The MAC consists of a channel with multiple transmitters and one receiver and,

unlike the interference channel, the receiver is interested in all the received signals. The

region found in [7–9] is given by

0 " R1 " C1 (1.14)

0 " R2 " C2 (1.15)

0 " R1 + R2 " min

{
1

2
log

(

1 +
P1 + a21P2
σ21

)

,
1

2
log

(

1 +
a12P1 + P2
σ22

)}

. (1.16)

Here the conditions are given by a21 ≥ σ21/σ22 and a12 ≥ σ22/σ21.

The problem is still relatively open for moderate or not so strong interference. One

of the main achievements so far can be seen in the work of Han and Kobahiashi [7], who

determined an inner bound for the two-user interference channel using superposition

coding. Han and Kobayashi (HK) defined a novel method of determining the capacity

of an interference channel using private and common messages from each transmitter.

Both receivers can decode the common messages from each of the transmitters, leaving

the private messages as noise. Once the common messages have been decoded, they

are subtracted from the received signal and each receiver can decode its own private
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message, leaving the other user’s private message as noise. In that paper, the achievable

region is defined to be equal to the polyhedron of Fig. 1.4, which consists of all the pairs

(R1, R2) of nonnegative real numbers such that [7]:

R1 ≤ ρ1 (1.17)

R2 ≤ ρ2 (1.18)

R1 + R2 ≤ ρ12 (1.19)

2R1 + R2 ≤ ρ10 (1.20)

R1 + 2R2 ≤ ρ20, (1.21)

where

ρ1 = σ∗1 + I (Y1;U1|W1W2Q) (1.22)

ρ2 = σ∗2 + I (Y2;U2|W1W2Q) (1.23)

ρ12 = σ12 + I (Y1;U1|W1W2Q) + I (Y2;U2|W1W2Q) (1.24)

ρ10 = 2σ∗1 + 2I (Y1;U1|W1W2Q) + I (Y2;U2|W1W2Q)

− [σ∗1 − I (Y2;W1|W2Q)]
+

+min{I (Y2;W2|W1Q) , I (Y2;W2|Q)

+ [I (Y2;W1|W2Q)− σ∗1]
+ ,

I (Y1;W2|W1Q) , I (Y1;W1W2|Q)− σ∗1} (1.25)

ρ20 = 2σ∗2 + I (Y1;U1|W1W2Q) + 2I (Y2;U2|W1W2Q)

− [σ∗2 − I (Y1;W2|W1Q)]
+

+min{I (Y1;W1|W2Q) , I (Y1;W1|Q)

+ [I (Y1;W2|W1Q)− σ∗2]
+ ,

I (Y2;W1|W2Q) , I (Y2;W1W2|Q)− σ∗2}, (1.26)
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and

[x ]+ = x if x ≥ 0, [x ]+ = 0 if x < 0.

σ∗1 = min{I (Y1;W1|W2Q) , I (Y2;W1|U2W2Q)}, (1.27)

σ∗2 = min{I (Y2;W2|W1Q) , I (Y1;W2|U1W1Q)}, (1.28)

σ12 = min{I (Y1;W1W2|Q) , I (Y2;W1W2|Q) ,

I (Y1;W1|W2Q) , I (Y2;W2|W1Q) ,

I (Y2;W1|W2Q) , I (Y1;W2|W1Q)}, (1.29)

and Q,U1, U2, W1, W1 are random variables. Wi and Ui correspond to the common and

private message for user i (i = 1, 2), respectively, and Q is the time sharing parameter.

X1, X2 are defined as: X1 = f (U1W1|Q), X2 = f (U2W2|Q) and correspond to the input

alphabet sets. Finally, Y1 and Y2 are the output alphabet sets. The points A, B, C and D

in Fig. 1.4 are given by

A = (ρ1, ρ10 − 2ρ1) , (1.30)

B = (ρ10, ρ12, 2ρ12 − ρ10) , (1.31)

C = (2ρ12, ρ20, ρ20 − ρ12) , (1.32)

D = (ρ20 − 2ρ2, ρ2) . (1.33)

The region obtained by HK is the best known result for a two-user interference

channel. Over 30 years have passed and the exact capacity for a two-user Gaussian

interference channel has not yet been found. So far, an upper bound for the two-user

interference channel has been identified by Etkin [2], with a difference of 1 Bit/s/Hz.

In this thesis, unless explicitly stated, we consider the following classification for

different types of interference. This classification and these definitions have shown to be

useful in [2] in finding an approximate region of the capacity of the two-user symmetric

interference channel:
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R1 + 2R2 = ρ20E

R1 + R2 = ρ12

C

B

2R1 + R2 = ρ10

A

R1 = ρ1
R1

GO

R2

DR2 = ρ2

Figure 1.4: Achievable rate region for a two-user interference channel (adapted from [7])

• Noisy interference: INRi j <
√

SNRi

• Weak interference:
√

SNRi < INRi j < SNR
2
3
i

• Moderately weak interference: SNR
2
3
i < INRi j < SNRi

• Strong interference: SNRi < INRi j < SNR2i

• Very strong interference: INRi j > SNR2i

Most of the previous work considers two-user interference channels, and the gen-

eralization to multiple users is not straightforward. Also to date, most of the techniques

divide either time or frequency into the number of users of the interference channels, and

therefore divide the available data rate among the number of users of the channel. In

schemes like time division multiple access (TDMA), when interference has to be avoided,

each of the K users has to communicate for a fraction of 1/K of the time.

A novel technique, known as interference alignment [10] has been proposed from

the scope of information theory, which enables the alignment of interference at each

receiver, using only half of the signal space, and leaving the other half for the intended

signal, independent of the number of users that the channel has. In [10], Cadambe

and Jafar characterize the network sum capacity for a K-user interference channel with

interference alignment as:

CΣ =
K

2
log(SNR) + o(log(SNR)). (1.34)
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The factor K/2 in (1.34) represents what is defined as degree of freedom (DoF),

also known as multiplexing gain, which can also be written as [11]

DoF = lim
SNR→∞

CΣ(SNR)

log(SNR)
(1.35)

This factor means that every user in a K-user interference channel can asymptotically

achieve half of the capacity that it could achieve without interference. Because the exact

capacity of the K-user interference channel is still an open problem, the DoF is a good

representation of the capacity at high SNR. As we can see from (1.34), as the SNR→∞,

the second addend of (1.34) becomes insignificant with respect to the first one, so the

factor K/2 characterizes the capacity at high SNR. Hence, it is suitable to work with the

DoF as the exact capacity is unknown.

Interference alignment is a technique properly named after Jafar’s work [12] but

which was actually conceived in [13] where the advantages of overlapping interference

were studied. The work of Cadambe and Jafar [10] was the first to find the achievability

of the technique for more than two users, which is not trivial, under certain scenarios.

The technique basically states that we can build signals, either with alignment

matrices or with structured codes, such that they overlap at each of those receivers where

they interfere. Interference alignment has been studied from two main approaches: 1)

Interference alignment via signal space, and 2) Interference alignment via signal scale.

1.4 Interference alignment: Signal space approach

In the interference alignment technique each transmitter tries to minimize the interference

to unintended receivers. This is achieved by letting all the interference signals in a given

receiver align in one subspace that is different to the one for the desired signal. In in-

terference alignment in the signal space approach, the work of Cadambe and Jafar [10]

is the most followed. In that case the DoF achievability using interference alignment has

been established under some scenarios:

1. The single antenna case: The K/2 DoF in this case has been demonstrated when
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the transmitted symbols are transformed into supersymbols, or a signal vector, and

where the channel is time varying or frequency fading. The channel coefficients

are now represented in a diagonal channel matrix. With this scheme, each user

asymptotically achieves 1/2 DoF.

2. The multiple antenna case: For the multiple antenna case, considering a continuous

channel and that each node consists of M > 1 antenna, the channel matrices

allow the interfering signal vectors to align at the receiver where they are interfering.

Interference alignment has been achieved for theK = 3 user case, where each user

hasM/2 DoF. ForK > 3 only the upper bound ofM/2 DoF has been demonstrated.

In this thesis, we consider the single antenna three-user interference channel with

interference alignment given in [10] (illustrated in Fig. 1.5). In that scenario, to align

phantom

phantom

V2x2

H11

V1x1

H21

H31

H12

H32

H13

H23

H33V3x3

H13V3x3

H12V2x2

H11V1x1

H23V3x3
H21V1x1

H31V1x1

H22V2x2

H32V2x2
H33V3x3

H22

Figure 1.5: Three-user interference alignment scheme (adapted from [10])

interference it is necessary to use a symbol extension. As in [10], let user 1 take the

message W1 and encode it into a supersymbol defined by an (n + 1) column vector x1.



1.4 Interference alignment: Signal space approach 39

Define a precoding matrix V1 of size (2n + 1)× (n + 1) such that

X̄1 ! V1x1, (1.36)

Similar expressions are obtained for transmitters 2 and 3, but considering n independent

streams in each case.

At receiver k , the received signal is given by:

yk = HkkVkxk +
3
∑

j=1,j !=k
HkjVjxj + zk , (1.37)

where Hi j is a (2n + 1) × (2n + 1) diagonal matrix composed of the channel gains cor-

respondent to the extended symbol, and i , j = 1, 2, 3. At receiver 1, to obtain (n + 1)

interference-free dimensions corresponding to the desired signal, the dimension of the

interference should not be more than n . This is assured in [10] by perfectly aligning

interference from receivers 2 and 3 by

H12V2 = H13V3, (1.38)

where V2 and V3 are (2n + 1)× (n) matrices.

To extract n interference free dimensions at receiver 2 and 3, the dimension of

interference has to be no bigger than n + 1 . This is accomplished in [10] by

H23V3 ≺ H21V1 (1.39)

H32V2 ≺ H21V1, (1.40)

where P ≺ Q means that a set of column vectors of P is a subset of the set of column

vectors of Q.
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Now it is necessary to solve these equations by choosing values for V1, V2 and

V3. Cadambe and Jafar [10] solved this by

V1 =

[

w Tw T2w . . . Tnw

]

(1.41)

H−121 H23V3 =

[

Tw T2w . . . Tnw

]

(1.42)

H−131 H32V2 =

[

w Tw T2w . . . Tn−1w

]

, (1.43)

where

T = H12H
−1
21 H23H

−1
32 H31H

−1
13 , (1.44)

and chose w, (2n + 1)× 1 column vector as

w =

[

1 1 . . . 1

]T

. (1.45)

This scheme can be generalized for K users as shown in [10].

In order to suppress interference at each receiver consider a matrix Uk of size

(2n + 1)× (n + 1) for k = 1 and a matrix of size (2n + 1)× n for k = 2 and 3, formed by

columns that are the orthonormal basis of the interference-free desired signal subspace

at receiver k . This matrix is designed to obtain [14]

ȳk = U
H
k yk = U

H
k HkkVkxk +U

H
k

3
∑

j=1,j !=k
HkjVjxj

︸ ︷︷ ︸

=0

+UHk zk , (1.46)

where

UHk HkjVj = 0 for k 4= j (1.47)

rank
(

UHk HkkVk
)

=









n + 1 for k = 1

n for k = 2, 3
(1.48)

Thus, Uk represents the subspace that is orthogonal to where the interference is

projected. Condition (1.47) allows the second term of the addend of (1.46) to be zero.

The condition given by (1.48) is needed for the desired user to achieve the desired DoF.
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Hence, the desired signal is received through a full rank channel matrix of size (2n + 1)×

(2n + 1), while the interference is completely eliminated.

1.5 Interference alignment: Signal scale approach

The case of interference alignment via signal scale was first proposed in [1] where the

design of optimal structured codes were used to align interference. In [1], Bresler showed

that random codes are not optimal for reaching the achievable capacity region in the

way that structured codes are. The key point is that, by using structured codes such

as lattices, interference can be aligned on the signal scale. With lattices, it is possible

to decode the sum of the interference codewords, even when each interferer cannot be

decoded.

1.5.1 Lattice codes

A lattice is a regularly spaced array of points. It can be properly defined as [15]

Λ = {x =
m
∑

i=1

λivi ,λi ∈ Z} (1.49)

= Λ (M) = {Mλ|λ ∈ Zb}, (1.50)

Here, the lattice has dimension m, where v1, v2, · · · , vm are linearly independent vectors

in Rn and {v1, v2, · · · , vm} is the basis of the lattice. The matrix

M =












v1

v2

· · ·

vm












=












v11 v12 · · · v1n

v21 v22 · · · v2n

· · · · · ·

vm1 vm2 · · · vmn












,

is the generator matrix of the lattice Λ. Each row of M corresponds to one of the inde-

pendent vectors that define the lattice. A graphical representation of a two-dimensional

lattice can be seen in Fig. 1.6.

Some important lattices are [15,16]:
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v2

v1

Figure 1.6: A two-dimensional lattice

• Zn: The n dimensional integer lattice is defined as

Zn = {(x1, x2, · · · , xn) : xi ∈ Z} (1.51)

where its generator matrix is given byM = In×n.

• An: This lattice is defined as (for n ≥ 1):

An = {(x0, x1, · · · , xn) ∈ Zn+1,
n
∑

i=0

xi = 0} (1.52)

where its generator matrix is given by:

M =
















−1 1 0 0 · · · 0 0

0 −1 1 0 · · · 0 0

0 0 −1 1 · · · 0 0

· · · · · · · · ·

0 0 0 0 · · · −1 1
















• E8: Also called Gosset lattice, it can be defined as

{(x1, x2, · · · , x8) : xi ∈ Zn or xi ∈ Zn + 1/2,
8
∑

i=0

xi ≡ 0(mod2)} (1.53)
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Its generator matrix is given by:

M =


























2 0 0 0 0 0 0 0

−1 1 0 0 0 0 0 0

0 −1 1 0 0 0 0 0

0 0 −1 1 0 0 0 0

0 0 0 −1 1 0 0 0

0 0 0 0 −1 1 0 0

0 0 0 0 0 −1 1 0

1
2

1
2

1
2

1
2

1
2

1
2

1
2

1
2


























Properties of the lattices

Some important properties of the lattices are given next.

The fundamental region of a lattice [16] is a region that when repeated many times

fills the Euclidean space without any overlap or gap.

The Voronoi region [17] corresponds to the fundamental region where every point

is closer to the origin than to any other lattice point. It can be expressed as V(Λ).

The volume of the fundamental region is called the fundamental volume and can

be expressed as V (Λ) = |det(Λ)| =
√

det (MTM) [17].

The fundamental or nominal coding gain [18] is a normalized measure of the

density of a lattice. It is given by

γ(Λ) =
d2min(Λ)

V (Λ)2/m
, (1.54)

where d2min(Λ) is the minimum squared distance and corresponds to the minimum

non-zero norm between lattice points, and m is the dimension of the lattice. Note

that the fundamental coding gain is dimensionless and invariant to scaling or any

orthogonal transformation.
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Sublattices, partition chains and cosets [15] [18]

A coset of a lattice Λ, expressed as Λ+ c, is the set of elements of the form λ+ c,

where λ ∈ Λ and c is some constant element that specifies the coset. In other

words, the coset is a translate of Λ by c.

A sublattice Λ′ of a lattice Λ is a subset of the elements of Λ and it is also a lattice.

Let Λ′ be a sublattice of Λ. The quotient group or partition, denoted as Λ/Λ′, is

the sets of cosets of Λ′ in Λ. The elements of the quotient group are written as

Λ′ + c, with c ∈ Λ.

A partition chain is denoted as Λ/Λ′/Λ′′/ · · · where each lattice is a sublattice from

the previous one. Thus Λ ⊇ Λ′ ⊇ Λ′′ ⊇ · · · .

The order of the partition Λ/Λ′ is given by |Λ/Λ′| represents the cardinality of the

partition.

The coset leader (or coset representative) of Λ/Λ′ is a representative from each

element of Λ/Λ′. It is denoted by [Λ/Λ′].

Consider we have Λ/Λ′/Λ′′, then the lattice Λ can be represented as Λ = Λ′′ +

[Λ′/Λ′′] + [Λ/Λ′]. This corresponds to a coset decomposition.

Constructing lattices [16]

According to the literature, a lattice can be constructed from a code or from algebraic

number theory. Here we analyse some of the methods to construct a lattice from a code.

For this, we consider the constructions given in [16].

• Construction A: Let C be an (n,M, d) binary code. x = (x1, · · · , xn) in Rn, and c a

codeword in C, then x is a lattice point if and only if

x = c + 2Zn, (1.55)
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A classical example is to construct an E8 lattice from an extended Hamming code

H8 where (n, k, d) = (8, 4, 4), where n is the length of the codeword, k are the

information bits and d is the minimum hamming distance. For example we can

say [19]: E8 = 2Zn +H8.

• Construction D: Let C0 be the trivial code and Ci be a binary linear code with

parameters (n, ki , di) with di ≥ 4i

γ and γ = 1 or 2 for i = 1, . . . , a. Also take C0 ⊇

C1 ⊇ . . . ⊇ Ca. Then consider a basis {c1, . . . , cn} for Fn2 such that this basis spans

Ci and forms the rows of a matrix B, where the permutation of the rows of this matrix

forms an upper triangular matrix.

Define the map δi : F2 → R by δi(x) = x/2i−1 where x = 0 or 1, for i = 1, . . . , a and

denote the map Fn2 → Rn given by δi (x1, . . . , xn) = (δi(x1), . . . , δi(xn)).

The lattice Λ in Rn is conformed by all the vectors of the form

l +
a

∑

i=1

ki∑

j=1

α(i)j δi(cj), (1.56)

where l ∈ (2Z)n and α(i)j = 0 or 1.

Theta series [16] [19]

The norm of all the lattice points can be enumerated in ascending order. This is known

as the theta series of the lattice. It is defined as

ΘΛ (q) =
∑

x∈Λ
q‖x‖

2
. (1.57)

where q = e−
1
2σ2 .

For some lattices, there are some known theta functions such as:

ΘZn(q) = θ3(q)
n. (1.58)

ΘA2(q) = θ3(q)θ3
(

q3
)

+ θ2(q)θ2
(

q3
)

, (1.59)

ΘE8(q) =
1

2

(

θ2(q)
8 + θ3(q)

8 + θ4(q)
8
)

(1.60)
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where

θ2(q) =
+∞
∑

n=−∞
q(n+

1
2)
2

(1.61)

θ3(q) =
+∞
∑

n=−∞
q(n)

2 (1.62)

θ4(q) =
+∞
∑

n=−∞
(−1)n qn2 , (1.63)

are the Jacobi Theta Functions.

Flatness factor

The notion of the flatness factor of a lattice Λ was defined in [20]. The flatness factor

comes from the problem of finding a maximum for a function given by

fσ,Λ (w) =
∑

x∈Λ
exp−

‖w−x‖2

2σ2 (1.64)

also defined as the Gaussian measure associated to the lattice Λ and the variance σ.

Since we want to avoid the flatness of that function, we want to study the maximum

variation of the Gaussian measure. This is actually defined as the flatness factor.

A slightly different, but equivalent definition of the flatness factor is applied in [21]

and given here

εΛ =
maxw∈R(Λ)|fσ,Λ (w)− Ew [fσ,Λ (w)] |

Ew [fσ,Λ (w)]
. (1.65)

where Ew [fσ,Λ (w)] is the average of fσ,Λ over the fundamental region R(Λ) of Λ. Using

the theta series of the lattice Λ defined in (1.57), the flatness factor of Λ can be derived

as [21]

εΛ = λ
n
2ΘΛ

(

e−
1
2σ2

)

− 1, (1.66)

where λ = V (Λ)
2
n

2πσ2 is the volume-to-noise ratio, and V (Λ) is the fundamental volume of the

lattice Λ.
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Reed-Muller codes [22] [23] [16]

Reed-Muller (RM) codes are a class of binary error correcting codes, where RM(r ′, m+1)

corresponds to the RM code of order r ′ with parameters (N, k, d) given by

N = 2m+1 (vector length) (1.67)

k = 1 +

(
m + 1

1

)

+ · · ·
(
m + 1

r ′

)

(1.68)

d = 2m+1−r
′ (minimum distance). (1.69)

They can be generated by a generator matrix G(r ′, m + 1) corresponding to the

RM code RM(r ′, m + 1). This matrix is obtained with the m-fold Kronecker product of

G(1, 1), defined as

G(m+1,m+1) = G(m,m) ⊗






1 1

0 1






where

G(1,1) =






1 1

0 1






Thus, the RM code RM(m+1, 0) corresponds to the repetition code (N, 1, N). On

the other hand RM(m + 1, m + 1) corresponds to all the binary strings of lengths 2m+1,

namely the code (N,N, 1)

The RM codes are the best binary codes of length 2m+1, for 2m+1 ≤ 32. From the

definition is it clear that the r ′-th order RM code is contained in the (r ′ + 1)-th order RM

code. Examples of nested RM codes of length 16 are

(16, 16, 1) ⊇ (16, 15, 2)
︸ ︷︷ ︸

RM(3,4)
⊇ (16, 11, 4) ⊇ (16, 5, 4)

︸ ︷︷ ︸

RM(1,4)
⊇ · · ·

Barnes Wall lattices

Barnes-Wall (BW) lattices were originally discovered in [24] and widely explained later

in [22]. They are a family of full rank lattices whose dimension is a power of 2, which

correspond to the densest lattices in dimensions 2, 4, 8 and 16. These binary decompos-



1.5 Interference alignment: Signal scale approach 48

able lattices can be built using RM codes. The lattice Λ(0, m) is the mth member of the

BW family of lattices, and can be expressed as a real or a complex lattice of dimension

2m+1 or 2m respectively. For convenience, we consider real lattices here. The family of

lattices given by Λ(r, m) where m ≥ 0 and 0 ≤ r ≤ m can be obtained by [25]

• m − r even:

Λ(r, m) = 2
m−r
2 Z2

m+1

+
∑

r+1≤r ′≤m
m−r ′ odd

2(r
′−r−1)/2RM

(

r ′, m + 1
)

(1.70)

• m − r odd:

Λ(r, m) = 2
m−r+1
2 Z2

m+1

+
∑

r+1≤r ′≤m
m−r ′ even

2(r
′−r−1)/2RM

(

r ′, m + 1
)

. (1.71)

The BW lattice Λ(0, m) has the following properties [26]:

• Minimum squared distance d2min = 2
m−r

• Volume V (Λ(0, m)) = 2m2m−1

• Nominal coding gain γc(Λ(0, m)) = 2m/2.

These lattices are constructed using Construction D, where lower order codes are

nested into bigger ones.

Some examples of BW lattices are [22]:

D4 = Λ(0, 1) = 2Z4 + RM(1, 2) (1.72)

E8 = Λ(0, 2) = 2Z8 + RM(1, 3) (1.73)

Λ16 = Λ(0, 3) = 4Z16 + 2RM(3, 4) + RM(1, 4) (1.74)
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1.5.2 Lattice codes in interference channels: Key example [1]

Using structured codes, the cost to one user due to one interferer is the same as due to

many interferers. The paper by Bresler [1] highlights the possibility of using structured

codes to align interference, which is illustrated in the following example. Consider the

many-to-one channel depicted in Fig. 1.7 and take Pi the average power of each trans-

mitted symbol. Make P0 = P1 = P2 = 1, |h00| = |h11| = |h22| =
√
β and |h01| = |h12| = β.

Assume that β ≥ 2.

+

+

+
√
β

β

β z2

z1

z0

y2

y1

y0

x2

x1

x0

√
β

√
β

Figure 1.7: Example of a three-user many-to-one interference channel [1]

With Gaussian codes, and considering a scheme like HK, users 1 and 2 divide

their messages into private and common messages. Since in this example the interfer-

ence is strong, all information is common. Receiver 0 decodes all the signals x0, x1, x2 as

in a three-user MAC. The sum rate is thus expressed as

rsum = r0 + r1 + r2 (1.75)

where ri is the rate of each independent user. This can be simplified by

rsum ≤ log
(

1 + 3β2
)

≈ 2 logβ. (1.76)

Consider now that β = 22n and that each xi , for i = 0, 1, 2 is given by xi =
∑log

√
β

k=1 xi(k)2
−k , where xi(k) are bits uniformly randomly distributed in {0, 1}. Then at

receiver 0 we have (without considering noise)
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ỹ0 =
√

βx0 + βx1 + βx2, (1.77)

The key point is given next. We can perfectly decode x0 at receiver 0 since

ỹ0 =
√

βx0 + βx1 + βx2 (1.78)

=
√

βx0 +
√

β(
√

β [x1 + x2]) (1.79)

∈
√

βx0 +
√

βZ. (1.80)

Then since
√
βx0 <

√
β, we simply have

ỹ0 mod
√

β =
√

βx0 (1.81)

Since the single mutual information for a real-valued channel and signal, between

input and output, is given by I(xi , yi), and considering that the noise causes mutual infor-

mation of, at most, 1.5 bits we have

I(xi , ỹi)− 1.5 ≤ I(xi , yi). (1.82)

If now we consider a complex-valued channel, we have that

ri ≥ logβ − 3, (1.83)

for i = 0, 1, 2. The sum rate achieved in this case is therefore given by

r lattice
sum = 3 logβ − 9 ≈ 3 logβ. (1.84)

This shows that the achievable region is larger when lattice codes are used [1].

1.6 Generalized Degrees of Freedom

We are now ready to understand the generalized DoF (GDoF) proposed by Tse [2] which

is used in later chapters of this thesis. The GDoF is useful when there are different levels
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of interference as described above. Consider the DoF definition in (1.35). The GDoF is a

metric that generalizes this definition to a new metric α, where

α !
log INR
logSNR (1.85)

and is given by

d(α) = lim
SNR→∞

C(SNR,α)

log(SNR)
(1.86)

Basically, it generalizes the DoF to different types of interference. Note that the classic

DoF described before is the same as the GDoF when α = 1.

With this definition, in [2] the GDoF is computed for different types of interference

using the HK scheme. Thus, in [2] the GDoF for a two-user symmetric interference chan-

nel is

d(α) =





























1− α for 0 ≤ α ≤ 1/2 for noisy interference;

α for 1/2 ≤ α ≤ 2/3 for weak interference;

1− α2 for 2/3 ≤ α < 1 for moderately weak interference;
α
2 for 1 < α ≤ 2 for strong interference;

1 for α ≥ 2 for very strong interference.

1.7 Research objectives

We have seen that most researches are concerned with theoretical problems related to

interference channels and interference alignment, such as the main open problem which

is the capacity region, or the DoF for different scenarios and its achievability. However,

little has been said about its practicality. In this thesis we are interested in finding some

answers related to the error performance of the interference alignment technique under

some scenarios with precoding methods, and about using lattice coding techniques for

interference alignment. The purpose is either to find the performance or a bound of

interference alignment in interference channels. On the other hand, and also related to

the above, we also aim to design some rules for the construction of the precoders or the
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codewords for interference channels, which includes using some rules that are already

defined in the lattice coding theory. We aim to see if, by using lattices, we can achieve the

same DoF as with random coding, but with the improved performance that using lattices

can give.

1.8 Technical contributions

In this thesis we work with the performance of the interference channel and lattice coding

techniques to address the problem of interference under different scenarios. The tech-

niques in this thesis contribute to the understanding of the interference alignment problem

in an interference channel and provide some answers under some scenarios using pre-

coding methods and lattice coding techniques. The contribution of this thesis can be

summarized as:

• We study the performance of the interference alignment scheme proposed by [10]

and improve the performance using simple precoding schemes.

• We work with lattice codes techniques to find a bound on performance for user 1

in a many-to-one interference channel, which we relate to the theta series of the

lattices.

• We extend a one-dimensional coding scheme to multiple dimensions using BW

lattices in a symmetric interference channel, and we show the performance of the

system can be improved when BW lattices are used.

• We extend the work of [2] where random codes are used, and derive the GDoF for

a two-user symmetric interference channel using the Gaussian lattice distribution.

1.9 Thesis structure

This thesis is structured as follows. In Chapter 2, we provide a literature review of in-

terference alignment for both the signal space and signal scale approach. In Chapter

3, we address the problem of signal space interference alignment using the scheme of
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Cadambe and Jafar [10] for a SISO K-user interference channel. We work with pre-

coding methods such as singular value decomposition (SVD) and Tomlinson-Harashima

precoding (THP) with a bit and power loading strategy, and by means of simulations we

show that by using precoding and bit-power loading methods, the BER can be improved

compared to the original Cadambe and Jafar scheme. In Chapter 4 we address the prob-

lem of a many-to-one interference channel using lattice alignment. Assuming that the

precoding matrices and the channel gain matrices are actually part of lattice codes, we

produce alignment of the interference using the signal scale approach. In this chapter,

we find an upper bound on the error probability for the first receiver using lattice codes.

Considering joint maximum-likelihood decoding, we derive the union bound for the error

probability in terms of the theta series of these lattices, and show that it is related to the

flatness factor. Later, in Chapter 5 we study the performance of BW lattices in a fully

connected symmetric interference channel under different types of interference. Inspired

by [5] where a base Q expression for the transmitted signals is used, we work with the

multilevel structure of BW lattices. Because of the good performance of lattices and the

extension in bigger dimensions that using lattices enables, we propose the use of BW

lattices to improve the performance of each user. In Chapter 6 we continue with the sym-

metric interference channel and use general lattices to obtain the GDoF. In this case, we

use a lattice Gaussian distribution [27] to mimic the properties of the Gaussian random

codes, but also to take advantage of the properties of the lattices. We show that we can

obtain the same GDoF as the ones shown in [2] and [5] for any type of interference using

the lattice Gaussian distribution properties. In Chapter 7 we conclude with some remarks

and give suggestions for future work.

There are also two appendices to this thesis. Appendix A derives the rate and

energy for QAM symbols for the Fischer-Huber algorithm used in Chapter 3, which is not

explicit in [28], while Appendix B is a proof used in Chapter 6.
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Chapter 2

Literature review

In this chapter we review the work of other researches on alignment, matrix design and

structured codes for interference alignment.

2.1 Interference alignment: Signal space approach

One of the issues in interference alignment is the design of optimal precoders and de-

coders that allow interference alignment. Authors have worked in this area on systems

that are already achievable from an algorithmic perspective [14,29,30] and from a closed

formed perspective [31–33]. These approaches are intended to demonstrate the achiev-

ability of interference alignment by means of the DoF or sum rate obtained in each case.

In [14], distributed interference alignment algorithms are studied for an interfer-

ence channel with multiple antenna nodes (Mk transmit antennae and Nk receive anten-

nae). The first algorithm proposed seeks to find the alignment and decoding matrices

V and U by minimizing the leakage produced by interference. The leakage corresponds

to the interference power remaining in the desired received signal space after the inter-

ference suppressing matrix U is applied. The leakage at receiver k that is caused by

interference signals is measured as

Ik∗ = tr
[

UHk QkUk
]

, (2.1)

where Qk =
∑K
j=1,j !=k

Pj
dj
HkjVjV

H
j H
H
kj , and dj represents the dimension of the transmitted
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vector, where each element is defined with power Pjdj .

The idea of this first algorithm is to minimize the remaining interference power

(leakage) at the received subspace represented by (2.1), where they start with an arbi-

trary V. The subspace that contains less leakage is given by: Uk,∗d = vd [Qk ], where

vd [A] is the eigenvector corresponding to the dk smallest eigenvalue of A, and where

dk corresponds to the degree of freedom for user k ′s message1. The next step consists

on using a reciprocal channel, where V and U exchange roles. These two steps are

repeated until convergence.

By construction, interference alignment does not maximize the desired signal

power within the desired signal subspace. In fact, the algorithm just described does

not depend on the direct channels Hkk , where the desired signal is aligned, and as it is

stated in [14], it is optimal when the SNR approaches infinity, but this is not necessarily

true for intermediate SNR. Hence, a second algorithm is proposed in [14] to maximize

the signal to interference noise ratio (SINR) at each receptor. Then U is chosen as

Uk,∗l =
B−1kl HkkVk,∗l

‖B−1kl HkkVk,∗l‖
, (2.2)

where

Bkl =
K
∑

j=1

Pj
dj

dj
∑

d=1

HkjVj,∗dV
H
j,∗dH

H
kj −

Pk
dk
HkkVk,∗dV

H
k,∗dH

H
kk + INk (2.3)

and INk is the identity matrix of size Nk × Nk .

The simulations in [14] show that the first algorithm is very close to the theoretical

best case in terms of sum data rate. The second algorithm shows, as expected, better

results than the first one in low and intermediate SNR.

Another algorithm is presented in [29] for MIMO frequency flat interference chan-

nels to minimize the distance between the interference signal and the interference sub-

1In that paper, given a matrix A, A∗d represents its d th column.
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space, and to find V and U. For this, consider the system model defined by

yk = HkkVkxk +
K
∑

j=1,j !=k
HkjVjxj + zk , (2.4)

similar to the one defined in (1.37) but considering K users. They are interested in mini-

mizing

min
V∗j Vj=I,∀j,U

∗
kUk=I,∀k

K
∑

k=1

K
∑

j=1,j !=k
‖HkjVj −UkU∗kHkjVj‖2F , (2.5)

Similarly to the previous paper, the algorithm minimizes (2.5) in an alternate manner:

first over V, and later, over U until the minimization converges. Here UkU∗kHkjVj is the

projection of the interference signal in the interference subspace and HkjVj is the inter-

ference signal subspace. This algorithm is said to be proven to converge, but it is not

clear whether or not it converges to an optimal solution.

In [32], an improved interference alignment scheme for SISO K ≥ 3 is pro-

posed. The DoF for the K-user interference channel with interference alignment found by

Cadambe and Jafar [10] can be expressed as

r =
(K − 1) d3 + d1
d3 + d1

, (2.6)

where d1 = (n+1)N

(n+1)N+nN
, d3 = nN

(n+1)N+nN
, N = (K − 1)(K − 2) − 1 and K ≥ 3. In [32],

it is said that the DoF gets closer to the upper bound K/2 if d1/d3 gets closer to 1.

Here a variation of the Cadambe and Jafar scheme is used where the DoF for each user

becomes d1 =
(n∗+N+1

N

)

and d3 =
(n∗+N
N

)

, for a nonnegative integer n∗. It was found

that the proposed criterion is more efficient as d1/d3 gets closer to 1 than the scheme

proposed by Cadambe and Jafar.

In [33], an interference alignment scheme very similar to the one presented by

Cadambe and Jafar for a three-user interference channel is considered. The goal here

is to optimize the alignment vectors within the subspaces constructed by Cadambe and

Jafar. Variations to [10] are given in Table 2.1, where Ab and Ac are n column matrices

chosen from n + 1 columns of A. Matrices E, D, and F are non-singular, and FD = E.

To find matrices E and F, they perform a maximization of the high SNR offset
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Cadambe and Jafar Shen and Host Madsen
B = TC B = TCD
B ≺ A B = AbE
C ≺ A C = AcF

FD = E
where: where:
A = Ṽ1 A = Ṽ1
B = H−121 H23Ṽ3 B = H−121 H23Ṽ3E
C = H−131 H32Ṽ2 C = H−131 H32Ṽ2F
T = H12H

−1
21 H23H

−1
32 H31H

−1
13 T = H12H

−1
21 H23H

−1
32 H31H

−1
13

V1 = Ṽ1

[

1
1
2n+1 trace(Ṽ1Ṽ∗1)

] 1
2

V2 = Ṽ2F
V3 = Ṽ3E

and A,B,C and w are defined as: and A,Ab,Ac and w are defined as:
A = [w Tw · · · Tnw] A = [w Tw · · · Tnw]
B =

[

Tw T2w · · · Tnw
]

Ab =
[

Tw T2w · · · Tnw
]

C =
[

w Tw · · · Tn−1w
]

Ac =
[

w Tw · · · Tn−1w
]

w = [1 1 · · · 1]T w = [1 1 · · · 1]T

Table 2.1: Cadambe and Jafar scheme vs Shen and Host Madsen scheme

which is said to be equivalent to

max
K
∏

j=1

|
(

Hj jVj − PHV
(

Hj jVj
))∗ (
Hj jVj − PHV

(

Hj jVj
))

| (2.7)

s.t. 1

N
trace

(

Ṽi Ṽ
∗
i

)

= 1 (2.8)

where PHV is the projection matrix for the interference subspace, and P⊥HV is its orthogo-

nal projection that enables to eliminate interference.

The solution of this optimization problem is not given explicitly, but it is said that the

sum rate can be improved by orthonormalizing the alignment vectors at each transmitter.

In [34], the trade off between interference alignment, diversity and rate is studied.

For this it is conjectured that the separation of the space time codes and the interference

alignment precoding is optimal. Consider a multiple antennaK-user interference channel

with linear detectors, separate space time codes and interference alignment. The overall
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diversity of such system is claimed to be

DMT ,MR,K (η, r, mT ) = (!mT − r + 1") (MR −min (mT η, r (K − 1))) , (2.9)

where MT and MR correspond to the transmit and receive number of antennae, respec-

tively, η describes the quality of interference alignment measured by rank(interference)
rank(signal) ,

r is the rate and mT is the number of input streams. The term MR −mTη corresponds to

the number of antennae free of interference, ignoring space time codes and considering

only interference alignment, while the term MR − r (K − 1) corresponds to the number of

antennae free of interference, ignoring interference alignment and considering only space

time codes.

It is important at this point to define the diversity gain [35]:

d = − lim
SNR→∞

logPe (SNR)
log (SNR) (2.10)

In [34], it is said that the average probability of error Pe of a system can be ap-

proximated at high SNR by:

Pe (SNR) ≈ αmT ,mRSNR−DTmR , (2.11)

where mR is the number of output streams, αmT ,mR corresponds to the horizontal shift

of the Pe curve, and DT corresponds to the slope of the curve. It is said that in order to

determine the diversity gain of a system it is enough to analyse the SNR exponent.

A different approach to the interference alignment problem is presented in [36].

Here the interference alignment problem is treated as proper or improper, based on the

number of equations and variables the system has. For this, the problem is considered

as a multivariate polynomial system, in which the system can be solved if the number

of equations does not exceed the number of variables. Consider a K-user interference

network with M transmitter antennae and N receiver antennae, denoted as (M × N)K .
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In [36] this system is said to be proper if:

M + N ≥ (K + 1) d, (2.12)

where d is the DoF each user wants to achieve per channel use.

In [37], Ning visualizes the problem as zero forcing and diversity interference align-

ment. In the first case, the effect of the direct channel matrix Hkk is disregarded in the

interference alignment equations, while in the second case, it is part of it. For this he

considers the case of [14] where the max SINR algorithm is proposed, which, as stated

previously, considers the effect of the direct channel. Ning shows that when the zero

forcing solution is used, the most likely event is that the subspace of the signal and the

received signal have an angle of 90 degrees, which means that the SINR= 0. On the

other hand, if a rotation vector is considered, this angle can be changed and some diver-

sity can be achieved.

Our first goal in this thesis for the interference alignment via signal space is to

find a scheme similar to the ones above, but we want to focus on the performance of the

interference alignment scheme.

2.2 Interference alignment: Signal scale approach

The second case of interference alignment via signal scale was first proposed in [1] where

the design of optimal structured codes are used in order to align interference. In [1],

Bresler showed that random codes are not optimal at reaching the achievable capacity

region like structured codes are. The key point is that, by using structured codes such

as lattices, interference can be aligned on the signal scale. With lattices, it is possible

to decode the sum of the interference codewords, even when each interferer cannot be

decoded. Using structured codes, the cost to one user of one interferer is the same as

the cost of many interferers. The idea is to scale the interference signals so that at each

receiver, the sum of the interference signals belongs to a lattice that can be distinguished

from the lattice containing the desired signal. This is referred to as lattice alignment,
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and was defined in [1]. The key example already described in Chapter 1 was the first

case where the importance of using structured codes such as lattices in an interference

alignment scheme was realized. It shows that the rate is smaller when using random

codes than it is when structured codes such as lattices are used.

The paper by Bresler highlights the possibility of using structured codes to align

interference. From that point, work was done [4, 5, 38, 39] on these structured codes to

prove DoF under different types of channels and different types of interference.

Recall the definition of the deterministic interference channel given in Chapter 1

in (1.5). Consider the following example of a deterministic channel shown in [1] and

represented in Fig. 2.1. Take n00 = 5, n11 = 3, n22 = 1, n33 = 4, n01 = 3, n02 = 2

and n03 = 6. Also x0 = 0.d1d2d3 · · · , x1 = 0.c1c2c3 · · · , x2 = 0.b1b2b3 · · · and x3 =

0.a1a2a3 · · · . For the direct channels the actual transmitted symbols are given by:

x0 = 0.d1d2d3d4d5 (2.13)

x1 = 0.c1c2c3 (2.14)

x2 = 0.b1 (2.15)

x3 = 0.a1a2a3a4. (2.16)

Then at receiver 0 (without considering noise) we have

y0 = !25x0" ⊕ !23x1" ⊕ !22x2" ⊕ !24x3" (2.17)

y0 = 25a1 + 2
4(a2 + d1) + 2

3(a3 + d2)

+22(a4 + d3 + c1) + 2(d4 + c2 + b1) + (d5 + c3) (2.18)

This shows that some structure can be of use. The signal at the receiver can be viewed

as a base 2 representation, separating the effect of the interference into levels.

In [4] and in later in [5] a simple idea of a coding scheme for a deterministic

channel is proposed, which can be applied to a symmetric fully connected Gaussian in-

terference channel. This was already explained in Chapter 1. Let us recall the transmitter

symbols structure given previously in (1.7). Consider now the channel model given in [4]
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n00 = 5

n01 = 3

n11 = 3

n03 = 6

n02 = 2
n22 = 1

n33 = 4

Figure 2.1: Example of the deterministic many-to-one interference channel [2]

for the symmetric Gaussian interference channel, where the direct channel gains are

given as hi i = 1 while the indirect channel gains are given by hi j = Q−1. The transmitted

symbol at transmitter k is built as

x [k] =
[

x [k]2N−20x
[k]
2N−40 · · · x

[k]
2 0x

[k]
0

]

Q
(2.19)

= Q2N−2x [k]2N−2 +Q
2N−4x [k]2N−4 + · · ·+Q

4x [k]4 +Q
2x [k]2 + x

[k]
0 . (2.20)

where xkq = 0 if q /∈ {0, 2, · · · 2N − 2}. Thus, at the receiver k we have

y [k] = Q2N−2x [k]2N−2 +Q
2N−3

∑

l !=k
x [l]2N−2 +Q

2N−4x [k]2N−4

+ Q2N−5
∑

l !=k
x [l]2N−4 + · · ·+Q

4x [k]4 +Q
3
∑

l !=k
x [l]4

+ Q2x [k]2 +Q
1
∑

l !=k
x [l]2 + x

[k]
0 +Q

−1
∑

l !=k
x [l]0 + z

[k]. (2.21)

This shows that half of the levels do not have interference, achieving then a DoF

of K/2. The channel is obviously symmetric and very simple. An important remark in this

paper is that xkq is limited to lie between 1 and Q
K − 1. This is to avoid carry overs when

the interference signals are added at the receiver.

In the paper by Etkin [2], it is shown that using a simple HK type scheme achieves

the capacity of the two-user interference channel within 1 Bit/s/Hz. The method used in

this paper allows to obtain the GDoF for any type of interference for the two-user sym-

metric interference channel. Later, in [5] the GDoF is extended to the K-user symmetric
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interference channel with structured codes.

The channel model given in [2] is originally not symmetric and it is expressed as

y1 = h11x1 + h21x2 + z1 (2.22)

y2 = h12x1 + h22x2 + z2, (2.23)

where hi j are the (complex) Gaussian channel gains, xi ∈ C subject to a power constraint

E
[

|xi |2
]

= Pi , and the noise is zi ∼ CN (0, N0). Let also SNRi = |hii |2Pi
N0

be the SNR of

user i , and INR1 = |h21|2P2
N0

and INR2 = |h12|2P1
N0

. In the symmetric interference channel,

this is simplified by: |h11|2 = |h22|2 = |hd |2, |h12|2 = |h21|2 = |hc |2 and P1 = P2 = P or

SNR1 = SNR2 and INR1 = INR2.

Initially, the idea is to find the symmetric capacity which is defined as:

Csym = max min {R1, R2} (2.24)

where (R1, R2) ∈ R, and R is the capacity region of the interference channel.

The region of interest is given by 0 < INR/SNR < 1, which corresponds to the

case of moderate to noisy interference, since the capacity region is known for the strong

interference case.

To find the symmetric capacity they use a simple HK scheme. Consider the private

message of user i = 1, 2 represented as ui while the common message is represented

as wi . User i transmits the signal given by xi = ui + wi . The private codeword ui is

meant to be decoded only by user i while at the other user it is treated as noise. Both w1

and w2 are decoded at both receivers. In this paper the codebooks are generated using

i.i.d random Gaussian variables. The INRp is defined as the INR created by the private

message. In this paper this is chosen to be INRp = 1.

In order to find the symmetric capacity, two MAC are defined. The first is formed

by u1,w1 and w2 at receiver 1, and the second is formed by u2,w2 and w1 at receiver 2.

Here, the achievable HK rates correspond to the intersection of the capacity regions of
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these two MAC regions.

In Etkin’s paper the decoding order is given so that the common messages are

decoded first, while the private desired message is decoded last, and the other private

message is treated as noise. The rates are also defined to be Ru,1 = Ru,2 and Rw,1 =

Rw,2. With this, the following is obtained

• The rate of the private noise is given by

Ru = log

(

1 +
|hc |2Pu,1

(N0)2 + |hc |2Pu,2

)

(2.25)

= log

(

1 +
SNR
2INR

)

(2.26)

• The sum rate of the common messages must satisfy two conditions

Rw,1 + Rw,2 ≤ log

(

1 +
|hc |2Pw,1 + |hd |2Pw,2

|hc |2Pu,1 + |hd |2Pu,2 + N0

)

(2.27)

= log

(

1 +
(INR− 1)(SNR+ INR)

SNR+ 2INR

)

(2.28)

and

Rw,1 + Rw,2 ≤ 2 log

(

1 +
(INR)(INR− 1)

SNR+ 2INR

)

(2.29)

With this the following symmetric rate is obtained

RHK = log

(

1 +
SNR
2INR

)

+ min
{
1

2
log

(

1 +
(INR− 1)(SNR+ INR)

SNR+ 2INR

)

, log

(

1 +
(INR)(INR− 1)

SNR+ 2INR

)}

=

{
1

2
log(1 + SNR+ INR) + 1

2
log

(

2 +
SNR
INR

)

− 1, log
(

1 + INRSNR
INR

)

− 1
}

.

(2.30)

Two regimens are defined

B1 = {(SNR, INR) : INR ≥ 1 and SNR(SNR+ INR) < INR2(INR+ 1)} (2.31)

B2 = {(SNR, INR) : INR ≥ 1 and SNR(SNR+ INR) ≥ INR2(INR+ 1)}. (2.32)
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Defining a parameter α as in (1.85) and normalizing equation (2.30) by the capacity of a

point-to-point AWGN channel, the following is obtained:

RHK

CAWGN
≈ min

{

1−
α

2
,max{α, 1− α}

}

(2.33)

Equation (2.33) defines the GDoF for moderate to noisy interference, and has

proved to be very useful in other papers such as [5].

It is also worth noting that later in this paper a new upper bound is derived, and is

shown to be only 1 bit/s/Hz away from this rate.

Following on from the ideas of [2] and [4], in [5] the GDoFs are found for different

types of interference according to the SNR and the INR for the K-user symmetric inter-

ference channel. The signals are represented in base Q, and a detailed scheme is given

for the different types of interference.

Finally, in [38,39] a symmetric Gaussian K user interference channel is also con-

sidered where lattice codes are used. In the first case the authors consider the very

strong interference scenario where a particular condition of the channel coefficient is

given to attain the achievable rate. Lattice codes and successive interference decoding

are used to achieve the optimal rate. In [39], a layered lattice coding scheme is presented

which enables the determination of the DoF, not only for the very strong interference case

but for a wider range of indirect channel coefficients.

In [40], Choi studies a multiple-input multiple-output (MIMO) interference channel

where he is concerned with a precoder design with joint detectors at the receiver, where

lattices are used to be able to decode. The focus of his paper is from a practical point of

view, as to find the performance of the technique. Here, it was also remarked that using

the same framework as in [10], it is possible to align (some of the) lattices.

Our goal in this part is to design lattice codes rules for interference channels using

the lattice alignment technique and to find the performance or a bound of interference

alignment, for certain interference channel scenarios.
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2.3 Channel knowledge for interference alignment

A very important problem is that global channel knowledge is required. Some authors [34,

41] have studied the effects on interference alignment with inexact channel knowledge,

and Jafar in [42] shows that only with knowledge of the statistics of the channel at the

transmitter, K/2 DoF are achievable almost surely. This is an important problem because

practical uses of interference alignment are desired. For that matter, authors have been

working on feedback for interference channels. In particular, there is a branch of work

where the channel state information feedback problem is equivalent to feeding back a

point on the Grassmann manifold [43]. The topic of the Grassman manifold has been

studied previously for MIMO beamforming in [44–46], while in [47] codebooks on the

Grasmann manifolds are constructed. On a more theoretical branch, packings in the

Grasmann manifold has been studied in [48].
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Chapter 3

Precoding methods for interference
alignment

3.1 Introduction

In this chapter, we study interference alignment from the signal space perspective. We

base this part of the research on the work by Cadambe and Jafar [10] where a three-

user interference channel with interference alignment is presented. In [49] precoding

schemes for MIMO are analysed. A bit and power loading algorithm is used along with

singular value decomposition (SVD) or Tomlinson-Harashima precoding (THP), and it is

shown with simulations that these schemes improve the symbol error rate. Precoding

schemes such as THP require channel knowledge at the transmitter, which is also the

case for interference alignment. In this chapter we apply these techniques to interference

alignment and show that the bit error rate (BER) can be improved at the cost of using

precoding, but reducing the complexity of the detection methods.

3.2 Interference alignment [10]

In this chapter we consider a single antenna three-user interference channel like the

one proposed by Cadambe in [10], which was previously explained in Chapter 1. For

the completeness of this chapter, let us recall (1.37), (1.46), (1.47) and (1.48). We can
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express the three-user interference channel as

yk = HkkVkxk +
3
∑

j=1,j !=k
HkjVjxj + zk , (3.1)

and obtain an interference-free signal given by

ȳk = U
H
k yk = U

H
k HkkVkxk +U

H
k

3
∑

j=1,j !=k
HkjVjxj

︸ ︷︷ ︸

=0

+UHk zk , (3.2)

using an interference suppressing matrix Uk such that

UHk HkjVj = 0 for k 4= j (3.3)

rank
(

UHk HkkVk
)

=









n + 1 for k = 1

n for k = 2, 3
(3.4)

whereHi j is an (2n+1)×(2n+1)matrix (i , j = 1, 2, 3), V1 is an (2n+1)×(n+1) precoding

matrix, V2 and V3 are (2n + 1) × (n) precoding matrices, U1 is the (2n + 1) × (n + 1)

interference suppressing matrix, U2 and U3 are the (2n + 1)×n interference suppressing

matrices, xk is the transmitted super-symbol, which is a vector of length n + 1 for user 1,

and n for user 2 and 3, and where zk is the AWGN.

After the interference suppressing matrix Uk is used, the model is transformed

into a channel with no interference, where the effective channel matrix is given by

H̃kk = U
H
k HkkVk , (3.5)

for k = 1, 2, 3.

3.3 Precoding schemes to improve performance

In this section, precoding schemes and a bit and power loading algorithm used for MIMO

are presented. Although there are bit and power loading algorithms whose aim is to

maximize the rate or optimize the energy, our aim is to minimize the error rate. This is the



3.3 Precoding schemes to improve performance 70

reason why we have chosen the Fischer-Huber (FH) algorithm.

Fischer and Huber presented in [28] an algorithm to reallocate bits and power

using D parallel Gaussian channels. Consider a system model given by yi = hixi + zi

where xi is the M-QAM transmitted symbol of rate Ri (Mi = 2Ri ), hi = 1, ∀i , and zi is the

AWGN with variance Ni , and i = 1, · · · , D. In [28], the aim is to minimize the symbol error

rate, which can be approximately derived as

Pr ∝ Q





√

d2i /4

Ni/2



 (3.6)

Considering the symbol error rate to be the same for all subchannels, we have

Pr = constant. Hence

SNR0 =:
d2i /4

Ni/2
= constant, i = 1, 2, . . . , D, (3.7)

where SNR0 represents the squared distance to the decision threshold relative to the

noise variance per dimension. The algorithm considers QAM transmission with real and

imaginary parts taken from Vi · {±1,±3, · · · }, where Vi is the gain with which the signal

constellation can be scaled and the power can be adjusted. From this we can say

Si = V
2
i
2

3
2Ri (3.8)

Since d2i = 4V 2i , SNR0 can be expressed as

SNR0 =
V 2i
Ni/2

, (3.9)

Then from (3.8) and (3.9) we have

Si = V 2i
2

3
2Ri (3.10)

= SNR0
Ni
2

2

3
2Ri (3.11)
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Since we can assume that the total energy of the transmitted symbols ST is a constant

ST =
∑

Si = constant, (3.12)

we have

ST =
1

3
SNR0

D
∑

i=1

Ni2
Ri (3.13)

The optimization problem is then given by [28]

SNR0 =
3ST

∑D
i=1Ni2

Ri
(3.14)

subject to

RT =
∑

Ri = constant (3.15)

where RT is the total rate of the transmitted symbols. Solving this optimization problem,

gives Ni2Ri =constant (see Appendix A). With this, the FH algorithm distributes the rate

as [28]

Ri =
RT
D
+
1

D
· log2

(∏D
l=1 Nl
NDi

)

, (3.16)

After this, the algorithm requires the value of Ri to be quantized (thus RQi is defined).

The power is then distributed as

Si =
ST · Ni · 2RQi
∑

l∈I ·Nl · 2
RQl
, i ∈ I. (3.17)

In this document we consider a system of the form yi = Cixi + zi , where Ci are the

parallel channel gains and zi is AWGN with variance N0, for i = 1, · · · , D.
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Hence, the optimization problem is now given by

d2i /4
No/2
|Ci |2

= constant (3.18)

V 2i
No/2
|Ci |2

= constant (3.19)

No
|Ci |2 · 2

Ri = constant (3.20)

2Ri

|Ci |2
= constant (3.21)

Therefore, equations (3.16) and (3.17) will change to

Ri =
RT
D
+
1

D
· log2

(

|Ci |2·D
∏D
l=1 |Cl |2

)

, (3.22)

As before, Ri is quantized, hence the power is distributed as

Si =
ST · 1

|Ci |2
· 2RQi

∑

l∈I · 1|Cl |2 · 2
RQl
, i ∈ I. (3.23)

The algorithm proposed by [49] is explained next and in Algorithm 3.1.

• Selection of the rate, part I: The first selection of the rate is made according to

equation (3.22). If a rate is found to be Ri < 0 at the end of the iteration, that

subchannel is removed and the iteration begins again, without that channel. Hence

if a rate is 0, nothing is transmitted on that channel.

• Selection of the rate, part II: In this part the rates will be converted to integers. If a

rate is found to be smaller than 0.5, then the final rate is 0. If a rate is found to be

bigger than the maximum allowed rate minus 0.5, then the rate is assigned to be the

maximum allowed rate. In any other case the rate is assigned to be INT(Ri + 0.5),

where INT represents the integer function. In this part, the difference between the

original rates (Ri , assigned in part I) and the new rates (Rqi , assigned by part II), is

kept in a variable called ∆R.

• In this step, the sum of the rates is checked. If the sum is the same as RT the rates
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are correct. If the sum is bigger than RT then we find the minimum ∆R within the

values of Rqi > 0, and subtract 1 to the correspondent value of Rqi . If the sum is

less than RT then we find the maximum ∆R within the values of Rqi > 0, and add 1

to the correspondent value of Rqi .

• The last part is the energy, which simply involves applying (3.23) within the channels

in which the rate Rqi > 0.

The FH algorithm has been applied to MIMO channels in [49]. In that paper, SVD

and THP are used to obtain parallel channels.

3.3.1 Singular value decomposition

As in [49], consider a MIMO system given by

ỹ = H̃x̄+ z̃, (3.24)

where H̃ is a matrix that represents the MIMO channel. Applying SVD, H̃ is given by

H̃ = QΣPH, (3.25)

where Q and P are unitary matrices, which contain the eigenvectors of H̃H̃H and H̃HH̃

respectively, while Σ is a real diagonal matrix whose components are the eigenvalues of

H̃H. Thus, the parallel channels are given by

Σ = QHH̃P. (3.26)

scheme
Detection +H̃ QHP

z̃

x xest

Figure 3.1: Equivalent system with SVD

Then applying the matrices P and QH to the transmitter and receiver respectively
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Algorithm 3.1 Fisher-Huber algorithm [49]
1: function FIND Ri
2: Ri =

RT
D +

1
D · log2

(
|Ci |2·D

∏D
l=1 |Cl |2

)

3: if Ri ≤ 0 then
4: Remove this subchannel and re-calculate Ri for all remaining valid channels
5: else
6: Output Ri for all valid channels
7: end if
8: end function
9: function FIND RQi

10: if Ri < 0.5 then
11: RQi = 0
12: else if Ri ≥ Rmax − 0.5 then
13: RQi = Rmax

14: else
15: RQi = INT(Ri + 0.5) - where INT represents the integer function
16: end if
17: Define ∆Ri = Ri − RQi
18: end function
19: function CHECK

∑

i∈I RQi
20: if

∑

i∈I RQi < RT then
21: while

∑

i∈I RQi 4= RT do
22: Increase the rate RQi with the biggest ∆Ri
23:

∑

i∈I RQi =
∑

i∈I RQi − 1
24: ∆Ri = ∆Ri − 1
25: end while
26: else if if

∑

i∈I RQi > RT then
27: while

∑

i∈I RQi 4= RT do
28: Decrease the rate RQi with the smallest ∆Ri
29:

∑

i∈I RQi =
∑

i∈I RQi + 1
30: ∆Ri = ∆Ri + 1
31: end while
32: end if
33: end function
34: function FIND Si

35: Si =
ST · 1|Ci |2

·2RQi
∑

l∈I ·
1
|Cl |2
·2RQl
, i ∈ I

36: end function

gives

y̌ = Σx+ ž, (3.27)

where y̌ = QHỹ, ž = QH z̃.
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3.3.2 Tomlinson-Harashima Precoding [17], [49]

The THP, as described in [17] and [49], is based on the decision feedback equalization

(DFE) (shown in Fig. 3.2). Consider the system given by:

++

B − I

GFH̃
x

z

x̃

Figure 3.2: DFE [49]

ỹ = H̃x+ z̃. (3.28)

where H̃ is a K ×K matrix.

The DFE consists of a feedforward unitary matrix F, a diagonal scaling matrix

G, and a feedback matrix B. Matrix F guarantees that the noise is still white and gives

spatial causality. The triangular feedback matrix B = GFH̃ is lower triangular and its

main diagonal elements are equal to 1. This allows for the interference produced by the

symbols that have already been detected, to be cancelled. The following are the relations

between B, F and G.

H̃ = FHS,where S is a lower triangular matrix (3.29)

G = diag
(

s−111 , . . . , s
−1
KK

)

(3.30)

B = GFH̃ = GS. (3.31)

The election of the filters can be done using a criterion such as ZF or MMSE. We will

focus on the ZF criterion. In that case, it is easy to see that since F is a unitary matrix

and by using (3.29)

H̃HH̃ = SHFFHS→ H̃HH̃ = SHS. (3.32)
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where s11, · · · , sKK are the diagonal entries of S. Therefore to obtain S, a QR-type de-

composition must be performed.

With these, the system using DFE is given by

y j = xj +
j−1
∑

l=1

bj lxl + z j , (3.33)

where z j = ẑj/sj j , ẑj are the entries of ẑ, ẑ = Fz̃, y j are the entries of y, y = FGỹ, bj l

are the entries of B and xj are the entries of x. Using DFE, the original MIMO channel is

decomposed into parallel channels, with noise variances given by σ2n/|sj j |2.

It is possible to use the knowledge of the channel at the transmitter to avoid prop-

agation errors and the need for immediate decision when using equalization as it is with

DFE. Bringing matrix B to the transmitter, THP is shown in Fig. 3.3.

a
+ +

B!I

MOD x
F G

z

2
√
M H̃

ỹ ŷ y aest

Figure 3.3: Equivalent system using THP [49]

Let us consider a constellation of the form:

A =
{

aI + jaQ|aI , aQ ∈
{

±1,±3, . . .± (
√
M − 1)

}}

, (3.34)

which is bounded by a region 2
√
M. The transmitted symbol is given by:

xj = aj −
j−1
∑

l=1

bj lxl . (3.35)

For the energy of the transmitted symbol not to be increased with this feedforward

scheme, there is a THP modulo. The function of this modulo is to limit xj by adding (or

subtracting) multiples of 2
√
M to the real and imaginary parts of xj , so that it falls in the
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constellation region. This can be interpreted as:

xj = aj + pj −
j−1
∑

l=1

bj lxl , (3.36)

where pj ∈
{

2
√
M · (pI + jpQ) |pI , pQ ∈ Z

}

. Hence, the effective symbols are vj = aj + pj .

With this, the symbols of the constellation are extended periodically and as they pass

through the THP modulo they are brought back to the original symbol constellation region.

At the receiver, after passing F and G, the receiver signal r1 is:

r1 = v1 + z1. (3.37)

Hence, again it is possible to obtain parallel channels. The detection is then very

simple. It suffices to just use another THP modulo at the receiver and a slicer.

In [49] simulations using MIMO and SVD or THP show that when no loading is

used, THP is the best of both precoding schemes. However, when bit and power loading

are used, SVD outperforms THP.

3.4 Precoding methods applied to interference alignment

In this section we apply what has been described in the previous section to the interfer-

ence alignment technique. Here the original Cadambe and Jafar scheme is compared

with the Cadambe and Jafar scheme using SVD and THP with the FH bit and power

loading algorithm. By means of simulations we show that these schemes can improve

the performance of the system.

Consider that (3.2) can be expressed as (3.24) and (3.28) using H̃kk as in (3.5) by

H̃kk = U
H
k HkkVk . (3.38)

Thus, the matrices needed for SVD and THP can be calculated as in the MIMO

case.
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3.4.1 Simulations on precoding methods applied to interference alignment

Consider the Cadambe and Jafar scheme for K = 3 and single antenna nodes. The

vectors x1, x2 and x3 are composed of 16-QAM symbols. Each channel Hkj is a diagonal

matrix whose elements are independent and different, and like the noise, drawn from

a complex Gaussian distribution with zero mean and unit variance. We use Cadambe

and Jafar’s alignment matrices Vk and vector w. For the alignment matrices Vk , we run

a QR decomposition to obtain a matrix whose columns are orthonormal to each other.

This is to ensure that the matrices do not add energy to the system. At each receiver,

an interference suppressing matrix UHk is applied such that UHk HkjVj = 0. On the other

hand, the detection is done using either Zero Forcing (ZF) or Maximum-Likelihood (ML)

estimation where for a system given by ỹk = H̃kkxk + z̃k , ZF and ML are defined as

• ZF:

xkest = H̃
−1
kk · ỹk (3.39)

• ML:

xkest = argmin
x̌k∈C

‖H̃kk x̌k − ỹk‖2. (3.40)

where C corresponds to the M-QAM constellation.

In the simulations the SNR is measured after the precoding matrix V. The average

signal power is then measured as 23(M−1)
n+1
2n+1 for user 1, and 23(M−1)

n
2n+1 for users 2

and 3, where 23(M − 1) is the average energy of the M-QAM symbol andM = 16 in these

simulations. The term n+1
2n+1 (similarly the term n

2n+1) comes from re-sizing the transmitted

vector after V. We also consider that the noise has zero mean and variance equal to 1.

Thus, in order to run the simulations with different values of SNR we have to consider

another variable fc that is used to reach said SNR given by the simulations. We prefer to

use fc instead of a given value of the variance of the noise, in order to have control over

the simulations, since
√
fc is simply multiplied to the matrix V. Thus, the effective SNR
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for the system is defined as

SNRE =









2
3(M − 1)

n+1
2n+1 · fc , for the first user

2
3(M − 1)

n
2n+1 · fc , for the other users

(3.41)

Simulations were performed using n = 1 and 2. The aim of our result is to observe the

BER obtained in each case.

Use of the Fischer-Huber algorithm in the simulations

The inputs of the algorithm are:

• The number of dimensions or parallel channels: D = n + 1 for the first user, D = n

for the other users.

• The total data rate per symbol: (n+1) log2M for the first user, n log2M for the other

users.

• The maximum data rate per dimension: (n + 1) log2M for the first user, n log2M for

the other users.

• The total energy of the symbol 23 (M − 1) (n + 1) for the first user, 23 (M − 1) n for

the other users.

• The parallel channel coefficients.

The outputs of the algorithm are:

• The rate for each of the dimensions, or components of the signal vector, Ri (Mi =

2Ri )

• The energy per dimension.

In this section we have adapted the FH algorithm to work, for convenience, with

squared constellations. The modifications are very small to the original FH algorithm

described in Algorithm 3.1, corresponding only to lines 10, 12, 15, 23, 24, 29 and 30.

These are highlighted in Algorithm 3.2.
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Algorithm 3.2 Modified Fisher-Huber algorithm (modified from [49])
1: function FIND Ri
2: Ri =

RT
D +

1
D · log2

(
|Ci |2·D

∏D
l=1 |Cl |2

)

3: if Ri ≤ 0 then
4: Remove this subchannel and re-calculate Ri for all remaining valid channels
5: else
6: Output Ri for all valid channels
7: end if
8: end function
9: function FIND RQi

10: if Ri < 1 then - Modified from Algorithm 3.1
11: RQi = 0
12: else if Ri ≥ Rmax − 1 then - Modified from Algorithm 3.1
13: RQi = Rmax

14: else
15: RQi = EVEN(Ri) - Modified from Algorithm 3.1, where EVEN represents the

next even number function
16: end if
17: Define ∆Ri = Ri − RQi
18: end function
19: function CHECK

∑

i∈I RQi
20: if

∑

i∈I RQi < RT then
21: while

∑

i∈I RQi 4= RT do
22: Increase the rate RQi with the biggest ∆Ri
23:

∑

i∈I RQi =
∑

i∈I RQi − 2 - Modified from Algorithm 3.1
24: ∆Ri = ∆Ri − 2 - Modified from Algorithm 3.1
25: end while
26: else if if

∑

i∈I RQi > RT then
27: while

∑

i∈I RQi 4= RT do
28: Decrease the rate RQi with the smallest ∆Ri
29:

∑

i∈I RQi =
∑

i∈I RQi + 2 - Modified from Algorithm 3.1
30: ∆Ri = ∆Ri + 2 - Modified from Algorithm 3.1
31: end while
32: end if
33: end function
34: function FIND Si

35: Si =
ST · 1|Ci |2

·2RQi
∑

l∈I ·
1
|Cl |2
·2RQl
, i ∈ I

36: end function

Also, it is important to note that in the entire algorithm M − 1 ≈ M. This comes

from (3.8) where the energy of the QAM symbol is considered as 23M instead of 23(M−1)

to simplify the optimization problem. This approximation vanishes as the value of M

increases. This is also the reason why we have chosen to work with M = 16, a bigger
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value of M than when M = 4. This approximation is not considered in any other part of

the simulation apart from the FH algorithm.

This algorithm is run for every new realization of the channel and the receiver must

know the outputs of the algorithm. Note that the iterations converge since the algorithm

initially redistributes the rates only using (3.16) and later the fine tuning is done solely by

adding or subtracting values of 2.

Singular value decomposition and Fischer Huber algorithm simulations

For these simulations we consider the MIMO system to be:

y̌k = Σkxk + žk , (3.42)

where žk = QHk UHk zk and zk is AWGN, hence žk is also AWGN. From (3.38), Σk =

QHk H̃kkPk corresponds to the parallel channels obtained by the SVD of the MIMO chan-

nel given by H̃kk . Note that now each user has an independent (and interference-free)

channel. Thus for each value of k = 1, 2, 3 independently, the variables Qk and Pk can

be computed.

The output of the FH algorithm are the rate and the energy of the transmitted

M-QAM symbols xk . Note that the total rate per symbol remains constant, just like the

energy.

Tomlinson-Harashima precoding and Fischer-Huber algorithm simulations

For these simulations consider, again, the channel matrix to be given by H̃kk = UHk HkkVk

and the transmitted M-QAM symbols to be ak .

In this scheme, (see Fig. 3.4) the energy Eb is theoretically bigger than the energy

Ea by a factor of M
M−1 for QAM constellations. Therefore, in order to be consistent with

the other schemes we consider that the effective SNR is given by

SNRE =









2
3M

n+1
2n+1 · fcTHP , for the first user

2
3M

n
2n+1 · fcTHP , for the other users

(3.43)
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+ F G

n

a
+

B!I

xMOD H

Eb =
2
3M

ã

2
√
M

V UH

Ea =
2
3(M − 1)

Figure 3.4: Energy diagram before and after V

where again fcTHP is considered and multiplied to the matrix V1 (V1 =
√

fcTHPV1).

Note that again, each user has an independent (and interference-free) channel.

Thus, for each value of k = 1, 2, 3 independently, the procedure for these simulations is

the following:

1. Generate matrix Sk for H̃kk as shown in (3.32).

2. From Sk and H̃kk generate matrix Gk ,Fk and Bk .

3. Run the FH algorithm to determine the rate and energy for each component of ak .

Note that the channel entries for the FH algorithm are given by the diagonal values

of Sk .

4. Given ak and Bk , calculate xk and pk

5. Calculate the noise zk where new noise variance is given by σ2n/|sj j |2, where σ2n = 1

as defined in (3.43), and sj j corresponds to the j th element of the diagonal of Sk .

6. We have that rk = vk + zk , where vk = ak + pk .

7. Pass rk through a THP modulo to restrict the received symbol to the region of the

constellation, then use a slicer to estimate ak .

If instead of using a slicer ZF detectors are used, the results are the same since the

virtual channel obtained with this scheme is now an identity matrix. The rate given by the

FH algorithm should be applied to vk = ak + pk but instead it is applied to ak .
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As in [49], we sort the parallel channels for THP according to the metric proposed

in [50] where a permutation matrix is found such that the minimum SNR is maximized in

order to maximize the performance. The reader is referred to [50] for more details.

Simulation results

Simulation results for the first, second and third user with SVD and FH, THP and FH, and

using only the Cadambe and Jafar scheme, are shown in Figs. 3.5 - 3.10.

0 5 10 15 20 25 30
10−4

10−3

10−2

10−1

100

SNR in dB

BE
R

 

 

Cadambe ZF
Cadambe ML
Cadambe − SVD − FH ZF
Cadambe − THP − FH ZF

Figure 3.5: Bit error rate for user 1 and n = 1, and different precoding schemes
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Figure 3.6: Bit error rate for user 1 and n = 2, and different precoding schemes

We can observe that the best scheme for user 1 is SVD FH. Obviously, for the

other users, when there is no channel extension (n = 1), this scheme does not improve

anything as there is only one (parallel) channel. It can be observed that as the channel
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Figure 3.7: Bit error rate for user 2 and n = 1, and different precoding schemes
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Figure 3.8: Bit error rate for user 2 and n = 2, and different precoding schemes

extension is increased, SVD FH is the best scheme for all users. We can also observe

that using THP also improves the performance for users 2 and 3 when n = 2. By using

bit and power loading along with these precoding techniques, compared to the Cadambe

and Jafar scheme alone, additional complexity is introduced at the transmitter and re-

ceivers but the complexity of the decoding process is reduced. Using SVD and FH, the

performance is improved but it requires extra processing at both the transmitter and the

receiver. However, it is important to note that because now each transmission occurs in

a different and parallel channel, there is no need for a complex detection scheme such

as ML decoding, and therefore detection such as ZF suffices.
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Figure 3.9: Bit error rate for user 3 and n = 1, and different precoding schemes
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Figure 3.10: Bit error rate for user 3 and n = 2, and different precoding schemes

3.5 Conclusions

In this chapter we have implemented the interference alignment scheme proposed by

Cadambe and Jafar in [10] for single-user antenna with symbol extension. To remove

interference we have used an interference suppressing matrix like the one described in

Chapter 1. We note that by doing this the Cadambe and Jafar scheme with interference

suppression suffers from poor error performance even with an ML decoding strategy.

Since we are interested in improving the performance of the scheme, and given the sim-

ilarities with MIMO systems, we have considered SVD and THP along with a bit and

power loading algorithm normally used for MIMO systems. In this case, we have applied

SVD and THP with the FH algorithm to the interference alignment scheme proposed
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by Cadambe and Jafar, and have observed that with these simple techniques we can

improve the BER of the interference alignment scheme compared to the Cadambe and

Jafar scheme alone. We considered only three users, but note that the extension to more

users is possible since each of the users is seen as an independent case. The challenge,

however, is to find the appropriate precoding and interference suppressing matrices Vk

and Uk .

Finally, using these techniques increases the precoding complexity but the decod-

ing process is achieved with simpler techniques.
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Chapter 4

Lattice codes for the many-to-one
interference channel

4.1 Introduction

In this chapter, we study a many-to-one interference channel where only one user suffers

from interference. The many-to-one interference channel enables us to simplify the prob-

lem of the interference channel while we can still develop tools that can be later used for

the fully connected interference channel. For this setting, we are interested in designing

lattice codes for all users, such that the probability of error at receiver 1 is small. In [51]

and [52], maximum-likelihood (ML) decoders are used for the interference channel. In

particular, in [51] the performance of different decoders is analysed for a two-user inter-

ference channel. We see that we can derive a similar expression for lattice codes and

that under certain conditions a relationship can be found between the union bound of the

error probability of user 1, and the theta series of the interference and joint lattices.

4.2 System model and lattice alignment

Consider a many-to-one Gaussian interference channel with three users where interfer-

ence is only present at receiver 1. Here, the channel model includes different scenarios,

such as:



4.2 System model and lattice alignment 89

- the single antenna many-to-one Gaussian interference channel using a symbol ex-

tension, in which case the channel matrices are scalar matrices;

- the multiple antenna many-to-one Gaussian interference channel.

The model is given by

y1 = H11V1s1 +H12V2s2 +H13V3s3 + z1 (4.1)

y2 = H22V2s2 + z2,

y3 = H33V3s3 + z3,

where Hi j is the n × n channel matrix from transmitter j to receiver i . The transmitted

symbols sj are chosen uniformly in a finite constellation Sj ⊂ Zm, m ≤ n, and zi is the

AWGN of variance σ2 at receiver i . The matrices Vj , j = 1, 2, 3 are n ×m precoders that

will allow us to align the desired lattices.

R3

T1

T2

T3

R2

R1

H33

x2

x3

x1

H13

H11

H22

H12

Figure 4.1: three-user many-to-one interference channel

At receiver 1, there is interference from users 2 and 3. By suitably choosing V2

and V3 and an m ×m unimodular matrix D2 in such a way that

H12V2D2 = H13V3 (4.2)

we can perform lattice alignment of the interfering signals from users 2 and 3 at the first

receiver’s end

L (H12V2) = L (H13V3) (4.3)
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where L (M) is the lattice generated by the matrixM.

The desired signal then belongs to the lattice Λ1 = H11V1Zm, while the sum of the

interfering signals H12V2 (s2 +D2s3) is aligned in the lattice Λ2 = H12V2Zm. Equation

(4.1) changes to:

y1 = x̄1 + x̄2 + z1, (4.4)

where x̄1 = H11V1s1 belongs to the received constellation C1 = H11V1S1 ⊂ Λ1 and

x̄2 = H12V2 (s2 +D2s3) belongs to C2 ⊂ Λ2. We have x̄1 + x̄2 ∈ S1 + S2 ⊂ Λ1 + Λ2 = Λ.

In the following, we assume that Λ is a lattice1. This can happen in several sce-

narios:

- If the dimension m of the signal is equal to n/2, it is possible (with probability 1

in the space of channel matrices) to align the interference in such a way that the

n/2-dimensional lattices Λ1 and Λ2 are in direct sum, i.e. Λ1 ∩ Λ2 = {0}.

- If m = n, and the channel matrices are integer-valued, then Λ is again a lattice,

even though the sum Λ1 + Λ2 cannot be a direct sum.

Note that the case of channel matrices with rational entries can be reduced to the integer-

valued case by suitable scaling. The integer channel coefficient model was studied in [53],

where it was shown that at finite SNR the achievable rate is less sensitive to the use of

integer (or rational) channel coefficients than at very high SNR.

4.3 Flatness factor

4.3.1 ML decoding

In order to decode, in particular at receiver 1, an ML decoder can be considered as in [20].

Indeed since the symbols x1 = H11V1s1 that may have been transmitted are uniformly

1Note that for general (real-valued) channel matrices, the set Λ may not be a discrete subset of Rn since
it may contain a dense set. Thus, Λ may not be a lattice.



4.3 Flatness factor 91

distributed in C1, MAP decoding is given by

x̂1 = argmaxx1∈C1p(x1|y1) = argmaxx1∈C1
f (y1|x1)p(x1)
f (y1)

=

= argmaxx1∈C1f (y1|x1)

where f denotes the continuous distribution and p the discrete density.

The symbols w2 = H12V2s2 and w3 = H12V2D2s3 are uniformly distributed in A2 =

H12V2S2 ⊂ Λ2 and A3 = H12V2D2S3 ⊂ Λ2 respectively. (Note that in general it is not true

that x2 = w2 +w3 is uniformly distributed in some finite set C2). We can write

f (y1|x1) =
∑

w2∈A2
w3∈A3

f (y1|x1,w2,w3)p(w2,w3|x1) =

=
1

|A2| |A3|
∑

w2∈A2
w3∈A3

1

(
√
2πσ)n

e−
‖y1−x1−w2−w3‖2

2σ2

since w2, w3 are independent of x1. Therefore

x̂1 = argmaxx1∈C1
∑

w2∈A2
w3∈A3

e−
‖y1−x1−w2−w3‖2

2σ2

Since this decoding metric is too difficult to analyze, we consider the approximate metric

x̂1 = argmaxx1∈C1
∑

x2∈Λ2

e−
‖y1−x1−x2‖2

2σ2 , (4.5)

where x2 is allowed to span the whole infinite lattice, thus x2 = w2 + w3 ∈ Λ2, and we

have assumed that A2 + A3 ⊆ Λ2.

4.3.2 Gaussian measures on lattices and flatness factor

We define the Gaussian measure associated to the lattice Γ and the variance σ2 as

fσ,Γ (w) =
∑

x∈Γ
e−

‖w−x‖2

2σ2 . (4.6)



4.3 Flatness factor 92

The decoding rule (4.5) can thus be rewritten as

x̂1 = argmaxx1 (fσ,Λ2(y1 − x1)) . (4.7)

To find one possible maximum for this function, we must be sure that the function is never

flat. This problem was studied in [20] where the notion of flatness factor of a lattice Γ was

introduced, which was presented in Chapter 1 of this document. Recall the definition of

the flatness factor of Γ (1.66) given by [21]:

εΓ = γ
n
2ΘΓ

(

e−
1
2σ2

)

− 1, (4.8)

where γ = V (Γ )
2
n

2πσ2 is the volume-to-noise ratio, V (Γ ) is the fundamental volume of the

lattice Γ , and ΘΓ
(

e−
1
2σ2

)

is the theta series of the lattice Γ as defined in (1.57). Note

that the flatness factor is only a function of the interferer lattice Γ and of the variance of

the noise.

Therefore, in our case we want the flatness factor of the lattice Λ2 to be big for a

given value of σ to enable correct decoding.

4.3.3 Examples

In this subsection we compare the flatness factors of different lattices. Consider the

theta series defined in Chapter 1 for Γ = Z2 and Γ = Z8 (1.58), Γ = A2 (1.59) and

Γ = E8 (1.60). Using (4.8), we plot the respective flatness factors in Fig. 4.2, where we

have normalized the volume of the lattices. The selection of the lattice Γ can be made

depending on the variance of the noise σ2. For the two dimensional case and the eight

dimensional case, the better choice is Zm (m = 2 or m = 8, respectively), for the shown

values of σ2.

In Figs. 4.3 and 4.4, we plot fσ,Λ2(t) for different 2-dimensional lattices Λ2 and

σ2 = 0.15, where t = y1−x1 ∈ R2. We can see, as expected, that Z2 is the better choice.
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Figure 4.2: Flatness factor for two and eight dimensional lattices

4.3.4 Average behaviour

From [21], we know the average behaviour of the flatness factor for Construction-A lattices

is

E[εΓ ] = γ
n. (4.9)

Therefore, the average flatness factor exhibits a ’phase-transition’ phenomenon: if γ > 1,

then E[εΓ ] tends to infinity exponentially with respect to n; if γ < 1, then E[εΓ ] tends to

zero exponentially with respect to n.

4.4 Error probabilities

In this section, we describe the main contribution of this chapter. Suppose that the re-

ceived signal is given by equation (4.4), where x̄1 ∈ C1 ⊂ Λ1 and x̄2 ∈ C2 ⊂ Λ2. We now

estimate the error probability in the case in which Λ = Λ1 + Λ2 is a lattice. We make no

assumption on the dimensions of the lattices Λ1 and Λ2, which may be full-rank or not.

We also do not require the sum to be a direct sum; this means that each element λ of Λ



4.4 Error probabilities 94

−2

−1

0

1

2

−2
−1.5

−1
−0.5

0
0.5

1
1.5

2
0.5

1

1.5

t1a
t1b

f(t
)

Figure 4.3: Function fσΛ2(t) using Λ2 = Z2 and σ2 = 0.15

may be written in different ways as a sum of λ1 + λ2 with λ1 ∈ Λ1, λ2 ∈ Λ2. Since such

ambiguity would prevent the first receiver from decoding, the code C1 must be chosen in

such a way as to remove it.

We suppose that C2 is any subset of Λ2, and that C1 is a set of distinct coset

leaders of Λ1 ∩ Λ2 in Λ1. That is, we choose one element for each equivalence class in

the quotient Λ1/(Λ1 ∩Λ2). Therefore if Λ1 ∩Λ2 4= {0}, the rate of this scheme is limited by
1
n log2(|Λ1/(Λ1 ∩ Λ2)|). If on the contrary Λ1 ∩ Λ2 = {0}, then C1 can be any subset of Λ1

and there is no a priori limitation on the rate. For the sake of simplicity, we consider the

case where C1 is the whole set of coset leaders in Λ1/(Λ1 ∩ Λ2) (finite or infinite).

Since our lattices are also said to be Z-modules [54], consider the definition of the

Z-module homomorphism [55]. Let G and H be Z-modules, the mapping

f : G → H (4.10)



4.4 Error probabilities 95

−2

−1

0

1

2

−2

−1

0

1

2
0.5

1

1.5

t1at1b

f(t
)

Figure 4.4: Function fσ,Λ2(t) using Λ2 = A2 and σ2 = 0.15

is a function satisfying

f (x + y) = f (x) + f (y), ∀x, y ∈ G (4.11)

f (rx) = r f (x), ∀r ∈ Z, x ∈ G. (4.12)

A bijective homomorphism is called an isomorphism and it is denoted with ∼=. Now con-

sider the following isomorphism (second isomorphism for modules) [55]

ϕ : Λ1/(Λ1 ∩ Λ2) ∼= Λ/Λ2 (4.13)

For example, let Λ1 = 3Z, Λ2 = 2Z, thus Λ = Λ1 + Λ2 = Z and Λ1 ∩ Λ2 = 6Z. Then,

3Z/6Z ∼= Z/2Z.

From the definition of quotient group we have that x + Λ2 ∈ Λ/Λ2. From the
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isomorphism just described we can say that the inverse map ϕ−1 sends the equivalence

class x+ Λ2 ∈ Λ/Λ2 to the equivalence class (x+ Λ2) ∩ Λ1 ∈ Λ1/(Λ1 ∩ Λ2).

This property allows us to define the following decoding rule. Consider the closest

point in Λ to the received vector

x̃ = argmin
x∈Λ

‖y1 − x‖2 , (4.14)

and let the output of the decoder at the first receiver be

x̂1 = x̃modΛ2 (4.15)

where x̃modΛ2 is defined as the (unique) element in (x̃+ Λ2) ∩ C1.

The decoder (4.15) is a suboptimal approximation of the decoder (4.5), which

corresponds to jointly decoding (x1, x2) and then discarding x2, but avoids ambiguities.

The conditional error probability given x̄1 and x̄2 can be upper bounded as follows:

P (e|x̄1, x̄2) = P {x̄1 4= x̃modΛ2} =
∑

x∈Λ
x−x̄1 /∈Λ2

P {x̃ = x}

≤
∑

x∈Λ
x−x̄1 /∈Λ2

P

{

‖y1 − x‖2 ≤ ‖y1 − x̄1 − x̄2‖2
}

=
∑

x∈Λ
x−x̄1 /∈Λ2

P

{

‖x̄1 + x̄2 − x+ z‖2 ≤ ‖z‖2
}

≤
∑

x∈Λ
x−x̄1 /∈Λ2

1

2
e−
‖x−x̄1−x̄2‖2

8σ2 (4.16)

by the classical bound on the Gaussian tail distribution.

Observe that x − x̄1 − x̄2 /∈ Λ2. Otherwise, we would have (x − x̄1 − x̄2) + x̄2 =

x− x̄1 ∈ Λ2, which is a contradiction.
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Therefore (4.16) can be rewritten as

P (e|x̄1, x̄2) ≤
∑

x′∈Λ\Λ2

1

2
e−
‖x′‖2
8σ2

=
1

2

(

ΘΛ
(

e−
1
8σ2

)

−ΘΛ2
(

e−
1
8σ2

))

. (4.17)

Consider a toy example with only two users, where Λ1 and Λ2 are one-dimensional

lattices in R2. More precisely Λ1 = [1 0]T Z and Λ2 = [1 1]T Z, and they are in direct sum,

so Λ = Z2. Suppose that S ⊂ Z, such that C1 = [1 0]T S and C2 = [1 1]T S. Simulation

results can be observed in Fig. 4.5, where we increase the size of the constellation S in

each simulation to get closer to the bound given in (4.17).

Note that, even if the bound is not tight, the bound is still a contribution since it

relates the theta series of the received lattice and the interference lattice, and demon-

strates that to have a small error probability the flatness factor of the interference should

be big.
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Figure 4.5: Error probability

4.5 The good and bad lattices

Based on the foregoing analysis, we now consider the design criteria of lattices for the

many-to-one interference channel. The union bound (4.17) clearly indicates that to re-
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duce the error probability, Λ should be a good lattice (i.e., have a small theta series),

while Λ2 should be a bad lattice (i.e., have a large theta series). The latter is consistent

with the flatness factor, i.e., Λ2 should have a large flatness factor in order to decode user

1. From the asymptotics of the flatness factor, we know that a large flatness factor is

possible if

γΛ2 > 1. (4.18)

Meanwhile, we also want to reliably decode at other receivers. Denote by Λ′2
the lattice seen at receiver two. For convenience, we assume scalar channels in the

following. Since in this case V (Λ2) = h12 and V (Λ′2) = h22, then γΛ2 =
V (Λ2)

2
n

2πσ2 =
h212
2πσ2 ,

and γΛ′2 =
V (Λ′2)

2
n

2πσ2 =
h222
2πσ2 , then Λ′2 is a scaled version of Λ2, and their generalized SNR’s

satisfy γΛ′2 =
h222
h212
γΛ2 . We choose a lattice Λ′2 whose generalized SNR

γΛ′2 =
h222
h212
γΛ2 > e. (4.19)

This guarantees the existence of a lattice Λ′2 such that the error probability at receiver 2

goes to zero as n→∞ [56].

Combining (4.18) and (4.19), we have

γΛ2 > max

{

1, e ·
h212
h222

}

. (4.20)

We now consider two cases:

Case 1: e h
2
12

h222
< 1 or h22 >

√
eh12, i.e., the direct link for user 2 is strong. In this

case, the condition (4.20) is simply the reliability criterion γΛ2 > 1.

Case 2: e h
2
12

h222
> 1 or h22 <

√
eh12, i.e., the direct link for user 2 is not strong. In this

case, the condition (4.20) is γΛ2 > e ·
h212
h222

so that we may need a large value of γΛ2 . This

means that we have to increase the fundamental volume V (Λ2), hence reducing the rate

of user 2 (when shaping is applied).

Similarly, the lattice Λ3 seen by receiver 3 needs to satisfy

γΛ′3 =
h233
h213
γΛ3 > e. (4.21)
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But since h13v3 = h12v2, then V (Λ3) = V (Λ2), then γΛ2 = γΛ3. Thus

γΛ′3 =
h233
h213
γΛ2 > e. (4.22)

Combining (4.18), (4.19) and (4.22), we have

γΛ2 > max

{

1, e ·
h212
h222
, e ·
h213
h233

}

. (4.23)

Finally we summarize the design criteria of lattice alignment for the many-to-one

interference channel described, where only user 1 suffers from interference:

• Good lattice: In order for user 1 to have small error probability, Λ should be a good

lattice, i.e., a dense lattice.

• Bad lattice: In order to decode user 1, we require Λ2 to have a large flatness factor.

Namely, it is not dense, which is a bad lattice in the standard sense of coding.

• The good lattices: The lattices Λ′2 and Λ′3 should be good on their own channels.

This can be made possible by satisfying (4.23).

4.6 Conclusions

In this chapter, we have studied lattice codes to find the error performance of a many-

to-one interference channel using interference alignment at receiver 1. This work is mo-

tivated by the work of [20] in which the flatness factor concept is introduced. We see

that in order to correctly decode, we need the flatness factor of the interference lattice

to be big. We derive an upper bound for the error probability of user 1 by using a joint

maximum-likelihood decoder of the desired signal and the sum of the interference. The

resultant bound shows the relation needed between the theta series of the resultant lat-

tice at the receiver and the theta series of the interference lattice. It shows that in order

to minimize the error we need the theta series of the received lattice to be small while

the theta series of the interference must be big, which is consistent with what we expect

in terms of the flatness factor. We also give some design criteria for the lattices for the
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many-to-one interference channel.
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Chapter 5

Barnes-Wall lattices for the
symmetric interference channel

5.1 Introduction

In this chapter, we extend the work of [5] in higher dimensions using lattices. In [4], a

deterministic channel approach is applied to an interference channel, where signals are

represented in base Q, in order to construct an interference alignment scheme. With a

symmetric interference channel where the indirect channel coefficients are given by Q−1

and zero paddings in the signal construction, interference is perfectly aligned, leavingK/2

DoF for the desired signal. Following with the ideas of [2] and [4], achievable schemes

for the GDoF are found in [5] for different types of interference with K users. The signals

are represented in base Q, and a detailed scheme is given for the different types of

interference. The construction of the schemes can serve as motivation to use lattice

codes.

In this chapter we consider and focus on the performance of the symmetric fully

connected interference channel. We use the base Q representation of [5] with higher

dimensional lattices. In particular we use BW lattices because they have a very similar

level structure to the one-dimensional lattice scheme used in [5], and because of the

good performance lattices can offer. We show that it is possible to build similar schemes

for different types of interference using BW lattices, with the benefit of improving the
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performance.

5.2 Symmetric interference channel by Jafar [5]

Consider the K-user symmetric interference channel model given by [5]:

yk = xk + g
K
∑

j=1,j !=k
xj + zk , (5.1)

where yk is the received signal at receiver k , g is the real indirect channel gain, xk is

the signal transmitted by transmitter k , xj is the interference signal from transmitter j , zk

is the AWGN with variance σ2 and zero mean, and k = 1, · · · , K. In [5] g is defined

as g =
√

INR
SNR. In [2] the interference is classified in types defined by means of the

parameter α = log INR
logSNR. Each type of interference is given by [2]:

• Noisy: 0 ≤ α ≤ 1/2

• Weak: 1/2 ≤ α ≤ 2/3

• Moderately weak: 2/3 ≤ α < 1

• Strong: 1 < α ≤ 2

• Very strong: α ≥ 2

where there is a discontinuity at 1.

In [4] and [5] the idea of quantizing the signal in levels is used. In the paper by

Jafar [5] the problem has been addressed using a one-dimensional lattice and they are

interested in a scheme to achieve the DoF found in [2], for each type of interference. The

transmitted signal is constructed as xk = QN−1CN−1 + · · · +QC1 + C0, where we define

each level to be represented by Qi . Here, Ci are codewords that have some properties

related to Q and K, depending on the type of interference, where K, Q, M and N are

positive integers. The parameter Q is also related to the SNR, since SNR = Q
2M
|α−1| with

Q : K and M grows to infinity. The channel gain g is given by g = Qsgn(α−1)M , where
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sgn(x) = 1 if x > 0 and -1 if x < 0. The channel gains act as shifters, which may result in

that some levels overlapping at the receivers.

With some careful properties of the codewords Ci , each level can be decoded

sequentially and independently, and interference can be eliminated.

5.2.1 Encoding

The schemes presented in [5] for each type of interference manage to completely re-

move the interference using alignment and codeword constructions for one-dimensional

symbols. Interference is then cancelled and the desired message can be decoded.

For convenience and since the channel is symmetric, we initially work with a two-

user interference channel. For the rest of the chapter, the codewords will be expressed

with Ci for user 1 and Di for user 2.

Very strong interference

For the very strong interference, g is given by g = QM , and the transmitted signals are

constructed as

x1 = Q
N−1CN−1 + · · ·+QC1 + C0, (5.2)

x2 = Q
N−1DN−1 + · · ·+QD1 +D0, (5.3)

where Ci and Di are the codewords.

In order to avoid carryovers, Jafar poses another condition that for very strong

interference is given by Ci , Di ∈ {1, · · · , Q − 2}. Note that in this case, it means that

Q ≥ 4 for a code to exist. Thus the channel coefficient g cannot be smaller than 4.

Finally, the restriction that N = ! M
|α−1|" is given to satisfy the power constraint. Since

α ≥ 2, it implies that M ≥ N.

At each receiver we have

y1 = Q
M+N−1DN−1 + · · ·+QMD0 +QN−1CN−1 + · · · + C0 + z1 (5.4)

y2 = Q
M+N−1CN−1 + · · ·+QMC0 +QN−1DN−1 + · · ·+D0 + z2. (5.5)
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Since the channel is symmetric, and without loss of generality from this point we

will only consider the received signals at receiver 1.

Strong interference

For the strong interference, g is also given by g = QM , and the transmitted signals are

constructed as

x1 = Q
2N−M−1C2N−M−1 + · · ·+QNCN +QN−1CN−1 + · · ·+ C0, (5.6)

x2 = Q
2N−M−1D2N−M−1 + · · ·+QNDN +QN−1DN−1 + · · ·+D0, (5.7)

In this case, there is an extra constraint given by

C2N−M−i = Ci−1 (5.8)

D2N−M−i = Di−1, (5.9)

for i ∈ {1, · · · , N − M}. Equations (5.8) and (5.9) will be useful at the receiver to

eliminate the interference. To avoid carryovers here, the condition is given by Ci , Di ∈

{1, · · · , !Q−1K " − 1}. Note that in this case, it means that Q ≥ 7 for a code to exist.

Thus the channel coefficient g cannot be smaller than 7. Finally, the restriction that

N = ! αM
2(α−1)" ≥ M is given to satisfy the power constraint.

At receiver 1 we have

y1 = Q2N−1D0 +Q
2N−2D1 + · · ·+Q2N−M−1(D2N−2M−1 + C0) + · · ·

+ QM(D0 + CM) + · · ·+QC1 + C0 + z1. (5.10)

At the receiver the interference overlaps the desired signal on some levels. However, the

construction and constraints presented by Jafar in (5.8) and (5.9) allows to decode each

level.
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Moderately weak interference

For the moderately weak interference g = Q−M , and the transmitted signals are con-

structed as

x1 = Q2N+3M−1C2N−M−1 + · · · +QN+3MCN+3M +Q3M+N−1C3M+N−1 + · · ·

+ Q2M+NC2M+N +Q
2M+N−1C2M+N−1 + · · ·+Q2MC2M

+ QM−1CM−1 + · · ·QC0, (5.11)

x2 = Q2N+3M−1D2N−M−1 + · · ·+QN+3MDN+3M +Q3M+N−1D3M+N−1 + · · ·

+ Q2M+ND2M+N +Q
2M+N−1D2M+N−1 + · · ·+Q2MD2M

+ QM−1DM−1 + · · ·QD0, (5.12)

In this case, there is an extra constraint given by

C2N+3M−i = C2M+i−1 (5.13)

D2N+3M−i = D2M+i−1, (5.14)

for i = {1, · · · , N}. Here the condition is given by Ci , Di ∈ {1, · · · , !Q−1K " − 1} and the

restriction N = !M(3α−2)2(1−α) " is given to satisfy the power constraint.

The received signal is not as easy to express as it was before since some of the

overlapping levels depend on whetherM is bigger, smaller or equal to N − 1. To observe

the overlap and the scheme presented by Jafar consider the following example. Take

N = M = 1 and Q ≥ 7. At transmitter 1 and 2 we have

x1 = Q4C4 +Q
3C3 +Q

2C4 + C0 (5.15)

x2 = Q4D4 +Q
3D3 +Q

2D4 +D0, (5.16)

where g = Q−1. Thus, at receiver 1 we have

y1 = Q
4C4 + Q3(C3 +D4) +Q

2(C4 +D3)

+ QD4 + C0 +Q
−1D0 + z1. (5.17)
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where C1 = D1 = 0, and C4 = C2, D4 = D2. Thus, it is possible to decode and eliminate

the interference at each receiver.

Weak interference

For the weak interference g = Q−M , and the transmitted signals are constructed as

x1 = Q
2M+N−1C2M+N−1 + · · ·+Q2MC2M +QM−1CM−1 + · · ·QC0, (5.18)

x2 = Q
2M+N−1D2M+N−1 + · · · +Q2MD2M +QM−1DM−1 + · · ·QD0, (5.19)

Here the condition is given by Ci , Di ∈ {1, · · · , Q − 2} and the restriction that

N = !M(2α−1)1−α " ≤ M is given to satisfy the power constraint. At receiver 1

y1 = Q
2M+N−1C2M+N−1 + · · ·+Q2MC2M + · · ·

y1 +Q
M+N−1D2M+N−1 + · · ·+QMD2M

y1 +Q
M−1CM−1 + · · ·+ C0

+Q−1DM−1 + · · ·+Q−MD0 + z1. (5.20)

5.2.2 Decoding

The decoding of the Jafar schemes depend on the type of interference. For most types

of interference, the decoding used is a multilevel decoder, starting from the lowest level.

Once a level is decoded it is subtracted from the received signal and divided by Q, and

the process is repeated. The decoding of each level will be shown next for the case of

weak interference, and it is similar for strong and moderately weak. We will start with

the very strong interference case which is different to the other three cases. For the very

strong interference using (5.2) and (5.3) at receiver 1 we have (5.4). Since M ≥ N the

interference has been shifted to higher levels, allowing the desired signal to be in lower

levels, with no overlap. To decode we just need:

x̂1 = !y1# mod QN , (5.21)
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Algorithm 5.1 General decoding algorithm (adapted from [5])
1: s = y1 - for strong interference
2: s = QMy1 - for moderately weak and weak interference
3: for all received levels do - Starting from the lowest level
4: c = !s# mod Q
5: Ĉi = c (or D̂i = c) - Estimated value for level Qi
6: s = (s − c)/Q
7: end for

where !# refers to the rounding operation.

Since the case of weak interference is simple (the signal and the interference do

not overlap within the levels) we will analyse this case before the strong and moderate

interference case. From (5.20) it can be observed that the desired signal and the interfer-

ence do not overlap, so decoding can take place by levels. In fact, we decode from the

lowest level upwards by applying Algorithm 5.11.

For the cases of strong and moderately weak interference, at the receiver in some

levels there is interference overlapping the desired signal. For the case of strong interfer-

ence using (5.6) and (5.7) at receiver 1 we have (5.10). However, the construction and

constraints presented by Jafar allows us to decode nevertheless. Take for example level

Q0 in (5.10) where C0 can be decoded without interference. Now take level Q2N−M−1

where we have the sum of (D2N−2M−1 + C0). Since we have already decoded C0, we

can subtract it from(D2N−2M−1 + C0) and obtain D2N−2M−1. This process is repeated on

all levels where there is interference. Also note that on some levels this is facilitated by

conditions (5.8) and (5.9). Since the decoding for the moderately weak interference is

very similar, its analysis will be omitted here.

The schemes proposed by Jafar are very useful, however, they have some limita-

tions. The values of Q are very limited in order to be able to construct a codebook, and

therefore the values that the channel gain can take are also very limited. Also, the system

is built (for simplicity) in one dimension. We can see an extension in higher dimensions if

we apply lattices, in particular BW lattices which seem very useful since their construction

is very similar. Finally, we do not know how is the performance of these schemes, which

1The decoding process is not generalized to any type of interference in [5] but it can be deduced as in
Algorithm 5.1
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is actually hard to analyse as in some cases the SNR has to be very big and related to

the value of α by g = SNR
α−1
2 . We can conjecture that higher dimensional lattices yields

better performance. To simplify the problem we will assume that the interference is very

strong and strong if the channel g > 1, while the interference is noisy, weak or moderately

weak if g < 1.

5.3 Barnes-Wall lattices

5.3.1 Encoding

BW lattices as explained in Chapter 1 are a family of full rank lattices whose dimension is

a power of 2. Recall equations (1.70) and (1.71) where BW lattices are defined as

• m − r even:

Λ(r, m) = 2
m−r
2 Z2

m+1

+
∑

r+1≤r ′≤m
m−r ′ odd

2(r
′−r−1)/2RM

(

r ′, m + 1
)

(5.22)

• m − r odd:

Λ(r, m) = 2
m−r+1
2 Z2

m+1

+
∑

r+1≤r ′≤m
m−r ′ even

2(r
′−r−1)/2RM

(

r ′, m + 1
)

(5.23)

where again for convenience we consider real lattices.

5.3.2 Decoding

A low-complexity, bounded distance decoding algorithm for Leech lattices was presented

in [57], which can also be applied to decode Construction D lattices. Since BW lattices

can also be constructed by Construction D, this is a useful decoder for this kind of lattices.

In particular, we focus on the low-complexity bounded distance decoder (BDD) algorithm
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Algorithm 5.2 Sequential BDD for BW lattices (modified from [26])
1: s = y1
2: for all received levels do - Starting from the lowest level
3: if Ci (or Di ) to decode corresponds to a RM code then
4: b = !s# mod 2
5: ρ = 1− 2|s− !s#|
6: c = RMdec(j, b, ρ) - from [26, Algorithm 3], where j corresponds to

RM(j, m + 1) to decode
7: else If it corresponds to Z2m+1/2Z2m+1

8: c = !s# mod 2
9: end if

10: Ĉi = c (or D̂i = c) - Estimated value for level Qi
11: s = (s− c)/Q
12: end for

for BW lattices proposed by Micciancio in [26, Algorithm 2]. The original algorithm con-

siders complex lattices. Thus, in Algorithm 5.2, lines 4 and 5 have been modified to work

with real lattices. Also, the algorithm has been slightly adapted to deliver each decoded

level, if required. The decoding procedure is shown in Algorithm 5.2 for a BW lattice being

transmitted on an AWGN channel.

5.4 Barnes-Wall lattices for the two-user symmetric interfer-

ence channel

5.4.1 Preliminary idea

Here we show with simple examples how we can mimic the Jafar scheme to work with

BW lattices. Again, the codewords are expressed with Ci for user 1 and Di for user 2,

with i = 0 for the lowest RM code and increasing up to the highest level represented by

Z2
m+1 . In a later section we extend this work for a K-user symmetric interference channel.

We can think of an interference channel problem as in (5.1) where each user trans-

mits a point in the same BW lattice. Let us consider an example using Λ16 = Λ(0, 3) =

4Z16+2RM(3, 4)+RM(1, 4). Considering only two users, each transmitted signal is given
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by

x1 = 4C2 + 2C1 + C0 (5.24)

x2 = 4D2 + 2D1 +D0, (5.25)

where C0, D0 ∈ RM(1, 4), C1, D1 ∈ RM(3, 4) and C2, D2 ∈ Z16. Let us mimic the idea of

Jafar for a case where g = 2−1. Note that in order to simplify the problem, for the rest of

the chapter we assume that g is of the form 2l where l is a negative or positive integer.

Thus, g is a power of 2. Then

y1 = 4C2 + 2(C1 +D2) + (C0 +D1) + 2
−1D0 + z1. (5.26)

In order to decode, we need some properties like before. Otherwise, we would have

some interference problems. If we assume C1 = D1 = 016 we have:

y1 = 4C2 + 2D2 + C0 + 2
−1D0 + z1. (5.27)

To keep the problem simple, we are considering that g is a power of 2. Therefore, we also

have some limitations on the channels. Also, for our analysis we initially consider only

two users. The reason is that, even if the schemes can work with K users, the number

of users the system can accept depends on Q. This comes from [5] since to define a

codebook Ci and to avoid carryovers from one level to the other, there is a relationship

with Q. In that case, to prove the DoF for each type of interference Q must be very big,

and in particular Q : K. So for a given set of variables, including a given channel gain,

there is a given number of users the system can allocate. For the clarity and the purposes

of this document, we first consider only a two-user interference channel to show that we

can mimic the Jafar schemes in higher dimensions and obtain better performance, and

later it is extended to a higher number of users.

We try to mimic as closely as possible the construction of Jafar by finding a lattice

in a higher dimension with the same or similar structure. In the following we will see some

examples for the very strong, weak and strong interference. Since the case of moderately
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weak interference is similar to the strong interference case, we have omitted it.

For the very strong interference case the highest level of the Jafar symbol is given

by QN−1. In order to make this easier define QN−1 = 2γ , where from (5.22) γ = m/2 if m

is even or from (5.23) γ = (m+1)/2 ifm is odd (note that r = 0). For the weak interference

case we define Q2M+N−1 = 2γ , and for the strong interference case Q2N−M−1 = 2γ . Let

us look over some examples:

• Very strong interference: Consider Q = 4, N = 2, M = 2. For Jafar we have x1 =

4C1 +C0. Then we select a lattice with a similar structure but in higher dimensions.

In that case we can see that the lattice Λ (0, 3) is a lattice we can use. Since

Λ16 = Λ (0, 3) = 4Z16 + 2RM (3, 4) + RM (1, 4) we can say x1 = 4C2 + 2C1 + C0,

where C1 = 016 and C2 ∈ Z16/2Z16. The same is applied at transmitter 2: x2 =

4D2 + 2D1 +D0, where D1 = 016 and D2 ∈ Z16/2Z16. Then with the channel gain

given by g = 16, at receiver 1 we have

y1 = 64D2 + 16D0 + 4C2 + C0 + z1. (5.28)

• Weak interference: Consider Q = 4, N = 1, M = 1. Then for Jafar we have: x1 =

16C2 + C0. A lattice with a similar structure is found by saying γ = log2(16). Then

Λ(0, 8) satisfies what we need since Λ(0, 8) = 16Z512 + 8RM(7, 9) + 4RM(5, 9) +

2RM(3, 9) + RM(1, 9). Then x1 = 16C4 + C0, where C3 = C2 = C1 = 0512 and

C4 ∈ Z512/2Z512. Using the same idea for user 2, x2 = 16D4 + D0. With the

channel gain given by g = 4−1, at receiver 1 we have

y1 = 16C4 + 4D4 + C0 + 2
−2D0 + z1. (5.29)

• Strong interference: Consider Q = 8, N = 2, M = 1. For Jafar we have: x1 =

64C2 + 8C1 + C0, where Jafar considers another constraint where C2 = C0. This

is necessary for decoding. A lattice with a similar structure is given by Λ(0, 11) =

64Z2
12
+ 32RM(11, 12) + 16RM(9, 12) + 8RM(7, 12) + 4RM(5, 12) + 2RM(3, 12) +

RM(1, 12) = 64C6+32C5+16C4+8C3+4C2+2C1+C0. Then x1 = 64C6+8C3+C0,
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where C5 = C4 = C2 = C1 = 04096 . Similarly to Jafar we consider C6 = C0. Then

x1 = 64C0 + 8C3 + C0. In the same way x2 = 64D0 + 8D3 +D0. With the channel

gain given by g = 8, at receiver 1 we have

y1 = 512D0 + 64 (D3 + C0) + 8 (D0 + C3) + C0 + z1. (5.30)

5.4.2 Decoding

Again we use the low-complexity BDD algorithm for BW lattices proposed by Micciancio

in [26, Algorithm 2]. The decoding procedure is the same as the one shown in Algorithm

5.2 where we define s = y1 for very strong and strong interference, and s = QMy1 for

moderately weak and weak interference.

Using Algorithm 5.2, all levels have been estimated and we can obtain an esti-

mated transmitted version of x1.

For the case of strong and moderately weak interference using BW lattices we

also consider Algorithm 5.2, with a small variation explained next.

To decode we do something slightly different to before, because there are levels

that overlap. From (5.10) we consider that if x1 ∈ Λ and x2 ∈ Λ, then x1 + gx2 is also in Λ.

Therefore, we first decode the received signal to a point in Λ to eliminate the noise, with

a BDD decoder like the one of Algorithm 5.2.

We then realize that in the levels in which the interference overlaps the signal we

have

RM(j, m + 1) + RM(i , m + 1), (5.31)

where i > j . Then [58]

RM(j, m + 1) + RM(i , m + 1) ⊂ RM(i , m + 1) + RM(i , m + 1) (5.32)

= 2RM(i + 2, m + 1) + RM(i , m + 1). (5.33)

Note that the separation between the levels is big due to the construction of the
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scheme (and the selection of Q). Thus, there is no overlap (carryovers) to other levels.

From the examples shown in section 5.4.1 we have:

• Very strong interference: From (5.28) we have

y1 = 64D2 + 16D0 + 4C2 + C0 + z1. (5.34)

From s = y1 the BDD computes the estimated transmitted RM code from RM(1, 4),

to obtain Ĉ0. Then, Ĉ2 = ((s − Ĉ0)/4) mod 2. The estimated transmitted symbol

from user 1 is x̂1 = 4Ĉ2 + Ĉ0.

• Weak interference: From (5.29) we have

y1 = 16C4 + 4D4 + C0 + 2
−2D0 + z1. (5.35)

From s = 4y1 the BDD computes the estimated transmitted RM code from RM(1, 9)

to obtain D̂0. Then s = (s − D̂0)/4 and proceeds to estimate the transmitted RM

code from RM(1, 9) to obtain Ĉ0. Then to obtain D̂4 we say s = (s − Ĉ0)/4 and

D̂4 = !s# mod 2. Finally, we say s = (s− D̂4)/4 and Ĉ4 = !s# mod 2. The estimated

transmitted symbol from user 1 is x̂1 = 16Ĉ4 + Ĉ0.

• Strong interference: From (5.30) we have

y1 = 512D0 + 64 (D3 + C0) + 8 (D0 + C3) + C0 + z1. (5.36)

We first decode to a point in Λ(0, 11) where

Λ(0, 11) = 64F6 + 32F5 + 16F4 + 8F3 + 4F2 + 2F1 + F0 (5.37)

We use the BDD and the RM decoder for each Fi to obtain an estimated noiseless

version of y1 given by

ŷ1 = 64F̂6 + 32F̂5 + 16F̂4 + 8F̂3 + 4F̂2 + 2F̂1 + F̂0 (5.38)
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Note that

D0 + C3 ∈ RM(1, 12) +RM(7, 12) ⊂ RM(7, 12) + RM(7, 12) (5.39)

= 2RM(9, 12) + RM(7, 12) = 2A+ B (5.40)

and then 8 (D0 + C3) = 16A+ 8B. From (5.37) we can match

F0 → C0 (5.41)

F3 → B (5.42)

F4 → A (5.43)

Similarly

D3 + C0 ⊂ 2RM(9, 12) +RM(7, 12) = 2G+H, (5.44)

Then 64(D3 + C0) = 128G+ 64H. Finally, we know that D0 ∈ RM(1, 12).

We can see that the (5.30) transforms to

y1,noiseless = 512D0 + 128G+ 64H+ 16A+ 8B+ C0. (5.45)

Then from (5.37) we have

F6 → 8D0 + 2G+H (5.46)

In the last level, given by 64 in (5.37) we have a sum of codewords. Originally,

512D0 + 64 (D3 + C0) ∈ 512RM(1, 12) + 64 (RM(9, 12) + RM(7, 12)). But since

we have to decode each of these RM codes using the BDD, we need them to be

nested. Therefore we can actually say that D0 ∈ RM(11, 12). That way, we have

512RM(11, 12) + 128RM(9, 12) + 64RM(7, 12).

Equations (5.41), (5.42) and (5.43) can then be easily solved using the BDD with

the RM decoders. For (5.46) we need to solve 64RM(7, 12), first to decode the next
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one 128RM(9, 12) and finally 512RM(11, 12) simply using the BDD again.

With this we obtain D0, and we can subtract it from 2B̂+ Â, which is the estimated

value of the sum given by (D0 + C3). Thus, we obtain Ĉ3, and we finally have

x̂1 = 64Ĉ0 + 8Ĉ3 + Ĉ0.

5.4.3 General proposed scheme

In this section we explain the general design of a BW lattice given the parameters Q, M,

N and α to mimic the Jafar schemes for each type of interference. We start by identifying

which BW lattice can be used given those variables, and go on to explain how this lattice

can be adapted to mimic Jafar’s encoding and decoding.

5.4.4 Selecting the lattice that mimics the Jafar one-dimensional message

In this section we explain how to find the appropriate BW lattice given Q, M, N and α

while leaving zeros, according to Jafar’s encoding scheme.

Very strong interference

For the very strong interference, Jafar users constructs its symbol by

x1 = QN−1CN−1 + · · ·+QC1 + C0 (5.47)

for a given Q and N.

• Take QN−1 = 2m+12

m =
(

2 log2Q
N−1)− 1, (5.48)

where we are working with the case of m odd lattices, but we could easily work with

m even2. This means this is a lattice of dimension 2m+1 = 2(2 log2QN−1)−1. Here

M ≥ N.

2Working with odd lattices allow us to choose a slightly smaller dimensional lattice, which is useful for
simulation purposes.
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• Now we know which lattice we are working with, but we need to leave zeros in order

to encode the same levels as Jafar. Recall (5.23) where the lattice is expressed as

m − r odd:

Λ(r, m) = 2
m−r+1
2 Z2

m+1

+
∑

r+1≤r ′≤m
m−r ′ even

2(r
′−r−1)/2RM

(

r ′, m + 1
)

(5.49)

where r = 0. Disregarding the first term (2m−r+12 Z2N), we can say that we have a

sum of the form
∑

j 2
j−1
2 RM(j, m + 1). Also, considering that the structure of Jafar’s

symbol for the very strong interference is very simple, we can say

2
j−1
2 = QN−q for all values of q = {2, · · · , N} (5.50)

we have

j =
(

2 log2Q
N−q)+ 1 for q = {2, · · · , N} (5.51)

Finally,

xi ∈ 2
m+1
2 Z2

m+1
+
∑

j

2
j−1
2 RM(j, m + 1), (5.52)

where m comes from (5.48) and j comes from (5.51).

Note that, we can take a smaller dimensional lattice if we choose QN−q = 2m+12 for

some q ∈ {1, · · · , N} and 2 j−12 = QN−q̄ where q̄ = {q + 1, · · · , N}.

Example:

Take N = 2, M = 4 and Q = 4. Then we have QN−1 = 2m+12 and m = 3. The dimension

is given by 2m+1 = 16, q = {2}, and j = {1}. Thus:

xi ∈ 2
m+1
2 Z2

m+1
+
∑

j

2
j−1
2 RM (j, m + 1) = 4Z16 + RM (1, 4) (5.53)
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Strong interference

The symbol given by Jafar is constructed as

x1 = Q2N−M−1C2N−M−1 +
N−M
∑

p=2

Q2N−M−pC2N−M−p +
N
∑

q=1

QN−qCN−q (5.54)

• Take Q2N−M−1 = 2m+12 , where again we are working with the case ofm odd lattices.

Then

m =
(

2 log2Q
2N−M−1)− 1. (5.55)

This means this is a lattice of dimension 2m+1 = 2(2 log2Q2N−M−1)−1. The dimension

is normally quite big. This is because Q and M are big.

• Now we need to leave zeros to choose the same levels as Jafar. Similarly to the

previous case we say

Q2N−M−p = 2
j1−1
2

j1 =
(

2 log2Q
2N−M−p)+ 1 (5.56)

where p = {2, · · · , N −M}. And for the second half we have

QN−q = 2
j2−1
2

j2 =
(

2 log2Q
N−q)+ 1, (5.57)

where q = {1 · · · , N}.

Finally, the symbol transmitted from user i is given by

xi ∈ 2
m+1
2 Z2

m+1
+
∑

j1

2
j1−1
2 RM(j1, m + 1) +

∑

j2

2
j2−1
2 RM(j2, m + 1), (5.58)

where m comes from (5.55), j1 comes from (5.56) and j2 comes from (5.57).
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There is an extra constraint imposed by Jafar to enable decoding despite of the

overlapping on some levels at the receivers. This is given by

C2N−M−i = Ci−1, (5.59)

for i = {1, · · · , N −M}.

To adapt condition (5.59) by Jafar to BW lattices we say

Z2
m+1

= RM(1, m + 1) (5.60)

RM(2 log2Q2N−M−p̃ + 1, m + 1) = RM(2 log2Qp̃−1 + 1, m + 1), (5.61)

where p̃ = {2, · · · , N −M}

Example:

Take N = 4, M = 2 and Q = 8. From that, Jafar builds the symbol as

xJafar = Q
5C5 +Q

4C4 +Q
3C3 +Q

2C2 +QC1 + C0

Then, m = 29, the dimension of the lattice is 230. Since p = {2}, we only have

j1 = 25, and q = {1, 2, 3, 4}, then j2 = {19, 13, 7, 1}. Thus, the BW lattice to choose is

Λ(0, 29), and more precisely

xi ∈ 215Z2
30
+ 212RM(25, 30)

+ 29RM(19, 30) + 26RM(13, 30) + 23RM(7, 30) + RM(1, 30). (5.62)
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Moderately weak interference

The Jafar symbol is built as

x1 = Q2N+3M−1C2N+3M−1 +
N
∑

p=2

Q2N+3M−pC2N+3M−p +
M
∑

q=1

Q3M+N−qC3M+N−q

+
N
∑

t=1

Q2M+N−tC2M+N−t +
M
∑

r=1

QM−rCM−r (5.63)

To find the equivalent BW lattice let

Q2N+3M−1 = 2
m+1
2

m =
(

2 log2Q
2N+3M−1)− 1, (5.64)

and

j1 =
(

2 log2Q
2N+3M−p)+ 1, for p = {2, · · · , N} (5.65)

j2 =
(

2 log2Q
3M+N−q)+ 1, for q = {1, · · · ,M} (5.66)

j3 =
(

2 log2Q
2M+N−t)+ 1, for t = {1, · · · , N} (5.67)

j4 =
(

2 log2Q
M−r )+ 1, for r = {1, · · · ,M} (5.68)

The transmitted signal is given by

x1 ∈ 2
m+1
2 Z2

m+1
+
∑

j1

2
j1−1
2 RM (j1, m + 1) (5.69)

+
∑

j2

2
j2−1
2 RM (j2, m + 1) +

∑

j3

2
j3−1
2 RM (j3, m + 1) (5.70)

+
∑

j4

2
j4−1
2 RM (j4, m + 1) (5.71)

where m comes from (5.64), j1 from (5.65), j2 from (5.66), j3 from (5.67) and j4 from

(5.68).

As before, there is another constraint given by
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C2N+3M−i = C2M+i−1, (5.72)

for i = {1, · · · , N}.

Condition (5.72) can be adapted as

Z2
m+1

= RM(2 log2Q2M + 1, m + 1) (5.73)

RM(2 log2Q2N+3M−p̃ + 1, m + 1) = RM(2 log2Q2N+p̃−1 + 1, m + 1) (5.74)

where p̃ = {2, · · · , N}

Example:

Take N = 2, M = 1 and Q = 8. We have m = 35, j1 = {31}, j2 = {25}, j3 = {19, 13},

j4 = {1}. Therefore, the transmitted symbol using BW lattices is given by:

xi ∈ 218Z2
36
+ 215RM (31, 36) + 212RM (25, 36) (5.75)

+ 29RM (19, 36) + 26RM (13, 36) + RM (1, 36) (5.76)

Weak interference

The Jafar symbol is built as

x1 = Q2M+N−1C2M+N−1 +
N
∑

p=2

Q2M+N−pC2M+N−p +
M
∑

q=1

QM−qCM−q (5.77)

To find the equivalent BW lattice take

Q2M+N−1 = 2
m+1
2

m =
(

2 log2Q
2M+N−1)− 1, (5.78)
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and

j1 =
(

2 log2Q
2M+N−p)+ 1, for p = {2, · · · , N} (5.79)

j2 =
(

2 log2Q
M−q)+ 1, for q = {1, · · · ,M} (5.80)

Thus, the transmitted signal is given by

xi ∈ 2
m+1
2 Z2

m+1
+
∑

j1

2
j1−1
2 RM (j1, m + 1) (5.81)

+
∑

j2

2
j2−1
2 RM (j2, m + 1) (5.82)

where m comes from (5.78), j1 from (5.79) and j2 from (5.80).

Example:

Take N = 2, M = 4 and Q = 4. We have m = 35, j1 = {33}, j2 = {13, 9, 5, 1}. Therefore,

the transmitted symbol using BW lattices is given by:

xi ∈ 218Z2
19
+ 216RM (33, 36) + 26RM (13, 36) (5.83)

+ 24RM (9, 36) + 22RM (5, 36) + RM (1, 36) (5.84)

5.4.5 Simulations

In this section we show some simulations that compare the Jafar schemes and the pro-

posed schemes based on BW lattices. The average symbol energy is defined as in [5]

per type of interference and we consider the following: for the very strong interference

case E([xi ]2) < Q2N , for the weak interference case E([xi ]2) < (QN+2M)2 and for the

strong interference case E([xi ]2) < (Q2N−M)2. We assume the same for the BW lattices

since we consider the energy per dimension.

We observe, as expected, that when higher dimensional lattices are used, the

asymptotic performance is improved. However, the trick is to find the correct lattice to

mimic the code construction given by Jafar for any channel and any type of interference.

Note that, due to the computation complexity we are not able to generate all the cases
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Figure 5.1: Error rate for very strong interference, when Q = 4,M = 2, N = 2
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Figure 5.2: Error rate for weak interference, when Q = 4, M = 1, N = 1

and therefore we only compute the case for the examples shown for very strong, weak

and strong interference. However, since the scheme is similar for all cases we can project

the same results for all types of interference.

5.5 Barnes-Wall lattices for the K-user symmetric interfer-

ence channel

The above is valid for two users, but is extendible to K > 2. We first begin with an

example. The Jafar weak interference example seen previously when Q = 4, implies that

Ci = {1, · · · , Q−2} = {1, 2}. Since Ci does not depend on the number of users, it should

be possible to allocate K users. But we can see this is not true. If the codes transmitted
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Figure 5.3: Error rate for strong interference, when Q = 8, M = 1, N = 2

from transmitter 3 are expressed as Ei , at receiver 1 we have

y1 = 16C2 + 4(D2 + E2) + C0 + 2
−2(D0 + E0) + z1. (5.85)

Take D2 + E2 and consider the case where D2 = E2 = 2, then we have a carryover

to the next level. To overcome this problem for this specific example, consider that the

codewords are still defined in {1, 2} but Q = 8. In that case there are no carryovers and

we can proceed.

Thus, take Q = 8, N = 1 andM = 1 as before and let us select the corresponding

BW lattice generated signals as

x1 = 64C6 + C0 (5.86)

x2 = 64D6 +D0 (5.87)

x3 = 64E6 + E0, (5.88)

where x1, x2, x3 ∈ Λ(0, 11). At receiver 1 we have

y1 = 64C6 + 8 (D6 + E6) + C0 + 8
−1 (D0 + E0) + z1. (5.89)

To decode let

ȳ1 = Qy1 = 512C6 + 64 (D6 + E6) + 8C0 + (D0 + E0) + 8z1, (5.90)



5.5 Barnes-Wall lattices for the K-user symmetric interference channel 125

and decode to a point in the lattice Λ(0, 11)

Λ(0, 11) = 64Z2
12
+ 32RM(11, 12) + 16RM(9, 12) + 8RM(7, 12) (5.91)

+ 4RM(5, 12) + 2RM(3, 12) +RM(1, 12)

= 64F6 + 32F5 + 16F4 + 8F3 + 4F2 + 2F1 + F0 (5.92)

We obtain

ŷ1 = 64F̂6 + 32F̂5 + 16F̂4 + 8F̂3 + 4F̂2 + 2F̂1 + F̂0 (5.93)

Observing equation (5.90) take

(D0 + E0) ∈ RM(1, 12) + RM(1, 12) ∈ 2RM(3, 12) + RM(1, 12)

= 2A+ B

Then

F̂0 = B̂ (5.94)

F̂1 = Â (5.95)

F̂3 = Ĉ0 (5.96)

Thus we have

512C6 + 64(D6 + E6) ∈ 64Z2
12 (5.97)

Therefore, 8C6+(D6+E6) are all estimated to F̂6. To decode this part, since none of these

codewords are in a RM code, we decode the sum of D6 + E6 by saying F̂6n = F̂6 mod 8,

then decode Ĉ6 = F̂6−F̂6n
8 .

Fig. 5.4 shows the simulation of this system. We can see that asymptotically, BW

lattices have better performance than the one-dimensional Jafar scheme.

Again due to the computation complexity in this section we have worked only with
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Figure 5.4: Error rate for weak interference, when Q = 8, M = 1, N = 1 and K = 3

one example in weak interference. However, again since the scheme is similar for all

cases we can deduce that the same result is valid for all types of interference. On the

other hand, the purpose of this example is simply to illustrate the extension to a higher

number of user.

We can generalize the encoding and decoding with K > 2 with the following rule.

Given K̃ overlapping codewords in a level, take the one with the biggest RM order. Let

us call this RM(i , m + 1), and say that the sum of codewords is contained in

K
∑

j=1

2j−1RM(i + 2j−1, m + 1). (5.98)

With this we can see that for the strong and moderately weak interference scenarios,

where at some levels interference and desired signal overlap, we can allocate up to K̃ =

K < log2(Q) + 1 users with BW lattices. On the other hand, for the weak interference

scenario where the interference and the desired signal do not overlap in each level, we

can allocate K̃+1 = K < log2(Q)+2 users with BW lattices. Naturally, for the very strong

interference case K can take any number.

5.6 Conclusions

In this chapter, we have shown how the work of Jafar eliminates the interference by

building a clever scheme for each type of interference. Inspired by this, we used BW
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lattices due to their resemblance as multilevel codes, and because of the extension that

lattices imply in higher dimensions. We show that with a proper selection of the lattices,

we can improve the performance of the schemes proposed by Jafar. Further, we show

that for any given values of parameters Q, M and N we can construct symbols with

BW lattices, and we can decode them using a multilevel BDD. We have also shown the

extension to more than two users is simple, but for both this scheme and the original

Jafar scheme, it is restricted to the value of Q. Namely, the number of users that can be

allocated depends directly on said parameters. Since we are constructing the signals in

the same manner as Jafar we believe the GDoF is still valid for this scheme, but with the

benefit of performance improvement given by the BW lattices. The schemes presented

are for the symmetric interference channel, for a particular type of channel gain g. If the

channel is asymmetric, we cannot guarantee that the schemes will work, unless there is

some structure in the channel model. If the indirect channel gains are given by gi j (from

transmitter j to receiver i) and they are powers of 2, then the schemes have the potential

to be adapted to align and suppress interference as the ones proposed in [5].
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Chapter 6

Generalized degrees of freedom of
a two-user symmetric interference
channel using lattice Gaussian
distribution

6.1 Introduction

In this section we analyse the GDoF of the two-user symmetric interference channel using

lattices. In [2], Etkin found the GDoF for a two-user symmetric interference channel and

the well known GDoF W curve is explained as well as how the GDoF is achieved using

Gaussian codes. Since we want to use the potential of lattices to align interference, in

this chapter we propose to use lattice codes. We use lattice Gaussian distribution [27] to

demonstrate that we can achieve the GDoF for all types of interference.

6.2 Preliminary

The paper by Etkin [2] finds the capacity of the two-user interference channel within one

bit of the achievable region found by HK. For the case where the power of the interference

is smaller than the power of the desired signal, a range of values is found in which the
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HK rate is contained. Normalizing this rate by the capacity of the point-to-point AWGN

channel and taking the limit of this ratio when the SNR, INR→∞, they are able to find the

GDoF. In order to do this, random Gaussian codes and a simple HK scheme are used.

In this section we show their results for noisy, weak and moderately weak interference,

and we also show the GDoF for the very strong and strong interference cases. This was

briefly discussed in Chapter 2. Here we present it in more detail.

6.2.1 Generalized degrees of freedom with random codes [2]

In [2] and [5] a symmetric interference channel is studied. Consider a two-user interfer-

ence channel model:

y1 = x1 + gx2 + z1 (6.1)

y2 = gx1 + x2 + z2, (6.2)

where yk is the received signal at receiver k (k = 1, 2), g is the real indirect channel

coefficient, xk is the signal transmitted by transmitter k , xj is the interference signal from

transmitter j , and zk is the AWGN with variance σ2 and zero mean. In [5] the channel is

defined as g =
√

INR
SNR.

From [2] and as explained in Chapter 2, (2.30) shows the achievable rate of the

very simple HK scheme. Two regions are found which are defined by either SNR(SNR+

INR) < INR2(INR+1) or SNR(SNR+INR) > INR2(INR+1). The rate (2.30) is normalized

by the point-to-point capacity of the AWGN channel, to obtain

RHK

CAWGN
≈ min

{

1−
1

2

log INR
logSNR ,max

{
log INR
logSNR , 1−

log INR
logSNR

}}

(6.3)

To simplify the expression, the parameter α is defined as α ! log INR
logSNR. Then:

RHK

CAWGN
≈ min

{

1−
α

2
,max{α, 1− α}

}

(6.4)



6.2 Preliminary 131

Equation (6.4) is important because three regimes can be identified

RHK

CAWGN
=















1− α2 , for 23 < α < 1

α, for 12 < α <
2
3

1− α, for 0 < α < 1
2

(6.5)

These regimes are of weak interference with respect to the desired signal. Since

the result shown in (6.5) is within one bit of the upper bound found in [2], and using that

SNR, INR→∞, the GDoF is also given by (6.5) and is defined as dsym. For the complete-

ness of the result, they also find the GDoF for the very strong and strong interference

cases.

When INR ≥ SNR2 + SNR, the interference is said to be very strong. In this case

the user can decode the interference before the desired message, and then subtract it

from the received signal, to obtain the desired signal at that receiver. The receiver sees

then an AWGN channel. Therefore, the symmetric capacity is given by1

Csym = log (1 + SNR) ≈ log (SNR), (6.6)

where we assume SNR, INR: 1, and INR ≥ SNR2. Then

dsym = 1. (6.7)

To find the symmetric capacity of the strong interference channel, the intersection

of the capacity regions of the two-user MAC explained in Chapter 2 are considered. In

particular, for the MAC we have [2]

R1 + R2 ≤ I(x1, x2|y) (6.8)

1Note that in [2] the signals are defined as complex. In this chapter we consider real signals.
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Then for the interference channel and assuming R1 = R2,

Csym =
1

2
I(x1, x2|y) (6.9)

=
1

2
(H(y)− H(y |x1, x2))

=
1

2
(H(x1 + gx2 + z)− H(z))

=
1

2
log(1 + SNR+ INR) (6.10)

Since the interference is strong, the following condition is given:

SNR ≤ INR ≤ SNR2. (6.11)

From (6.10) and (6.11) Csym is approximated by [2]

Csym ≈
1

2
log(INR) (6.12)

and using that INR = SNRα we have

dsym =
log(SNR)α2
log(SNR) =

α

2
(6.13)

With these results, the GDoF is computed for each type of interference, and is

given by [2]

dsym =





























1− α for 0 ≤ α ≤ 1/2 Noisy;

α for 1/2 ≤ α ≤ 2/3 Weak;

1− α2 for 2/3 ≤ α < 1 Moderately Weak;
α
2 for 1 < α ≤ 2 Strong;

1 for α ≥ 2 Very Strong.

The GDoF for the symmetric interference channel is shown in Fig 6.1.
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Figure 6.1: W curve (adapted from [2])

6.2.2 Lattice Gaussian Coding

The idea of using lattices seems appealing because of the extension in higher dimen-

sions, and the fact that some lattices are said to be AWGN good if they are good for

AWGN channels. Also, there is the potential of using lattice alignment for any number

of users in an interference channel. We note that the randomness of the codewords is

useful particularly when part of the codeword has to be treated as noise. Also the capac-

ity demonstrated in [2] and the GDoF, are based on Gaussian random codes. Therefore,

lattice Gaussian codes [27] are considered, to use randomness within the structure of the

lattice.

In this section we show the main results in this area. Namely, we show here the

definitions, Lemmas and Theorems from [59], [27], [60] and [61]. In the next section we

see how to apply them in order to obtain the GDoF for the symmetric two-user interference

channel with lattices.

Definition 1 (AWGN-good [59] [27]). Let an n-dimensional lattice Λ, ε > 0 and Wn an

i.i.d. Gaussian random vector of variance σ2ε with P{Wn /∈ V(Λ)} = ε, where V(Λ) is the

Voronoi cell of Λ. Consider γΛ(σε) = (V (Λ))
2
n

σ2ε
. The lattice Λ is AWGN-good if, ∀ε ∈ (0, 1),

lim
n→∞

γΛ(n)(σε) = 2πe (6.14)
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and if, for a fixed γΛ(σε) > e, the quantity

P{Wn /∈ V(Λ)} (6.15)

vanishes exponentially fast with n.

Definition 2 (Gaussian distribution [27]). For σ > 0 and c ∈ Rn, the Gaussian distribution

of variance σ2 centered at c ∈ Rn is defined as

fσ,c(x) =
1

(
√
2πσ)n

e−
|x−c|2

2σ2 , (6.16)

for all x ∈ Rn. For convenience, fσ(x) = fσ,0(x).

Definition 3 (Discrete Gaussian distribution [27]). The discrete Gaussian distribution

over Λ centered at c ∈ Rn is defined as:

DΛ,σ,c(λ) =
fσ,c(λ)

fσ,c(Λ)
∀λ ∈ Λ, (6.17)

where fσ,c(Λ) !
∑

λ∈Λ fσ,c(λ), and again for convenience, DΛ,σ = DΛ,σ,0.

Definition 4 (Discrete Gaussian distribution over a coset [27]). The discrete Gaussian

distribution over a coset of Λ is defined as:

DΛ−c,σ(λ− c) =
fσ(λ− c)
fσ,c(Λ)

∀λ ∈ Λ. (6.18)

Note that DΛ−c,σ(λ− c) is a shifted version of DΛ,σ,c(λ).

The following lemma comes from the definition of the flatness factor (1.66).

Lemma 1. [27] For all c ∈ Rn and σ > 0, we have:

fσ,c(Λ) ∈ [1− εΛ(σ), 1 + εΛ(σ)]
1

V (Λ)
(6.19)

The following result shows that when the flatness factor is small, the mean and

variance per dimension of the discrete Gaussian distribution DΛ,σ,c is not so far from the

mean and variance of the continuous Gaussian distribution.
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Lemma 2. [60] Let x be sampled from the Gaussian distribution DΛ,σ,c. If ε ! εΛ(σ/2) <

1, then

‖E [x− c] ‖ ≤
√
2πε

1− ε σ (6.20)
∣
∣
∣E

[

‖x− c‖2
]

− nσ2
∣
∣
∣ ≤

2πε

1− εσ
2. (6.21)

Lemma 3 (Entropy of discrete Gaussian [60]). Let x ∼ DΛ,σ,c. If ε ! εΛ(σ/2) < 1, then

the entropy rate of x satisfies

∣
∣
∣
∣

1

n
H(x)−

[

log(
√
2πeσ)−

1

n
log V (Λ)

]∣
∣
∣
∣
≤ ε′, (6.22)

where ε′ = − log(1−ε)n + πε
n(1−ε) .

The following Lemma shows that the sum of the discrete Gaussian distribution and

a continuous Gaussian distribution is very close to a continuous Gaussian distribution if

the flatness factor is small.

Lemma 4. [27]: Let σ̃ = σσ0√
σ2+σ20

where σ0,σ > 0, and let c any vector in Rn. Consider

the continuous distribution g on Rn obtained by adding a continuous Gaussian of variance

σ2 to a discrete Gaussian DΛ−c,σ0:

g(x) =
1

fσ0 (Λ− c)
∑

t∈Λ+c
fσ0(t)fσ(x− t), x ∈ Rn (6.23)

If ε = εΛ(σ̃) < 1
2 , then

g(x)
f√
σ2
0
+σ2
(x) is uniformly close to 1:

∀x ∈ Rn,

∣
∣
∣
∣
∣

g(x)

f√
σ20+σ

2(x)
− 1

∣
∣
∣
∣
∣
≤ 4ε. (6.24)

The next lemma shows that the probability of a lattice Gaussian distribution falling

outside of a ball of radius larger than √nσ is exponentially small [27].

Lemma 5. [27] Let x ∼ DΛ,σ,c and ε ! εΛ(σ) < 1. Then for any ρ > 1, the probability

P(‖x− c‖ > ρ ·
√
nσ) ≤

1 + ε

1− ε · β
n (6.25)
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where β = ρ · e(1−ρ2)/2 < 1.

Definition 5 (Semi-spherical noise [61]). Let B(0, r) be a ball of radius r centered at zero.

A sequence Zn is semi-spherical if ∀δ > 0

P
(

Zn ∈ B(0, (1 + ε)
√
nσ)

)

> 1− δ (6.26)

for sufficiently large n.

Therefore, x ∼ DΛ,σ,c can be seen as semi-spherical noise. It is known that the

sum of semi-spherical noise and AWGN is semi-spherical [61].

Finally, it is shown in [27], that the discrete Gaussian distribution is capacity

achieving in an AWGN channel.

Theorem 1. [27] Consider an AWGN channel, a signal which as a discrete Gaussian

distribution DΛ−c,σ0 for arbitrary c ∈ Rn, and noise with variance given by σ2, and let the

average signal power be P so that SNR = P/σ2. Let σ̃ = σ0σ√
σ20+σ

2
. Then if ε = εΛ (σ̃) < 1

2

and πεΛ(σ0/2)
1−εΛ(σ0/2) ≤ ε, the discrete Gaussian signalling achieves the capacity

CD ≥
1

2
log (1 + SNR)− 6ε

n
, (6.27)

per channel use.

The following definition states that some lattices are good for capacity, since the

gap 6εn to the AWGN capacity vanishes.

Definition 6 (Capacity-good lattices [27]). A lattice Λ is capacity good if

εΛ (σ̃) <
1

2
, (6.28)

where σ̃ = σ0σ√
σ20+σ

2
.



6.3 Achieving the generalized degrees of freedom for the two-user symmetric
interference channel using lattice Gaussian distribution 137

6.3 Achieving the generalized degrees of freedom for the two-

user symmetric interference channel using lattice Gaus-

sian distribution

Consider the two-user interference channel as shown in Fig. 6.2.

g
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Figure 6.2: System model

The channel model is given by

y1 = x1 + gx2 + z1 (6.29)

y2 = x2 + gx1 + z2. (6.30)

The transmitted symbols are constructed using a common and a private message

x1 = w1 + u1 (6.31)

x2 = w2 + u2 (6.32)

where wi and ui are the common and private messages of user i = 1, 2 respectively. At

receiver 1 w1, gw2 and u1 are decoded, while gu2 is considered as noise. Similarly, at

receiver 2 w2, gw1 and u2 are decoded, while gu1 is treated as noise.

Etkin in [2] works with a simple HK scheme for a two-user interference channel

where Gaussian codebooks are used. Therefore, it seems natural to use the idea of

Gaussian distribution if we apply lattices. Consider that wi ∈ DΛwi ,σwi , gwi ∈ DgΛwi ,gσwi ,

ui ∈ DΛui ,σui and gui ∈ DgΛui ,gσui .
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At receiver 1, we have

y1 ∈ DΛw1 ,σw1 +DgΛw2 ,gσw2 +DΛu1 ,σu1 +DgΛu2 ,gσu2 + z1, (6.33)

where z1 is AWGN with variance σ2 and zero mean. Since we treat u2 as noise,

then DgΛu2 ,gσu2 + z1 is considered as noise. From Lemma 5, if the flatness factor

εgΛu2 (gσu2/2) < 1 then DgΛu2 ,gσu2 + z1 is not so far from a continuous distribution. With

this, we can treat the new noise z̃1 = αDgΛ2,gσ2 + z1 as AWGN with variance g2σ2u2 + σ2.

We consider that the power of the private messages at transmitter 1 is σ2u1 and σ2u2 at

transmitter 2, and the power of the common messages at transmitter 1 is σ2w1 and σ2w2 at

transmitter 2. Further, we consider σ2u = σ2u1 = σ2u2 and σ2w = σ2w1 = σ2w2 . We also define

SNRc = σ2w
σ2 , SNRp = σ2u

σ2 , INRc = g2σ2w
σ2 and INRp = g2σ2u

σ2 ! 1. Then SNR = SNRc +SNRp

and INR = INRc + INRp.

In the following subsections we show that it is possible to achieve the GDoF for

each type of interference using the lattice Gaussian distribution.

6.3.1 Very strong and strong interference scenarios

In this subsection we consider the case for the very strong and strong interference. The

interference is said to be very strong when INR > SNR2. The strong interference case

corresponds to SNR < INR < SNR2. In the very strong and strong interference cases

both signals x1 and x2 are entirely common messages, and there is no private message.

Then x1 = w1 ∈ DΛw1 ,σw1 , and x2 = w2 ∈ DΛw2 ,σw2 . We will decode with successive

cancellation for both cases without yet defining the type of interference.

Consider the interference channel given by

y1 = x1 + gx2 + z1 (6.34)

y2 = x2 + gx1 + z2. (6.35)
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or

y1 = w1 + gw2 + z1 (6.36)

y2 = w2 + gw1 + z2. (6.37)

To decode, we divide the problem in the following two MAC regions.

MAC1

The first MAC is formed by transmitter 1 and 2, and receiver 1. Thus, at the receiver we

have (6.36). The decoding procedure is the following

• Decode y1 = w1+ ž1 where ž1 = gw2+ z1 is treated as the new AWGN noise. This

is valid from Lemma 5 if

εΛgw2 (gσw2) < 1. (6.38)

Since this transforms into an AWGN channel, by Theorem 1 we have that if

εΛw1 = εΛw1




σw1

√

g2σw2 + σ
2

√

σ2w1 + g
2σw2 + σ

2



 <
1

2
, (6.39)

and

πεΛw1 (σw1/2)

1− εΛw1 (σw1/2)
< εΛw1 (6.40)

then

Rw1,1 =
1

2
log

(

1 +
σ2w1

g2σ2w2 + σ
2

)

−
6ε

n
, (6.41)

where in this case ε = εΛw1

(

σw1

√

g2σ2w2+σ
2

√

σ2w1+g
2σ2w2+σ

2

)

. Now, from definition 6 we can say
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that the gap 6εn vanishes as

εΛw1





σw1

√

g2σ2w2 + σ
2

√

σ2w1 + g
2σ2w2 + σ

2



 <
1

2
(6.42)

which is the same condition as (6.39). Therefore, we can say that

Rw1,1 ≈
1

2
log

(

1 +
σ2w1

g2σ2w2 + σ
2

)

(6.43)

• Then decode ỹ1 = y1 − ŵ1 = gw2 + z1. Again we can apply Theorem 1

Rw2,1 ≈
1

2
log

(

1 +
g2σ2w2
σ2

)

(6.44)

where the following conditions must be fulfilled

εgΛw2 = εgΛw2




gσw2σ

√

g2σ2w2 + σ
2



 <
1

2
, (6.45)

and

πεgΛw2 (σgw2/2)

1− εgΛw2 (gσw2/2)
< εgΛw2 (6.46)

• In a similar way we can decode the signal from user 2 first by saying, y1 = gw2+ ž1

where from Lemma 4, ž1 = w1 + z1 is treated as the new AWGN noise. Since this

transforms into an AWGN channel, by Theorem 1 we have

Rw2,2 ≈
1

2
log

(

1 +
g2σ2w2
σ2w1 + σ

2

)

(6.47)

where the required conditions are

εΛw1




σw1σ

√

σ2w1 + σ
2



 <
1

2
, (6.48)
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τgΛw2 = εgΛw2





gσw2

√

σ2w1 + σ
2

√

σ2w1 + g
2σ2w2 + σ

2



 <
1

2
, (6.49)

and

πεgΛw2 (σgw2/2)

1− εgΛw2 (gσw2/2)
< τgΛw2 (6.50)

• As above we proceed to decode ỹ1 = y1 − gŵ2 = w1 + z1. Again we can apply

Theorem 1

Rw1,2 ≈
1

2
log

(

1 +
σ2w1
σ2

)

(6.51)

where we need

τΛw1 = εΛw1




σw1σ

√

σ2w1 + σ
2



 <
1

2
, (6.52)

and

πεΛw1 (σw1/2)

1− εΛw1 (σw1/2)
< τΛw1 (6.53)

MAC2

In a similar way we can obtain the rates for the MAC2 through the following steps

• Decode y2 = w2 + ž2 where ž2 = gw1 + z2 is the new AWGN noise. This is valid

from Lemma 5. Since this transforms into an AWGN channel, by Theorem 1 we

have

R̄w2,2 ≈
1

2
log

(

1 +
σ2w2

g2σ2w1 + σ
2

)

(6.54)

where we need

εgΛw1 (gσw1) < 1, (6.55)
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εΛw2 = εΛw2





σw2

√

g2σ2w1 + σ
2

√

g2σ2w1 + σ
2
w2 + σ

2



 <
1

2
, (6.56)

and

πεΛw2 (σw2/2)

1− εΛw2 (σw2/2)
< εΛw2 (6.57)

• Then decode ỹ2 = y2 − ŵ2 = gw1 + z2. Again we can apply Theorem 1

R̄w1,2 ≈
1

2
log

(

1 +
g2σ2w1
σ2

)

(6.58)

where we require

εgΛw1 = εgΛw1




gσw1σ

√

g2σ2w1 + σ
2



 <
1

2
, (6.59)

and

πεgΛw1 (gσw1/2)

1− εgΛw1 (gσw1/2)
< εgΛw1 (6.60)

• In a similar way we can decode the signal from user 1 first by saying y2 = gw1 + ž2

where ž2 = w2+ z2 is the new AWGN noise. This is valid from Lemma 4. Since this

transforms into an AWGN channel, by Theorem 1 we have

R̄w1,1 ≈
1

2
log

(

1 +
g2σ2w1
σ2w2 + σ

2

)

(6.61)

where

εΛw2




σw2σ

√

σ2w2 + σ
2



 <
1

2
, (6.62)

τgΛw1 = εgΛw1





gσw1

√

σ2w2 + σ
2

√

g2σ2w1 + σ
2
w2 + σ

2



 <
1

2
, (6.63)
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and

πεgΛw1 (gσw1/2)

1− εgΛw1 (gσw1/2)
< τgΛw1 (6.64)

• As above we then proceed to decode ỹ2 = y2− gŵ1 = w2+ z2. Again we can apply

Theorem 1

R̄w2,1 ≈
1

2
log

(

1 +
σ2w2
σ2

)

(6.65)

with the following conditions

εΛw2 = εΛw2




σw2σ

√

σ2w2 + σ
2



 <
1

2
, (6.66)

and

πεΛw2 (σw2/2)

1− εΛw2 (σw2/2)
< εΛw2 (6.67)

Since we are working with a symmetric interference channel, we can change the

rates obtained above by the following rates:

R1A = Rw1,1 ≈
1

2
log

(

1 +
SNR

INR+ 1

)

(6.68)

R2A = Rw2,1 ≈
1

2
log (1 + INR) (6.69)

R2B = Rw2,2 ≈
1

2
log

(

1 +
INR

SNR+ 1

)

(6.70)

R1B = Rw1,2 ≈
1

2
log (1 + SNR) (6.71)
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R2E = R̄w2,2 ≈
1

2
log

(

1 +
SNR

INR+ 1

)

(6.72)

R1E = R̄w1,2 ≈
1

2
log (1 + INR) (6.73)

R1D = R̄w1,1 ≈
1

2
log

(

1 +
INR

SNR+ 1

)

(6.74)

R2D = R̄w2,1 ≈
1

2
log (1 + SNR) (6.75)

The achievable rates are depicted in Fig. 6.3 and 6.4.

A2

R1

R2A

R2B

R1BR1A

B

R

Figure 6.3: MAC1

E
1

R2

R2

R2

R1R1

D
D

E
E

D
R

Figure 6.4: MAC2
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Very strong interference

In this case, since the interference is very strong (INR > SNR2) we can approximate the

rates and easily find the maximum achievable rate, which is given by

Rmaxreg1 = R1B = R2D ≈
1

2
log (1 + SNR) (6.76)

and is shown in Fig. 6.5.

1

R2

R1B

R2D

R

Figure 6.5: Intersection region for the very strong interference case

From the definition of the flatness factor, the following must be true since εΛ > 0

εΛw1 (σw1/2) <
πεΛw1 (σw1/2)

1− εΛw1 (σw1/2)
< τΛw1 (6.77)

Therefore, from equations (6.52) and (6.53) (conditions for point R1B in Fig. 6.5)

we also have

εΛw1 (σw1/2) < εΛw1




σw1σ

√

σ2w1 + σ
2



 . (6.78)

This implies the following
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σw1
2

>
σw1σ

√

σ2w1 + σ
2

σ2w1 > 3σ
2

SNR > 3, (6.79)

which is valid since we can assume that for the GDoF, SNR and INR: 1.

This condition is not contradictory to the very strong interference case. Since the

channel is symmetric, we will obtain the same if we consider (6.66) and (6.67), which are

the conditions for R2D.

Strong interference

In this case the final intersection is shown in Fig. 6.6.

B

1

R2

R2

R2

R1R1

D
D

D

B

B
R

Figure 6.6: Intersection region for the strong interference case

From the definition of the flatness factor the following must be true

εgΛw2 (gσw2/2) <
πεgΛw2 (σgw2/2)

1− εgΛw2 (gσw2/2)
< τgΛw2 (6.80)

Therefore, from equations (6.49) and (6.50) (conditions for point R2B in Fig. 6.6)

we also have that
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εgΛw2 (gσw2/2) < εgΛw2





gσw2

√

σ2w1 + σ
2

√

σ2w1 + g
2σ2w2 + σ

2



 (6.81)

This means the following

gσw2
2

>
gσw2

√
σ2 + σ2

√

σ2w1 + g
2σ2w2 + σ

2

1

4
>

σ2w1 + σ
2

σ2w1 + g
2σ2w2 + σ

2

INR > 3SNR

α > 1 +
log (3)

log (SNR) (6.82)

From equations (6.52) and (6.53)(conditions for point R1B in Fig. 6.6) and (6.48)

we also have

εΛw1 (σw1/2) < εΛw1




σw1σ

√

σ2w1 + σ
2



 (6.83)

Then

σ2w1
4

>
σ2w1σ

2

σ2w1 + σ
2

σ2w1 > 3σ2

SNR > 3. (6.84)

Neither (6.82) nor (6.84) are contradictory to the strong interference case. Since

the channel is symmetric, we obtain the same if we consider equations (6.62), (6.63) and

(6.64), (6.66) and (6.67), which are the conditions for point D in Fig. 6.6.

Therefore, we can find the maximum achievable rate
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Rmax ≈
1
2 log

(

1 + INR
SNR+1

)

+ 12 log (1 + SNR)
2

≈
1

4
log

((
1 + INR+ SNR
1 + SNR

)

(1 + SNR)
)

≈
1

4
log ((1 + INR+ SNR)) . (6.85)

Then to obtain the GDoF we say as, in the previous section Rmax
RAWGN

, where RAWGN =

1
2 log(1 + SNR):

dsym ≈
1
4 log ((1 + INR+ SNR))

1
2 log(1 + SNR)

(6.86)

Applying the same strong interference conditions (6.11) as in the previous section,

we obtain

dsym ≈
1
2 log (INR)
log(SNR)

=
α

2
(6.87)

6.3.2 Moderately weak and weak interference

To find the GDoF for the cases of moderately weak and weak interference, we need to

work with both common and private messages. The system is given by

y1 = w1 + gw2 + u1 + gu2 + z1 (6.88)

y2 = w2 + gw1 + u2 + gu1 + z2. (6.89)

Again, we consider the problem as the intersection of two MAC regions. The

decoding strategy is to decode the common messages first, then the desired private

message, always leaving the interference private message as noise.
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MAC1

The MAC system is given by (6.88). The decoding procedure is the following:

• Decode y1 = w1+ ž1 where ž1 = gw2+u1+ gu2+ z1 is the new AWGN noise. This

is valid from Lemmas 4 and 5 and since it transforms into an AWGN channel, by

Theorem 1 we have

Rw1,1 ≈
1

2
log

(

1 +
σ2w1

g2σ2w2 + σ
2
u1 + g

2σ2u2 + σ
2

)

(6.90)

with the following set of conditions

εgΛw2




gσw2σ

√

g2σ2w2 + σ
2



 <
1

2
, (6.91)

εgΛu2




gσu2σ

√

g2σ2u2 + σ
2



 <
1

2
, (6.92)

εΛu1 (σu1) < 1, (6.93)

εΛw1 = εΛw1





σw1

√

g2σ2w2 + g
2σ2u2 + σ

2
u1 + σ

2

√

σ2w1 + g
2σ2w2 + g

2σ2u2 + σ
2
u1 + σ

2



 <
1

2
, (6.94)

and

πεΛw1 (σw1/2)

1− εΛw1 (σw1/2)
< εΛw1 (6.95)

• Then decode ỹ1 = y1− ŵ1 = gw2+ z̃1, where z̃1 = u1+ gu2+ z1 is treated as noise

from Lemmas 4 and 5. Again we can apply Theorem 1

Rw2,1 ≈
1

2
log

(

1 +
g2σ2w2

σ2u1 + g
2σ2u2 + σ

2

)

(6.96)
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with the following conditions

εgΛu2




gσu2σ

√

g2σ2u2 + σ
2



 <
1

2
, (6.97)

εΛu1 (σu1) < 1, (6.98)

εgΛw2 = εgΛw2





gσw2

√

g2σ2u2 + σ
2
u1 + σ

2

√

g2σ2w2 + g
2σ2u2 + σ

2
u1 + σ

2



 <
1

2
, (6.99)

and

πεgΛw2 (gσw2/2)

1− εgΛw2 (gσw2/2)
< εgΛw2 (6.100)

• In a similar way, we can start by decoding the signal from user 2 first by saying,

y1 = gw2 + ž1 where ž1 = w1 + gu2 + u1 + z1 is treated as noise from Lemmas 5

and 4. Since this transforms into an AWGN channel, by Theorem 1 we have

Rw2,2 ≈
1

2
log

(

1 +
g2σ2w2

σ2w1 + σ
2
u1 + g

2σ2u2 + σ
2

)

(6.101)

with the following

εΛw1 (σw1) < 1, (6.102)

εΛu1 (σu1) < 1, (6.103)

εgΛu2




gσu2σ

√

g2σ2u2 + σ
2



 <
1

2
, (6.104)
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τgΛw2 = εgΛw2





gσw2

√

σ2w1 + g
2σ2u2 + σ

2
u1 + σ

2

√

g2σ2w2 + σ
2
w1 + g

2σ2u2 + σ
2
u1 + σ

2



 <
1

2
, (6.105)

and

πεgΛw2 (gσw2/2)

1− εgΛw2 (gσw2/2)
< τgΛw2 (6.106)

• As above, we proceed to decode ỹ1 = y1− gŵ2 = w1+ z̃1 where z̃1 = u1+ gu2+ z1

from Lemmas 5 and 4. Again we can apply Theorem 1

Rw1,2 ≈
1

2
log

(

1 +
σ2w1

σ2u1 + g
2σ2u2 + σ

2

)

(6.107)

with the following

εΛu1 (σu1) < 1, (6.108)

εgΛu2




gσu2σ

√

g2σ2u2 + σ
2



 <
1

2
, (6.109)

εΛw1 = εΛw1





σw1

√

σ2u1 + g
2σ2u2 + σ

2

√

σ2w1 + σ
2
u1 + g

2σ2u2 + σ
2



 <
1

2
, (6.110)

and

πεΛw1 (σw1/2)

1− εΛw1 (σw1/2)
< εΛw1 (6.111)

MAC2

This MAC corresponds to (6.89) .The decoding procedure is the following

• Decode y2 = gw1 + ž2 where ž2 = w2 + u2 + gu1 + z2 is treated as the new AWGN

noise. This is valid from Lemma 5 and Lemma 4. Since this transforms into an
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AWGN channel, by Theorem 1 we have

R̄w1,1 ≈
1

2
log

(

1 +
g2σ2w1

σ2w2 + g
2σ2u1 + σ

2
u2 + σ

2

)

(6.112)

with

εΛw2 (σw2) < 1, (6.113)

εΛu2 (σu2) < 1, (6.114)

εgΛu1




gσu1σ

√

g2σ2u1 + σ
2



 <
1

2
, (6.115)

εgΛw1 = εgΛw1





gσw1

√

σ2w2 + σ
2
u2 + g

2σ2u1 + σ
2

√

g2σ2w1 + g
2σ2u1 + σ

2
w2 + σ

2
u2 + σ

2



 <
1

2
, (6.116)

and

πεgΛw1 (gσw1/2)

1− εgΛw1 (gσw1/2)
< εgΛw1 (6.117)

• Then decode ỹ2 = y2 − gŵ1 = w2 + z̃2, where z̃2 = gu1 + u2 + z2, from Lemmas 4

and 5. Again we can apply Theorem 1

R̄w2,1 ≈
1

2
log

(

1 +
σ2w2

g2σ2u1 + σ
2
u2 + σ

2

)

(6.118)

with

εΛu2 (σu2) < 1, (6.119)
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εgΛu1




gσu1σ

√

g2σ2u1 + σ
2



 <
1

2
, (6.120)

εΛw2 = εΛw2





σw2

√

g2σ2u1 + σ
2
u2 + σ

2

√

g2σ2w1 + g
2σ2u1 + σ

2
u2 + σ

2
w2σ

2



 <
1

2
, (6.121)

and

πεΛw2 (σw2/2)

1− εΛw2 (σw2/2)
< εΛw2 (6.122)

• In a similar way we can start by decoding the signal from user 2 first by saying

y2 = w2 + ž2 where ž2 = gw1 + gu1 + u2 + z2 is the new AWGN noise. This is valid

from Lemmas 4 and 5. Since this transforms into an AWGN channel, by Theorem

1 we have

R̄w2,2 ≈
1

2
log

(

1 +
σ2w2

g2σ2w1 + g
2σ2u1 + σ

2
u2 + σ

2

)

(6.123)

with

εgΛw1




gσw1σ

√

g2σ2w1 + σ
2



 <
1

2
, (6.124)

εgΛu1




gσu1σ

√

g2σ2u1 + σ
2



 <
1

2
, (6.125)

εΛu2 (σu2) < 1, (6.126)

τΛw2 = εΛw2





σw2

√

g2σ2w1 + g
2σ2u1 + σ

2
u2 + σ

2

√

σ2w2 + g
2σ2w1 + g

2σ2u1 + σ
2
u2 + σ

2



 <
1

2
, (6.127)
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and

πεΛw2 (σw2/2)

1− εΛw2 (σw2/2)
< τΛw2 (6.128)

• As before, we decode ỹ2 = y2 − ŵ2 = gw1 + z̃2, where z̃2 = gu1 + u2 + z2. This is

valid from Lemmas 4 and 5. Applying Theorem 1

R̄w1,2 ≈
1

2
log

(

1 +
g2σ2w1

g2σ2u1 + σ
2
u2 + σ

2

)

(6.129)

with

εgΛu1




gσu1σ

√

g2σ2u1 + σ
2



 <
1

2
, (6.130)

εΛu2 (σu2) < 1, (6.131)

εgΛw1 = εgΛw1





gσw1

√

g2σ2u1 + σ
2
u2 + σ

2

√

g2σ2w1 + g
2σ2u1 + σ

2
u2 + σ

2



 <
1

2
, (6.132)

and

πεgΛw1 (gσw1/2)

1− εgΛw1 (gσw1/2)
< εgΛw1 (6.133)

Since we are working with the symmetric interference channel we can change the

rates obtained above with the following rates, and say
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R1A = Rw1,1 ≈
1

2
log

(

1 +
SNRc

INRc + INRp + SNRp + 1

)

(6.134)

R2A = Rw2,1 ≈
1

2
log

(

1 +
INRc

SNRp + INRp + 1

)

(6.135)

R2B = Rw2,2 ≈
1

2
log

(

1 +
INRc

SNRp + INRp + SNRc + 1

)

(6.136)

R1B = Rw1,2 ≈
1

2
log

(

1 +
SNRc

SNRp + INRp + 1

)

(6.137)

R1D = R̄w1,1 ≈
1

2
log

(

1 +
INRc

SNRp + INRp + SNRc + 1

)

(6.138)

R2D = R̄w2,1 ≈
1

2
log

(

1 +
SNRc

INRp + SNRp + 1

)

(6.139)

R2E = R̄w2,2 ≈
1

2
log

(

1 +
SNRc

INRc + INRp + SNRp + 1

)

(6.140)

R1E = R̄w1,2 ≈
1

2
log

(

1 +
INRc

SNRp + INRp + 1

)

(6.141)

The intersection of these two regions, unlike the strong interference case, has two

possibilities. These depend on whether R1A ≤ R1E or R1A > R1E . Suppose R1A ≤ R1E

(region 1), then we have
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SNRc
INRc + INRp + SNRp + 1

≤
INRc

SNRp + INRp + 1
(SNRc)(INRc + 1)

(INRc + INRp + SNRp + 1)(INRc + 1)
≤
(INRc)(INRc + 1)
(SNRp + INRp + 1

INRcSNR
INR2c + INRc + (SNR+ 2INR)

≤
INR2c + INRc
SNR+ 2INR

SNR(SNR+ 2INR) ≤ (INRc + 1)(INRc(INRc + 1) + SNR+ 2INR)

SNR(SNR+ 2INR) ≤ (INR)(INRc INR+ SNR+ 2INR)

SNR(SNR+ 2INR) ≤ (INR)(INR(INRc + 2) + SNR)

SNR(SNR+ 2INR) ≤ (INR)(INR(INR+ 1) + SNR)

SNR2 + 2SNR · INR ≤ INR2(INR+ 1) + SNRINR

SNR2 + SNR · INR ≤ INR2(INR+ 1)

SNR(SNR+ INR) ≤ INR2(INR+ 1) (6.142)

Obviously, the case for R1A > R1E (region 2) is given by

SNR(SNR+ INR) > INR2(INR+ 1). (6.143)

We can see that these are the same regions obtained in [2]. These are illustrated

in Figs. 6.7 and 6.8

E

2

R1

A

B

D

ER2
AR2

AR1 R1

E

R

Figure 6.7: Intersection region for the weak interference case, region 1
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Figure 6.8: Intersection region for the weak interference case, region 2

Similar to the very strong and strong interference cases we verify the flatness

factor conditions. Again from the definition of the flatness factor, εΛ > 0 must be true.

Thus, from (6.94) and (6.95) (which corresponds to the point R1A) we have

πεΛw1 (σw1/2)

1− εΛw1 (σw1/2)
< εΛw1





σw1

√

g2σ2w2 + g
2σ2u2 + σ

2
u1 + σ

2

√

σ2w1 + g
2σ2w2 + g

2σ2u2 + σ
2
u1 + σ

2



 , (6.144)

we also need

εΛw1 (σw1/2) < εΛw1





σw1

√

g2σ2w2 + g
2σ2u2 + σ

2
u1 + σ

2

√

σ2w1 + g
2σ2w2 + g

2σ2u2 + σ
2
u1 + σ

2



 . (6.145)

Then

σ2w1
2

>
σw1

√

g2σ2w2 + g
2σ2u2 + σ

2
u1 + σ

2

√

σ2w1 + g
2σ2w2 + g

2σ2u2 + σ
2
u1 + σ

2

1

4
>

g2σ2w2 + g
2σ2u2 + σ

2
u1 + σ

2

σ2w1 + g
2σ2w2 + g

2σ2u2 + σ
2
u1 + σ

2

σ2w1 > 3g2σ2w2 + 3g
2σ2u2 + 3σ

2
u1 + 3σ

2

SNRc > 3INRc + 3INRp + 3SNRp + 3

SNR > 3INR+ 4SNRp + 3

SNR · INR > 3INR2 + 4SNR+ 3INR. (6.146)
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We also verify (6.99) and (6.100), (which corresponds to the point R2A)

εgΛw2 (gσw2/2) < εgΛw2





gσ2w2

√

(g2σ2u2 + σ
2
u1 + σ

2)
√

g2σ2w2 + g
2σ2u2 + σ

2
u1 + σ

2



 , (6.147)

then

g2σ2w2
4

>
g2σ2w2(g

2σ2u2 + σ
2
u1 + σ

2)

g2σ2w2 + g
2σ2u2 + σ

2
u1 + σ

2

1

4
>

(g2σ2u2 + σ
2
u1 + σ

2)

g2σ2w2 + g
2σ2u2 + σ

2
u1 + σ

2

g2σ2w2 > 3g2σ2u2 + 3σ
2
u1 + 3σ

2

INRc > 3INRp + 3SNRp + 3

INR2 > 4INR+ 3SNR+ 3INR. (6.148)

We have two more restrictions given by the relationship between (6.99) and

(6.127). Let us say that (6.99) is bigger than (6.127). We can verify that εΛ(σ) = εgΛ(gσ)

(see Appendix B), then

εΛw2





σw2

√

g2σ2w1 + g
2σ2u1 + σ

2
u2 + σ

2

√

σ2w2 + g
2σ2w1 + g

2σ2u1 + σ
2
u2 + σ

2



 < εgΛw2





gσw2

√

g2σ2u2 + σ
2
u1 + σ

2

√

g2σ2w2 + g
2σ2u2 + σ

2
u1 + σ

2



 ,

g2σ2u2 + σ
2
u1 + σ

2

g2σ2w2 + g
2σ2u2 + σ

2
u1 + σ

2 <
g2σ2w1 + g

2σ2u1 + σ
2
u2 + σ

2

σ2w2 + g
2σ2w1 + g

2σ2u1 + σ
2
u2 + σ

2

INRp + SNRp + 1
INRc + INRp + SNRp + 1

<
INRc + INRp + SNRp + 1

SNRc + INRc + INRp + SNRp + 1
(INRp + SNRp + 1) (SNR+ INR+ 1) < (INR+ SNRp + 1)2

SNR+ INRp + SNRp · SNR < INR2 + SNR2p + SNRp

SNR · INR2 + INR2 + SNRpSNR · INR2 < INR4 + SNR2pINR2 + SNRp · INR2.
INR
SNR +

INR
SNR2

+ 1 <
INR3

SNR2
+

1

INRSNR +
1

SNR , (6.149)



6.3 Achieving the generalized degrees of freedom for the two-user symmetric
interference channel using lattice Gaussian distribution 159

We will see later that this corresponds to region 1.

Obviously when (6.99) is smaller than (6.127), we have

INR
SNR +

INR
SNR2

+ 1 >
INR3

SNR2
+

1

INRSNR +
1

SNR (6.150)

which corresponds to region 2.

Since the channel is symmetric, we will obtain the same if we consider equations

(6.127) and (6.128), (6.132) and (6.133),which are the conditions for point E in Fig. 6.7

or 6.8 and (6.132) and (6.94).

The maximum common rate can now be calculated from these two regions. For

the first region we have

Rmaxreg1 ≈
R1A + R1E

2

≈
1

4
log

(

1 +
SNRc

INRc + INRp + SNRp + 1

)

+
1

2
log

(

1 +
INRc

SNRp + INRp + 1

)

≈
1

4
log

(( SNR+ INR+ 1
INR+ SNRp + 1

)

(

( SNRp + INR+ 1
INRp + SNRp + 1

))

≈
1

4
log

(
SNR+ INR+ 1

SNRp + INRp + 1

)

≈
1

4
log

(
(SNR+ INR+ 1) (INRc + 1)

SNR+ 2INR

)

≈ 1

4
log

(

1 +
(SNR+ INR)(INR− 1)

SNR+ 2INR

)

(6.151)

Due to the symmetry of the channel, R2A+R2E2 gives the same result.

For the second region we have
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Rmaxreg2 ≈ R2A = R1E

≈
1

2
log

(

1 +
INRc

SNRp + INRp + 1

)

≈
1

2
log

( SNRp + INR+ 1
SNRp + INRp + 1

)

≈
1

2
log

(
(SNRp + INR+ 1)(INRc + 1)
(SNRp + INRp + 1)(INRc + 1)

)

≈
1

2
log

(

SNR+ INR+ INR2
SNR+ 2INR

)

≈
1

2
log

(

1 +
INR(INR− 1)
SNR+ 2INR

)

(6.152)

Since we have already found w1 and w2, to find the private message we simply do

the following: for user 1 and from Lemma 4 we consider gu2 as noise and say y1 − ŵ1 −

gŵ2 = u1 + (gu2 + z1). Then

Ru1 ≈
1

2
log

(

1 +
σ2u1

g2σ2u2 + σ
2

)

(6.153)

with the set of conditions

εgΛu2




gσu2σ

√

g2σ2u2 + σ
2



 <
1

2
, (6.154)

εΛu1 = εΛu1





σu1

√

g2σ2u2 + σ
2

√

σ2u1 + g
2σ2u2 + σ

2



 <
1

2
, (6.155)

and

πεΛu1 (σu1/2)

1− εΛu1 (σu1/2)
< εΛu1 (6.156)



6.3 Achieving the generalized degrees of freedom for the two-user symmetric
interference channel using lattice Gaussian distribution 161

And for user 2, we consider gu1 as noise from Lemma 4 and say y2 − ŵ2− gŵ1 =

u2 + (gu1 + z2). Then

Ru2 ≈
1

2
log

(

1 +
σ2u2

g2σ2u1 + σ
2

)

. (6.157)

with the following set of conditions

εgΛu1




gσu1σ

√

g2σ2u1 + σ
2



 <
1

2
, (6.158)

εΛu2 = εΛu2





σu2

√

g2σ2u1 + σ
2

√

σ2u2 + g
2σ2u1 + σ

2



 <
1

2
, (6.159)

and

πεΛu2 (σu2/2)

1− εΛu2 (σu2/2)
< εΛu2 (6.160)

Again since we are working with a symmetric channel, the maximum private rate

is given by

Ru ≈
1

2
log

(

1 +
SNRp

INRp + 1

)

. (6.161)

From the conditions (6.155) and (6.156) we have

εΛu1 (σu1/2) < εΛu1





σu1

√

g2σ2u2 + σ
2

√

σ2u1 + g
2σ2u2 + σ

2



 (6.162)
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Then

σ2u1
4
>

σ2u1(g
2σ2u2 + σ

2)

σ2u1 + g
2σ2u2 + σ

2

σ2u1 > 3g2σ2u2 + 3σ
2

SNRp > 3INRp + 3

SNR > 6INR

α < 1 +
log (6)

log (SNR) (6.163)

Because of the symmetry of the channel conditions (6.159) and (6.160) give the

same result as (6.163).

We also see that equations (6.126) and (6.131) are the same, and smaller than

(6.92). Equation (6.92) is the same as (6.97) and (6.154), and smaller than εgΛu2 (gσu2/2),

which is smaller than (6.159). Thus

εΛu2 (σu2) < εΛu2





σu2

√

g2σ2u1 + σ
2

√

σ2u2 + g
2σ2u1 + σ

2



 <
1

2
. (6.164)

It is important to verify these equations to be sure there are no contradictions with the

flatness factor conditions. This is similar for (6.93), (6.98),(6.125),(6.130),(6.158) and

(6.155) due to the symmetry of the channel.

Therefore, we have the following conditions

INR2 > 4INR+ 3SNR+ 3INR, for any region (6.165)

SNR · INR > 3INR2 + 4SNR+ 3INR, for region 1 (6.166)
INR
SNR +

INR
SNR2

+ 1 <
INR3

SNR2
+

1

INRSNR +
1

SNR , for region 1 (6.167)

INR
SNR +

INR
SNR2

+ 1 >
INR3

SNR2
+

1

INRSNR +
1

SNR , for region 2 (6.168)

SNR > 6INR, for any region (6.169)
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From (6.165) we have

INR2 > 7INR+ 3SNR

INR3 > 7INR2 + 3SNRINR
INR3

SNR2
>
7INR2

SNR2
+
3INR
SNR (6.170)

this approximates to

INR > 7. (6.171)

From (6.166) we have

SNR · INR > 3INR2 + 4SNR+ 3INR

1 >
3INR
SNR +

4

INR +
3

SNR (6.172)

this approximates to

SNR > 3INR.

1 >
log 3

logSNR +
log INR
logSNR

α < 1− log 3

logSNR . (6.173)

From (6.167) we have

INR
SNR +

INR
SNR2

+ 1 <
INR3

SNR2
+

1

INRSNR +
1

SNR
INR
SNR +

INR
SNR2

+ 1 <
INR3

SNR2
+

1

SNRINR +
1

SNR (6.174)

which approximates to

1 <
INR3

SNR2

α >
2

3
. (6.175)
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From (6.168) we have

1 >
INR3

SNR2

α <
2

3
. (6.176)

From (6.169) we have

SNR > 6INR

logSNR > log INR+ log 6

α < 1−
log 6

log INR (6.177)

We will see shortly that (6.165), (6.166), (6.167), (6.168) and (6.169) are not con-

tradictory to the weak or moderately weak interference channels.

For the two possible maximum rates of the common messages and the private

rate, we can find the total rate and derive the GDoF.

Rmax

RAWGN
≈

min{Ru + Rmaxreg1, Ru + Rmaxreg2}
1
2 log(1 + SNR)

Rmax ≈ min{1
4
log

(
(

1 +
SNR
2INR

)2(

1 +
(SNR+ 1)(INR− 1)

SNR+ 2INR

)
)

,
1

2
log

((

1 +
INR(INR− 1)
SNR+ 2INR

)(

1 +
SNR
2INR

))

}

≈ min{1
4
log

((
2INR+ SNR
4INR

)

(INR+ SNR+ 1)
)

,
1

2
log

(

SNR+ INR+ INR2
2INR

)

}

≈ min{1
4
log

(

(INR+ SNR+ 1)(1 + SNR
INR )

1

4

)

,
1

2
log

((SNR
INR + INR+ 1

)
1

2

)

}

≈ min{1
4
log ((INR+ SNR+ 1)) + 1

4
log

(

1 +
SNR
INR

)

−
1

2
,
1

2
log

(

1 + INR+ INR
SNR

)

− 1}.

(6.178)
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Then

Rmax

RAWGN
≈

min{14 log ((INR+ SNR+ 1)) + 14 log
(

1 + SNR
INR

)

− 12 ,
1
2 log

(

1 + INR+ INR
SNR

)

− 1}
1
2 log(1 + SNR)

≈
min{14 log(SNR) + 14 log(SNR)− 14 log(INR), 12 log(INR)}

1
2 log(SNR)

(6.179)

where we have considered that SNR < INR2.

Rmax

RAWGN
≈ min{1 − 1

2

log(INR)
log(SNR) ,

log(INR)
log(SNR)} (6.180)

As seen previously α ! log(INR)
log(SNR) , then

RHK

RAWGN
≈ min{1− 1

2
α,α} (6.181)

Here we have two results, depending on the level of interference. The first one,

1 − 12α is valid when SNR (SNR+ INR) ≤ INR2 (INR+ 1) (represented in Fig. 6.7), and

can be further simplified if we consider that SNR, INR : 1 and SNR > INR. We obtain

that

2

3
<
log(INR)
log(SNR) = α, (6.182)

which is the same as condition (6.175). For the other region α < 2
3 , which is the same as

condition (6.176). Obviously, for these two region conditions (6.171), (6.173) and (6.177)

are achievable.

6.3.3 Noisy interference

For noisy interference we only have the private messages. Then x1 = u1, and x2 = u2.

Consider that both u1 ∈ DΛu1σu1 and u2 ∈ DΛu2 ,σu2 , and that for noisy interference INR2 <

SNR. This case is very similar to the very strong interference, except here we use private

messages instead of common messages. The rates are the same as the ones obtained

for the very strong and strong interference cases except here we can approximate them

as follows
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R1A = Rw1,1 ≈
1

2
log

(SNR
INR

)

(6.183)

R2A = Rw2,1 ≈
1

2
log (INR) (6.184)

R2B = Rw2,2 ≈
1

2
log (1) (6.185)

R1B = Rw1,2 ≈
1

2
log (SNR) (6.186)

R2E = R̄w2,2 ≈
1

2
log

(SNR
INR

)

(6.187)

R1E = R̄w1,2 ≈
1

2
log (INR) (6.188)

R1D = R̄w1,1 ≈
1

2
log (1) (6.189)

R2D = R̄w2,1 ≈
1

2
log (SNR) (6.190)

The intersection of both MAC regions is shown in Fig. 6.9.

D
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R2

R2B
R1BR1AR1E

R2E
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R

Figure 6.9: Intersection region for the noisy interference case

Therefore, the maximum achievable rate is given by

Rmax = R1A = R2E ≈
1

2
log

(SNR
INR

)

= log (SNR)− log (INR). (6.191)

And the GDoF is given by

dsym ≈
1
2 log (SNR)− 12 log (INR)

1
2 log(SNR)

≈ 1− α. (6.192)
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To conclude the chapter, we can summarized that we have obtained as

RHK

CAWGN
≈





























1− α for 0 ≤ α ≤ 1/2 Noisy;

α for 1/2 ≤ α ≤ 2/3 Weak;

1− α2 for 2/3 ≤ α < 1 Moderately Weak;
α
2 for 1 < α ≤ 2 Strong;

1 for α ≥ 2 Very Strong.

With these results we demonstrate that we have obtained the same regions as

Etkin and that the final GDoF using Gaussian lattices is the same as when random code-

books are used.

6.4 Conclusions

In this chapter, we have found the GDoF of a two-user symmetric interference channel

with lattices. The GDoF for this scenario has been demonstrated before using random

coding. Here we use lattice Gaussian distribution to put randomness in the structure of

the lattice. We demonstrate that using lattice Gaussian distribution, and by considering

some properties of the flatness factor of the lattices, we can find the same GDoF for all

types of interference as was found using the random coding technique, with a HK scheme

where private and common messages are used. We can conjecture that this could be

extended to aK-user symmetric interference channel because of the use of lattices, since

the interference will automatically be aligned at the receivers.
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Chapter 7

Conclusion and Future Work

7.1 Conclusions

This thesis focuses on interference management techniques for the interference chan-

nel. We mainly worked with the interference alignment technique, which allows to align

all interference at the receivers, and leave 1/2 of the signal space for the desired signal.

We approached the problem from two perspectives. The first is addressed in Chapter

3. Here we worked with interference alignment from the signal space perspective as the

one originally proposed in the renowned paper by Cadambe and Jafar [10]. We noted that

many papers deal with the interference alignment method proposed by [10] in terms of

rate and DoF achievability for many scenarios, but few have focused on the performance

of the technique. We therefore applied some precoding techniques such as SVD and

THP along with bit and power loading techniques to show that the performance of the

Cadambe and Jafar interference alignment scheme can be improved. Later in Chapter

4, we focused our work on the signal scale perspective of interference alignment. In that

chapter, we still used Cadambe and Jafar’s original scheme but we assumed the matri-

ces that jointly represent the channel and the precoding are the generator matrices of a

lattice. Here we worked with a three user many-to-one interference channel and aligned

interference by designing the precoding matrices along with unimodular matrices. After

that, and using the properties of the lattice, we derived a bound for the probability of error

considering a maximum likelihood decoder. We found a result that relates the theta series
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of the joint received lattice and the theta series of the interference lattice. Since the theta

series is closely related to the flatness factor of the lattice, we verified the hypothesis that

to minimize the error probability, the interference lattice must have a big flatness factor.

We also presented some design criteria for the lattices for the direct channels 2 and 3.

In Chapter 5, we continued to work with lattices. In this case we used BW lattices for

the symmetric (fully connected) interference channel. We mimicked the work presented

in [5] where a multilevel strategy is used to achieve the GDoF for the symmetric interfer-

ence channel. However, their strategy only considers one-dimensional codes, leaving the

possibility for improvement. For that reason we decided to use lattices, in particular BW

lattices, not only because of the better performance that we can obtain with lattices but

also because of their similarities since they can be built using a multilevel construction

similar to the one used in [5]. We showed that we can improve the error rate and, since

we followed their design in the construction of the codewords, we can also conjecture we

can achieve the GDoF. In Chapter 6, we continued to work with lattices to achieve the

GDoF with general lattices. In this chapter we focused our attention on [2], the first paper

to work with the GDoF for every type of interference, although only for two users. Their

strategy involves using random Gaussian codewords. Since the proofs for capacity and

DoF normally use random codes, we worked with the lattice Gaussian distribution [27]

to take advantage of the higher dimension of the lattice and of the randomness that the

Gaussian distribution can provide. We found that under some constraints of the flatness

factor of the lattices we can also achieve the GDoF for all types of interference.

7.2 Future work

We see that there are still many open questions to be answered on interference align-

ment. We simplified our research by working with special channels, to contribute to the

understanding of the interference alignment problem. Our work showed an improvement

in error probability and designed a path to obtain methods to implement codes for inter-

ference alignment.

In particular, an open issue is to find optimal precoders for interference alignment
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in the signal space. One idea is to rotate the signals at the transmitters such that at the

desired receiver, most of the signal is projected into the desired subspace. We believe

this would improve the performance of the Cadambe and Jafar scheme. However, finding

this rotation matrix is not trivial.

In terms of error probability and its bounds, we found a result for the many-to-one

interference channel with lattices. The extension to fully connected channels is an open

problem, using the properties of lattices such as the flatness factor.

We also showed that using Jafar’s Q-base representation idea and BW lattices

it is possible to improve the performance of the interference channel. However, a new

idea would be to extend this either by using any construction D lattice or by using nested

lattices in each level.

For the last chapter, the design of a practical working scheme with Gaussian lat-

tices for interference is still an open issue.

One of the big open problem corresponds to the global channel knowledge that

interference alignment requires. For this, some authors are working on the subject of the

Grasmannian manifold. In those papers, the channel is estimated at the receivers and

a truncated unitary matrix that spans the same subspace of the estimated channels is

fed back. The receiver quantizes this subspace into codewords whose codebooks are

known at both the receivers and transmitters. The receivers then broadcast the index of

this quantized codeword to the transmitters. The quantized codeword is the closest point

on the Grassmannian manifold. We wonder if these codebooks can be constructed using

structured codes.
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Appendix A

Fisher-Huber optimization

In this appendix, we will solve the FH optimization. Recall the optimization problem given

by equations (3.14)-(3.15):

Thus, the optimization transforms into:

SNR0 =
3ST

∑D
i=1Ni2

Ri
(A.1)

subject to:

RT =
∑

Ri = constant (A.2)

Using Lagrange

L :
3ST

∑D
i=1 Ni2

Ri
− λ

(

RT −
D
∑

i=1

Ri

)

(A.3)

without loss of generality, let us consider that we will find the differential for R1.

∂L

∂R1
= 0 (A.4)

∂

∂R1

(
3ST

N12R1 + N22R2 + · · ·+ ND2RD
− λ (RT − R1 − R2 − · · · − RD)

)

= 0 (A.5)

Assigning the following variables P1 = 2R1 , B1 = N1P1+
∑D
i=2 Ni2

Ri , A1 = 3ST
B1

, and using
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the chain rule
∂L

∂R1
=
∂L

∂A1

∂A1
∂B1

∂B1
∂P1

∂P1
∂R1

+ λ (A.6)

∂L

∂R1
= 1 · −3ST

(N12R1 + N22R2 + · · · + ND2RD)2
· N1 · 2R1 log(2) + λ = 0 (A.7)

Which transforms to

SNR0
∑D
i=1 Ni2

Ri
· N1 · 2R1 log(2) = λ (A.8)

But we define SNR0 to be constant. Clearly 3ST is constant too, and then
∑

Ni2
Ri is also

constant. Hence:

N1 · 2R1 = constant2 (A.9)

But, now if we run the same derivation on R2 we will get

SNR0
∑D
i=1Ni2

Ri
· N2 · 2R2 log(2) = λ, (A.10)

which is exactly the same as before. Hence

Ni2
Ri = constant (A.11)

With these, the rate and energy are obtained in [28].
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Appendix B

Proof of εΛ(σ) = εgΛ(gσ)

Given the theta series of a lattice

θΛ
(

exp−
1
2σ2

)

=
∑

x∈Λ
exp−

‖x‖2

2σ2 , (B.1)

and the definition of the theta series

εΛ(σ) =
V(Λ)
(
√
2πσ)n

θΛ
(

exp−
1
2σ2

)

− 1, (B.2)

Then

θgΛ
(

exp−
1
2σ2

)

=
∑

x̃∈gΛ
exp−

‖x̃‖2

2σ2 =
∑

x∈Λ
exp−

g2‖x‖2

2σ2 (B.3)

Consider now

θgΛ
(

exp
− 1
2g2σ2

)

=
∑

x∈Λ
exp
− g
2‖x‖2

2g2σ2 =
∑

x∈Λ
exp−

‖x‖2

2σ2 = θΛ
(

exp−
1
2σ2

)

(B.4)

Also

V(Λ) =
√

det(M′M), (B.5)
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whereM is the generator matrix of Λ, whose dimension is n. Then

V(gΛ) =
√

g2ndet(M′M) = gnV(Λ). (B.6)

And

εgΛ(gσ) =
gnV(Λ)
(
√
2πgσ)n

θΛ
(

exp−
1
2σ2

)

− 1 = V(Λ)
(
√
2πσ)n

θΛ
(

exp−
1
2σ2

)

− 1 = εΛ(σ). (B.7)


